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General introduction

This document presents my research contributions that I gradually developed since joining
ONERA, The French Aerospace Lab, in January 2010. Currently I am a member of the
Department of Information Processing and Systems (DTIS), and from 2010 to 2017 I was
a member of the Department of Information Processing and Modeling (DTIM).

My research was conducted in a department whose research activities address a large
spectrum of information processing techniques, from logical reasoning, to operational
research to multi agents systems. Applications are in three main fields: avionics, space,
defence and security. With respect to the existing research directions, my research brought
new insights on defence and security domains, by focusing on methods and techniques for
soft data processing, which is to say symbolic data provided by humans (operators, Hu-
man Intelligence) or gleaned on the Internet (Open Intelligence, Social Intelligence). My
research addressed the assessment of quality for human reported information, the charac-
terization of online data, the development of semantic interoperability for heterogeneous
information fusion and the analysis of uncertainty for information fusion.

This document reports results obtained from early 2010 to late 2020, as a research
scientist at ONERA. Although my work was part of a new research line in my department,
several projects such as ROSARIO (Research in Open Sources: information and opinions
retrieval) and RIAD (Network on Artificial Intelligence and Decision Making ) allowed me
to collaborate with colleagues from my department, but the majority of my contributions
are the results of external collaborations and projects.

I was the scientific coordinator of two research projects: FUTHANE (Fusion Technique
de Haut Niveau et Evaluation), a project funded by the French Defence Procurement
Agency to investigate the fusion of heterogeneous information, and FLYER (Intelligence
Artificielle pour Analyser les Contenus Extrémistes sur Internet), a project funded by
the French Research Agency thanks to its ASTRID (Accompagnement Spécifique des
Travaux de Recherches et d’Innovation Défense) program. FLYER addresses the detection
of extremist content online with artificial intelligence methods. Some of my scientific
contributions were carried out within those project’s time frameworks and context.

Part of my work was also done in the context of several European and interna-
tional projects : QUALIPSO, a joint research action France-Canada and three European
projects: I2C (FP7, European Commission) 1 , PRACTICIES (Partnership Against Vio-
lent Radicalisation in Cities) 2 and AI4EU (Artificial Intelligence for European Union) 3

1https://cordis.europa.eu/project/id/242340
2https://practicies.org/
3https://www.ai4eu.eu/

5



6 General introduction

(H2020, European Commission).
Results reported in this document are also the fruit of several collaborations: at na-

tional level I had collaborations with partners from academia: MODYCO (Modèles, Dy-
namiques et Corpus UMR CNRS-Université Paris Nanterre ), EFTS (Education, For-
mation, Travail, Savoir) Toulouse 2 University (Jean Jaures), LIDILEM (Laboratoire de
Linguistique et Didactique des Langues Etrangères et Maternelles), University of Greno-
ble Alpes. I had joint projects and collaborations with industrial partners: Thales TRT,
Airbus DS and Bertin IT.

At national level, some of my collaborations were facilitated by LEMON (anaLysE et
dynaMique des messages et cONversations radicales sur Internet) 4, a coordination action
supported by the French National Center for Scientific Research via MADICS (Masses de
Données, Informations et Connaissances en Sciences), a research cluster promoting broad
data-driven solutions. Together with Delphine Battistelli, full professor at Paris Nanterre
University, we coordinate LEMON since 2017.

At international level, since 2011 I am a member of the ETUR (Evaluation of Tech-
niques for Uncertainty Representation) working group, where I collaborate with researchers
from George Mason University (Washington, USA), Thales TNO (Netherlands), Univer-
sity of Pretoria (South Africa) and IABG (Industrieanlagen-Betriebsgesellschaft mbH,
Germany). In January 2018 I was appointed by the French Ministry of Defence to inte-
grate the NATO Research Track Exploration of Cyberspace for Intelligence (IST 159) and
this participation facilitated collaborations with FKIE (Fraunhofer Institute for Commu-
nication, Information Processing and Ergonomics, Germany), DRDC (Defence Research
and Development Canada), NATO STRATCOM (Latvia) and the University of Helsinki
(Finland).

I am also an expert for the French Research Agency and the European Commission
for calls dedicated to security or information technology.

This document is a synthesis of my research project entitled Semantic frameworks
to enhance situation awareness for defence and security applications. The first chapter
introduces both the theoretical background and application context needed to understand
the contributions presented in the rest of the document. The remaining chapters describe
three semantic frameworks developed to improve situation awareness in various security
of defence contexts: the evaluation of information items provided by human operators,
the development of semantic-based approaches for information fusion in heterogeneous
and dynamics environments, and the analysis and characterization of online data.

A semantic framework comprises both a knowledge model and the processing algo-
rithms implemented upon, my research being at the crossroad of knowledge engineering
and textual data mining.

Contributions are not presented chronologically, but rather regrouped according to
their coherence, as several research lines were addressed at different moments in time
and for different applications. Each contribution is discussed by indicating the research
context, the maturity level of artefacts developed, main collaborations, lessons learnt and
a selection of relevant publications.

4http://www.madics.fr/actions/actions-en-cours/lemon/



Chapter 1

Introduction and context of scientific
contributions

Contents
1 Situation awareness : what is this about? . . . . . . . . . . . . 7

2 Technical bottlenecks of situation awareness . . . . . . . . . . 9

3 Knowledge and semantic technologies . . . . . . . . . . . . . . 10

4 The rationale for semantic-driven situation awareness . . . . 12

5 Structure of the document . . . . . . . . . . . . . . . . . . . . . 13

This introductory chapter is threefold. First, we introduce situation awareness, a
key concept for defence and security applications, and its main technical bottlenecks.
Situation awareness is the application context of my work. Second, we review the rationale
for using semantic frameworks to addresses technical bottlenecks of situation awareness.
Finally, we briefly describe the remainder of this document.

1 Situation awareness : what is this about?
What is situation awareness?

Situation awareness is an application field which derives its research and technical findings
from the proper management of critical situations in a variety of contexts. Complex crisis
due to conflicts or natural disasters give rise to dynamic and unpredictable events: political
transitions, insurgencies, terrorism, ethnic tensions or social upheaval. Responses may be
build upon military, political, diplomatic, cultural or economic factors, but regardless of
the nature of envisioned solutions, evidence is needed to inform decision makers.

Situation awareness can be defined simply as knowing what is going on around us or
more technically as the perception of the elements in the environment within a volume
of time and space, the comprehension of their meaning and the projection of their status
in the near future [52]. In practice, situations are simplified representations of complex
constellation of actors, organizations, events and actions together with hypothesis about
possible impacts.

7



8 Chapter 1. Introduction and context of scientific contributions

Who needs situation awareness?

The need for situation awareness arises in a variety of environments: maritime security
[91], human-machine interactions [61], autonomous driving [78], cyberspace [39], cyber-
security [44] or avionics [65]. Situation awareness is also crucial for defence and security
applications.

How is situation awareness built?

Situation assessment combines information from multiples sources to reason about several
entities over a range of time horizons.

From a technical standpoint, building situation awareness includes pulling together
disparate data from numerous sources and correlating, fusing, merging and visualizing
the data such that the end user can rapidly understand the situation and make decisions.
Situation awareness requires systems and methods for information fusion, which further
involves a process of combining data from multiple inputs, i. e. from one or more sources
such as sensors and textual reports. The aim is to obtain information that is better, more
useful and meaningful than that would be derived from each of the sources individually,
that is, without fusing.

To avoid terminological confusion, in the context of this work the term entity refers to
vehicles, persons, or convoys, organizations or communities in real or virtual environments.

Each entity is described as a vector of features, which, according to the sensor data
used in the fusion process, provides the position and kinematics of the entity, its type and
also relations to contextual information, such as geographical features (roads, airways) or
to other entities in the situation. An entity is described as a set of states, representing
the knowledge of this entity at any moment in time during the surveillance task. Entity
state gathers the estimated features and additional information related to traceability and
information assessment.

Let Ei be an entity, having a set of states ESk, with ESk = (tk, Kk, T rk, Ak) a time
stamped vector of features, composed of the knowledge Kk including kinematics, nature
and additional properties, the traceability Trk to observations used to produce Kk and
the assessment Ak of Kk, represented as a probability, a likelihood or even as a simple
confidence score. Entity states can be built upon sensor-based data and soft observation
reports: this only depends on the ability of the algorithms to associate these observations
with a given entity.

A situation of n entities is defined as the union of Ep,p∈(1..N) the set if entities, the set
of r sensor observations Osensor

p,p∈(1..q) and the set of q collected observations Osoft
p,p∈(1..q) , some

of which could be false alarms, or inaccurate or misleading reports.

Who builds situation awareness?

From the very beginning, researchers on information processing have contributed to this
topic, attracted by the challenging aspects of the problem. Although the need for au-
tomatic data processing for situation awareness has never ceased, nowadays it is ever
increasing, triggered by the growing volumes of data available off and online, the avail-
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ability of sophisticated communication means and the increasing complexity of defence
and security domains.

The trend is not new and it is reflected in the establishment of proper conferences
series (e.g., International Conference on Information Fusion, European Conference in In-
telligence Security Informatics), dedicated topics within various European call for projects,
international savant societies and organisations (ISIF- International Society for Informa-
tion Fusion, European Defence Agency) and the establishment of specialized workshops,
work groups or research tracks at international organizations. Examples are the ETUR
(Evaluation of Techniques for Uncertainty Representation) working group supported by
the ISIF (International society for information fusion) or the Inter-Group Workshop on
Big data challenges: Situation awareness and decision support organized by NATO Sci-
ence & Technology.

It is critical to observe that the entire panoply of methods, theories and knowledge that
form the basis for situation awareness is provisional and complete knowledge of actions,
crisis, events in real environments can never be achieved. Put simply, we cannot become
and remain aware of everything going on around us. This is even truer in the case of
defence and security applications, which often feature intelligent and dynamic adversaries
who exploit unexpected opportunities. The complexity of environments and events makes
the task of building reliable situation awareness particularly challenging.

2 Technical bottlenecks of situation awareness

Situation awareness, aiming at a comprehensive view of ongoing actions, inherently de-
pends of data from a multitude of sources. Traditionally, situation awareness was sup-
ported by information fusion systems that handled sensor and soft data fusion as two
distinct problem sets, based on the intuition that numerical sensor data seemed to be
more suited for track-and-detect applications while human reports and open sources were
rather requested to analyze asymmetric threats.

The following example shows that this sensor vs. soft data dichotomy is out of date,
and makes the case for a unified approach. Let us consider a convoy of vehicles that
illegally crosses the border between two countries. As with any illegal crossing, an alarm
is triggered and the entity is tracked by a sensor fusion system. While the convoy ap-
proaches a city, one of the vehicles enters the urban area and losing its track is highly
possible, as urban terrain has a very dense traffic and affects visibility and line-of-sight
communications. Once track loss occurs, any eyewitness sighting or testimonies from by-
standers on their day to day activities can be of interest and the track-and-detect problem
requires not only sensor based fusion but rather a joint analysis of sensor and soft data.
The task does not require qualified field analysts, but selecting people who are close to
the incident and who may be opportunistic sources and provide meaningful input.

The problem is even more crucial when it comes to complex crisis in the society, whit
social media adding to the problem and playing an active role in providing both relevant
and irrelevant information in (almost) real time. As a consequence, the perception of this
separate analysis of hard and soft information has changed: while early approaches con-
centrated on improving detection rates or accuracy of classification [158], current research
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prone joint processing rather than specific procedures [83], tries to place the human back
into the loop [121] and intertwines data integration and data analysis [58].

There are several technical bottlenecks arising thanks to this paradigm change, all
related to the complex nature of symbolic information to be processed [115].

Assessing the quality of information items

Using imperfect and incomplete data requires procedures to assess the quality of infor-
mation. Information evaluation becomes a critical aspect and a research topic on its
own and the integration of symbolic data comes with specific challenges: items collected
can be either partially or completely inconsistent and for operators it is then difficult to
distinguish relevant data from large and noisy data sets [130].

Combining heterogeneous sources

Another critical aspect is the need to build the situation by accommodating heterogeneous
inputs. Even if there is the capacity within a fusion system to properly handle sensor
data, on one hand, and soft information on the other, determining the appropriate level
of aggregation and setting appropriate integration frames are far from simplistic.

Making sense out of large streams of data

Another critical aspect is related to in-depth characterization of symbolic content and
gaining insights from data collected over time. More specifically, procedures are needed
to process social data, as the Internet is nowadays a prominent dissemination environment
for sensitive content such as propaganda and extremist ideas.

Investigating the uncertainty

The last important critical aspects is the analysis of uncertainty. Defence and security
applications take place in the ever-changing environment and require continuous moni-
toring and adjustment of the situation, either to keep it on track, or to recognize when a
situation has changed sufficiently to require input adjustments.

This document outlines my contributions developed to address several technical bottle-
necks of situation awareness by adopting semantic-driven solutions. Before explaining the
structure of the document, the next paragraph introduces the rationale of using semantics
in the context of situation awareness.

3 Knowledge and semantic technologies

Knowledge Technologies is a generic name for a variety of computer-based techniques,
tools and methods that allows capturing, representing, retrieving and reusing domain-
specific knowledge. Knowledge-based solutions start with the identification of knowledge
artifacts that are important for decision makers and their activities, acquire the knowledge
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and then represent this knowledge by using machine readable formalism in order to make
it accessible to machine processing, easy to retrieve and reuse.

According to [138], the main fields of Knowledge Technologies are:

• Knowledge Based Systems (KBS) : those systems maintain a knowledge base storing
a set of symbols of the computational model in form of statements about the domain,
and they performs reasoning by manipulating those symbols.

• Natural Language Processing: tools and methods developed to extract meaning
from unstructured or structured data in natural language;

• Data Mining: concerns the extraction of previously unknown knowledge from struc-
tured (databases) or unstructured data sets;

• Semantic Technologies: is a generic umbrella for a mix of methods from natural
language processing, data mining and knowledge representation intended to derive
meaning from information items; with other words, semantic technologies aim to
make sense out of large or complex data collections;

• Case Based Reasoning: is a reasoning paradigm analysing a set of patterns or rules in
previous situations (cases) so they can be applied to solve problems in new situations;

• Intelligent Agents: are computational systems that can sense and act in an au-
tonomous manner in complex and dynamic environments;

• Document Management Systems: cover several techniques that support the life
cycle of electronic documents and facilities the management of their contents and
also their accessibility and retrieval.

My research work focuses on semantic technologies and their use to facilitate situation
awareness in defence and security applications. Semantic technologies rely upon more
complex models for knowledge representation: ontologies.

Ontologies are formal representations of knowledge and the most commonly adopted
definition was proposed by Gruber [160] who defines an ontology as a formal and explicit
specification of a shared conceptualization for a given domain. This definition highlights
several characteristics of an ontology as a formal model of knowledge: having a formal
representation, being explicit, capturing a shared conceptualization of domain-specific
knowledge.

The first aspect is the formal representation and requires ontologies to be expressed in
a knowledge representation language that provides formal semantics. Thanks to this prin-
ciple, the knowledge represented by ontologies is machine readable and can be processed
by automatic procedures.

The second aspect is the explicitness: ontologies describe domain knowledge in an
explicit manner in order to make it accessible for machine processing. Notions, relations
and associations that are not explicitly mentioned in the ontology are not part of the
machine-interpretable conceptualization that the ontology captures, and are not available
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for processing and inferences although humans might take them for granted in the light
of common sense.

Conceptualization: refers to the ability of ontologies to specify the knowledge in a
conceptual way, in terms of symbols representing concepts and their interactions. Thus,
the ontology describes a conceptualization in general terms, instead of capturing specific
states or situations , and tries to cover as many situations as possible.

Being shared: an ontology always reflects an agreement on domain conceptualization.
This agreement is reached by different actors within a community and the resulting on-
tology is always limited to capturing the vision of this particular group of people in the
community.

The last aspect of the definition refers to domain specificity and requires ontologies to
be limited to describing knowledge about a particular domain of interest.

Ontologies describe domains of interest by using concepts, relations and instances.
Concepts are ontological categories that are relevant in the domain of interest. Relations
are connections of concepts and correspond to their interactions in the domain. Instances
or individuals represent the named and concrete objects within the domain of interest. In
summary, an ontology is a conceptual yet executable domain model that can be defined
as:

O =
{
C,R,HC , HR

}
(1)

where C is a set of concepts, R is a set of relations and HC and HR are hierarchies defining
a partial order over the set of concepts and relations, respectively.

Simply put, every ontology is a treaty, or a social agreement, among people with some
common motive in sharing [144]. Those models capture relationships and enable users to
interlink multiple concepts in a variety of ways.

4 The rationale for semantic-driven situation aware-
ness

Why using ontologies for situation awareness?

Semantic technologies are often used to gain an understanding of ill structured and wicked
domains, because they allow for the collaborative structuring of field into agreed-upon
concepts, attributes and relationships between the entities. Developing an ontology is akin
to defining a set of knowledge and their structure for other programs to use. Semantic
frameworks are understood as coherent structures of ontologies and processing algorithms.

Building semantic frameworks allows us to simplify the distribution, sharing and ex-
ploitation of information and knowledge, across multiple distributed actors, sources and
decision makers. More specifically, ontology-based solutions are useful to solve several
critical research aspects of situation awareness:

• Providing finer analysis of data quality. The quality of information can be ana-
lyzed in the light of a common understanding of the domain, achieved thanks to an
ontology.
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• Mastering the heterogeneity of contents. Heterogeneity within information fusion
systems can be handled by using an ontology and its shared conceptualization as a
mediator between information sources, users and domain experts.

• Performing in-depth analysis of large data sets. Large volumes of data can be
characterized by using a set of concepts, instead of a set of words and inferences
can be used to further refine the description of the content by aggregating those
concepts.

• Coping with data scarcity. By their very nature, defence and security are data-
scarce domains and involve applications where there is only a limited number of
examples. For crisis management, for instance, accurately annotated data sets do
not exist for many of the interesting activities one would wish a machine to detect:
anomalies, suspicious behaviors, and other infrequently occurring activities. My
approach using semantic frameworks is fundamentally grounded upon the idea of an
alternative knowledge representation that removes the need to learn from important
volumes of data.

5 Structure of the document
This thesis outlines my contributions developed to address several critical aspects of situ-
ation awareness. Results reported in this document were obtained from early 2010 to late
2020, as a research scientist at ONERA, the French Aerospace Lab, in Palaiseau. The
documents is structured into there chapters.

Chapter 2 investigates several issues related to the assessment of quality of information
items and describes two contributions: the first is the development of an ontology for
information scoring and its exploitation to analyze messages provided by human operators
in the field. The second contribution describes a model developed to estimate trust in
reported information.

Chapter 3 presents two solutions developed to implement semantic interoperability in
heterogeneous and dynamics environments. The first approach was developed to improve
information indexing and retrieval for maritime situation awareness, while the second
approach facilitates the fusion of soft and sensor data for dynamic situation assessment.

Chapter 4 addresses the analysis of data gleaned on social media, with emphasis on
content characterisation. The chapter illustrates efforts towards providing conceptual
foundations to detect features of subjectivity (emotions, opinions, beliefs, etc.) in online
content and more specifically hateful messages.

The last chapter conclude this research project and outlines several perspectives for
future work.
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Chapter 2

Conceptual models to assess the quality
of symbolic information

Contents
1 Motivations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2 The ONTO-CIF model and correlation of soft data . . . . . . 17

2.1 Credibility of information and ambiguities of textual data . . . 17

2.2 Construction of the ONTO-CIF model . . . . . . . . . . . . . . 18

2.3 Correlation of HUMINT messages . . . . . . . . . . . . . . . . 21

3 Trust in reported information . . . . . . . . . . . . . . . . . . 23

3.1 Concepts and notions for trust assessment . . . . . . . . . . . . 23

3.2 A functional model of trust . . . . . . . . . . . . . . . . . . . . 25

3.3 Formalisation of the model and trust estimation . . . . . . . . . 27

4 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

5 Lessons learnt . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

6 Collaborations and dissemination of results . . . . . . . . . . . 32

1 Motivations
The complex computational processes designed to build situation awareness can be rep-
resented as fusion systems, composed of numerous information sources, each with various
parameters and properties. Taking into account the quality of information items is of
paramount importance to assess the situation in a reliable manner. Assessing the quality
of each intermediate and final items integrated into and generated throughout the fusion
process is also necessary to allow the user to fully understand the situation under analysis.

Techniques for sensor data integration have been studied extensively by the scientific
community [145], [54], [140]. In such projects, the aim is to merge data from multiple
sensors in order the detect, identify or classify the entities in the situation, and from a

15
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practical standpoint the fusion helps building a more accurate picture. The term sensor
refers to a physical device, which measures the changes in physical quantity e.g. temper-
ature, humidity, light intensity of the sample or surroundings. The quality of sensor data
relates to the faults, such as outliers, bias, drifts, missing values, and uncertainty, which
should be detected, quantified, removed or corrected [6].

In contrast to sensor data, what is generally called soft information by the scientific
community are usually contents created by humans and include natural language mes-
sages, structured or semi structured messages, voice transcriptions, image exploitation
products, open sources documents and textual content found on websites.

Soft items generally involve more degrees of freedom than sensor data and their quality
is not necessarily related to errors, but to a number of specific factors: the accuracy and
precision of information provided (is the message unclear or ambiguous?), the reliability
of the source (did the source already provide credible items? do we know its intentions?)
and the conditions of observability (did the human actually observe the content or he or
she is just reporting the content or even recounting content reported by a third party?).
Provenance of soft data is more coarse-grained, content is more heterogeneous and the
structure of data cannot be reasoned about. Humans as sources may pass on hearsay,
form opinions, analyze and interpret what they hear or see. If sensor data are rows of
numerical values affected by errors, human messages are, according to Rein, a mix of
facts, conjectures, hearsays and lies [22].

Based on such salient differences with sensor data, the problem of integrating soft data
has been gaining interest since the early 2000s. Several research projects have started to
consider the analysis of human sources [55], addressing the trust in reported information
and the credibility of soft items [139] or investigating the nature of uncertainty in soft
data [116]. In the same time this trend gave rise to the organization of special sessions
[95] and panel discussions [127]. Several data sets for benchmark were also developed
[133]. Those initiatives had an impact within the information fusion community and the
discussions underlined the fact that assessing the quality of information items was not
equally difficult [134] to be answered by the various teams and the sensor vs. soft data
dichotomy was not interpreted the same way by the various sub communities [113].

More specifically, two aspects drawn attention. First, human messages were rather
short and exhibited low semantics, and this made them unsuitable for processing with
statistic-based methods. Techniques using additional knowledge were needed, in order to
overcome this lack of intrinsic semantics. Second, as humans have the ability to distort
the information, whether intended or not, taking into account not only the items, but also
their propagation from one source to another before entering the processing chain was of
paramount importance.

The goal of contributions discussed in this chapter is to address the conceptualisation
of information quality for situation awareness. The first contribution describes the con-
struction of a core ontology for intelligence analysis that is further used to investigate the
correlation of items. While this contribution focuses on items, the second contribution
takes into account also the source of information, and describes a model developed for
trust assessment.
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2 The ONTO-CIF model and correlation of soft data

2.1 Credibility of information and ambiguities of textual data

On this section we give an overview of the requirements that gave rise to the need for an
ontology to support the assessment of information credibility. This next section explains
how the model was constructed and validated.

For defence and security applications, the quality of information is assessed on two
dimensions: source reliability and information credibility. NATO standards [150] instruct
users to consider these components independently and to rate them on two separate scales.
More specifically, the assessment of information credibility incorporates confirmation by
other independent sources as a key determinant. When dealing with symbolic data, the
confirmation of one piece of information by another is rarely complete, and for this reason
the correlation is most commonly adopted as a measure expressing the degree of overlap
of two information pieces.

Difficulties encountered when analyzing the credibility of soft items are dues to the
inherent ambiguities of textual contents. Auger and Roy [136] identify two types of am-
biguities of textual data, based on the semiotic triangle proposed by Odgen and Richards
[163]. This representation corresponds to a three-fold linguistic-semiotic system, see fig.
1, expressing connections between a symbol, also called signifier, carrying a meaning
attached to a concrete object of the world.

Figure 1: Semiotic triangle, Ogden and Richards [163]

Linguistic ambiguities (blue line, fig. 1) appear as many associations exist between
symbols and their attached meanings, and they are intrinsic to natural language.

Figure 2: Polysemy and homonymy
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Therefore, polysemy, see fig. 2, is the capacity for a signifier to have different and non
related meanings, while homonyms are words having different meanings while sharing the
same spelling and pronunciation, see fig. 2. On the other hand, referential ambiguities (red
line, fig. 1) are induced by socio–cultural aspects and are the consequence of differences
arising as the items have an unique production context (including space, time, author,
etc.,) and many possible interpretation contexts.

In additions to those aspects, solutions for symbolic data processing should take into
account particularities of defence applications: divergences between doctrines, various
security levels and cultural differences. Those constraints give rise to a need for explicit
representation of the domain to be used as a basis to develop procedures for credibility
assessment.

My contribution is based on the development of a formal ontology, called ONTO-CIF
(Ontology for Credibility of Information and Fusion) in order to manage the ambiguities
of textual data and to offer support when analysing the credibility of information items
based on their correlation.

2.2 Construction of the ONTO-CIF model

The ONTO-CIF ontolgy was created thanks to a four-phases construction process shown
in fig. 3.

Figure 3: General approach to build ONTO-CIF

Phase 1: Acquisition and analysis of knowledge sources

This phase aims to create a collection of relevant knowledge sources to support ONTO-
CIF development. For this work we used NATO standardization documents, in an effort
to ensure the construction of a consensual representation shared by domain actors with
respect to both conceptual and lexical points of view. In the light of those sources, a set
of five notions corresponding to Event, Place, Organization, Person and Equipment (the
pentagram, fig. 4 ) is the central element of the domain.
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Figure 4: The pentagram

Those documents provide definitions of pentagram notions , i.e. an equipment is
defined as any item of materiel used to equip a person, organisation or place to fulfil its
role, and descriptions of entity associations.

The analysis of collected sources highlights several issues to take into account for the
development of the ONTO-CIF ontology. Hence, there are no standardised taxonomies
for military intelligence, although the AIntP-3 resource [151] was developed to facilitate
exchanges of military data and NATO also maintains the APP6 glossary 5. As a conse-
quence, those different attempts to conceptualize the domain introduce alternative and
sometimes inconsistent definitions of the same concept. Moreover, the domain is mod-
eled by considering different points of view: for instance, AIntP-3 provides functional
descriptions of entities, while App6 is rather a collection of symbols used to mark military
maps.

Phase 2: Construction of the glossary

During this phase we carried out the selection of domain specific terms. The glossary was
created by including relevant terms naming concepts, instances, attributes or relations
along with their synonyms. We restricted the construction of this glossary to the collection
of documents and the glossary of terms is composed of 41 terms, see an excerpt in tab. 1.

Company Social grouping Terrorist attack
Flotilla Chain of command Entity
Civilian M Event Location

Table 1: Excerpt of the glossary of terms

Phase 3: Domain conceptualisation

The goal of this phase is to model domain concepts, to identify relations holding between
them and to define formal axioms. The pentagram is the starting point of this phase,

5http://www.nato.int/docu/stanag/aap006/aap6.htm
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therefore we create a basic ontological structure composed of: Person, Organisation,
Equipment, Locations and Event. Then we gradually enrich this basic structure, by
using the glossary of terms. For instance, Geographical Area and Vehicle are added
as specific types of Location, and respectively Equipment. If the pentagram highlights
concepts corresponding to the most relevant domain entities, those categories prove to
be insufficient as soon as we are interested in describing the status of entities or their
structures. To cope with those limitations, we introduce 3 abstract concepts, describing
respectively: status of entities, according to various points of view (ex. Military vs.
Civilian, Natural vs. Artificial ) their structure (ex. Hierarchy) and their goals (ex.
Transportation, Communication, etc.). During this stage we have identified 58 concepts,
clustered in 6 main categories.

By taking into account temporal aspects, we introduce Entity as the most general
concept regrouping time-independent artefacts and Event as the most general concept
corresponding to some action that takes place at a given place and time, for instance
Terrorist Attack.

Ontological relations are modeled by exploiting the set of associations identified during
the previous phase. Those relations are: specializations, compositions and domain specific
relations, see tab. 2.

Specialization Organization, Social-Grouping
Composition Organization, Person
Equivalence Place, Installation

Table 2: Examples of relations

Axioms of ONTO-CIF define equivalent classes (Installation = Place), disjoint classes
(Military vs. Civilian) and reversed roles (function-Of(Function, Installation) vs. has-
Function (Installation, Function)).

Phase 4: Evaluation of the ONTO-CIF ontology

One of the challenges the ontology engineers have to deal with is their lack of knowledge as
subject matter experts. To establish the quality of the ontology we adopted a procedure
for ontology qualification and validation [143].

The qualification of the ontology is the process of establishing the relevance and ad-
equacy of the abstraction of the real domain to the questions the model is expected to
answer. This is a crucial aspect to be resolved during the conceptualization step, because
the experiments designed to use the ontology for soft data analysis rely directly upon the
capability of the ontology to accurately capture the domain. The qualification of the on-
tology was ensured by carefully selecting the sources describing the doctrine and technical
procedures and also by iteratively co-creating the initial ontology : the selection of a set
of concepts from the pentagram, the identification of their attributes and instances, the
modeling of hierarchical and functional relations.

The validation of the ontology is the process of checking that the model covers relevant
aspects of the real world on a credible manner. First, the ONTO-CIF model was validated
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by bringing on board domain experts able to check the model from a basic inspection
perspective. This involvement allowed for a fresh set of eyes to consider the ontology
and allowed to refine namely the functional relations and the axioms. For instance, the
bi-directional relations of the ontology were improved, and more specifically this allowed
the modeling of inversed relations.

Independently, three criteria were selected from [68]. These criteria were used to
analyze the completeness, the consistency and the redundancy of the model and are
presented in tab. 3. Automated reasoning and expert analysis was used jointly to detect
any logical inconsistencies in the ontology according to those criteria.

Criteria Aspects verified Analysis
Inconsistency Circularity errors No cycles detected by the reasoner
Incompleteness Incomplete definitions No missing concepts according to experts
Redundancy Semantic redundancy Axioms indicate equivalent classes

Table 3: Criteria to evaluate ONTO-CIF

Any inconsistencies were traced back and rectified in the light of expert insights and
this step concluded the check for logical and domain consistency.

Abstraction level and practical use of the ONTO-CIF ontology

According to their abstraction level, ontologies are classified in three main categories:
upper ontologies model high-level knowledge, based on philosophical reflections; core on-
tologies describe structural domain concepts and relations while domain ontologies provide
detailed models of concepts as defined and handled by domain experts. With respect to
the classification above, we have built ONTO-CIF as a core ontology, created to support
intelligence analysis. It provides a generic description of the domain and the model had
to be enriched for specific tasks. By choosing this abstraction level our intention is to
manage the trade-off between the domain coverage and its detailed description, and to
facilitate the exploitation of ONTO-CIF.

2.3 Correlation of HUMINT messages

The ONTO-CIF model previously described was used to estimate the correlation of
HUMINT 6 messages by adopting the principles of shallow semantic analysis (SSA). SSA
was defined by Ferrandez and colleagues in [141], and consists in using ontologies to model
domain knowledge, represent data as sets of ontological entities and then performing sur-
face analysis on data having those semantic representations. The translation of free-form
text into a semantic structure, normalized with respect to the ONTO-CIF model was
carried out thanks to a preprocessing chain, including tokenizing, part-of-speech (POS)
tagging, stemming and identification of named entities, as illustrated in fig. 5.

6HUMINT - HUMan INTelligence is a category of intelligence derived from information collected and
provided by human sources
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Figure 5: Processing pipe for shallow semantic analysis

Thanks to this phase, human messages mi,mj were further considered as collections
of named entities Ei, Ej and ontological entities Oi, Oj. Based on this representation,
the correlation of two messages was defined by taking into account two coefficients: the
contextual and the semantic similarity, respectively. Therefore, the contextual similarity
C is defined as the ratio between the set of named entities shared by both messagesmi,mj

, with respect to the overall set of named entities appearing in considered messages:

C =
|Ei ∩ Ej|
|Ei ∪ Ej|

(1)

In a similar manner, the semantic similarity S is defined as the ratio between the set
of ontological entities shared by both messages mi,mj, with respect to the overall set of
ontological entities appearing in messages.

S =
|Oi ∩Oj|
|Oi ∪Oj|

(2)

With those coefficients already defined, the correlation messages is then estimate as the
sum of both contextual and semantic similarities.

Correlation(mi,mj) = S(mi,mj) + C(mi,mj) (3)

This method was applied to estimate the correlation of HUMINT messages collected
during a NATO tactical exercise. The corpus used for experimentation was composed of
81 messages reporting 6 different events, occurring during 3 days in different geographical
regions. Messages were stored as XML files, having tags for several meta-data such as:
geographical area of the reported event and the time of information delivery.

To assess the results of the correlation we have constituted a gold standard. We
have conducted a study to collect manually assigned correlation ratings for selected pairs
of messages. The study involved 5 researchers from ONERA and DRDC. The ratings
were to be given consensually along a four step Likert scale [88] with the options: strongly
correlated, correlated, weakly correlated, and independent plus an additional option unsure.
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Unsure user ratings were not further considered in the evaluation. We asked users to
perform their rating based on the context of messages and their meta-data: two messages
are correlated if they refer to the same event. Additionally, we mapped the numerical
values of the correlation algorithm to rating values as shown in tab. 4.

Correlation label Numerical values
Strongly correlated [0.85, 1]

Correlated [0.75,0.85]
Weakly correlated [0.65 0.75]

Independent [0.00, 0.65]
Unsure -

Table 4: Mapping of correlation values

On the basis of the expert annotations, we evaluate the correctness of the correlation
algorithm, by comparing for each couple of messages the expert’s labels to the gener-
ated correlation values. This analysis allowed us to identify particular cases, when the
estimation provided useful results, but also its limitations.

The approach performs well on identifying correlations of messages that share onto-
logical and named entities and also identifies decorrelated messages. We also identified a
few outliers, and namely the particular case of negations, when the algorithm estimates
high correlation scores for contradictory messages while the experts rated independent.
This result is counterintuitive although, from a correlation perspective, a message and its
contrary are obviously highly correlated.

The main limitation of the solution is to perform only shallow analysis, and the results
can clearly be improved by taking into accounts equivalence and disjunction axioms, in
order to reinforce and, respectively, decrease the estimations of correlations. Another
conclusion of this experimentation was that improvements of estimations can also be
obtained by paying more attention to the set of distinct entities, in addition to considering
only the set of shared entities.

3 Trust in reported information

3.1 Concepts and notions for trust assessment

The contributions above analyzed the intrinsic quality of information items, but from the
perspective of an intelligence analyst, the quality of items should also include the impact
of the source. This leads us to investigate the notion of trust in reported information.

To illustrate the problem analyzed in this chapter, let’s consider X, an analyst col-
lecting evidence in order to decide whether or not an individual is involved in terrorist
activities. In particular, he takes into account reports submitted by Y , a human source.
Those reports usually consist on a mixed set of assertions (e.g., descriptions of events or
states observed by Y ) and opinions (i.e., judgments, assessments, or beliefs) expressed by
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Y about assertion which give the analyst an insight into how strongly the source commits
to the assertion, see fig. 6.

Figure 6: Assertions and opinions in human messages

In the statement contained in fig. 6, the source Y lets us know that she does not
commit her full belief to the assertion that John is a terrorist, otherwise the reporter
would have used phrasing such as I am completely convinced or it is without doubt or
simply reported John is a terrorist as an unadorned statement. The information item is
the sentence, which contains the assertion John is a terrorist and the uncertainty degree
to be assigned because the analyst knows that Y is not completely certain about her
own statements. The analyst must make a judgment about the veracity of John being a
terrorist based upon factors such as previous experience with Y ’s assessments in the past,
or, perhaps, on the fact that other sources are relating the same information. Moreover,
the goal of the analyst is to take this assertion into account, but also to encode his own
belief about the quality of the source further in the analysis. All these different attitudes
have to be evaluated by the analyst, who may have additional background information or
prior evaluation of the source that have to be considered. At the end of this process, the
analyst provides a level of trust.

Trust modeling is a research topic spanning diverse areas, from agent systems [87]
to logical modeling to argumentation [100]. The concept of trust in these communities
varies in how it is represented, computed and used. Although the definitions of trust
vary from one domain to another, all those research areas consider trust as a user-centric
notion that needs to be addressed in integrated human-machine environments as soon as
those environments rely on information provided by external sources. Trust is a complex
concept and several notions are relevant when considering trust analysis.

Trustworthiness of information sources is an attribute of sources that have the com-
petences to report information, and who can be relied upon to share sincerely and clearly
their beliefs on the uncertainty level of reported information. An item provided by such
a source is then trusted by analysts.

Self-confidence [97] captures the explicit uncertainty assigned to reported assertions
by the source. Statements may include the source’s judgments when lacking complete
certainty; these judgments are generally identified through the use of various lexical clues
such as possibly, probably, might be, it is unlikely, undoubtedly, etc., all of which signal the
source’s confidence (or lack thereof) in the veracity of the information being conveyed. It
should be noted that self-confidence, in our usage understood as the linguistic dimension
of the certainty degree that the source assigns to reported items, is an aspect exhibited by
the source, but it will be considered from the analyst’s standpoint during trust analysis.
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Reliability of sources indicates how strongly the analyst is willing to accept items from
a given source at their face-value. Reliability is used as a general characterization that
allows us to rate how much a source can be trusted with respect to their reputation,
competence and supposed intentions.

Reputation of sources [148] captures a commonly accepted opinion about how the
source performs when reporting information, and is generally understood as the degree
to which prior historical reports have been consistent with fact. For human sources,
reputation is considered by the analyst for each source based on previous interactions
with the source and on the source’s history of success and failure in delivering accurate
information. Reputation relies, to a large extent, upon negative and positive experiences
provided to the analyst by the source in the past.

Competence of sources [85] is related to a source’s possession of the skills and knowl-
edge in reporting on various topics: This aspect defines to what extent human sources
understand the events they report on, whether the source has the ability to accurately
describe those events, and how capable the source is of following the logic of processes
producing the information.

Intentions correspond to specific attitudes toward the effect of one’s actions or con-
duct. Reporting information can becomemore a means to manipulate others than a means
to inform them [161] and thus can be carried out with the express purpose of inducing
changes in another person’s beliefs and understanding. Intentions are specific to human
sources as only humans have the capacity to deliberately provide false or misleading infor-
mation. Sensors may provide erroneous data because of device failures or environmental
conditions, but never due to intention.

Based on those observations and notions, we have developed a conceptual model that
estimates trust in reported information by taking into account the reliability of the source
and the source’s own characterization of reported items.

3.2 A functional model of trust

The model is composed of a source which provides an information item augmented with
a degree of uncertainty captured by self-confidence to an analyst, as illustrated in fig. 7.
Based upon his direct assessment of the reliability of the source, the analyst constructs
his own estimation of trust in the item reported.

The model has two elements: the information source and the items reported from that
source. The analyst is considered to be outside the model, although he or she can have
multiple interactions with the elements of the model.

Definition of information source

An information source is an agent who provides an information item along with a char-
acterization of its level of uncertainty. Source is a relative notion, depending on the
perspective of analysis. In general, information is propagated within a chain relating real
world information to some decision maker, and agents along the path can be both trained
observers, whose job is to provide such reports, as well as witnesses or lay observers who
may add items, in spite of not being primarily considered as information sources, but
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Figure 7: Model for trust analysis

rather as opportunistic ones. The notion of source is central in many information fusion
applications and numerous research efforts aimed at modeling the properties of those ap-
plications. A general analysis of sources is undertaken by [129], who identify three main
classes: S-Space, composed of physical sensors, H-Space for human observers and I-Space
for open and archived data on the Internet.

Processing hard sensor information is widely covered [110] in the research community,
and can be considered quite mature, while the integration of human sources brings many
new challenges. Our model addresses human sources, and reported items can refer to
actions, events, persons or locations of interest.

Information reported by humans is unstructured, vague, ambiguous and subjective,
and thus is often contrasted with information coming from physical sensors, described
as structured, quantitative and objective. While humans can deliberately change the
information or even lie, sensors are also prone to errors and therefore hard information
items are not always accurate. For human agents, the source is part of the real world, (a
community, a scene, an event) and can be either directly involved in the events reported,
or just serving as a witness.

Definition of reported information

Reported information is a couple (I, χ(I)), where I is an item of information and χ(I)
the confidence level as assigned by the source. Items are information pieces that can be
extracted from natural language sentences, although the extraction and separation from
subjective content are out of the scope for the model developed. Each item I has assertive
ia and subjective is components conveying factual and subjective contents respectively.

The model introduces two functions to estimate the reliability of sources and the
self-confidence of information, as described hereafter.
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Definition of a reliability function

A reliability function is a mapping which assigns a real value to an information source.
This real value is a quantitative characterization of the source, inferred with respect to
the source’s previous failures, its reputation and the relevance of its skills for specific
domains. For this model, the reliability of human sources combines three features: com-
petence, reputation and intention. Competence captures the intuition that the quality of
information reported by a source depends on the level of training and expertise, which
may be designated as satisfactory or not, depending upon the task. Reputation is the
overall quality of a source, estimated by examination of the history of its previous failures.
Intentions refer to attitudes or purposes, often defined with respect to a hidden purpose
or plan to achieve.

Reliability is a complex concept and, from a practical standpoint, it is difficult to
have complete information about the global reliability of a source. Thus, this model
describes reliability along the three attributes (competence of a source, its reputation
and its intentions) described above. In practical applications, this solution allows for
compensation for insufficient information on one or several aspects of reliability and to
conduct, if necessary, the analysis of reliability based on just one attribute.

Definition of a self-confidence function

The self-confidence function is a mapping linking a real value and an information item.
The real value is a measure of the information credibility as evaluated by the sensor itself
and is of particular interest for human sources, as often such sources provide their own
assessments of the information conveyed. Identifying features of self-confidence requires
methods related to a research task of natural language processing: the identification of
assertions and opinions in texts. In this field, the commonly adopted separation of those
notions considers assertions as statements that can be proven true or false, while opinions
are hypotheses, assumptions and theories based on someone’s thoughts and feelings and
cannot be proven.

The model keeps the distinction between sources and items in order to better disso-
ciate the impact of both beliefs of sources and opinions of analysts on the source on the
information provided. Using the model to assess trust values requires the estimation of
functions and also a formal representation of the model. The rationale behind this is
the observation that even reliable sources can sometimes provide inaccurate or imprecise
information from one report to another, which is even more plausible in the case of human
sources.

3.3 Formalisation of the model and trust estimation

The model developed combines various attributes of the source (discussed previously under
“reliability”) with “self-confidence" in order to capture trust of information as conveyed
by the human. The model is source-centric, see fig. 8, and considers the source’s ability
to correct, alter or qualify the information report.

Although the rules for ranking, prioritizing and combining the attributes introduced
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Figure 8: Trust estimation from source to analyst

by the model can be drafted empirically, the estimation of a trust value requires a formal
representation of the model.

Evaluation of reliability

Assessing reliability is of real interest when opportunistic sources are considered because
the analyst has neither an indication of how the source might behave nor the ability to
monitor or control either the human providing the information or the environment in
which the source operates. Various methods can be developed to estimate competence,
reputation and intentions of the source. For example, competence is closely related to
the level of training of an observer or can be defined by domain knowledge. Values
can be expressed either in a linguistic form (bad, good, fair, unknown) or by a number.
Reputation is an attribute which can be constructed not just by examining previous
failures of the source but also by considering its level of conflict with other sources; this
too can be expressed by numeric or symbolic values.

While reputation and competence can be, at least in some cases, estimated from prior
knowledge, characterizing the intentions of a source is subject to human perception and
analysis. Judgment of human experts is needed not just because there usually is no a
priori characterization of the source with respect to its intentions but also because it is
important to assess those aspects from the subjective point of view of an expert in the
form of binary values only.

From a practical standpoint, it is suitable to provide an expert with a description
of source competence, reputation and intentions as assessed independently. This way,
experts can have the opportunity to develop different strategies of using reliability: they
can decide to assign different importance to those attributes under different contexts or can
use their own hierarchy of attributes. For instance, an expert may consider as irrelevant
the information provided by a source whose competences is lower than a specific threshold
or if he suspects the source of having malicious intentions.

A possible solution for estimating a unified value for trust is to consider reliability and
self-confidence within the framework of an uncertainty theory and to rely on the set of
combination rules the theory defines for example, those developed in probability theory,
in possibility theory, or in belief functions theory. All these theories provide various
operators to combine reliability and self-confidence in order to estimate trust.
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Evaluation of self-confidence

Estimation of self-confidence aims at assigning a numerical value which captures how
strongly the author stands behind assertions in the statement, on the basis of lexical
clues he has included in the utterance. More generally, markers of an author’s commitment
are in the form of hedges, modal verbs and forms of passive/active language. A hedge
is a mitigating word that modifies the commitment to the truth of propositions, i.e.,
certainly, possibly. Its impact can be magnified by a booster (highly likely) or weakened
by a downtoner (rather certain).

Modal verbs indicate if something is plausible, possible, or certain (John could be a
terrorist, you might be wrong). Moreover, in some domains sentences making use of the
passive voice are considered as an indicator of uncertainty, in the sense that author seeks
to distance himself from the assertions in the items reported through use of passive voice.
Quantifying self-confidence is a topic of particular interest for intelligence analysis, and
it was early addressed by Kent in 1962, [162] who created a standardized list of words
of estimative probability which were widely used by intelligence analysts. This list has
continued to be a common basis to be used by analysts to produce uncertainty assessments.
Kesselman describes in [137] a study conducted to analyze the way the list was used by
analysts over the past, and identifies new trends to convey estimations and proposes a
new list having the verb as a central element. Given the variety of linguistic markers
for uncertainty, the estimation of a numerical value based on every possible combination
seems unrealistic, as the same sentence often contains not just one but multiple expressions
of uncertainty. Additionally, assigning numerical values to lexical expressions is not an
intuitive task, and Rein shows in [76] that there are no universal values to be associated
in a unique manner to hedges or other uncertainty markers. As the author argues further,
it is, however, possible to order those expressions and use this relative ordering as a
more robust way to compare combinations of uncertainty expressions, and thus highlight
different levels of uncertainty in natural language statements.

Formalization of the model and experiments

The aim of formalization is to provide a formal representation of the model, combining
the capability to exploit the structure and relationship of elements of the model with the
ability to express degrees of uncertainty about those elements.

Of particular interest is the observation that the developed model introduces a cogni-
tive view of trust as a complex structure of beliefs that are influenced by the individual’s
opinions about certain features and elements, including their own stances. Such a struc-
ture of beliefs determines various degrees of trust, which are based on personal choices
made by analyst, on the one hand, and the source, on the other hand. Therefore, the
formalization requires a formalism that is more general than probability measures or fuzzy
category representation, which are more suitable for applications considering trust in the
context of interactions between agents. Moreover, the limitations of using subjective
probabilities to formalize trust from this cognitive standpoint are clearly stated in [153].

As a result, the model was represented with belief functions, a formalism that is
consistent with the cognitive perspective of trust adopted by the model. This belief-
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based representation provides the most direct correspondence with elements of the model
and their underlying uncertainty, while being able to quantify subjective judgments.

The formalization of the model with belief functions was conducted within the con-
text of the ETUR working group. This formal representation was then used to perform
trust assessment for several practical scenarios, involving reliable, incompetent or mis-
leading sources, respectively. We report in [33] technical details of the formalization and
experimentation.

4 Related work

Ontologies attracted much attention for defence and security applications, triggered by the
rise of new processing techniques allowing for the domain knowledge to be incorporated
within different systems [20].

For situation awareness, one of the first models developed to support situation aware-
ness is the SAW (Situation Awareness) ontology [149], that models a situation as being
composed of entities, interacting in order to achieve one or several goals. CONON (CON-
text ONtology) [147] was another ontology having the context as central element, where
context is an aggregation of four features: local coordinates, persons, objects and activi-
ties.

More recently, several approaches have considered the use of ontolgies to investigate
the problem of sense making from heterogeneous data [15], while other studies focused
on providing solutions to manage the huge amount of information gleaned nowadays for
intelligence purposes [104]. Techniques and methods are strongly correlated to concrete
applications ranging from digital forensics [8] to crisis management [77] to investigation
of criminal activities [25] and to governance, leadership and decision support [38].

From a practical perspective, ontologies are used as common ground to facilitate in-
teractions between entities, such as UAV’s and their ambient [18] or autonomous vehicles
[81] or to build the semantic backbone for the Internet of Things (IoT) [5]. Ontologies
are also used to investigate the quality of information, addressing features of veracity [9]
or the uncertainty of relations [56], and knowledge model are core to generating social
science inferences [30] for human-machine environments [23].

Internally, the ONTO-CIF model was also used for a different task of the QUALIPSO
project intended to augment sensor data with semantics in order to facilitate information
exchange for heterogeneous sensor networks [124].

Regarding trust assessment, the literature shows that this topic is currently part of
a more general research line, tackling the quality of information used for intelligence
purposes [28] and the design of standardized models for this task [16]. Indirectly, the
model of trust propagation is also correlated to aspects of privacy [27], since attributes
related to private matters (beliefs, opinions, convictions) are (sometimes) embedded in
trust estimation.

Within the context of trust estimation for reported information, applications observe
a shift from analyzing natural language documents [22] to social data analysis [7]. Con-
tributions focuses namely on providing metrics [96] to estimate trust when information is
distorted in space and time [29], or integrated within specific contexts [24].
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For my research activities, the trust model was formalized with belief functions [10]
and to what extent this formalization was in line with the elements of this model was
further analyzed with the members of the ETUR working group on uncertainty analysis
[33].

5 Lessons learnt

Assessing the quality of human messages was at the center of contributions discussed in
this chapter. I showed that human messages have not only intrinsic but also extrinsic
uncertainty and I made the case for using not only information extracted from messages
(named entities, relations) but also domain knowledge when analyzing this type of data.

Initial approaches developed to integrate HUMINT messages supposed the transforma-
tion of natural language sentences into logical propositions. Converting sentences to their
logical forms, going from words and their meaning to logical variables and their values,
induced an important information loss. Those methods were purely logical, brittle and
not robust enough to perform well on unrestricted naturally occurring text. Our purpose
in modeling the ONTO-CIF ontology was to highlight the determinants of information
quality for intelligence analysis and to depict the interconnectedness of information char-
acteristics. This representation helped the analysis of HUMINT messages. Currently the
analysis of messages in their textual form is still an active research direction.

The model for trust assessment was inspired by several studies undertaken by intelli-
gence analysts that support the introduction of a single measure of perceived information
quality (i.e., accuracy/truthfulness) incorporating all available attributes, including source
reliability and information credibility [118].

From a practical perspective, the complete automation of symbolic information eval-
uation may be undesirable, given the requirement for analysts to easily understand and
modify their inputs as new information becomes available. For example, the current em-
phasis placed on confirmation/consistency may reinforce order effects, given that new
information must conform to prior information to be deemed credible. Also, when receiv-
ing second-hand information from a HUMINT source, one might consider the reliability
of the primary source, the reliability of the secondary/relaying source(s), the reliability
of the collector, as well as the reliability of any agent transmitting the information [111].
While information evaluation is largely accepted as a key function within the intelligence
process, there are still currently open questions and research directions to be addressed
by domain experts and researchers alike.

Although this research line started with HUMINT messages, the problem of how
human communications are uncertain, both within the content and about the content, is
still a central pillar of my activities, and the exploitation of open sources addressed in
chapter 4 gave me the opportunity to investigate other aspects of this problem.

Today’s challenges in human provided information for defence and security applica-
tions are still numerous. One of the most important challenges for end-users and practi-
tioners alike is to have access to systems equipped with fusion modules able to deal with
large-scale volumes of data. The need is in line with the rise of BigData paradigm and
the prevalence of Internet as a major information source for intelligence applications [79].
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It should be noted that, given the sensitivity of those domains, systems are not freely
available to the scientific community and restrictions apply even to research prototypes.

6 Collaborations and dissemination of results

QUALIPSO - Joint research action France - Canada

Assessing the quality of information was the main research direction of QUALIPSO, a
joint research action between the France and Canada funded by the French MoD.

The ONTO-CIF ontology was built from scratch and then used in the context of
QUALIPSO project for empirical validation, by adopting the task of soft data correlation.
I created the ONTO-CIF model, and also designed and implemented the algorithm for
data correlation. I participated in experimental settings of the project to demonstrate the
ability of this approach to deal with concrete scenarios. I also investigated different aspects
to be considered when assessing HUMINT messages, such as contradictions [50], [117].
Experimentation was conducted together with Anne-Claire Bourry-Brisset, Anne-
Laure Jousselme and Patrick Maupin [124] from DRDC, our Canadian partner for
QUALIPSO. The ONTO-CIF model was of interest for practitioners in the field of the
intelligence analysis and the model was presented in the frame of seminars organized by
the French MoD [106] and French intelligence services.

Evaluation of techniques for uncertainty representations (ETUR) WG

Trust in reported information was a topic of the ETUR working group, to which I con-
tribute since 2012. Several discussions with Kellyn Rein and Joachim Biermann [72]
from FKIE, Germany, helped me clarify the need to analyze jointly the information and
its source, as a first step of tackling the distortion of information throughout the reporting
chain.

The model for trust estimation was developed with Kellyn Rein and later my col-
league Jean Dezert, contributed to the formalization of the model with belief functions.
More specifically, information credibility and features of self confidence were discussed
with Paulo Costa and Kathryn Laskey from George Mason University, Washington
and Erick Blasch from Air Force Research Laboratory, USA [103]. The ETUR working
groups also offered me the opportunity to discuss the quality of knowledge models, with
Alta de Waal and Pieter de Villiers from University of Pretoria, in South Africa and
Jürgen Ziegler from IABG, Germany [11].

Supervision of students

Within this context I also supervised Nezha El Fakraoui, a student from the Intelligent
Systems and Robotics Master at Paris 6. During her 6 months internship, Nezha corre-
lated the assessment of soft data to uncertainty criteria developed by the ETUR working
group. Nezha analysed which URREF criteria are relevant for soft data analysis and also
identified the aspects uncovered by the URREF uncertainty framework. Her findings were
also useful to consolidate this framework.
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Dissemination of results

Dissemination of activities presented in this chapter include:

• Two journal articles published in the International Journal of Knowledge-Based and
Intelligent Engineering Systems [107] and the Journal of Advances in Information
Fusion [31];

• Organisation of the COTA workshop (Cotation des informations; Théorie et Ap-
plications) in conjunction with IC 2010 (Les journées francophones d’Ingénierie des
Connaissances), a major national conference on knowledge engineering;

• Participation to the panel "On credible items, reliable sources and useless evidence",
panel of the 16th International Conference on Information Fusion, FUSION 2013,
Istanbul, Turkey.
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1 Motivations

In the previous chapter the problem of analyzing the quality of information items was
addressed. In practical applications, situations are built by integrating not only several
items, but also several types of information, provided by different sensors or human sources
or a mix of both. This chapter is dedicated to two semantic-based solutions developed to
assess situations in heterogeneous and dynamic environments. Those environments are
characterized by the use of distributed, autonomous, diverse and dynamic information

35
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sources, and the need to integrate numerical and soft data in dynamic and asynchronous
fashions.

As an example of heterogeneous situation, consider a maritime scenario when several
analysts are in charge of the surveillance of a maritime zone. The aim is to detect abnor-
mal behaviors of vessels, and then to infer a category of those abnormal behaviors, among
which illegal trafficking and smuggling are rather dangerous and a technical dysfunction
is not harmful. The user can analyze the cinematic features of the vessel, can interrogate
data bases, and complete the situation thanks to reports or items gleaned from the Inter-
net. For example, the following steps can be followed: if the name or type of the vessel are
identified, they are searched in domain repositories and the situation is completed with
additional information. If operators can approach the vessel, in flight for example, their
observations can be integrated. Inputs from those sources are then mixed up to build the
situation, and in the light of this augmented description a decision as to yes or no the
behavior is dangerous can be made. Results of this process, along with annotations, can
eventually be uploaded in a knowledge base, to create a basis of cases already investigated
for further analysis. While the example above illustrates the problem of heterogeneous
fusion, dynamics refers to the ability to integrate information items on-the-fly. Managing
dynamic situations requires the ability to make meaningful correlations of entities in the
situation and incoming items.

Semantic integration has been identified as a key challenge, critical to implement suc-
cessful assessment of heterogeneous and dynamic situations. In this context, the notion of
semantic integration has a simple, appealing interpretation: adopting semantic standards
such as knowledge models or terminologies, that support information sharing and fusion
among technical bricks. In other words, items (messages, images, etc.) need to be stan-
dardized in order to be interoperable and used by several actor (humans and machines) in
contexts different from the original one. Semantic integration permits the independence
with respect to the collecting step (source, type, etc.) or the data processing context
(information retrieval from repositories, fusion of items, data mining).

The need for semantic integration is not specific to defence and security domains,
and for example in the medical domain Dolin and Alschuler stated already in 2011 that
challenges of semantic-less communication with today’s model and terminology include
ambiguities, lack of complete expressivity, redundant representations that cannot be com-
putationally converted into a common canonical form, implicit semantics, and a less-than
-perfect understanding of context [122].

For defence and security domains, the emergence of operational solutions for semantic
integration is hampered by the inability of applications to conform to semantic standards.
First, these applications provide interfaces to security professionals in order to collect data
in a way adapted to their use and suitable for their daily practice but usually not conform
to standards and not intended for sharing. Then, in order to collect information in an
evolutionary manner, security applications are often based on information models that are
locally implemented. Finally, the principles of structuring and coding information and the
level of granularity of information can also vary depending on the security professionals
or the activity mode (surveillance, crisis management, intelligence analysis, etc.).

Contributions described in this chapter consider semantic integration along two direc-
tions: semantic mediation and semantic interoperability, see fig. 1.
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Figure 1: Semantic interoperability and mediation

Semantic mediation allows the integration of disparate data items. More particularly,
ontologies are used in order to combine items provided by different sources or results
provided by analytical components. Items are not linked or connected, but their joint
analysis and integration into the situational pictures is driven by an ontology.

Semantic interoperability is understood as a way to provide linkage, integration and
meaningful use of data between users, experts and systems. More particularly, ontologies
are used as a common and shared ground to enrich data with context and meaning, and
also to facilitate the retrieval of information.

Our contributions are the following: the first contribution introduces semantic interop-
erability for heterogeneous maritime situation assessment. This solution uses an ontology
in order to achieve enhanced understanding and better evidence-based interpretation of
situations for vessels and maritime traffic within the context of maritime surveillance.
The second contribution relies on semantic mediation to combine human observations
and sensor data in the context of dynamic situation assessment. This contribution uses
ontologies in order to create a bridge between two complementary representations of a
situation that changes over time.

For both contributions, the use of ontologies has a dual objective: (i) reduce the
structural complexity of resources and to make resources, in our case documents, looking
simpler, easy to “grasp” by users, and (ii) make the complexity of dynamic integration
of resources lower, because they are performed on simpler structures having eventually
shared concepts.
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2 Semantic interoperability for information indexing
and retrieval

This contribution was developed in the context of the I2C European project and its goal
was to illustrate how semantic integration can improve the reuse of previous analysis
carried out by domain experts.

2.1 Knowledge acquisition for maritime surveillance

Surveillance in the maritime domain is undertaken by operators and analysts around the
world to identify and assess the risk of threats and illegal activities. A typical surveillance
scenario involves operators analyzing facts from a picture automatically build by fusing
video, radars, AIS (Automatic Identification System) and intelligence information. Be-
yond analyzing the current maritime situation, this human-centered task also leads to the
creation of interpretation reports, providing details on the suspicious behavior of vessels
and conclusions of investigation. Created by domain experts, interpretation reports are
the main source of knowledge for future investigations. The reports describe several types
of suspicious behaviors but also the set of conditions to be satisfied in order to notify them
as worthy of interests. In practice, experts create huge collections, containing hundreds
of reports. Searching relevant reports in those collections becomes then a daunting task
for humans: searching for information is tedious and error-prone for users because one
must separately probe each source, verify semantic relevance to the new incident, and
then manually integrate the results.

The problem addressed in this section is how to improve the access to the collection of
interpretation reports. The solution consists in an information navigation model that was
developed to explore the collection of reports and to guide the user towards documents
that are relevant to its information need. A domain ontology supports the overall solution
: first, the collection is indexed based on the ontology and then user queries are build by
using this ontology. Thanks to those ontology-driven procedures, semantic interoperability
is at the core of the navigation model.

2.2 Semantic integration of documents

Semantic integration is carried out by building an index to structure the collection of
interpretation reports. Within the context of this work, a main difficulty was to build
an index whose structure offers a multi-faceted description of the collection of documents
and to create flexible information retrieval strategies based upon.

Construction of interpretation reports

Reports are created by a semi-automatic procedure, as shown in fig. 2.
First, a tool developed by partners of the I2C project performs real-time analysis

of maritime situations and builds a draft of the interpretation report. The maritime
situation is built from multisource information fusion, such as shoreline sensor data or
deployed platforms. A learning engine and a rule engine access and analyze the traffic
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Figure 2: Semi-automatic construction of interpretation reports

picture in order to detect clues of abnormal behaviors such as deviations from standard
routes, unexpected low velocity or AIS activity. If such activity is detected, an alert is
triggered in order to draw the attention of operator towards vessels that are worthy of
interest. An investigation is undertaken only for vessel of interest, in order to identify the
nature of threat associated. A draft of the interpretation report is then created to gather
data about the suspicious behavior and the conclusions of the investigation. Second,
domain experts improve the draft by adding natural language paragraphs to explain the
event under analysis. Reports are created semi-automatically as the system is able to
provide a set of data that help operators to perform further investigations.

According to Waltz’s terminology introduced in [152] interpretation reports are com-
posed of data and knowledge units. Data units are observables whose values are gathered
through observations, and knowledge units are indicators and hypothesis, acquired thanks
to domain knowledge and expert’s interventions.

Observables are a set of variables describing the current situation such as: details about
vessel (name, type, activity, information about the crew, cargo and owner), the spatial-
temporal context (geographical coordinates, time of alert) or meteorological conditions
(weather and navigation).

Indicators are conditions of suspicion expressing signatures of threatening behavior.
For instance, vessel older than 15 years or vessel stopping during night time can be relevant
for abnormal or threatening comportment. Vessels can be also flagged if they start the
itinerary in a zone considered as critical.

Hypotheses are models of specific abnormal behaviors automatically associated by the
system to vessels under analysis. Illegal immigration, pollution or traffic are of particular
interest for maritime safety experts.

While threat analysis is supported by combining observables, indicators and hypothe-
ses, the last ones are critical information pieces, as potentially they provide explanations
as to why the comportment may be of interest.

A hybrid index for information indexing and retrieval

In order to organize documents in the collection and to facilitate their retrieval, we de-
veloped an index able to connect observables, indicators and hypothesis, as shown in fig.
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3.

Figure 3: Data and knowledge layers of the index

The index has two levels: the data layer, intended to handle numerical values of
observable, and the knowledge layer, intended to handle domain concepts of indicators
and hypotheses. The data layer is a basic tree-based index while he knowledge layer is an
ontology of the maritime domain.

To capture the maritime domain and assist in the situational awareness, we created
an ontology that describes the attributes and behaviors of maritime vessels transporting
legally and illicitly goods and persons across the sea. This ontology was built from scratch,
within the framework of the I2C project, and the construction involved a team of maritime
safety experts involved in the project. Fig. 4 illustrates the upper level of this ontology.

Figure 4: Ontology of the maritime domain

Besides modeling domain knowledge, the ontology takes into account the structure of
documents, as Observable, Hypothesis and Indicators are central concepts of the ontology.
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The data and ontological layers of the index are connected through instance-of or
instantiation links. This hybrid index ensures a twofold description of the collection and
its structure allows us to carry out traditional information retrieval strategies, restricted
on data level, on one hand, and advanced information retrieval strategies, corresponding
to enhanced user information needs, on the other.

From interpretation reports to abstract representations

Each interpretation report is composed of several homogeneous semantic units. From a
structural point of view, those units correspond to XML tags and describe: observables
and their values (attribute-values sets), conditions of vessel suspicion (semi-structured
data containing indicators), hypotheses raised by the system along with corresponding
arguments written by experts. By taking into account both the content and the structure
of reports, the model adopted to represent each document is a triplet:

D = (Vd, Cd,Wd) (1)

where : Vd = (v1, v2, ..., vn) is the vector of numerical values of observables,
Cd = (c1, c2, ..., cm) is the set of ontological concepts identified within the document,
and Wd = (w1, w2, ..., wp) is the set of weighs assigned to concepts, where wt is the
relevance weight of the concept ct for the document D.

Fig. 5 illustrates the processing chain developed to translate XML documents accord-
ing to this model.

Figure 5: Representation of interpretation reports

First, for each XML file, values of observables are identified by parsing the document.
Then, the identification of ontological concepts is carried out by analyzing each semantic
unit, and highlighting labels of concepts and relations. This phase identifies two sets of
concepts: concepts retrieved within the indicators semantic unit I = (i1, i2, ..., in) and
concepts retrieved within the hypotheses semantic units H = (h1, h2, ..., hn).

However, some concepts identified are misplaced as they are not specific to the semantic
unit (for example, sub-concepts of Indicators retrieved within Hypotheses semantic unit),
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and they are less relevant. Thus a weighting mechanism is used to assign relevance
coefficients to concepts by taking into account the structure of documents and the ontology

Weighting concepts

For each concept set assigned to a document, some concepts appear in their native context,
for instance indicators concepts are identified within paragraph describing the conditions
of vessel suspicions, while other appear in related contexts, for instance the same indicators
related concepts can also appear within paragraphs explaining the link between indicators
and hypotheses. We consider that concepts are more relevant when occurred in their
native context, and we assign them a numerical value to characterize their degree of
relevance. Concepts are automatically weighted as follows:

wt =
1

|H|
∗ depth(t)

max(depth)
(2)

where: wt is the weight of concept ct of the set H, |H| is the number of concepts of
the set H, depth(t) is the depth of concept ct in the ontology O, and max(depth) is the
maximal depth of the ontology corresponding to its most specific concept. Through this
mechanism, the weight 1 will be assigned to concepts identified in their native context
(semantic unit), otherwise the weight is estimated by taking into account its specificity
with respect to the ontology and its relative importance within the set of concepts. In-
tuitively, more specific concepts are emphasized, since they carry on a richer semantics.
Moreover, their weight is increased when they appear in small-sized concept vectors.

At the end of this phase, is a set of weights associated to the set of concepts identified
within the document: W = (w1, w2, ..., wn).

The goal of those conceptual transition is to represent interpretation reports by a
model that keeps the distinction between data and ontological levels, as defined by the
index structure.

2.3 Strategies for flexible information retrieval

Two navigation strategies were implemented to explore the collection of documents. Nav-
igation consist of both query definition and information retrieval and it provides improved
access to the entire collection by using the index and the representations of previously
created documents. The overall navigation process is illustrated in fig. 6.

Navigation starts with a user defining a query expressing its information needs. The
query can trigger two information retrieval strategies, according to the set of elements
specified by user, and it is executed over the index and the collection of document models.
Finally, models relevant with respect to the query are retrieved, and their corresponding
documents are presented to users. We adopt a query representation that is similar to
document representation model. Hence, a query is a couple

Q = (Vq, Cq) (3)

where Vq = (v1, v2, ..., vn) is a vector of observable values, and Cq = (c1, c2, ..., cn) is a
set of concepts. For query processing, there is no weighting of concept relevance according
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Figure 6: Strategies for information retrieval

to user interests. Having both the query and documents represented in similar ways,
the navigation model implements two information retrieval strategies, called respectively
finding and explaining.

Finding facts

Finding in an information retrieval strategy intended to retrieve facts. The input is a
user query, and the search strategy is carried out on data level, by exploiting values of
observables. The output is a set of documents reporting events occurred in the same
region for instance. For this strategy, only the numerical values of the query and the data
layer of the index are used. Documents are retrieved by a ranking algorithm evaluating
the similarity between the query and models of documents as:

Sim(D,Q) =
Vq ∩ Vd
Vq ∪ Vd

(4)

This strategy is designed for various user profiles and it is suitable when a general
overview of incidents is needed. Finding is similar to a browsing task, whereas the user
iteratively defines its information need, receives several documents as an answer and uses
this new information to refine its information need and improve the navigation.

Explaining behaviours

Explaining corresponds to an investigation search strategy. It receives a user query as
input, underlying some behavior considered of interest, and the goal is to identify docu-
ments reporting similar behaviors, regardless of their spatial-temporal contexts. For this
strategy, both the numerical values of the query and the concepts (in natural language)
are used. For this strategy, substantial knowledge is required, and the conceptual layer
of the index is used. Documents are retrieved by a ranking algorithm evaluating the
similarity of query and document as:
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Sim(D,Q) =
n∑

i=1

wi ∗ ci ∗ cq (5)

where n is the number of concepts assigned to document representation wi is the weight of
the concept ci andmax(ei, Cq) maximizes the semantic similarity between ci and the set of
ontological concepts Cq of the query. The output is a set of documents highlighting various
hypotheses to be considered pertinent as to explaining the behavior under analysis. This
navigation strategy is designed for particular profiles of users, such as experts investigating
maritime incidents, as it could stimulate analogical reasoning. As the data and ontological
levels of the index are connected, it becomes possible to perform inferences in order to
refine the initial query. Thus, users are able to lead the selection of documents and
therefore to expand the set of documents by navigating along the semantic relations.
Explaining strategy is similar to a search task that can also be carried out iteratively as
returned reports can provide clues to refine the search.

Validation of the model

The evaluation of the retrieval strategies was made in collaboration with maritime security
experts and this step was implemented by using jointly the finding and retrieval strategies.
The goal of the evaluation was to investigate the impact of using the hybrid index for
information retrieval.

The validation methodology followed the following steps:

• Definition of a specific task on illicit trafficking of products;

• Definition of a set of test queries that are suitable for the task. For this step, the user
provides a query consisting in a list of numerical values (observable) and keywords
for concepts;

• Execution of the set of test queries according to a finding strategy;

• Enrichment of the test queries thanks to the concepts of the ontology. The ontology
is used to find relations of those keywords and add them to the initial query.

• Execution of the enriched query according to the explaining strategy;

• Qualitative analysis of the results by experts ;

During the last step, the results of the enriched query were compared to the set of
reports retrieved by the initial query. The validation protocol was implemented using
the collection of reports created by the project, which is composed of around 37 reports
describing 6 types of incidents. Qualitative procedures were needed, given the very small
size of the collection.

Evaluating such an approach is a difficult task as we face the users’ perception of the
results. In this very first series of experiments, we have chosen to focus on the first 15
results returned for each query (top-15).
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The analysis of experts showed that enriched queries retrieved more interpretation
reports, and this result is in line with the intuition that adding ontological concepts
provide a mechanism to retrieve reports that are unreachable through numerical values
of variables. The queries that obtained the most different results, when we compare both
sets of documents retrieved, are those for which close to exact answers were present in the
data base of reports. This result is not very surprising since the data layer of our index
is a decision tree structure, and sensitivity to outliers [142] is a well-known drawback of
decision trees. To conclude, a main advantage of our explaining strategy is the ability to
identify common concepts and the joint analysis of numerical values and concepts.

3 Semantic mediation for on-the-fly integration of soft
and sensor data

3.1 Dynamic fusion of sensor data and observations

This contribution presents a semantic approach developed to combine soft and sensor
data for entity tracking and identification for general security scenarios, such as search
and rescue or surveillance. A general architecture was developed for information fusion,
which creates a situation using sensor data and enriches this situation by taking into
account observations or data provided by humans.

Sources of data

The types of sources available include ground moving target indicator (GMTI), infrared
and visible light imaging (IMINT), and signal intelligence (SIGINT) sensors. All of these
sensing modalities generate elements that can be described by mathematical and numeri-
cal or symbolic representations (e.g., using a universe of discourse), and serve as inputs to
automated processing procedures. Sensor measurements result in observations of objects,
for which they provide information about properties like location, speed or signal char-
acterization when these objects are electromagnetic emitters. Soft information derived
from human or open source is fundamentally different in that its content is often more
qualitative and requires additional context elements for complete human interpretation.

Cycles of information fusion

As shown in fig. 7, heterogeneous fusion is carried out by means of two information
fusion cycles. The core is a sensor-based kernel that provides several processes for entity
correlation and tracking, along with estimation of their states.

The kernel implements a short-time classical tracking algorithm, since data are pro-
vided by sensors on a regular frequency. The outcome is a situation, whose entities are
described by their spatio-temporal coordinates and their kinematics. At this stage, the
type of entities is also estimated but only using sensor-based data. The second layer of
this architecture enriches the situation by integrating soft-data elements on a stream and
irregular basis, as they become available. The enrichment is aimed at refining the states
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Figure 7: Cycles for dynamic information fusion

of entities by adding supplementary attributes, such as allegiance and military or civilian
nature. Heterogeneous fusion can be considered as a long-time fusion cycle, triggering
specific processes as soft-data observations arrive. Those processes first provide matching
mechanisms to assign soft-data observations to entities of the situation and then perform
fusion strategies in order to combine elements of entity states with items extracted from
soft data.

3.2 Information extraction and semantic mediation

Extraction of features from sensor data

The features that can be extracted from sensor data, although limited, are heterogeneous
due to the different types of deployed sensors. GMTI sensors are radars with specific signal
processing leveraging the Doppler effect which can provide information about moving
targets, mainly related to their kinematic state (location and speed in the direction of
the sensor) and sometimes some classification information from signal analysis, limited to
rough classes of identification, such as rotating objects (e.g., helicopter blades), tracked
vehicles such as Tanks, or wheeled vehicles. The location is provided in range and azimuth
and possibly in elevation for a 3-D radar, with associated imprecision in each of these
dimensions, which can be quite large for azimuth information. The speed is also partially
retrieved due to the fact that only one-dimensional information can be acquired, related
to the line of sight between the radar and the detected object.

IMINT information is related to imagery or video acquired in diverse wavelengths
(visible or infrared), which may be further exploited through an automated extraction
and tracking device and annotated by an operational user. Some sensors are also able
to perform tracking on a given object, thus providing track information about the object
with location and speed attributes. The operator can then complement this information
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with precise classification information.
SIGINT information is related to either the detection and localization of specific emit-

ters (e.g., radars) or the interception of communication information between several actors.
Through the use of several receivers or a maneuvering receiver, the location of emitters
and specific technical information can be extracted. From the set of items sent by these
various types of sensors, a correlation scheme can be set up based mainly upon kinematic
information to perform the right association between these detections, so there are a lim-
ited number of duplicated tracks related to the same real entity. From this association, a
combined estimation of attributes is performed, which leads to a more precise kinematic
information and, if available, a rough estimate of the type and hostility of the entity.
Different methods, using mainly Bayesian, evidence theory or heuristic techniques, are
involved to combine classification results from these detections.

Identification of properties from soft data

Processing of soft data identifies properties of entities within natural language messages.
Messages also have a heterogeneous content, and can provide insight on different aspects,
such as entity location, and evolution. The methods developed extract binary associa-
tion attribute-value from messages, which can be easily modeled as properties of entities
and integrated into entity states. Attributes specify the type (vehicle, bus, person, etc.),
allegiance (foe, friend, neutral) or nature (civilian, military, insurgent, etc.) of entities.
Attributes are identified from soft data by using a text-mining approach based on colloca-
tion identification. Collocations are associations of words that co-occur frequently within
the same sentence, whether because the meanings of words are related to each other (e.g.,
vehicle- road, car-driver) or because the two words make up a compound noun (car stop,
subway station). The extraction algorithms focus on collocations composed of two words,
also called bi-grams. The method developed to extract collocation is shown in fig. 8.

Figure 8: Extraction of collocations

Because simply taking the entire list of collocations captures an excess of extraneous
and incoherent information, additional processing is needed to filter relevant word associ-
ations thanks to semantic annotation. Semantic annotation is performed automatically,
using procedures based on lexical similarities, which associate a real number with a pair
of words. Lexical similarity offers a measure of the degree to which two words are similar
and are used to label a collocation by ontological concepts. The hierarchy of concepts
allows the attribute part of the association to be retrieved. Thus, given a concept C
considered as value, the associated attribute is identified as the least specific concept
subsuming Property and generalizing C as shown in fig. 9.
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Figure 9: Semantic annotation

For instance, the collocation unknown bus will be matched to the set (Bus, Bus, Type),
since unknown is not assigned to a concept, while the insurgent vehicle is annotated by
(Vehicle, Vehicle, Type) and (Insurgent, Insurgent, Allegiance), since both Vehicle and
Insurgent are concepts of the ontology.

At the end of this phase, annotations of collocations are generated in the form of
tuples: Ai = (Wi, Ci, Ti) where Ai is the annotation of item i, Wi is a word, part of a
collocation, Ci, is a concept assigned to Wi by lexical similarities, and Ti is the category
of Ci, as identified by inferences

Integration of sensor data and observations

The overall solution for human observations and sensor data integration consists in the
assignment of observations sent by humans to entities created by sensor data processing.
Soft data are brief human reports, conveying information about entities in the field.
Among those entities, some could be of interest, already detected and eventually tracked
by sensors. Information extracted from incoming soft reports will not be considered for
tracking purposes; instead, it will help human-operators to have a better description of
the situation.

Assignment of human observations to entities of the situation is carried out in the light
of spatio-temporal correlation. Given that observations are associated with a timestamp
and have specific locations, this method first estimates a correlation coefficient to describe
the probability of a human observation to be assigned to ei, an entity of the situation. The
current states of ei along with its previous states are taken into account for this estimation,
since soft observations are not necessarily synchronized with the current situation. Results
of this estimation are then ranked and the observation maximizing the value is selected
and added to the set of observations associated with ei.
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Semantic mediation

Semantic mediation relies on using a domain ontology to describe data semantics, and
implementing semantic annotation procedures to associate sensor output and human ob-
servations with corresponding elements of the domain ontology along with reasoning mech-
anisms for data integration. While spatio-temporal association enriches the overall situ-
ation by adding a set of human observations, semantic mediation is used at entity level
to enable the fusion of sensor data and observations. Semantic mediation is implemented
as a process allowing data provided by different types of sources to be combined and a
domain ontology is at core of this process, as shown in fig. 10.

Figure 10: semantic mediation from the world of features to the world of objects

In the context of this work, the role of the mediation process is to integrate relevant
observations to sensor inferred entities according to a shared semantics modeled by a
domain ontology and to master the gap between low-level features and richer conceptual
descriptions of each entity.

The ontology used for this work was created by using a top-down approach. The de-
velopment began with a preliminary conceptualization, where a list of high-level concepts
was identified by using the MIM Information Model 7. The hierarchy of concepts was
iteratively enriched by adding new classes. The result is a domain ontology composed of
31 concepts, see fig. 11.

Main classes of the ontology are Entity, Action and Property. The ontology also has
6 object properties, to make explicit interactions between classes. Thus, hasActor(Event,
Entity) models the association of an Entity with an Event and its reversed relation is
involvedIn(Entity, Event). The four remaining relations associate entities and their prop-
erties: hasRole(Entity, Role), hasType (Entity, Type), hasNature (Entity, Nature) and
hasCapability (Entity, Capability). All developments and testing were carried out using
Protégé, and the ontology is represented in OWL DL, a description logic [1] sub-language
of OWL [6].

7https://www.mimworld.org/portal/projects/welcome/wiki/Welcome
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Figure 11: Ontology for semantic mediation

Refinement of entity states

In the surveillance problem described in this contribution, complementary and overlapping
inputs exist. Sensor processing has the capacity to identify the type of entities, which
is then added to the entity state in the form of a tuple attribute, value-of-attribute, for
instance type, bus.

Sensors classify entities based on their measured features and by using some supervised
methods for classification, which provide a limited number of categories. Besides having
a limited number of categories, sensor processing also has its own detection limitations,
and more subtle aspects such as the allegiance of entities are out of reach for their sensing
capabilities.

Fusion of sensor and soft data is twofold: first, complementary properties extracted
from human reports are added to states of entities; second, the type of entities is updated
by taking into account the type of entities as stated by sensor processing and the type
as extracted from soft data. In order to update the type, reasoning mechanisms are used
to combine attributes of entities. More specifically, given that operators are interested
in having a more precise description of entities, reasoning procedures identify the most
specific concept of both type labels. This concept is then used to describe the entity,
as illustrated in fig. 12, where the final state of the entity highlights the type bus, as a
concept more specific than vehicle.

Observations can be noisy, incomplete and sometimes irrelevant, and the inference
mechanism fails to identify the most specific concept of both type labels. In this case, fu-
sion provides inconclusive results. Inconclusive inference is due to contradictions between
sensor reports and observations, or accidental associations of observations with entities.
When successful, the result of fusing soft and sensor data at entity level is a more specific
identification of the type of entities, and the enrichment of their state thanks to additional
properties that cannot be inferred by sensor processing.
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Figure 12: Refinement of entity states

3.3 The INFOTEX prototype

The approach of dynamic information fusion was implemented by using FUTHANE, a
generic development and execution framework providing a collection of basic algorithmic
building-blocks for information fusion. The result of this implementation was the INFO
TEX prototype.

An experimental track-and-detect scenario was adopted to provide a valid proof-of-
concept of the fusion system. The scenario involves a multi-sensor multi-tracking task
with a network of sensors, several observers and main capabilities for information fusion.
A total of 20 observations sent by operators on the ground were used, in addition to 204
GMTI reports, 12 COMINT reports, 7 ELINT reports and 5 IMINT reports. At entity
level, properties extracted from soft data describe allegiance (friend, foe, insurgent), type
and nature (civilian, military), as shown in fig. 13.

Figure 13: Attributes of entities for situation awareness

Sensor data is provided as formatted reports integrating position, time, type and
potential subtype of an observed entity. Some additional features may also be present,
such as vehicle color or even the vehicle identification number. Observations are in the
form of structured reports, having a natural language paragraph to summarize information
collected by human sources. After feature extraction from text and fusion of items, the
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type of entity is updated (Tank) and its hostility is identified (HO). Over time, 102 entities
are detected and tracked in the situation.

Although using an experimental scenario offers a basis to evaluate whether or not the
system meets its objectives, a formal evaluation is needed to estimate the impact of using
semantic mediation to support heterogeneous fusion. Since mediation affects both entity
states and the overall situation, information gain and quality of service introduced in [126]
to characterize situation assessment are metrics able to quantify this impact.

Information gain is a criterion intended to capture the value added to entity states
after updating their descriptions by using semantic inferences. Information gain is the
ability of the system to provide improvements, and its values can be assessed by taking
into account the number of additional properties added to entities and the quality of
their type. Information gain is defined assuming that changing the state of entities by
integrating observations improves the description of entities, as follows:

InfoGain =
Nc

N
(6)

where Nc is the number of entities whose states are affected by observations, and N
is the overall number of entities of the situation. Values of InfoGain range from 0, when
observations are not related to entities of the situation, and 1, when ideally states of all
entities are updated.

Quality of service is a criterion used to characterize the quality of situation assessment
and encompasses aspects related to timeliness, uncertainty of the overall picture, and
quality of individual descriptions at entity level. Nevertheless, uncertainty can also arise
at the situation level, since soft and sensor data can provide contradictory information
items. Quality of service takes into account the number of failures due to inconclusive
fusion:

QoS =
U

Nc

(7)

where Nc is the number of entities whose states are affected by observations, and U
is the number of valid inferences. QoS ranges between 0, when all inferences for type
refinement are inconclusive, and 1, when they are valid. The evaluation scenario was run
by iteratively including 20 observations, and the evolution of those criteria is shown in
fig. 14.

The values of information gain and quality of service at the end of the scenario are 0.47
and 1, respectively. For this experimentation, all inferences for type refining are valid and
low values of information gain are directly related to the small number of entities affected
by incoming observations.

4 Related work

Using semantics to deal with heterogeneity and dynamic aspects in complex environments
is an active research field, and several ontologies have been already created as a result.
Among them, SSN is an ontology created by the Semantic Sensor Networks Incubator
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Figure 14: Evolution of Information gain and Quality of service

Group 8 offering descriptions of four related perspectives: sensor, observations, system
and property [13]. The model focuses on what and how can be sensed, systems of sensors
and their deployment, and the description of observations made at entity level or for
particular properties.

Sensor Web Enablement (SWE) is a major initiative of the Open Geospatial Con-
sortium (OGC) 9 aimed at improving the capacity to discover relevant sensor data on
the Web, through standardized interfaces and specifications, and creating the Semantic
Sensor Web, an infrastructure that enables the interoperable usage of sensors by provid-
ing services for discovery, accessing and identification based on sensor output augmented
with spatial, temporal, and topic-specific semantic metadata [49]. A complement of the
Semantic Sensor Web, Sensor Linked Data is a paradigm introduced by Janowicz and
colleagues [109] to add interlink as a new challenge. The SOSA ontology [17] is the latest
model, developed up to date, to link observations, sensors and measures.

More related to the second approach presented in this chapter, various research efforts
consider the existing bridge between symbolic knowledge representations and raw data
collected and measured by sensors. The concept of semantic perception is at the core
of approaches developed to upgrade sensor output by attaching semantics to sensor data
for enhanced interpretation [119]. Roda and Musulin present in [102] an ontology-based
framework to support intelligent data analysis of sensed data, while the construction of
a complex situation using multi-layer ontologies is discussed in [60]. Semantic mediation
in sensor networks is addressed by Malewsky [112], who developed a semantic framework
to improve matchmaking on sensor measurement and operating capabilities and used a
modularized Sensor Mediation ontology aligned to the SSN.

The rise of the Internet of Things (IoT) offers a wide application area for fusion meth-
ods able to discover potential knowledge from large amounts of perceptual information
[67]. Within this context, semantic-based solutions are used to add semantics to data [43]
or to support event matching [99].

8https://www.w3.org/2005/Incubator/ssn/
9http://www.opengeospatial.org/
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Internally, within the frame of the FUTHANE project, another research line investi-
gated the use of ontologies to filter relations extracted from textual messages, in an effort
to add not only entities in the situation but also relations describing their interactions.
The approach is described in [69], while experiments and results are discussed in [71].

5 Lessons learnt

In this chapter I drew up an overview of two solutions using semantic interoperability in
order to improve the analysis of heterogeneous and dynamic situations. With the exam-
ple of information retrieval for the maritime surveillance, we have shown how semantic
processing can be employed to build more intelligent integrated systems.

Developing the semantic interoperability approach for maritime surveillance domain
was my main contribution to the I2C European project. I came with the idea of connecting
indexing and retrieval strategies by interviewing several domain experts, and in particular
maritime operators working with DCNS (currently Naval Group) 10, the partner leading
the project. For domain experts, the problem encountered was to connect the storage and
retrieval of information together and in practice this need was satisfied by adding (lots
of) data formatting and data base query steps, making the integrated analysis of items
difficult to achieve.

Designing and implementing the semantic mediation system for soft and sensor inte-
gration was the main result of InfoTex, an advanced study of the FUTHANE research
program, funded by the French MoD. For this specific application, the use of semantic
integration lead to the development of new capabilities for information fusion, that were
greatly appreciated during the evaluation of the INFOTEX prototype by end-users.

Special attention was given to the evaluation task and, as the scientific coordinator
of the FUTHANE project, I struggled to keep the distinction between the teams that
developed and assessed the system, respectively. In this respect, I supervised Thibaut
Castaing, a post-doctoral student who joined the project for 9 months and was assigned
specifically to the evaluation of the INFOTEX prototype.

Both applications show that incorporating domain knowledge makes the processing
task more complex and thus more time consuming.

6 Collaborations and dissemination of results

I2C European Project, FP7

Semantic integration for the maritime domain was a task of the I2C European project. I
collaborated with experts from Naval group and also with my colleagues from the DEMR
department (Département électromagnétisme et radar) [98].

10https://www.naval-group.com/fr/
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FUTHANE, Advanced Research Project, French MoD

I was the scientific coordinator of the FUTAHNE project and the principal investigator of
InfoTex. I coordinated and I have actively worked with the mixt ONERA - AIRBUS team
in charge of the InfoTex study, on specifying the fusion algorithm and carefully defining
the structure of the mediation framework. I had close collaborations with Amandine
Bellenger, Frederic Gallésio, Xavier Lerouvreur and Sylvain Gatepaille, [84],
[51], [86].

Supervision of students

I also supervised Thibault Castaing during his 9 months post doc within the frame of
the FUTHANE project.

Dissemination of result

Dissemination of activities presented in this chapter include:

• A book chapter in Shahbazian, E., and Rogova, G. (Eds.). (2016). Meeting Security
Challenges Through Data Analytics and Decision Support (Vol. 47). IOS Press ;

• A journal article published in the International Journal of Knowledge and Systems
Science, [70];

• Demonstrations and presentation of results to the French MoD, during the assess-
ment of the FUTHANE project;

• Presentation of the semantic mediation solution in the context of the Workshop on
AI and Cognitive Technologies for Radar, Communications and and EW organised
by the European Defence Agency (EDA), Brussels, December 2018, [34]
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1 Motivations
This chapter addresses the exploration of the cyber-social space as defined by Shets and
colleagues in [114], as a network of humans and autonomous agents and theirs links creat-
ing human, autonomous or hybrid communities. Recent examples on disinformation [45]
or social manipulation [19] show that phenomena in the cyberspace have the capacity
to polarize social views, making social groups form and fracture in online spaces with
concrete consequences on political and social environments.

A critical aspect of social media misuse is the spread of content related to extremist
attitudes and ideologies, including online propaganda, hate speech or radicalization. Of-
ten, this content involves the presence of opinions, beliefs and other subjective states that
play a key role in the sentence. While harmful content is removed every now and then on
social platforms and Twitter actively shuts down extremist handles, the account removal
approach is not working despite its short-term effectiveness and claims of long-term effi-
cacy [82]. From a defence and security perspective, it is then important to have means to

57
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effectively mine the cyberspace for features of emotions, opinions or sentiments [74], [53].
Approaches focusing not on who is posting, but rather on what is posted are needed.

One of the major promises for users when using the cyberspace as an information
source is that data are easier to collect, share and reuse. However, on concrete situations,
social data do not appear to be effectively processed and exploited as much as they could
be, mainly because such data poses to the community the challenge of building reliable
systems on unreliable data [93]. A large part of my work in the last years has been
dedicated to the topic of social data analysis, and more precisely I tried to understand (i)
how (and how much) do online users provide useful information on social platforms, (ii)
why end users may not be able to exploit social data as much (and as frequently) as they
wanted to and (iii) what can be done to enhance the analysis of social data for defence
and security applications.

Most current methods and techniques developed for social data analysis rely strongly
upon linguistic inputs, making use of blacklists, regular expressions, annotated corpora
or lexicons. Those techniques have specific performances and drawbacks: while keyword
can be indicators for hateful comments, alone they are not enough to detect propaganda,
and often dictionary-based approaches identify accurately the target of speeches but fail
to distinguish sentences conveying extremist messages from the clean ones.

From a different perspective, artificial intelligence techniques relying on statistical
methods based on co-occurrences of words or purely linguistic approaches are unable to
deal with this type of content, and are far from being able to infer the subjective and
cognitive information associated with social data. For instance, religious-belief and buy-
Easter-chocolate are two expressions with subjective connotations that come not from
individual terms, but from putting those terms together. Techniques that rely on mere
annotation would perform poorly in discerning the meaning of such expression, and their
effective processing requires a significant amount of knowledge.

The originality of my approaches lies in closely working with researchers on sociology
and linguistics, in an effort to capture clues that help the characterization of online content
and developing semantics-based techniques to address the problems identified. Several
semantic resources have been developed to help the analysis of social data in English and
French. Although the research trend is dynamic and several resources are available for
subjectivity analysis in English [42], [125], it should be noted that there are very few
corpora and semantic resources for French in the more general area of social data analysis
[46], [135], [132]. Another contribution of my work was to develop resources to analyze
online contents in French.

This chapter introduces several contributions The first section presents two ontolo-
gies: the first one was developed to capture features of subjectivity and the second one
is intended to support the analysis of online hate. The ontology of hate was developed
specifically for French corpora. Pitfalls and limitations of building ontologies for subjec-
tivity analysis are also discussed for both models. The second section of this chapter
presents an illustration using ontologies and unsupervised techniques to detect trends in
social data.
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2 Formal models for online content characterization

2.1 An ontology of appraisals for subjectivity modeling

This contribution describes the construction of the appraisal ontology, a formal model
grounded on cognitive foundations that offers a mean to detect subjective stances and
harness affective states within content released by users on the Internet. The ontology is
built upon the foundations of the appraisal theory [94] developed by White and Martin
The appraisal frame considers the meanings by which text convey positive and negative
attitudes, and takes into account the way such utterances are strengthened or weakened
by author’s thanks to linguistic clues of intensity. Adopting appraisal categories allows
going beyond the limitations of opinion and sentiment, and presents author’s feelings,
tastes and opinions with greater or lesser intensity.

Cognitive foundations of the model: the appraisal theory

The appraisal theory is a cognitive frame claiming that people’s emotions are elicited by
their personal and continuous interpretations, evaluations or appraisals of objects, events
and situations. The most important aspect of the appraisal theory is that is provides a
way to express how humans interpret some particular event as positive or negative along
with their position, support and engagement with respect to their own interpretation and
report: confidence, support, agreement, disagreement, deny, rejection. From a linguistic
standpoint, the appraisal theory describes how authors use linguistic expressions to com-
municate their emotional states and engagement. The appraisal framework goes beyond
limitations of traditional concepts of sentiment and opinions and considers the appraisal
expression, which is a linguistic unit by which a personal appreciation is conveyed, whether
it is an opinion, sentiment or supportive statement. The appraisal theory structures ap-
praisal expressions under three main basic systems describing attitudes, engagement and
graduation, as shown in fig. 1.

Figure 1: Systems of the appraisal theory

The attitude system is related to linguistic expressions conveying the current of authors
at the time they write the text and. This system covers three main subcategories: affect,
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appreciation and judgement, discussed hereafter.
Affect is related to linguistic expressions of author’s feelings such as happiness, joy,

sadness, grief, etc.., as shown in sentences hereafter:
S1: This movie bores me.
S2: Helping others makes me happy.

Judgment highlights linguistic expressions conveying characterization of persons and
behaviors by the author. Generally it conveys opinions and personal tastes about objects,
such as nice, ugly, beautiful, shy but also about interactions and behaviors in the social
context: heroic, brave, open-minded, feeble minded, see sentences below:
S3: Paul is rude, but honest.
S4: They are a great nation.

Appreciation is related to assessment and evaluations of entities, objects, events and
scenes, as shown in examples:
S5: The painting is beautiful.
S6: My phone is useless.

The engagement system gathers linguistic expression specifying the author’s position
with respect to his own statements see fig. 2. When reporting, writers often embed clues
as to how strongly they support the content being conveyed and may indicate confidence,
doubt, skepticism, conviction, etc., about the information reported.

Figure 2: The Engagement System

The engagement system is closely related to the notions of trust, confidence, prob-
ability or possibility. Categories under this system encompass aspects related to denial
(S7), concession (S8), confirmation (S9), endorsement (S10), acknowledgement (S11) and
distance (S12).
S 7: You don’t need to access the file.
S8: Although it was raining we went out.
S9: Of course Brexit was unexpected.
S10: The reports clearly show he was involved in the accident.
S11: According to Times, he is leading the election.
S12: Many are claiming that he will not win.

Graduation is the last system of the appraisal theory and it is introduced in order
to provide means to measure or at least estimate the orientation and various degrees
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of intensity associated to affect, appreciations, judgment and engagement. The system
introduces concepts to describe the intensity of opinions. Main concepts are Force and
Focus, and the graduation system also models linguistic modifiers such as intensifiers
(very, enough, etc.) and downtowners (few, low, etc.).

A formal model of appraisal categories

The appraisal ontology was created in order to build a formal model of appraisal categories.
The ontology is a commonsense knowledge base intended for subjectivity analysis that
specifies the systems of the appraisal theory.

We first created an initial version of the ontology by taking into account the appraisal
theory. We started with appraisal categories and then added additional concepts to char-
acterise appraisal expressions. As a result, six main concepts were identified and modeled:
attitude, engagement, graduation, orientation, polarity and modifier, as shown in fig. 3.

Figure 3: The Appraisal ontology: main concepts

Among appraisal categories, attitude and engagement are modeled as introduced by
the appraisal theory, but with finer descriptions. Sub-classes of Attitude and Engagement
systems are shown in tab. 1 and tab. 2, respectively.

Classes SubClasses Instances

Appreciation
Composition Detailed, consistent

Impact Amazing, monotonous
Valuation Innovative, profound

Judgement Social esteem Brave, disloyal , clever
Social sanction Virtuous, corrupt, honest

Table 1: Refining classes of the Attitude system
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Classes SubClasses Instances

Disclaim Deny No, didn’t, never
Counter Yet, although, but

Proclaim
Concur Naturally, obviously

Pronounce Indeed
Endorse Demonstrates, shows, proves

Refer Aknowledge It’s said that, many argues
Distance He claimed to

Table 2: Refining classes of the Engagement system

Graduation concept was enriched by adding several subclasses to describe Focus as
Sharp or Soft and Force as High or Low. For all those categories linguistic examples
were also added at instance level. Modifier is a concept intended to capture the ability
of linguistic markers to increase, decrease or reverse the intensity of appraisal expressions
and Polarity is a concept used to capture positive and negative emotional states conveyed
by appraisal expressions.

Besides is-a relations used to create the hierarchical structure of concepts, 6 relations
ware added to connect concepts on the ontology, see tab. 3.

Classes SubClasses Instances
Name Source Target

hasGraduation Engagement Graduation
hasPolarity Engagement Polarity

hasOrientation Engagement Orientation
Increase Modifier Force
Decrease Modifier Force

Table 3: The appraisal ontology: relationships

By considering only the appraisal theory, the appraisal ontology is composed of 46
concepts with a 6 levels hierarchy; the model also has 4 Object Properties and 2 DataType
Propertie, 50 nodes, 75 edges and 268 instances of concepts. The polarity, force and focus
of a word were added manually to concepts of the ontology.

Increasing the robustness with WordNet

We observed that this version, although being in line with the appraisal theory, has a
main weakness: a word can have synonyms, and choosing the set of words covering a
meaning is important for the purpose of increasing the accuracy of the appraisal ontology.
To overcome this issues, we improved the robustness of the ontology by using WordNet
[157].

WordNet is a lexical data base for English, where each word is associated with one or
more synsets. A synset consists of a identifier that represents a unique meaning. A word
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can have one or more synsets (love can be in reference to the verb or the noun and thus
related to two different synsets) and one synset ca be related to one or several words (nice
and pretty can be synonymous). The enrichment followed three main steps:

• Select the first WordNet entry for a concept of the ontology;

• Select the most semantically related synsets of this entry . To estimate the similarity
of synsets we used the Leacock Chodorov (LCH) similarity [156];

• Select instances to be added to the ontology from the synsets previously retrieved.

Pitfalls and limitations of the appraisal ontology

Practical pitfalls affected the construction of the appraisal ontology and the model has
several limitations, discussed hereafter.

• Modeling nonfunctional domains

The ontology was constructed to capture features of subjectivity according to prin-
ciples of the appraisal theory. However, the model is not build to describe a functional
domain, such as aeronautics or space, having well defined concepts and interactions. Thus,
the ontology has a limited number of horizontal relations, describing interactions of con-
cepts and strives to represent the terminological components of concepts. The termino-
logical dimension is emphasized by adding instances of concepts, and also by highlighting
how a broader or narrower meaning can be created by linguistic adjustments. Moreover,
elements of the model are drawn from the realm of thesauri and semantic lexicons, as
there are no sources to describe subjectivity and there are no domain experts to guide
the modeling process.

• Impact of linguistic phenomena

The main impact from linguistic standpoint is due to the fact that the meaning of words
usually depends on the context in which they occur. More specifically, the polarity of
words can change according to the context in which they are being used. Although polar-
ity of good, bad or excellent remains the same in all context, small is a example of polarity
ambiguous word, having a positive orientation in sentences like small desynchronization,
rather negative when used as small capacity and rather neutral in small world. As polarity
is modeled as a concept of the ontology having three exclusive values (positive, negative
and neutral), overcoming limitations dues to ambiguous polarity requires the implemen-
tation external procedures, able to detect the occurrence context of words and infer their
polarity accordingly.

• Completeness and relevance of the model

The final set of limitations concerns the development of a computational model of
the appraisal theory. First, there are limitations intrinsic to the cognitive framework,
according to which events can trigger more than one affective response simultaneously



64 Chapter 4. Content characterisation for cyberspace exploration

with various intensity levels although the theory does not provide a clear strategy to
select an affective state during the appraisal process. This limitation has direct impacts
on the modeling process, as there is no guidance as to how to add relations in the ontology,
how to add instances of concepts and how to craft a set of rules for inferences. To overcome
this limitation, a solution providing ethical procedures to guide the practical use of the
model is discussed in [120]. In addition to limitations cited above, the use of ontology
for social data analysis might be able to also highlight task-related drawbacks, such as
modeling only concepts and relations in English, although some social media messages
are a mix of words written in several languages.

2.2 Conceptual foundations of hate modeling in French

The ontology of appraisals introduced in the previous contribution allows the analysis
of subjective states in online data. This contribution takes a step further and discusses
the construction of a model that will support the detection of online hate. Detection of
hate is part of risk prevention strategies for defence and security practitioners. For those
domains, there is a practical need to develop semi-automatic approaches for online hate
investigation.

Resources and methodology

The construction methodology consists of three main phases: acquisition of knowledge,
construction of a conceptual model and its consolidation, see fig. 4.

Figure 4: Methodology and resources

During the acquisition phase, three definitions for hate speech were selected in order
to gain better understanding of hate semantics in different communities.

The first definition is proposed by Nockleby [154], who defines hate speech as an abusive
speech targeting specific group characteristics, such as ethnic origin, religion, gender or
sexual orientation.

The second definition is given by Mondal et al. who define hate speech as an offensive
post, motivated, in whole or in a part, by the writer’s bias against an aspect of a group of
people [59].
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The third definition selected for this work is developed jointly by Facebook, Twitter
and Google; an online hate speech is defined as a type of speech that takes place online,
generally social media or the Internet, with the purpose of attacking a person or a group on
the basis of attributes such as race, religion, ethnic origin, sexual orientation, disability,
or gender.

In the light of definitions above, we consider hate speech as a combination of four main
elements : an enunciator - or author - of a hateful speech, a hateful action, a target and
the linguistic context of validation of the hateful action. The result of this acquisition
phase is a set of main concepts called conceptual structure. During the representation
phase, this initial structure is enriched by exploiting two existing ontologies.

The ontology of modalities [131] was developed in order to assess the validity of the
knowledge extracted from textual content in the scientific literature but is not specific to
this kind of textual data. The ontology describes the linguistic context of validation of
an item of information, see fig. 5. More specifically, the model represents the relations
between three linguistic categories involved in the characterization of validity conditions
of information: enunciative conditions, aspect and temporal conditions and also modal
(or rhetorical) conditions.

Figure 5: Ontology of modalities

This ontology of modalities models several concepts that are relevant for the purposes
of this work. First, the root concept of this ontology, ContextOValidation and his two sub
concepts, the LinguisticContextOfValidation and the ExtraLinguisticContextOfValidation,
respectively. Moreover, the LinguisticContextofValidation deals with the knowledge that
is relative to the context of validation as expressed by the author of the text, whereas the
ExtraLinguisticContextofValidation looks at external knowledge or resources.

Taking into account the enunciative aspect enables us to identify whether the author
is fully committed to items in the sentences, or whether he just provides items attributed
to another enunciator, with a marker of agreement or disagreement. The epistemic and
temporal aspects captured by the ontology of modalities, provide additional attributes of
the validation context, for example by capturing whether actions are temporally in the
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past time or in the present time, or by capturing degrees of certainty or uncertainty of
actions from the point of view of the enunciator.

The aspects captured by the ontology of modalities are relevant for any domain.Thus
this ontology is independent of any domain ontology and reusable for other applications.
The model has been also used for analysing newswire texts as described in [105]. The
resource was built by focusing on the explicit linguistic markers of different kinds of
epistemic qualification and it captures temporal, modal and enunciative and aspect -
related features which are indicative of authorial commitment to the information conveyed
by sentences.

The ontology of modalities and the appraisal ontology were jointly used during the
modeling phase to build a novel ontology named ’ontology of hate’. The intuition behind
the joint utilization of those resources is that, while the appraisal ontology can provide
a set of concepts related to affect or judgement that are of interest fort hate modeling,
the modalities ontology can facilitate the analysis of their linguistic context of validation,
thanks mainly to concepts capturing modality and enunciativity features. Our assumption
is that the analysis of this linguistic context helps recognizing reported speech, counter
speech, negation, linguistic reappropriation, as well as several modal proccesses a locutor
could use to distanciate himself from the statement, or limitate its strength.

From these two ontologies, only the relevant concepts for hate speech detection have
been kept. At the end of this modeling phase, concepts are added to initial structure and
a formal model is built.

The last phase refines the formal model by using two distinct corpora collected on
social media. A first corpus was used to manually refine the concepts of the ontology, and
this corpora was provided by external contributors. For the validation step, a corpus of
tweets was collected using the Twitter API with a combination of relevant keywords. This
corpus was collected based on query terms, without manual processing or tagging. The
data set is composed of around 300 tweets in French that have been manually selected for
their compatibility with hate speech definitions.

Development and description of the model

The ontology was created from scratch, starting with concepts selected from the modalities
and appraisal ontologies, and adding additional concepts to characterize online hate. The
ontology of hate has four main concepts, see 6: Action (Action), Target (Cible), Context
(Contexte) and Orientation (Orientation). The enunciator is part of the Context concept.

Action is the core concept to detect hateful content. It is further divided into instiga-
tion to violence (AppelALaViolence) or deprecatory judgement (JugementDévalorisant).
This last concept is then composed of several sub-concepts extracted from the appraisal
ontology. Affect (Affect) captures emotions of the author while Judgement (Jugement)
describes assessments of persons and objects and is divided into: social esteem (Estime-
Sociale), which encompasses capacities (Capacité) e.g stupid, tenacity (Ténacité) e.g un-
reliable and normality (Normalité) e.g unpopular, and social sanction (SanctionSociale)
which captures truthfulness (Véracité) e.g liar and propriety (Bienseance) e.g corrupt.
Another sub-concept of Action is Insult, a concept regrouping insults which do not in-
volve a specific evaluation of the insulted object but rather derogatory terms for groups
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Figure 6: Main concepts of the ontology

of individuals, as opposed to appraisal-oriented insults, e.g jackass (imbécile), carrying
specific judgment.

Target (Cible) classifies the targets of hateful statements by taking into account the
following characteristics: Sexual Orientation, Ethnical Origin, National Origin, Sex, Re-
ligion, and Immigration Status.

Context is a larger umbrella for several concepts extracted from the ontology of modal-
ities. It describes: the aspectual context (ContexteValidationAspectuel) of Action given
by the author and which can be for example a process, an event or a state ; the enunciating
context (ContexteValidationEnonciatif ) which can be Collectif (collective) in cases of fac-
tual statements and (so called) global or wide spread opinions or Individuel (individual)
when the author or another source cited by the author is implied in a hateful action; the
temporal context (ContexteValidationTemporel), capturing the absolute or relative tem-
poral of statements which can be in the past, the present or the future of the enuniciator;
the modal context (ContexteValidationModal), which carries the author’s engagements
towards its statements.

Morever, the statement can describe several aspects: the desirability of the state-
ment (Appreciatif), the will (Boulique), to what extent the statement is considered
moral (Déontique), or the degree of uncertainty assigned to the statement or its negation
(Epistémique).

Orientation captures the hatred-related orientation of speech, with three categories:
hateful and not-hateful, and undetermined for ambiguous cases. In addition to those con-
cepts, three relations enrich the structure of the ontology of hate: hasTarget, hasOrienta-
tion and hasContext capture the target, the orientation and the context of a statement,
respectively. The ontology of hate is represented in OWL [146] and is composed of 61
concepts structured on a 8-levels hierarchy; the model also has 4 ObjectProperties.
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Hate detection and limitations of the model

The ontology highlights the main concepts for hate detection and fig. 7 shows two ex-
amples where hatred message are detected thanks to the identification of hate-specific
targets and actions, respectively.

Figure 7: Examples of hate detection

The main purpose of this contribution is to build a formal model for online hate
analysis and detection. Practical applications for hate detection will require annotation
procedures, through which concepts of the ontology will be related to textual segments.
However, practical cases using the ontology of hate should take into account its limitations
and the fact that hate speech is contextually embedded, so that comments that in one
community are perceived and hateful or offensive are not so in another community [62].

From a practical perspective, detection of specific targets, identification of implicit
targets, analysis of irony and sarcasm are the main technical challenges for effective hate
speech detection. The following examples, collected from Twitter from February to May
2020, illustrate those challenges.

Political opinions are not part of hate speech characteristics and the example, despite
its inherent violence, should thus not be considered as a hateful speech: Oui! MLP.Philipe
Vardon et GÉNÉRATION IDENTITAIRE. Contre la pourriture Estrosi UMPS - LR..

The presence of hate target but without violent action should be considered, again,
as non hateful. Quand il s’agit d’entrenir les étrangers parasites on est toujours sûr de
trouver la gauche.

The difficulty of detecting implicit or tacit targets is illustrated by the next example:
Attendrons-nous qu’il soit trop tard ? Dans ma profession de foi écrite pour la même
campagne législative de 1975 : Les Français ne sont ni xénophobes ni racistes. [...] Mais
ils ne supportent plus que la France soit colonisée, exploitée, terrorisée.

Moreover, sarcasm and irony potentially flip the hateful/no hateful orientation of
sentences, as shown fereatfer: Que se passe-t-il ? Allah est grand ou il n’est pas grand ?
Faudrait savoir tout de même ! Il a quand même créé la terre plate !

Examples above underline the importance of context when detecting hateful and non-
hateful contents. Practical applications rely often on the joint utilisation of ontologies
and classification or learning techniques to achieve better results. In addition, conceptual
models for subjectivity and hate content description are inherently incomplete and con-
strained to specific standpoints. In practice, the model has to be experienced as valid and
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fit for purpose. The next contribution illustrates how ontology-based procedures can be
combined with classification algorithms for social data analysis.

3 Illustration of ontology-driven social data analysis

3.1 Detection of trends in online data

One of the applications of models described previously was the detection of trends from
social data. Trend analysis was carried out by investigating topics and opinions within
several collections of tweets. The rationale behind this distinct analysis is that opin-
ions expressed towards topics are good indicators of the support behind ideologies and
ideas. Our original contributions stem from the combination of unsupervised classifica-
tion techniques for topics detection and the use of ontology-driven techniques to detect
fined-grained appraisal categories expressing support, deny, rejection or endorsement.

A hybrid architecture for trend analysis

In order to detect trends and to identify the emerging topics associated with those trends
we adopt the following approach:

Figure 8: Hybrid architecture for trend analysis

• Several collections of tweets are crawled and classified thanks to unsupervised tech-
niques;

• Topics are detected within each cluster as to pool tweets into more homogeneous
groups and show which topics are the most dominant within each cluster;

• The ontology of appraisal categories is then used to detect appraisal categories in
tweets;
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• A trend-detection strategy is adopted based on appraisal categories to infer cat-
egories detected in topics and to aggregate trends at topic level from appraisals
identified at tweet level.

Unsupervised learning and feature engineering

The method adopted for data clustering is DBSCAN (Density-Based Spatial Clustering
of Applications with Noise) [159]. This technique groups data located in the region with
high density of the data space to belong to the same cluster and it discovers clusters with
arbitrary shape. The technique also increases cluster homogeneity by filtering out noise.

The DBSCAN algorithm basically requires 2 parameters:

• eps: specifies how close points should be to each other to be considered a part of
a cluster. If the distance between two points is lower or equal to eps value, those
points are considered neighbors.

• minPoints: the minimum number of points to form a dense region. For example, if
is the minPoints parameter is set as 5, then at least 5 points are needed to form a
dense region.

The main advantage of DBSCAN is that the method is not restricted to a set number of
clusters during initialization, although the algorithm will determine a number of clusters
based on the density of a region.

For this work, DBSCAN has been applied iteratively on disjoint dataset portions and
the original dataset is clustered at the first level. Then, tweets labelled as outliers in
the previous level are re-clustered at each subsequent level. In an attempt to discover
representative clusters within datasets, the methods avoid clusters containing few tweets.
The number of tweets labelled as outliers and thus unclustered is also limited, in order to
consider all different posted items. Through addressing these issues, DBSCAN parameters
were properly set at each level by using the Elbow heuristic [155].

Several research surrounding Density-based algorithms in Twitter mining show that
they are suitable for clustering unstructured data [14]. However, unsupervised classifi-
cation puts forth a particular challenge because the algorithm groups data into similar
categories, without requiring prior understanding of the groups content. In the context of
this work clusters can be of different topics and Latent Dirichlet Allocation(LDA) [128]
was used to extract the topics from the vocabulary of previously defined clusters.

LDA is a probabilistic model developed to describe collections of discrete data such
as textual corpora composed of words. From a technical standpoint, LDA is a three-
level hierarchical Bayesian model, in which each item of a collection is modeled as a
finite mixture over an underlying set of topics. Iteratively, each topic is also modeled
as an infinite mixture over an underlying set of topic probabilities. In the context of
text modeling, the topic probabilities association provides an explicit representation of a
document.

Although many clustering models restrict a document to being associated with a single
topic, under LDA documents can be associated with multiple topics, as the topic node
is sampled repeatedly within the document. The method is also unsupervised and topics
are detected without needing to define tags or train data beforehand.



3. Illustration of ontology-driven social data analysis 71

Experimental settings

Datasets: Data acquisition was done by crawling several sets of tweets with specific
keywords and additional constraints to select only posts written in English. This phase
was carried out as a straightforward step and relies only on data content of both keywords
and posts and the ability of API used to search the social network. Three distinct data
sets were collected based on query terms, without manual processing or tagging:

• Data set 1: Brexit

• Data set 2: Western values, White supremacy

• Data set 3: Security, Hate occident

Preprocessing: This step involves a series of techniques aiming to optimize the per-
formance of experiments. Prior to conducting experiments, tweets are broken down into
sentences and then the preprocessing includes: tokenization, lower casing all tokens, re-
moving images, punctuation and stop words. Furthermore usernames, retweets, duplicates
and web references are removed as well.

Tab. 4 shows the number of tweets before and after the preprocessing step and also
highlights a significant drop in tweets after the preprocessing.

Number of Data set 1 Data set 2 Data set 3
Original tweets 103 764 51 000 320 000
Preprocessed tweets 12 057 64 203 124 384

Table 4: Data sets

The rationale behind this cleaning step is that tweets often get large number of retweets
and keeping them in the dataset will produce large clusters containing redundant tweets,
and it will reinforce false patterns.

Numerical representation : The initial word representations of tweets are initial-
ized with a 300 dimension GloVe vectors which are pretrained [101]. Data sets are split
into three parts, with 60/20/20 ratios for training, validation and test sets. Learning
algorithms were implemented and run in Python.

Semantic annotation for appraisal detection: attaches additional information to
tweets based on their content. Semantic annotation is performed automatically, by using
lexical similarities measures that associate a real number to a pair of words and offers a
measure of the degree to which two words are similar. For this work, lexical similarities
are used to assign words to concepts of the appraisal ontology.

Experimental protocol: Each tweet is treated as an individual document for clas-
sification and appraisal annotation purpose. After classification, tweets belonging to the
same cluster are combined into one document to both extract dominant topics with LDA
and aggregate individual appraisal categories into a general trend at cluster level. The
reason for pooling tweets into one document is to overcome the sparsity of twitter data
for specific topics or appraisal categories.
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Results and evaluation

Results of clustering and topics detection : Parameters for unsupervised clustering
were tuned by using the Elbow heuristic method. This method takes into account the
variance, explained as a function of the number of clusters to be build and identifies
graphically an elbow threshold highlighting to the number of clusters corresponding to
the optimal value of variance. Mathematically,

Wk =
k∑

r=1

Dr/nr (1)

Where k is the number of clusters, nr is the number of points in cluster r and Dr is
the sum of distances between all points in a cluster:

Dr =
nr−1∑
i=1

nr∑
j=1

||di − dj||2 (2)

Tab. 5 shows the number of clusters created according to the Elbow criterion and the
percentage of clustered data for each data set.

Data set 1 Data set 2 Data set 3
Number of clusters 2 5 10
Clustered data (%) 97 81 76

Table 5: Number of clusters and percentage of clustered data

In addition, topics coherence scores were used to evaluate the coherence of clusters and
the results were visualized by using the pyLDAvis library 11. Intuitively, the coherence
measure captures the precision of the clustering, and values under 100 are due to the fact
that the categorization of tweets is not crisp, and some tweets belong to several clusters.

For the first data set, the clustering algorithm identified 2 clusters illustrated in fig.
9, and topic detection highlighted several words associated to each cluster.

Figure 9: Clusters of data set 1 (3D)

11https://pypi.org/project/pyLDAvis/
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Among the topics, a main topic clearly highlights Theresa May as dominant named
entity. The number of clusters for the second data set is 5. Tab. 6 shows a topic as build
by LDA. Topics detection clearly identifies topics related to white supremacy, although
the overall data set was collected with 2 keywords.

topic 1 supremacy commoner sacrifice opinion
topic 2 protect surprise person promote
topic 3 patriarchy racism child never

Table 6: Example of topics and most frequent words

The processing of the last set provides 10 clusters, see fig. 10.

Figure 10: Clusters for data set 3 (2D)

This data set is the most heterogeneous, due to the keyword security that gathers a
large variety of tweets. The distribution of topics detected within is also sparse.

Appraisal annotation : After the clustering phase, the appraisal ontology was used
to detect instances of appraisal categories at tweet level. Thus, tweets were annotated
through the ontology of appraisals. Tab. 7 shows the analysis of data sets in terms of
numerical distribution of subjective and objective tweets.

Data set 1 Data set 2 Data set 3
Annotated data (%) 96 83 79

Table 7: Percentage of annotations

Numerical values show a high percentage of subjective tweets for all datasets analyzed,
regardless of the keyword used to collect. The trend is still the same at cluster level, with
clusters having similar values for the ration of subjective/ objective content.

Fig. 11 illustrates the distribution of main appraisal categories for the three data sets.
The main appraisal categories detected are: Attitude (as a general concept), affect

(specific concept under attitude), and support, deny, disapproval and submission, all
specific concepts under Engagement concept.

Thus, data set1 collected with Brexit keyword, appears related to affect, deny, disap-
proval and submission concepts while being less correlated with concepts under Attitude
and Support. The same associations appear when analyzing individually each cluster.
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Figure 11: Distribution of main appraisal categories in data sets

Data set 2 is strongly correlated with Deny concept, and has an almost equivalent
distribution of affect, attitude, support, submission and disapproval categories.

Data set 3 has a strong affect component, and is strongly correlated with Attitude and
Affect. Under Engagement system, Disapproval is the most relevant concept associated
to this data set. Fig. 12 shows the distribution of positive and negative polarities, with
high and low force.

Figure 12: Distribution of polarities in data sets

Regarding the orientation of tweets, there is a good representation of negative-oriented
tweets that account for more than 50% for each collection. Although the negative orien-
tation is prevalent, the majority of tweets are of moderate impact, and tweets having low
or high impact are underrepresented for all data sets.

Evaluation of trend detection Quantitative analysis by manually inspecting the
quality of output was also undertaken to validate the results provided by the overall
approach. Ground truth was created for the data set 1 by analyzing the type and polarity
of annotation in the light of Google news headlines, see tab. 8.

True positives (Tp) 7211
Trues negatives (Tn) 972
False positives (Fp) 913
False negatives (Fn) 2300
Undetermined (U) 661

Table 8: Manual validation and ground truth in %

In the light of those values, the quality of trend detection is estimated with Precision,
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Recall and Accuracy.
Values of metrics (%) are: Precision = 88, Recall = 75 and Accuracy =72.
Statistical values discussed above give a general overview of the association between

data sets, appraisal and their orientations as build thanks to the clustering algorithms and
semantic annotation. In addition, a manual analysis of results sheds light on a number of
findings that can be useful in better understanding such diverse associations of subjective
states and real-life topics.

Thus, through the appraisal pooling strategy, positive polarities are associated with
Theresa May, whilst negative categories often included references to political system,
recession and war. Similarly, Brexit was frequently mentioned in tweets associated later
to topics that belonged to positive polarities, including terms such opinion, person and
symbol.

From a different perspective, topics such as supremacy were associated with negative
emotions such as deny and disapproval.

And finally, within the last data set, terms such as protect, surprise and patriarchy
were closely associated to categories such as submission, deny and affect.

4 Related work
Social data analysis has been actively studied in the past few years, and more specifically
Twitter became an increasingly popular source of data, with mainly machine and deep
learning models being developed for this task [41]. The studies keep the distinction
between factual and subjective aspects and focus either on topics [92], [66] and narrative
detection [26], [64] or subjectivity analysis [89] including the detection of sentiments [73]
or opinions [90]. Currently, most work in the area of social data processing focuses on
subjectivity analysis, regardless of the entities, targets or topics mentioned in the content.
Most of the algorithms detect sentiments or opinion by assuming a known target. This
disjoint analysis is a limitation of those approaches as meaningful clues hidden in online
data are often a combination of topics and subjective aspects and their identification
involves analysis of emotions conveyed towards specific topics. Only a very few studies
have considered the joint analysis of topics and subjectivity. Among them, Schoene and
de Mel [1] investigate the correlation of topics and emotions while Vijayaraghavan and
colleagues addressed the classification of topics along with the sentiment [80]. Following
a similar research line, Schmitt and colleagues employed an end-to-end trainable neural
network to detect aspects and classify polarities jointly.

From a different perspective, three main research directions have been developed to
tackle online hate : building databases and resources, detecting hate versus non hate
content and classifying specific subcategories of hate messages.

Some studies aimed at building repositories of hatred messages to feed technological
blocks. Among the resources available online, Hurtlex 12 is a multilingual computational
lexicon of hate words and Hatebase 13 is an online repository of structured, multilingual
and usage-oriented hate speech. The base is structured thanks to a vocabulary composed

12https://vocabularyserver.com/hurtlex/
13https://www.hatebase.org/
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of eight categories, namely : archaic, class, disability, ethnicity, gender, nationality, re-
ligion, and sexual orientation. Another collection available online is the Kaggle’s Toxic
Comment Classification Challenge dataset 14, consisting of around 150k Wikipedia com-
ments annotated for toxic behaviour. More specifically, a date set of hateful comments
from a white supremacy forum is described in [37]. Hatebase and its vocabulary was used
by Serra and colleagues to build classifiers for hate speech [63]. A variety of techniques
were used for this binary classification of hateful non hateful content, including machine
learning [75], classification with a mix of features such as images and emojis [21]. Several
approaches also tackled the classification of hate content according to finer categories,
such as abusive [12] or aggressive [40], language, racism [62] and extremist contents[48].

There are a number of recent works on the definition of language-specific methods
for social data analysis, but one of the main problem researchers face when dealing with
language aside from English is the lack of corpora, lexical resources and ontologies. This
holds also for French and translating English resources does not offer good results. Ghorbel
and Jacot [123] translated English SentiWordNet entries into French and showed that even
if the translation of entries is correct, some parallel words do not always share the same
polarities or meaning across both languages, simply due to differences in common usage
of words.

Our studies on social data analysis provide a comprehensive description of affect states
in online data. In particular, two key aspects are taken into account: (i) considering a cog-
nitive background that describes features of subjectivity and (ii) modeling this framework
and highlighting the linguistic dimension of the concepts.

5 Lessons learnt

In this chapter I addressed some aspects of social data analysis, namely the detection
of subjective states such as general opinions or hateful comments. The cyberspace is a
valuable information source for defence and security applications and many solutions have
been developed. These approaches achieve reasonable accuracy on limited tasks, such as
sentiment analysis, but encounter difficulties in processing a mix of multi-domain data
and the use of manually tagged inputs have been plaguing their robustness [57].

The analysis of several use-cases using social data in conjunction with real life events
(terrorist attacks, crisis) showed the limitations of such applications to detect threats in
an effective manner [3]. Reasons are manifold: social data are vast, noisy, unstructured,
inherently dynamic and heterogeneous in nature and processing this type of data is chal-
lenging for traditional data mining approaches that are often too slow and expensive, rely
on sample sizes, and come with biases leading to errors [108]. There is currently a crucial
need to carefully consider the evaluation and scalability aspects. Evaluation protocols are
still considering manual evaluation on sample and sampled of data are needed to be built
for crossed evaluation.

In addition to evaluation protocols, achieving better results by designing hybrid ap-
proaches for social data analysis is a research line worth to be investigated. The first

14https://www.kaggle.com/c/jigsaw-toxic-comment- classification-challenge/data
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hybridation line can combine social and technical inputs: indicators collected from ex-
perts who have experience with solving a rather narrow and rare empirical problem and
help designing automatic procedures for those rare cases.

Another hybridization line can combine learning and semantic-driven approaches, such
as implementing flexible learning approaches able to take into account inputs inferred from
knowledge or rules and ensuring this way the dynamic and domain-adaptive exploration
of contents.

The overall conclusion of the analysis conducted in this chapter is that social stream
exploration is currently a hard problem in several key ways and addressing these aspects
can significantly improve the accuracy of techniques.

6 Collaborations and dissemination of results

This chapter presents my contributions to the problematic of social data analysis. These
contributions have been done in the context of several projects and collaborations.

PRACTICIES - H2020, Security

The analysis of extremist content online started within the frame of PRACTCIES, an
European (H2020) project leaded by Prof. Seraphin Alava, from University Toulouse 2,
Jean Jaures. For this project, I contributed to the analysis of online propaganda and I had
collaborations with Séraphin Alava, on social and educational aspects, and Claudine
Moise, from University Grenoble Alpes, on sociolinguistics aspects [35].

FLYER - French Research Agency and the French MoD

The development of dynamic techniques for effective online investigation was the goal
of FLYER, a research project funded by the French Research Agency. I was the scien-
tific coordinator of the project and my close collaboration with Delphine Battistelli,
from MODYCO, University of Paris - Nanterre, allowed the development of linguistically-
grounded methods and models [32], [2]. The implementation of techniques was done
thanks to collaborations whit Frédérique Segond from INRIA and Romain Campig-
otto from BERTIN IT.

On aspects related to ethics, which were particularly important for this research topic,
I collaborated with my colleague Catherine Tessier, from ONERA Toulouse.

ROSARIO

ROSARIO was a research project funded by ONERA and coordinated by Laurence
Cholvy. ROSARIO gave me the opportunity to collaborate with colleagues from ON-
ERA’s Toulouse research centre: Claire Saurel, Olivier Poitou and Martin Adelan-
tado [47].
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LEMON – coordination action, MADICS, CNRS

LEMON is a coordination action funded by MADICS, a cluster of the French National
Research Centre. Together with Delphine Battistelli we coordinate LEMON, for which
we have organized several workshops on social data analysis.

ETUR use case on social media analysis

As part of my participation to the ETUR working group, I coordinated together with
Claire Laudy from Thales TRT, France an use case dedicated to social media analysis [4].

NATO Research track Exploitation of Cyberspace for Intelligence (IST-159
RTG)

I was appointed to integrate this NATO research task in January 2018. This task of-
fers a place to exchange with researchers from DRDC Canada, FKIE, Germany NATO
StratCom (Latvia), the Baltic Institute of Technology (Lithuania) and the university of
Helsinki (Finland).

Supervision of students

Several master students contributed to this research topics: Emmanuelle Kellodjoue mod-
eled the appraisal ontology in English. This model was then adapted to french content
analysis by Adrien Legros. Aurélien Mascaro implemented the approach for trend detec-
tion and Océane Fourquet used jointly the appraisal ontology and knowledge graphs to
extract semantic information from social data. Cyril Bruneau contributed to the ontolog-
ical analysis of online hate.

Dissemination of results

It should be noted that the dissemination of results presented in this chapter was affected
by restrictions imposed by the European Commission, given the sensitivity of the topics
addressed, and two reports [36] and [35] cannot be released to the scientific community.
In addition to scientific articles, the dissemination also included :

• An invited tutorial entitled Social data analysis for intelligence presented at the In-
ternational Conference on Cognitive and Computational Aspects of Situation Man-
agement, CogSIMA 2019;

• An invited talk in the context of the Defence Security Cyber summer school, Bor-
deaux 2018;

• An invited talk to the Center for Cyberspace Analysis, an operational service of the
French Intelligence Agency, Creil, 2019;

• A paper and presentation for the NATO workshop Big Data Challenges: Situation
Awareness and Decision Support , Budapest 2019;
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• Two ALIAS workshops organized in conjunction with major French conferences in
2018 and 2019.

Main publications of the chapter
[2] Delphine Battistelli, Cyril Bruneau, and Valentina Dragos. “Building a formal

model for hate detection in French corpora”. In: 24th International Conference
in Knowledge Based and Intelligent Information and Engineering Systems, KES
2020. Procedia Computer Science. Elsevier, 2020.

[3] Valentina Dragos, Bruce Forrester, and Kellyn Rein. “Is hybrid AI suited for hybrid
threats? Insights from social data analysis”. In: Proceedings of the 23rd Interna-
tional Conference on Information Fusion. IEEE. 2020.

[32] Valentina Dragos, Delphine Battistelli, and Emmanuelle Kelodjoue. “Beyond senti-
ments and opinions: exploring social media with appraisal categories”. In: 2018 21st
International Conference on Information Fusion (FUSION). IEEE. 2018, pp. 1851–
1858.
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Chapter 5

Conclusion and perspectives

This project presents an overview of my contributions to the domain of knowledge and
semantic technologies for situation awareness. Those contributions have been obtained
by combining standpoints from computer science, linguistics and sociology and have sys-
tematically involved close collaborations with domain experts and operators in the field.
Approaches developed aimed at designing knowledge models for intelligence analysis and
maritime surveillance, assessing the quality of reported information and defining semantic-
based procedures for cyberspaces exploration.

Challenges in each of these domains are still numerous. The huge amount of complex
data produced on social platforms open the door to several open research questions directly
related to the big data paradigm: how to store, index, query and efficiently analyze the
huge and highly distributed amounts of data concretely produced on social platforms and
how to make sense out of them in order to better support decision making?

Several complexity questions are key points to be addressed in the future, consider-
ing content characterization and understanding salient data features to design efficient
solution for situation awareness. Advances in building accurate situations depend – and
may have impacts on – progress made in other communities such as natural language pro-
cessing, socio-linguistics, social networks, supervised and unsupervised learning or more
generally algorithmic and graphs to manage complex data.

There are several research directions that I am interested to investigate in the next
three to five years.

Finer characterization of online content

This perspective is in line with the approaches developed for ROSARIO and PRACTI-
CIES projects. Contributions on this topic will allow overcoming the limitations describ-
ing content with keywords, in order to provide in-depth understanding of online content
by highlighting characteristics of propaganda, violence or attitudes.

A first contribution on this research line is planned within the framework of the FLYER
project which aims to detect extremist content on the Internet. Collaborations are also
taking place within the framework of the NATO research group Social Media Exploitation
for Operations in the Information Environment.
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Hybrid techniques for artificial intelligence

Developing hybrid methods for artificial intelligence is another research line tackled in
relation with the RIAD and FLYER projects. The intention is to develop new processing
paradigm able to go beyond the current limitations of supervised learning approaches. The
intuition is that a static set of features is not appropriate to analyze dynamic content, and
potentially can fail in detecting new topics. It becomes then necessary to update all the set
of features by taking into account two sources: formal knowledge, capturing the evolution
of the domain according to experts and attributes specific to the data, in the form of
relevant associations of words extracted from data. The hybridization of learning and
semantic-based approaches can offer a solution to tackle the analysis of highly dynamic
contents.

Analysis of uncertainty for situation understanding

In the maritime domain, using the criteria defined by the ETUR working group can
improve the description of maritime situations by indicating the sources and types of un-
certainty. Investigating the propagation of uncertainties is also a direction to be consid-
ered since maritime situations are built by merging various information types at different
moments in time.

For the aeronautics domain, the analysis of uncertainties will be associated with the
integration of several knowledge bases, knowledge models and schemata that were built
independently in order to describe different aspects of the field, such as entities, technical
problems and failures.

Ethical aspects of developing systems for defence and security applications

Research actions on information processing do not consider whether and with what capa-
bilities defence and security systems should be developed, but those actions have to assess
the ethical dimension of how those systems are designed, implemented and used. This task
systematically includes investigating technical options and limitations of those systems,
researching methods for their use and control, advising users, evaluate the risk associated
to their development and estimate future threats. By considering ethical aspects, situa-
tion awareness will offer not only a basis for decision making, but also a guarantee that
the support is provided in an ethically and societally responsible fashion.



Résumé
Ce projet de recherche présente des méthodes et outils que j’ai développés au cours des dix
dernières années ainsi que les perspectives de mes activités scientifiques. L’objectif de ces
activités était d’intégrer des connaissances dans les chaînes de traitement de l’information
pour les applications de sécurité et défense. Mes contributions ont abordé plusieurs as-
pects. Premièrement, deux approches ont été développées pour évaluer la qualité des
informations fournies par les humains. Ces solutions utilisent des ontologies pour dé-
tecter les incohérences et les contradictions, ou exploitent les propriétés des sources
d’information pour attribuer un degré de confiance aux items. Deuxièmement, nous
avons étudié l’utilisation de la sémantique pour la recherche d’informations, la réutili-
sation des connaissances expertes et la fusion des données hétérogènes. Troisièmement,
nous avons développé des modèles et algorithmes pour l’exploitation des sources ouvertes
et des données sociales dans le contexte des applications de défense et de sécurité. Ces
approches ont été développées en collaboration avec des collègues du monde académique
et industriel et incluent plusieurs contributions de stages de master et postdoctoraux. Les
travaux ont été menés dans le cadre de deux projets de recherche que j’ai coordonnés
et de plusieurs projets de recherche financés par l’ANR, DGA, CNRS et la Commission
européenne. Les projets impliquaient des partenaires académiques et industriels, tels que
George Mason University, (USA), DRDC (Canada), FKIE (Allemagne), NATO CMRE
(Italie), Université Paris Nanterre, Université Toulouse 2 (France), Thales TRT et Airbus
DS (France)).

Mots-clés: Cadres sémantiques, ontologies, intelligence artificielle, fusion de haut-niveau,
défense et sécurité
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Abstract
This research project outlines some methods and tools that I have developed dur-

ing the last ten years and the perspectives of my scientific activities for the near future.
The goal of those activities was to integrate knowledge into various processing chains
implemented for defence and security applications. My contributions focused on several
aspects. First, assessing the quality of information provided by humans, for which two
main approaches were developed relying on either the semantics of ontologies to detect
inconsistency and contradictions or on the properties of sources in the reporting chain to
assign a degree of trust for every information item. Second, we have investigated the use
of semantics as a backbone for information retrieval, reuse of experiences and heteroge-
neous data fusion. We developed approaches that contribute to the overcoming problem
of dynamically integrating resources, user feed-back, sensor data and observations, which
is a critical aspect of situation awareness today. Third, we addressed the exploitation of
open sources and social data in the context of defence and security applications. Those
approaches have been developed in collaboration with several fellow researchers and in-
clude contributions from several master thesis and post docs. The work was carried out
in the framework of two research projects that I coordinated and several research projects
to which I contributed, with funding from the European Commission, ANR and CNRS.
The projects involved academic and industrial partners, such as George Mason Univer-
sity (USA), DRDC (Canada), FKIE (Germany), NATO CMRE (Italy), University Paris
Nanterre and University Toulouse 2 (France), Thales and Airbus (France).

Keywords: Semantic frameworks, ontology, high-level information fusion, situation aware-
ness, defence and security
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