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Accéléromètre Quantique 3-axes Hybridé pour la Navigation Inertielle

Résumé : L’objectif du laboratoire commun iXatom, issu de la collaboration entre le
laboratoire photonique numérique et nanoscience (LP2N) et l’entreprise iXblue, est de
développer des solutions pour améliorer la navigation inertielle avec des capteurs quantiques.
En effet les capteurs inertiels classiques délivrent un biais non constant sur la mesure qui
fausse la trajectoire calculée par une centrale inertielle. Les interféromètres atomiques à ondes
de matière offrent une mesure absolue avec une précision et une stabilité sans précédent. Ces
capteurs présentent un intérêt important pour la navigation inertielle.

Ces capteurs inertiels quantiques atteignent une maturité dans le monde académique qui
justifie un transfert vers l’industrie. Ces instruments, comprenant une enceinte à ultra-vide,
une architecture de contrôle poussée, un système laser agile, multi-fréquence et cohérent en
phase, demeurent complexes et imposants. Ils nécessitent un effort d’intégration pour les
applications industrielles et embarquées.

Ce travail de thèse s’intéresse à l’amélioration des accéléromètres pour la navigation
inertielle. L’hybridation entre des accéléromètres atomiques et classiques apporte une complé-
mentarité des performances requises dans ce contexte. En effet les mesures de l’interféromètre
atomique ont une dynamique restreinte et subissent des temps morts nécessaires à la prépara-
tion des atomes froids pour l’interrogation, ce qui réduit la bande-passante. Les accéléromètres
classiques apportent une mesure continue avec une grande plage dynamique, nécessaire pour
la navigation. L’accéléromètre hybride fournit une mesure avec une large bande-passante,
une grande dynamique et pour laquelle le biais est amorti. Certains défis, dont la mesure
multi-axe et selon une orientation quelconque du capteur atomique, sont adressés. Egalement
une méthode pour la calibration de l’interféromètre atomique trois-axes est proposée et mise
en œuvre, comprenant l’étude des effets systématiques et la correction des désalignements
entre les axes de mesure.
Mots-clés : Interférométrie atomique, Accéléromètre, Navigation Inertielle, Source Laser

Laboratoire Photonique, Numérique et Nanosciences
UMR 5298 LP2N, 33000 Bordeaux, France.



Three-axis Hybridized Quantum Accelerometer for Inertial Navigation

Abstract: The spirit of the shared laboratory iXatom, involving the collaboration between
the laboratoire photonique numérique et nanoscience (LP2N) and the company iXblue, is to
develop solutions and improvements for inertial navigation with quantum sensors. Indeed
classical inertial sensors suffer from a time-varying bias which mislead the computed trajectory
by inertial navigation systems. Atom interferometers based on matter-waves offer an absolute
measurement with a dramatic precision and stability. Such sensors are considered as a serious
candidate to help inertial navigation systems.

Cold-atom inertial sensors are reaching a certain level of maturity in the academic com-
munity which justify a technological transfer toward the industry. However such instruments,
including an ultra-high vacuum chamber, a complex control system, an agile multi-frequency
laser architecture with phase coherence and control, remain complex and massive. Efforts are
necessary for their integration into industrial and on-board applications.

This thesis work addresses the improvement of accelerometers dedicated to inertial naviga-
tion. The hybridization between classical and quantum accelerometers afford complementary
performances. Actually the measurements of the atomic interferometer experience a reduced
dynamic and dead-times during the preparation of the atomic cloud, leading to a limited
bandwidth. Classical accelerometers present continuous measurements with a large dynamic
range necessary for navigation. The hybrid accelerometer provides high-bandwidth measure-
ments with a wide dynamic range and without biases. Other challenges, such as multi-axis
measurements with a random orientation of the atomic sensor, are investigated. Furthermore
a method to calibrate the 3-axis atom interferometer is proposed and realised, which involves a
full study of the systematic effects and the correction of misalignments between measurement
axes.
Keywords: Atom Interferometry, Accelerometer, Inertial Navigation, Laser Source

Laboratoire Photonique, Numérique et Nanosciences
UMR 5298 LP2N, 33000 Bordeaux, France.
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Introduction

Positioning and navigation systems are fundamentals today to walk as a pedestrian
or to drive vehicles, such as cars, aircrafts, ships, submarines, rockets or satellites.
Dead-reckoning instruments and inertial navigation systems afford solutions to navigate.
However classical inertial sensors are usually not absolute and suffers from drifts. The
advent of the global navigation satellite system (GNSS) changed radically the approach
of navigation. It offers an estimation of the position within a few meters confidence.
However the GNSS relies on the availability of the signal broadcasted by the satellites.
Some regions are not covered by this signal, as Space, underwater or underground
operations. For such situations, inertial navigation systems are required.

Quantum sensors, providing absolute measurements with atoms, are promising to
be integrated into inertial navigation systems. Indeed the theoretical performances
and the demonstrated ones would afford an advanced tool and could lead to a tech-
nological breakthrough for navigation. However such instruments are complex and
large. Advanced efforts and solutions are needed to develop instruments with dedi-
cated architectures compatible for inertial navigation, with reduced size, power and
complexity.

The joint laboratory iXatom brings together the knowledge of the French company
iXblue, expert in optical gyroscopes, photonics and inertial navigation, and from the
Laboratoire Photonique Numérique et Nanosciences (LP2N). The purpose of this
collaboration is to make technological advances using cold atoms to develop the next
generation of inertial sensors for industrial, military and Space applications, with
anticipated improvements in their performance. In particular, different technological
building blocks are addressed, as for instance, the laser source based on a novel
electro-optic modulation.

In this thesis work, we propose a 3-axis hybrid accelerometer composed of 3 atom
accelerometers hybridized with 3 classical accelerometer. By hybridization, we mean the
data fusion between two sensors technologically different but complementary. Whereas
the classical sensor suffers from biases and drifts, the atomic accelerometer offers
unprecedented sensitivity, stability and accuracy. On the other hand, the atomic
accelerometer encounters dead-times and a reduced dynamic, where the classical
accelerometer provides continuous high-bandwidth measurements with a high dynamic.
In other words, we couple the best of the two worlds to afford accurate continuous
measurements with high dynamics along three axes, in the scope of inertial navigation
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operations compatibility.

Organization of the thesis

On Chapter 1, we introduce general aspects of inertial navigation. In particular
we present classical inertial sensors employed for inertial navigation operations. The
use of Kalman filter helps to exploit and combine coherently different sources of aiding
navigation systems. We expose the limitations of inertial navigation to accurately
determine the position and motivate the benefits to explore atomic sensors as a aiding
inertial sensor.

On Chapter 2, we describe some basics and theoretical tools for atom interferometry
dedicated to acceleration sensing. Different operation schemes and tracking algorithms
of the hybridization between the atom interferometer and the classical accelerome-
ter are depicted. Specifically, we propose a method to operate a sequential 3-axis
hybrid accelerometer delivering multi-axis high-bandwidth and bias-free acceleration
measurements.

On Chapter 3, we depict the apparatus of the 3-axis hybrid accelerometer. It
includes the description of the sensor head design, the classical accelerometers, the
control system and the platforms dedicated to calibrations and mobile operations.

On Chapter 4, we present the fiber laser system integrated into a compact rack
and dedicated to our 3-axis atom interferometer. The architecture is based on a novel
electro-optic modulation with an IQ modulator at 1560 nm and a second harmonic
generation stage to reach 780 nm. This chapter describes as well the RF source adapted
to this specific modulation scheme and the fiber bench operating at 780 nm to split,
switch and recombine the laser beams for the 3-axis atomic sensor head.

On Chapter 5, we report the performances and systematic effects of our atom
interferometer prototype along the vertical axis, as a gravimeter. This preliminary
study is necessary before exploring the 3-axis accelerometer. Specifically, we charac-
terize the atom cooling and the preparation of the atomic states for interferometry.
Furthermore we analyse the sensitivity, the stability and the systematic shifts of the
atomic accelerometer operating vertically.

On Chapter 6, we detail the study of the 3-axis atomic accelerometer including
the optimization of cooling operation and state preparation. We also characterize
the acceleration sensitivity, stability and the systematic effects depending on the tilt
of the sensor head along each axis. Furthermore, we conduct the calibration of the
misalignments from the 3-axis triad and analyse the norm of the total acceleration
vector.

On Chapter 7, we report the study and the performances of the 3-axis hybrid
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accelerometer, which affords continuous accelerations provided by the classical ac-
celerometers, whose biases are tracked and removed by the atom interferometers. In
particular, real-time feedback correlations of the reference mirrors and Doppler fre-
quency shift compensation during interferometry are demonstrated. We also discuss
the calibration of the full apparatus to optimize the accuracy. Finally, the 3-axis hybrid
accelerometer is demonstrated to operate outside of the laboratory for static operations.

We mention that in metrology, the unit used to characterize the acceleration is the
m.s−2, or the gal, where 1 Gal = 0.01 m.s−2. In practice, the unit g is commonly used
in the navigation community, where 1 g = 9.80665 m.s−2, and is rather employed in
this manuscript.
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Chapter 1

Improving inertial navigation using
cold atoms: motivation and prospects

This chapter introduces general aspects of inertial navigation. In particular we
present classical inertial sensors employed for inertial navigation operations and in-
tegrated into architectures. The use of Kalman filter helps to exploit and combine
coherently different sources of aiding navigation systems. We show the limitations of
inertial navigation to accurately determine the position and motivate the benefits to
integrate atomic sensors.
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Introduction

Inertial navigation is a necessary technology to locate and navigate on Earth.
Historical dead-reckoning tools such as magnetic compass, stellar navigation instruments
or more recently terrestrial radio have been used to navigate with ships, aircrafts and
submarines. However, inertial sensors and navigation technics suffer from instability
over time. It can lead to huge uncertainties on the position of the mobile vehicle.

The advent of the global navigation satellite system (GNSS) transformed our vision
of localization and navigation. Institutions have developed different GNNS as the global
positioning system (GPS) operated by the U.S. government, GLONASS in Russia or
Galileo in Europe. The GNSS offers a full position, navigation and time (PNT) system,
which allows to navigate or to recalibrate an inertial navigation system.

Nonetheless the GNSS is efficient for navigation as long as the communication
with broadcasted signal from satellites is available. Aside from non-cover areas and
environmental barriers (building, underwater, underground), GNSS availability and
reliability can be disturbed by jamming and spoofing. GNSS jamming consists of
overpowering the weak GNSS electromagnetic signal intentionally. The GNSS spoofing
is the transmission of fake GNSS signal, which is hard to detect. In any cases when
the GNSS signal is not available or wrong, inertial navigation tools help to navigate or
detect anomalies in case of spoofing.

Cold atoms are considered as a serious candidate to help inertial navigation systems
by increasing the stability and providing absolute measurements. However, integrating
such complex and novel instrument into a system with decades of maturity represents a
big challenge. In this chapter, we motivate the technological choices of the instrument
studied in this thesis.
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1.1 Inertial navigation with classical sensors

1.1.1 Inertial measurement unit

An inertial measurement unit (IMU) is a set of sensors including a triad of three
accelerometers and gyroscopes with basic electronic to deliver the measurements into a
bus. An IMU measures the acceleration and the angular velocity along three axes and
represents the fundamental part of inertial navigation.

Accelerometer

The physical principle of an accelerometer relies on the displacement measurement of
a proof mass, mechanically isolated, relative to the sensor chassis. The force measured
to evaluate the displacement varies according to different technology. In a magnetic
balanced force accelerometer, the proof mass is magnetic and is held by magnets
or magnetic coils. A displacement of the magnetic proof mass induces a variation
of the magnetic field which can be measured and feedbacks to the magnetic coils
to compensate the displacement. In electrostatic balanced force accelerometers, the
proof mass is placed between capacitor plates and the displacement is characterized
by a capacitance fluctuation. Another type of accelerometer is the vibrating beam
accelerometer. It relies on a cantilever vibrating at a controlled frequency and where a
proof mass is attached. When the proof mass moves due to acceleration, the resonance
frequency of the cantilever varies and is related to the acceleration.

Gyroscope

Three technologies gyroscopes comply with inertial navigation requirements. The
two optical gyroscopes, the ring laser gyroscope (RLG) and the fiber-optic gyroscope
(FOG), estimate the rotation velocity with a Sagnac interferometer in respectively
free-space and guided optics. On the other hand, the vibratory gyroscope measures
the Coriolis acceleration of a vibrating element and is usually integrated into MEMS
technology, such as the hemispherical resonator gyroscopes (HGR). Here we present
the basic approach to measure angular velocities with a FOG.
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Ω
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Figure 1.1: Scheme of a fiber-optic gyroscope where a double integrated Y-junction dis-
tributes the light to the fiber coils. "IO circuit" stands for integrated optics
circuit.

Figure 1.1 presents the physical scheme of the FOG [1]. Optical light is sent in the
two direction inside the fiber-optics coils to create interferences at the output between
the two paths. The light provided by an optical source is split by a Y-junction inside an
integrated optics circuit (IOC). An additional Y-junction is used to guide the feedback
light onto a detector. The resulted phase shift is defined as the Sagnac phase ∆ΦS and
is related to the angular velocity ~Ω and the surface area ~A enclosed by the light path
and perpendicularly oriented as:

∆ΦS = 4ω
c2
~A · ~Ω (1.1)

where ω is the frequency of the light and c is the celerity in vacuum. The sensitivity
of the FOG relies on the size of the coils and number of turns. The response signal of
the FOG is sinusoidal according to ∆ΦS. The sensitivity is optimized by controlling
a modulation phase φmod inside the Y-junction with an integrated phase modulator.
The modulation phase controls the measurement phase and tracking algorithms can be
applied.

Broadband light sources are employed instead of monochromatic lasers. No coher-
ence from broadband light helps to avoid interferences with coherent backscattering
from guided light inside very long fibers. Instead a path difference is added to the in-
terferometer from spurious coherent backscatterings. Whereas coherent backscattering
induces a phase shift, incoherent backscattering adds rather noise.

Calibration of the inertial measurement unit

Classical sensors from an IMU do not deliver absolute measurements. Their scale
factors and biases, depending on numerous parameters, require an empirical calibration
with a reference. In addition, the triad formed by the sensor should be ideally orthogonal.
However misalignments occurs between the three axes and need to be measured and
corrected. Furthermore lever arms from the center of the triad mislead the measurement
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of the sensors. The calibration is necessary to operate correctly the IMU. Inside a
moving mobile in the context of inertial navigation, the IMU is placed according to
the center of mass. Such placement is critical to avoid additional lever arms.

Attitude and heading reference system

An attitude and heading reference system (AHRS) is a dead-reckoning instrument
composed of a low-cost IMU, a central processing unit (CPU) and a magnetic compass.
It provides the 3 attitude components of the mobile , the roll, the pitch and the yaw, by
integrating the gyroscopes measurements. The roll and pitch can be calculated with the
accelerometers used as tiltmeters, which has the advantage to make measurements in
static without gyroscopes. The magnetic compass measures the magnetic north which
indicates the heading. However a AHRS is not a navigation system by itself. Indeed
it does not calculate the position nor inertial parameters like the velocity, critical for
navigation. The AHRS addresses low-grade mobile systems such as light aircraft and
unmanned autonomous vehicles (UAV).

1.1.2 Data fusion and inertial navigation algorithms

Initialization

Inertial navigation assumes to know the initial position, velocity and attitude of the
mobile with a certain precision. Measuring the initial position requires dead-reckoning
instruments, such as altimeters, odometers, radars, sonars or lidars. Another method
is to operate a comparison to a calibrated reference such as global navigation satellite
system (GNSS), terrestrial radio beacons, local measurements matching with known
maps such as magnetic or gravity field anomalies. To measure the initial orientation of
the static mobile reference frame, in addition to dead-reckoning instruments, a compass
can determine the cardinal directions. A magnetic compass determines the magnetic
north of the Earth’s geomagnetic field, but the measurement is generally perturbed
by ambient ferromagnetic materials of the mobile. A gyrocompass is a gyroscope
measuring the gyroscopic precession of the Earth induced by its rotation. It measures
the true cardinal north compared to a magnetic compass. Strapdown compasses, as
fiber optic or HRG gyrocompasses, are the most commonly used in high-end navigation
systems and avoid complex system, such as gimbals which maintain the gyroscope
aligned with the center of the Earth.
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Inertial navigation system

An inertial navigation system (INS) is composed of an IMU and a CPU to calculate
the trajectory for autonomous operations. It relies on the calculation of the position
and the attitude of the mobile starting from a known initial position. In addition to the
acceleration of the mobile, the accelerometers measures the gravitational acceleration,
which needs to be removed with the model.
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Figure 1.2: Operation of a gimbaled INS. The axis ~z is settled with respect to the gravity
vector.

Historically the first INS, called gimbaled INS, relied on an IMU mounted on
gimbals composed of 3 or 4 rotational frames. Indeed at that time, the CPUs were
not fast enough to compute the full equations of motion including rotations and
translations. Figure 1.2 describes the operation of a gimbaled INS [2]. The mounting
base benefits from the 3-axis gyroscope, delivering the angular velocities Ωx, Ωy and Ωz,
to correct the orientation with a feedback loop onto the gimbals. The accelerometers,
measuring accelerations along each axis ax, ay and atot

z , are isolated from rotations of
the mobile. Assuming that the gravity vector is along the axis ~z, the compensation
of the gravitational acceleration g is performed on atot

z to produce the acceleration
of the mobile az. The time-integration of the accelerations from the initial velocities
generates the current velocity of the mobile vx, vy and vz. Another time-integration
delivers the components of the position x, y and z. The new position is used to relocate
the gravitational acceleration model correctly. Such architecture is suited for low
performances CPU, since it requires a few calculations. However the gimbals structure
is a complex mechanism and the performances are non-optimal due to perfectible
mechanical compensation of the rotation.
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Figure 1.3: Operation of a strap-down INS.

With the advent of higher performances of calculations inside the CPUs, the INS
can operate in strap-down configuration. It relies on a mechanical fixation of the INS
to the moving mobile. Figure 1.3 presents the operational scheme of a strap-down INS.
The angular velocities delivered from the gyroscopes are time-integrated with initial
attitude to determine the current attitude with Euler angles α, β and γ. In contrary
to the gimbaled INS, the accelerometers from the strap-down INS measure the 3-axis
acceleration where the gravitational is projected into each component atot

x , atot
y and

atot
z and the Coriolis accelerations perturb the measurement. Firstly the accelerations

are projected onto the frame determined with the current Euler angles of the mobile,
called the navigation frame. Then the accelerations are corrected with the Coriolis
acceleration calculated with the gyroscopes and the gravitational acceleration g(t). The
time-integration generates the velocities and an additional one provides the position of
the mobile.

Kalman filter

The state-space representation is powerful and versatile to manipulate complex
systems with numerous variables [3]. The Kalman filter, based on the state-space
approach, defines the state vector with all the parameters which needs to be estimated
and tracked. The state vector is updated each time the sensors provide a measurement.
In addition, the Kalman filter provides the uncertainty on each parameter. It is crucial in
the context of navigation to determine the precision of the position estimation. Another
strength of the Kalman filter is the adaptive Kalman gain which is readjusted at each
iteration depending on different inputs, such as the estimates of the parameters or noise
characteristics. The description of the model output of the sensor is not critical to
operate the Kalman filter. However a good knowledge of the sensors response, including
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noise characterization, helps for a better estimate and to reduce the uncertainty.

To introduce the operation of the Kalman filter, we take a simple 1D linear model.
We consider an accelerometer generating noisy acceleration measurements y where we
want to track the velocity ẋ and the position x in addition to the acceleration ẍ. The
state vector is defined as:

X =


x

ẋ

ẍ

 (1.2)

Supposing a linear dynamic system, the measurement of the sensor can be predicted
with the state vector as:

y(X) = HX + δu (1.3)

where H = ∇X y is the measurement matrix corresponding to the Jacobian of the
output model according to the state vector and δu ∼ N (O, σy) is the noise distribution
of the output measurement of the sensor. In our case, the measurement matrix is
H =

[
0 0 1

]
. The time evolution of the state vector relies on the transition (or

evolution) matrix F . The matrix P , including the uncertainty of the parameters,
depends on the covariance matrix Q and its time evolution relies on the transition
matrix F . We obtain the following dynamical evolution:

X(t+ δt) = FX(t) + w (1.4)

P (t+ δt) = FP (t)FT +Q (1.5)

where w is a vector including the standard deviations σx, σẋ and σẍ of each
parameter. In our case, the transition matrix F and the covariance matrix Q are
defined as:

F =


1 δt δt2

2

0 1 δt

0 0 1

 (1.6)

Q =


σ2
x σxσẋ σxσẍ

σẋσx σ2
ẋ σẋσẍ

σẍσx σẍσẋ σ2
ẍ

 (1.7)
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Figure 1.4: Operation of the Kalman filter.

Figure 1.4 describes the operation of the Kalman filter [4]. The estimation and
the covariance of the parameters are tracked within four processes during each step:
the propagation of the estimates and the covariances, the optimization of the Kalman
gain, the prediction of the measurement to extract the innovation and the update of
the estimates and the covariances. The propagation of the state vector X and the
covariance P from the (i− 1)th step to the ith is:

X−i = FX+
i−1 (1.8)

P−i = FP+
i−1F

T +Q (1.9)

The innovation δy defines the difference between the measurement of the sensor
and the expected output as:

δyi = yi − y(X−i ) (1.10)

= yi − (HiX
−
i + δu) (1.11)

From the propagation step, we also adapt the optimal Kalman gain as [4]:

Ki = PiH
T
i (HiPiH

T
i +Ri)−1 (1.12)

where Ri = E[(yi−HiXi)(yi−HiXi)T] is the measurement noise covariance matrix
and is defined by the expectation E[. . .] of the innovation. In our case, it corresponds
to the variance of the measurement noise R = σ2

δu.
Finally, the estimate and the covariance are improved with the innovation and the

Kalman gain at the update step as:
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X+
i = X−i +Kiδyi (1.13)

P+
i = (I −KiHi)P−i (1.14)

Feature matching technics

Feature matching technics rely on comparing features of the environment with a
pre-existing map or database. Those maps are based on physics models and surveys of
local anomalies. For instance, in addition to latitude dependency due to non-perfect
spherical Earth, the local gravity is influenced by density and large movements of
matter inside the Earth. Gravity field matching navigation is largely used today thanks
to advanced gravity maps. Airborne and space surveys can probe the gravity field
efficiently over large areas. The current standard global gravity error map is the
EGM2008 that combines satellite-based at long wavelength and terrestrial observation
at shorter scale. Aside from gravity map matching navigation, gravity gradiometry is a
more advanced technic, delivering the full gravity gradient tensor ∂~g/∂~r. It contains the
9 components of the gravitational acceleration gradient projected along each direction,
helping to reject noises and bias drifts.

The Earth’s geomagnetic field is regular at a certain height, where for instance
orbital spacecrafts can compare local measurement with a global magnetic model.
Anomalies of the Earth’s geomagnetic field are present at lower altitude and can be
measured to produce a database. However those anomalies may be time varying, which
limits the efficiency of the Earth’s geomagnetic field matching navigation. The stellar
navigation exploits the position of celestial bodies by using a star tracker based on
a telescope with a light detector on gimbals. Hypsometry and bathymetry surveys
measure respectively the land elevation and the depth of oceans. The resulting maps
contribute to generate a global relief model of Earth used for matching navigation by
comparing the model with local measured profile with sonars, lidars or radars.

Multi-sensor integrated navigation

The Kalman filter is particularly adapted in the context of multi-variable control.
The flexibility of the Kalman filter offers data fusion with aiding sensors or navigation
tools. A large number of aiding systems can contribute to inertial navigation. The
INS is generally the heart of the navigation, but one can imagine complementary
IMU with different characteristics to help. The most obvious aid system to assist
navigation is the GNSS. Indeed the GNSS recalibrates the position with a small
uncertainty, when it is accessible. A wide range of dead-reckoning technics provides
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useful data for navigation. For example, AHRS and magnetic sensors can contribute
to the attitude evaluation, barometer, depth gauge and altimeter to measure depth
and height, odometer to calculate the velocity of the wheels of the mobile. Feature
matching technics, where physical properties of local environment are compared with
known maps, establish advanced and effective tools for navigation. Sonars, lidars or
radars, in addition to constitute feature matching technics, afford useful informations
about the local displacement of the mobile. Wireless broadcast networks, such as global
system for mobile communication (GSM), telecommunication networks or terrestrial
radio, offer a localization of the mobile relative to transmitters. The mobile receiver
needs a dedicated antenna and signal treatment to navigate with networks.
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Figure 1.5: Centralized integration architecture with Kalman filter.

Figure 1.5 presents an architecture where the Kalman filter integrates aiding sensors
or tools to a reference navigation system, which is generally an INS [4]. In such scheme,
the measurements y0 of the reference system and of the aiding systems y1 . . . yn are
communicated to the Kalman filter. The state vector X is adapted according to the
measurements of the sensors and the parameters which need to be tracked. It contains
necessarily the position parameters x, y and z and the attitude parameters α, β and γ
of the mobile. In addition to the estimates X̂, the covariance P evaluates the error on
each parameter. An elegant method is to feedback the correction from the centralized
integration onto the INS, where the navigation solution is directly delivered by the
INS.

1.1.3 Limitations of inertial navigation

Inertial navigation systems suffer from positioning errors deriving from various ori-
gins. In particular, inertial navigation relies on the time-integration of the accelerations
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and the rotation rates. Any error cumulates over time. An important aspect provided
by Kalman filters is the uncertainty on the estimation of the position. To reduce such
inaccuracies, characterizing the sensors is essential.
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Figure 1.6: Analysis of the signal from a sensor with time series and associated histograms,
the Allan deviation (d) and the power spectral density (PSD) (e). The Allan
deviation and PSD plots are presented on a logarithmic scale. The time series
and histograms describe data stability with a bias drift on (a), data precision
with a Gaussian distribution of the noise on (b), data accuracy with a constant
systematic bias on (c). ARW: Angle random walk ; VRW: Velocity random
walk ; RRW: Rate random walk ; EM noise: Electro-magnetic noise ; BW:
Bandwidth.

Figure 1.6 presents some tool analysis to characterize data measurements of a sensor.
Three main criteria define the performances of a sensor: the stability, the precision and
the accuracy. The stability characterizes the ability of the sensor and the acquisition to
measure a constant value and is usually reduced by bias drifts. The precision relies on
the sensitivity of the sensor and noises from the acquisition. A common type of noise is
the white noise defined by a normal (or Gaussian) distribution defined by a variance σ2

quantifying the spreading of the data nearby the true value. The accuracy represents
the absolute trueness of the measurement where constant bias shifts are detrimental.

The Allan deviation, presented in Figure 1.6 (d), gives the sensitivity and the
stability of the measurements over integrated times. The Allan deviation relies on the
square-root of the quadratic sum of differential measurements, between time overlapped
intervals and weighted by the number of samples. In practice, it quantifies the relative
precision of the measurements over time. The Allan deviation is composed of typical
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trends. At short integrated time intervals, the precision increases as 1/t by averaging
quantization noises. The quantization noise derives from the discretization of the
measurements by the analog-to-digital converter (ADC). Then the Allan deviation
decreases as 1/

√
t until reaching the ultimate precision of the sensor, where biases

start to drift on those time scales. This decrease is explained by the random walk of
the time-integrated measurements, usually distributed with a white noise (Gaussian
distribution). For accelerometers and gyroscopes, it corresponds respectively to the
velocity and angle random walk. This trend characterizes the sensitivity of the sensor,
usually recorded at 1 s and expressed in unit/

√
Hz. Later the Allan deviation drifts

due to unstable biases, meaning that the sensor looses precision. This part is usually
called rate random walk. Finally the Allan deviation stabilizes at the bias amplitude
variation.

The power spectral density (PSD) is the square modulus of the Fourier transform of
the time series signal, and is presented in Figure 1.6 (e). It characterizes the frequency
response of the sensor including the acquisition. It depicts the frequency bandwidth
(BW) of the sensor for which measurements at higher frequency loose fidelity. Usually
nearby that frequency, electro-magnetic (EM) noises appear on the PSD and express
the limitations of the sensor where the acquisition pains to treat the signal. Below that
frequency, the measurements are reproduced with noise, characterized by the sensitivity
of the sensor. The highest sensitivity of the sensor is in the frequency region where the
noise is minimal (noise floor), usually around 1 Hz. At low frequency, the drift of the
biases deteriorates the PSD, describing instabilities of the measurements.

Figure 1.7 presents common irregularities of the response of sensors. An ideal
response to a physical quantity would depict a linear response. The scale factor is
interpreted by the rate of the linear curve. Figure 1.7 (a) illustrates the case of a pure
bias shift. A first order misestimation of the scale factor, as illustrated on Figure 1.7 (b),
can easily be calibrated. However the real response of a sensor is not quite linear and
is also sensitive to environment. The non-linearities of a sensor can be measured and
corrected with higher order scale factor model. But such non-linearities are generally
dependent on physical properties of the environment and difficult to calibrate, which
burdens the model. The quantization relies on the resolution of the ADC and degrades
the sensitivity when the resolution is low. Hysteresis effects emanate typically from
the physical principle of the sensor and are complex to correct since they are not often
reproducible.

In addition to the response characterization presented here, the response depends
on the frequency oscillation of the physical quantity to measure and is valid within
a certain bandwidth, as shown on the PSD from Figure 1.6 (e). Furthermore the
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Figure 1.7: Usual irregularities of the transfer function from a perfect linear scale factor.
(a) Pure bias shift. (b) First order error on the scale factor. (c) Non-linearity
on the scale factor. (d) Quantization of the measurements. (e) Hysteresis on
the scale factor.

response in phase is not flat. For instance, due to low-pass filtering effect, the response
in phase exhibits phase shift at high frequency, starting nearby the upper frequency
bandwidth and reaching -90◦ or -180◦ depending the order of the filter. Furthermore,
the acquisition takes a large part in the fidelity of the measurements and can degrade
the signal, as the quantization of an ADC does for instance. When the sensitivity is
critical the electronic noise requires high attention. Offsets on the signal can be added
by voltage reference, aging over time, or ground loop and generate biases.

The response of the classical sensors is sensitive to physical properties of the
environment, such as temperature, pressure, humidity, electro-magnetic fields. Any
error on the measurement propagates into the navigation algorithm and increase the
uncertainty on the estimation of the position.
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Navigation error propagation

Error source Position error
Initial velocity error δv sin(ωSt)

ωS
δv

Initial attitude error δψ (1− cos(ωSt))δψ
Accelerometer bias ba RE

1−cos(ωSt)
ω2
S

ba

Gyroscope bias bΩ RE

(
t− sin(ωSt)

ωS

)
bΩ

Table 1.1: Position error on the horizontal plane at medium-term timing (several hours),
depending on the source of the error.

Aside from biases emanating from the classical sensors, errors on the initial position,
velocity or attitude of the mobile propagate onto the navigation algorithm. Table 1.1
reports simple common propagation errors [4]. Due to the projection of the gravity
model g on the round surface of the Earth with a geocentric radius RE, the resulted
position errors oscillate according to Schuler tuning defined by a frequency of:

ωS =
√

g

RE

(1.15)

It can be seen as a pendulum acting on the mobile with its pivot on the center of
the Earth. We observe that an initial velocity error is not critical since the resulted
error on the position is oscillating. Additionally an error on the initial attitude or a
bias from the accelerometers induces constant biases. However a bias from a gyroscope
is serious because it produces a linear drift on the position error.

In addition to those error sources, the precision of the gravity model and gravitational
anomalies map are critical to not increase the navigation error. Aiding sensors and
navigation tools, as feature matching technics or dead-reckoning instruments, are
valuable to reduce the error on the position.
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Performances grade for inertial navigation

IMU Accelerometer Position Gyroscope bias Position
grade bias stability (g) accuracy (km) stability (rad/s) accuracy (km)
Consumer > 5× 10−2 > 320 > 5× 10−4 > 104

Industrial 10−2 64 5× 10−5 - 5× 10−4 103 - 104

Tactical 10−3 6.4 5× 10−6 - 5× 10−5 102 - 103

Intermediate 10−4 0.64 5× 10−8 - 5× 10−6 1 - 100
Navigation 5× 10−5 0.32 > 5× 10−8 < 1
Strategic 5× 10−6 0.032 > 5× 10−9 < 0.1

Table 1.2: Classification of accelerometer and gyroscope performances. The position ac-
curacy is estimated after 1 hour of integration assuming no error on the initial
position, velocity or attitude.

The limited performances of the classical sensors lead to errors on the position
using inertial navigation approach. The classification of the performances according
to different grade is helpful to adapt the appropriate IMU to the inertial navigation
system depending on the application. Table 1.2 presents the performances grade of
the IMUs [5]. The data reported are characterized over one hour of integration. The
position accuracy is calculated with the corresponding sensor bias and the Schuler
oscillation.

We observe that the main limitation of the IMU for navigation is the gyroscopes.
Indeed in addition to a strong impact from the bias of the gyroscopes directly on the
position error, the attitude depends on the stability of the gyroscopes and impacts the
position error.

1.2 Benefits of atomic sensors

1.2.1 Absolute sensor

Atomic based instruments represent new classes of inertial sensors with unprece-
dented sensitivity, stability and accuracy including gravimeters [6, 7], gravity gradiome-
ters [8, 9], and gyroscopes [10, 11]. For instance, these high-performance inertial sensors
will lead to a breakthrough in technology for many fields, including geophysics [12],
metrology [13], and particularly inertial navigation [14]. In atom interferometry, cold
atoms inside vacuum apparatus serve as a perfect proof mass in free fall, delivering
absolute measurements.
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1.2.2 State-of-the-art of the atom accelerometers

Tremendous improvements have been achieved and commercial gravimeters based
on the same technology reach a stability of <1 ng and an absolute accuracy of ' 1
ng with a noise on the order of 10 ng/

√
Hz. However, these instruments are typically

large, complex laboratory experiments that require quiet, stable conditions in order
to operate. In-field and onboard applications demand a drastic reduction in the size,
weight and power consumption of these devices [15, 16, 17], while also requiring a high
level of robustness and resistance to environmental disturbances. Over the past few
years significant progress has been made in the commercialization of cold-atom-based
sensors [18].

A number of research teams and companies have developed transportable cold-atom
gravimeters. By transportable, we mean that the setup can be transported from one
test site to another and installed within a few hours. However, these systems cannot be
operated in movement and usually require a stable and quiet environment to operate
at their nominal performances. Two companies provide commercial products: AOSense
[19] and µQuans [20] in relatively compact packages weighting respectively 20 kg and
100 kg. Several universities and research centers have also developed transportable
experiments in less integrated packages [21, 22, 23, 24].

Laboratory/Company Noise (ng/
√

Hz) Stability (ng) Accuracy (ng)
SYRTE [23] 5.7 < 0.1 2
Humboldt University [21] 10 0.05 3.2
µQuans [18] 46 1 TBD

Table 1.3: Performances of the best current cold-atom gravimeters.

Table 1.3 presents the noise and accuracy of some of the most performant existing
gravimeters. Due to the large interrogation times used in these setups, the intrinsic
bandwidth is typically less than 10 Hz and the dynamic is reduced. Furthermore,
the need for a laser-cooling stage prior to the interferometer sequence produces dead
times and limits the data rate to the Hz range. These setups participate regularly to
comparison campaign between different absolute and relative gravimeters such as falling
corner cube absolute gravimeters, relative spring and superconducting gravimeters.

In contrast to a transportable experiment, a mobile system can operate while in
movement and in a relevant navigation environment. To this day, very few experiments
are truly mobile. In reference [25] a gravity gradiometer is operated in a truck but only
at very low speed (1 cm/s). The most mature mobile setups are the ICE double species
experiment at LP2N and the ONERA mobile gravimeter. The ICE experiment aims at
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testing the weak equivalence principle by using a double-species interferometer in the
microgravity environment available in the Zero-G plane operated by Novespace [16,
26]. Furthermore the ICE experiment also demonstrated the first mobile horizontal
atom accelerometer [27]. The ONERA gyro-stabilized gravimeter participates to sea-
borne [17] and recently air-borne gravity mapping campaigns [28]. During the marine
gravimetry survey in the North Atlantic Ocean, they have demonstrated a gravity
mapping reproducibility below 1 µg, slightly higher errors have been obtained in the
flight campaign over Greenland.

1.2.3 Challenges for inertial navigation compatibility of atomic
accelerometers

Atomic accelerometers suffer from dead times which reduces the bandwidth of the
measurements. Additionally in dynamic environment, the atoms can leave the optical
beams if the acceleration is too high. The dynamic of the measurements is limited
by the size of the instrument. Furthermore the atom interferometer is sensitive to
the Doppler shift, deriving from the relative velocity between the free-falling atoms
and the mobile, meaning that the velocity must be known during interferometry. The
hybridization with a classical sensor, offering continuous measurements with high
bandwidth and a large dynamic, is a key solution to improve the atomic accelerometer
on those aspects [29, 14, 30].

The precision obtained with mobile apparatuses is still several orders of magnitude
larger compared to static operations. Several problems encountered in mobile operation
explain this discrepancy. Vibration noise leads to an ambiguity on the measurement on
the fringe of the atom interferometer. This ambiguity can be resolved by combining the
atom interferometer with a classical accelerometer. The classical accelerometer provides
a rough estimation of the acceleration which permits to solve the fringe ambiguity
and the atom interferometer provides the precise measurement similar to the use of a
Vernier scale [31].

Rotations encountered in mobile operations constitute another difficult issue. If the
apparatus is in rotation during the interferometer, the 3 light pulses of the Mach-Zehnder
interferometer are not applied in the same direction. In this case, the wavepackets are
not overlapped at the last pulse and the interferometer is not closed. This leads to a
strong loss of contrast. The ONERA experiment avoids this issue by setting-up the
gravimeter on a gyro-stabilized platform with the drawback of a non strap-down setup
with a heavier and more complex system. Another solution is to set the reference mirror
of the atom interferometer on a tip-tilt stage which counter-acts inverse rotations [32].

Measuring the acceleration along three-axis is fundamental to operate inertial
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navigation. For now, a very few atom interferometers operates multi-axis measurements
[33, 34]. Atomic accelerometers are bulky and complex instruments. The compactness
of the apparatuses is crucial for on-board applications. Furthermore reducing the
complexity is an important aspect to address for future industrialization and eventually
adapting the atom accelerometer into a turn-key solution.

1.3 Target performances

To benefit plainly from atomic accelerometer for inertial navigation, we need to
measure the acceleration along 3 axes. In this thesis work, we develop a 3-axis atom
accelerometer to fulfill this task. Furthermore each atomic accelerometer needs to be
hybridized with a classical accelerometer to run efficiently. Consequently we are going
further by conceiving a 3-axis hybrid accelerometer. In this section, we discuss about
the applications and the technological guidelines for the realization of our 3-axis hybrid
accelerometer and the possible applications for such instrument.

1.3.1 Applications

Improve inertial navigation systems

The natural application of atomic accelerometers is to improve the stability of the
acceleration measured by the navigation system. Indeed atomic accelerometers rely
on an absolute measurement of the acceleration. A 3-axis atom accelerometer can be
integrated into an architecture with a Kalman filter as illustrated in Figure 1.5. The
first objective here is to improve the strategic IMU grade with an acceleration stability
of 500 ng which is 1 order of magnitude gain on the state-of-the-art.

Mobile gravimetry

The 3-axis hybrid accelerometer represents an alternative to mobile gyro-stabilized
gravimeter. The gravitational acceleration is provided by the total acceleration vector
from the 3-axis hybrid accelerometer. It could represent an aiding sensor for gravity
matching technics. Aside from inertial navigation applications, the 3-axis hybrid
accelerometer can be used for gravity mapping airborne or space survey where high-end
mobile absolute sensors are required.

Space missions

The development of such compact multi-axis cold atom interferometer can be
applied for fundamental physics. Space technologies require high expectations in terms
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of size, weight and power (SWaP). All the architecture developed besides this project
can be applicable for fundamental science in Space. Studying the atom in micro-
gravity represents a high interest in the field of theoretical physics such as relativistic
effects (equivalence principle, redshift clocks), gravitational-wave detection, search
for dark matter, transition matter under specific environment. The main idea is to
increase interrogation time thanks to microgravity which improves the sensitivity in
interferometry.

Navigation in Space is uncommon since a lot of usual navigation tools or dead-
reckoning instruments are not useable and GNSS is not accessible. In general, satellites
and spacecrafts navigate with stellar navigation. The quantum sensors are applicable
in Space and one can imagine using 3-axis atomic accelerometers as navigation system.
Such navigation systems propose an alternative to correct long term biases and facilitate
space-navigation.

High-end multi-tool sensor

Apart from the sensitivity to accelerations and rotations, the atoms can be extended
as a multi-tool sensor. The cold atoms gradiometer proposed in reference [35] presents
a single initial atomic cloud split in two to conduct two parallel interferometers where
both gravity gradient and rotation rate are measured. The magnetic field can be
probed accurately by measuring the frequency shift of magnetic energy state levels
sensitive to magnetic field. Hyperfine spectroscopy with a Ramsey interferometer offers
a measurement of the perennial clock transition of the atom and delivers a time-base
clock very stable over time [36].

One can imagine a multi-tool atomic sensor with alternative sequences for different
physical measurement including accelerometer, gyroscope, magnetometer, frequency
oscillator. For instance, the sensor would calibrate the INS or on-board classical clocks
and measure precisely magnetic fields on purpose.

1.3.2 Selected technology baseline

In this work, we focus on the development of a sequential 3-axis hybrid accelerometer.
For this laboratory prototype, mature and trust technological building blocks are
adopted in the scope of future industrial transfer. Furthermore exploring new fields
as on-board applications outside the laboratory, requires improved and controlled
experiments. Some technological choices rely on a trade-off between compactness or
reduced complexity for mobility and performances.
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Atom species

Alkali atoms are the most suitable species to make interferometry and are easy to
manipulate since they have one valence electron. The cycling transition for Rubidium
and Potassium are adapted for easy cooling and trapping. The energy levels of the
hyperfine structure are closer for Potassium compared to Rubidium, which allows
farther cooling detuning for Rubidium and colder cloud. In addition, the optical
transitions of the Rubidium are accessible by doubling the telecom wavelengths from
1560 nm to 780 nm, whereas the optical transitions for the Cesium are trickier to
achieve [37]. For those reasons, we choose to operate our instrument with Rubidium 87
(87Rb).

Cold atoms vs ultra-cold atoms

Non dissipative very narrow and deep traps allow to produce ultra-cold atoms. For
instance dipole traps, using high intensity lasers to confine the atoms, increase the
phase-space density necessary to reach Bose-Einstein condensate (BEC). Evaporation
cooling is adapted to reach sufficient temperatures to generate a BEC, at the expense
of reducing drastically the number of atoms.

BEC are suitable in interferometry for very specific cases requiring very high
sensitivity, such as metrology or fundamental physics [38]. The performances delivered
by BEC interferometry are not required for inertial navigation. For instance, cold
atoms are used for state-of-the-art atomic gravimeters [18]. The complexity (additional
strong magnetic fields or intensity lasers) and the timing (evaporation cooling) required
to produce a BEC are incompatible for mobile and high data rate applications for now,
but guided atoms on chip are promising for the future.

Raman vs Bragg transitions

Two types of transitions are used for optically induced atom interferometry: stimu-
lated Raman and Bragg transitions [39]. The main difference is the coupling between
two different ground states in Raman interferometry, whereas only one energy state
is used in Bragg interferometry. The advantage of Bragg interferometry is the large
momentum transfer technic (LMT) which allows to open the atom interferometer with
a large area and permits to reach high sensitivity [40]. LMT interferometry with Raman
transitions is achievable but is mainly limited by large spontaneous emission cumulated
at each pulse [41, 42].

The drawback of using the same energy state for interferometry is the requirement
of spatial resolution for detection with a camera. On the other hand for Raman

Simon Templier 35



Chapter 1. Improving inertial navigation using cold atoms: motivation and prospects

interferometry, the coupling between the two ground states allows to detect the
population between the two interferometric atomic clouds by fluorescence, which
require only a photodiode. It simplifies the setup and the data analysis compared
to camera imaging. In addition Raman transitions allows to measure the hyperfine
splitting frequency of the atoms, which can recalibrate an oscillator accurately.

Free-falling atoms vs atomic fountain and trapped atoms

The usual scheme for atom interferometry is to let fall the atoms under the gravita-
tional acceleration. An atomic fountain is produced by launching the atoms with a
momentum induced by the lasers. Atomic fountains for atom interferometry reduce the
free-fall atomic distance induced by gravity and increase the interrogation time (and
the sensitivity) for a given apparatus dimension [43]. Atomic fountains are particularly
adapted for atomic gyroscopes or accelerometers by expanding the opened area of
the interferometer. However atomic fountains are hard to implement and complicate
the apparatus. Moreover the high sensitivity obtained with atomic fountains is not
necessary for inertial navigation. To extend the concept of gravity compensation to
maximize the sensitivity, the atoms can be trapped into an optical lattice [44] or a
magnetic trap [45]. The complexity of trapped atoms is also higher but such technic
paves the way of very compact apparatuses, such as atom chips.

The advent of atom interferometry on atom chip opens the field of miniaturized
apparatuses [46]. For now atom chips have been used for gravimetry and are interesting
for future integration for inertial navigation. However inertial navigation requires
multi-axis accelerometers and atom chips are not mature concerning multiple optical
access. Indeed collimators are bulky and are necessary to conduct interferometry along
different axes. In the meantime, an atom accelerometer relies on the acceleration of
the atoms relative to a reference mirror. A partial solution could be to transport the
atoms far from the atom chip to have access.

Sequential vs simultaneous multi-axis

A recent proposal presents a simultaneous multi-axis interferometric scheme where
Raman transitions operate in different directions [47]. This architecture allows to
obtain the acceleration along arbitrary axis and obtain the full acceleration vector
within one shot. Additionally the coriolis acceleration can be extracted on multiple
axes from the interferometric signal of one shot. Such implementation into current
apparatuses is not mature and some aspects, such as 3-dimensional detection or control
of multi-axis Raman transitions, have not been yet experimented.
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Strap-down vs gyro-stabilization

A gyro-stabilized gravimeter offers an advanced system for mobile gravimetry [17,
28]. One main function is the mapping of the gravitational acceleration anomalies
during surveys. Another purpose is the gravity matching navigation where the local
gravitational acceleration, measured with a gyro-stabilized gravimeter, is compared to
known maps.

One can think of a gyro-stabilized 3-axis atomic accelerometer adapted for the
historical gyro-stabilized INS, where the IMU is stabilized by gimbals. Indeed a gyro-
stabilized apparatus is beneficial to correct parasitic rotations for the recombination
of the atomic cloud during interferometry. However the gyro-stabilization is achieved
with an hexapod which represents a heavy and complex system. Such apparatus is not
flexible and depends on the performances of the hexapod defining the stability of the
verticality. Conversely the strap-down 3-axis accelerometer is fully compatible with
actual inertial navigation system.

1.3.3 Specification of the 3-axis hybrid accelerometer

The sequential 3-axis hybrid accelerometer combines three atom accelerometers with
three classical accelerometers fixed to the reference mirror of each atom interferometer.
The resulted dynamic range expected is the one from classical accelerometers ±20
g. Furthermore the resulted bandwidth is the one from the classical accelerometer,
delivering measurements at 1 kHz. The short-term sensitivity will be restricted by the
classical accelerometers and we target a sensitivity < 2 µg/

√
Hz for each hybridized

accelerometer. The mid-term stability should be improved by the atom accelerometers,
aiming for < 100 ng of bias stability on each axis. The accuracy intended on each
axis should reach ' 100 ng with a good characterization of the systematic shifts of
the atom interferometers. Long-term stability requires higher level of qualification for
atomic sensors where all the components need to sustain continuous operation. The
objective can be fixed to a stability < µg over 100 days.
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Conclusion

We have presented some classical inertial sensors and their applications to inertial
navigation. The strength of the Kalman filter relies on its flexibility to integrate and
fuse measurements from multiple sources likes sensors or navigation tools. Those
additional measurements contribute to the accuracy of the navigation positioning and
improve bias instabilities from inertial sensors.

The quantum sensor benefits from the absolute measurement of cold atoms inside
vacuum apparatuses. In particular, atom accelerometers raise high interests for inertial
navigation. One can consider a 3-axis atomic accelerometer as an aiding sensor
integrated into a centralized Kalman filter architecture. However, the complexity and
large size of atomic apparatuses complicate mobile operations. Significant efforts are
necessary to optimize and adapt such instruments for on-board applications outside
the laboratory.
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Chapter 2

Matter-wave interferometry for ac-
celeration sensing

This chapter reports some basics and theoretical tools for atom interferometry
dedicated to acceleration sensing. Different operation schemes and tracking algorithms
of the hybridization between the atom interferometer and the classical accelerometer
are depicted. Specifically, we propose a method to operate a 3-axis hybrid accelerometer
corresponding to a multi-axis high-bandwidth and bias-free accelerometer.
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Introduction

The stability and the exactitude of the atomic energy states provide absolute
measurements with quantum instruments. Inertial sensing, magnetometer or frequency
clock metrology are examples of physical measurements achieved with atoms. The
advent of the monochromatic laser permitted to interact with atoms by accessing to
single energy states transitions. The proposition of the magneto-optical trap (MOT)
of atoms by Jean Dalibard was first demonstrated by the team of Steven Chu and
reported in reference [48]. The trapping and cooling of atoms paved the way of atom
optics and atomic wavepackets manipulation as a result of accessible and coherent de
Broglie wavelengths. A few years later, Mark Kasevich and Steven Chu demonstrated
the first gravimeter based on atom interferometry in 1991 [6]. Since then, the interest
for quantum sensor dedicated to inertial sensing is expanding. Over the past few years
significant progress has been made in the commercialization of cold-atom-based sensors
[18], and it is widely believed that these high-performance inertial sensors will lead to
a technological breakthrough in many fields, including geophysics [12], metrology [13],
and inertial navigation [14].

The main characteristics of a sensor are the sensitivity, the stability of the bias drifts
and the accuracy or systematic shifts. Classical sensors, such as classical accelerometers,
are very sensitive to the environment including temperature, pressure, humidity. Their
characterization is mostly empirical and requires a periodic calibration to provide con-
fident measurements over long time periods. The quantum sensors present apparatuses
where the atoms are isolated from external environment into vacuum chambers or
cells. Consequently the atomic accelerometer measurements are exact with predictable
transfer and sensitivity functions, scale factor and systematic shifts.

However, beside a valuable accuracy and stability, the atomic accelerometer suffers
from a low dynamic range and a low bandwidth due to dead-times between mea-
surements. The spirit of hybridization between sensors is to combine the strengths
of multiple sensors. Whereas the classical accelerometers provide a high-bandwidth
measurement but suffer from large biases drifting in time, the quantum accelerometers
offer absolute measurements which could correct the classical one. Conversely the
dead-times of the quantum sensor can be filled with continuous classical measurements.
One can see analogy with the hybridization of a classical oscillator inside an atomic
clocks.
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2.1 Atom interferometry

2.1.1 Rubidium 87 for atom interferometry

Repump

Cooling

Raman
87Rb D2
780 nm

52S1/2

52P1/2

F = 1

F = 2

F' = 0
F' = 1
F' = 2

F' = 3Δc

ΔR

δHF

Figure 2.1: D2 transition of 87Rb.

Alkali atomic species, composed of one valence electron, are good candidates to be
operated and controlled straightforwardly. Figure 2.1 presents the D2 transition of the
isotope 87 of the Rubidium [49]. The clock transition (or hyperfine transition) of 87Rb is
δHF/2π ≈ 6.834 GHz. The cooling and repumper light is used for trapping, cooling and
detection, whereas Raman transitions drives coherent transition for atom interferometry.
The detuning ∆R ≈ 1 GHz avoids spontaneous emission during two-photon transitions.

2.1.2 Atom trapping and cooling

A cooling beam addresses the cycling transition |F = 2〉 → |F ′ = 3〉 as depicted
in Fig. 2.1. The detuning ∆c authorizes to address different velocity classes of atoms
during cooling by compensation of the Doppler frequency shift. A repumper beam
|F = 1〉 → |F ′ = 2〉 is set simultaneously and repump the atoms into the energy state
|F = 2〉 for cooling.

Two opposed current loops in anti-Helmholtz coils configuration deliver a gradient
magnetic field. This configuration generates a position-dependent Zeeman shift gradient
of the magnetic sub-states whish vanishes at the center of the coils configuration.
Combined with 6 circularly polarized counter-propagating cooling and repumping
lasers, the arrangement produces a three dimensional magneto-optical trap (3D-MOT).
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Any atom escaping from the center of the trap sees its degenerated excited levels shifted
by Doppler effect relative to the laser beams. The laser beams push it toward the
trap center. An easy way to produce a 3D-MOT is to generate the light field of 3
retro-reflected laser beams with mirrors.

Doppler cooling is not sufficient to reach decent temperature < 10 µK for atomic
coherence. Red detuned optical molasses employing Sisyphus scheme [50] or grey
molasses [51] guarantees to reach sub-Doppler temperatures ' 1 µK. Raman sideband
cooling allows even lower temperature down to ' 1 nK [52, 53]. Evaporation cooling is
adapted to reach temperatures ' 100 nK at the expense of reducing drastically the
number of atoms.

2.1.3 Two-photon Raman transitions

|g⟩

|e⟩

|i⟩
ΔR

k1,ω1,φ1

k2,ω2,φ2

δ

δHF

δ

τ
P(δ)

P(τ)

π/Ωeff

1

0

1

0
ωD+ωR+ωAC

(a) (b)

(c)

2π/Ωeff

Figure 2.2: (a) Illustration of the Raman transitions. The resulted probability transition
between the ground |g〉 and excited |e〉 energy levels are plotted in function of
the pulse length when the lasers are in resonance on (b) and in function of the
resonance detuning when the pulse length is optimized on (c).

The two energy levels |F = 1〉 and |F = 2〉 on the D2 transition of 87Rb, defined
respectively as ground state |g〉 and excited state |e〉, are not connected by a transition
at optical frequency. To drive coherent transitions at optical frequencies, we consider a
three level atom system where the energy state |F ′〉 corresponds to an intermediate
energy state |i〉 such that optical transitions |g〉 ↔ |i〉 and |e〉 ↔ |i〉 are authorized.

Figure 2.2(a) illustrates the principle of the Raman transitions with a frequency
Raman detuning ∆R and a resonance detuning δ. The probability transition of the
atoms subjected to Raman transitions derives from the Fourier transform of the pulse
shape and, by assuming a square shaped Rabi pulse, is equal to [54, 55]:

Simon Templier 42



Chapter 2. Matter-wave interferometry for acceleration sensing

P (τ, δ, r, v) = Ω2
eff(r)

ω2(δ, v, r) sin2
(
ω(δ, v, r)τ

2

)
(2.1)

where τ is the length of the Rabi pulse, ω(δ, v, r) =
√

Ω2
eff(r) + (δ − ωD(v)− ωR − ωAC)2

is the exact Rabi frequency depending on the controlled resonance detuning δ between
the lasers, the Doppler frequency ωD(v) = keffv with the velocity v relative to the
beams, the recoil frequency ωR = ~k2

eff/2M and the light shift ωAC. ~keff = ~k1 − ~k2

is the effective wavevector corresponding to the momentum exchange of the Raman
transition and keff = |~k1|+ |~k2|. The effective Rabi frequency Ωeff(r) is defined for large
Raman detuning ∆R as [55]:

Ωeff(r) = Ω∗1(r)Ω2(r)
2∆R

(2.2)

where Rabi frequencies Ω1(r) and Ω2(r) are associated to each single-photon transi-
tion. We define the effective frequency of the pair of lasers as ωeff = ω1 − ω2 = δHF + δ.
When the frequency of the two lasers are in resonance between the ground and excited
states, meaning that δ = ωD(v) + ωR + ωAC, the probability transition depends only
on the effective Rabi frequency Ωeff(r) and is controlled by the pulse length τ . The
effective probability transition corresponds to the integration of P (τ, δ, r, v) over N(r)
and G(v) representing respectively the spatial and velocity distribution of the atomic
cloud:

P (τ, δ) =
∫∫

N(r)G(v)P (τ, δ, r, v)drdv (2.3)

For most of the cases, the spatial distribution of the cloud is negligible and N(r) = 1.
The velocity distribution relies typically on a Gaussian distribution and is expressed as:

G(v) = 1
σv
√

2π
e
− (v−v0)2

2σ2
v (2.4)

with σv the width of the velocity classes of the atoms equivalent to the temperature
of the cloud and v0 the central velocity of the distribution. Figure 2.2(b) and (c)
shows the probability transition when respectively the pulse length and the resonance
detuning are varying. The spontaneous emission and the velocity distribution G(v) = 1
are ignored on the probability transitions P (τ) and P (δ) depicted.

Quantization axis and polarization of the light

To control the Raman transitions between magnetic sub-levels, the axis along the
laser beam needs to be quantized by generating a magnetic field along the beam path.
The degeneracy between magnetic states is raised where the Zeeman frequency shift
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separates them.
The standard architecture to drive two-photon Raman transitions uses the same

light beam retro-reflected by a reference mirror and containing the two Raman frequency
lines. In this configuration, the Raman lasers can drive the transitions with two co-
propagating Raman beams or two counter-propagating Raman beams. The interaction
between the electro-magnetic field of the light beam with the atomic dipole depends
on the polarization of the light and is governed by transitions selection rules.

In Chapter 3, we explain our choice to use the same retro-reflected beams for the
MOT and the Raman transitions, mostly for compactness purpose in our apparatus.
In such configuration, the beams are inevitably retro-reflected and blocking the return
path of the beam would cut off the MOT. Co-propagating lasers interact with the
atoms when they are circularly polarized σ+ /σ+ or σ− /σ− and drive co-propagating
Raman transitions. To rotate conveniently the polarization between the straight
and retro-reflected beam, a quarter waveplate is placed between the atoms and the
mirror. Conversely, when the Raman lasers are linearly polarized as π�/π→ or π→/π�

(also noted lin⊥lin), the counter-propagating beams drive counter-propagating Raman
transitions.

Co-propagating Raman transitions

Since the absorption and the stimulated emission of the photons are opposite for co-
propagating Raman transitions, they are not sensitive to Doppler frequency shift. The
exact Rabi frequency becomes ωco(δ, r) =

√
Ω2

eff(r) + (δ − ωAC)2. The co-propagating
Raman transitions are driven when the frequency difference ωeff = ω2 − ω1 is equal to
the clock transition δHF assuming no light shifts ωAC = 0.
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Figure 2.3: Illustration of the co-propagating Raman transitions.
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Figure 2.3 illustrates the co-propagating Raman transitions in a retro-reflected
configuration with a quarter waveplate between the atoms and the reference mirror.
Here the momentum of the atoms is considered null p0 = 0. Two pairs of transitions
are allowed with polarizations σ + /σ+ and σ − /σ−.

The co-propagating Raman transitions are adapted to transfer atoms into different
energy states without inducing a spatial displacement, or to measure magnetic fields
and clock frequency. For instance, to prepare the atoms into the non-magnetic energy
|F = 1,mf = 0〉, the transitions are addressed with the resonance detuning δ. The
magnetic field is probed by measuring the frequency Zeeman shift between magnetic-
states with a frequency spectroscopy of the resonance detuning δ. In addition Ramsey
spectroscopy, composed of two successive co-propagating Raman pulses, enables to
probe the hyperfine transition δHF. With that scheme, we obtain an interferometric
pattern frequency dependent, which is scanned with the resonance detuning δ. For
example, we use this scheme in Chapter 4 to measure the stability of the timebase
system of our apparatus.

Velocity-sensitive counter-propagating Raman transitions
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Figure 2.4: Illustration of the counter-propagating Raman transitions

Figure 2.4 illustrates the counter-propagating Raman transitions with atoms of
momentum p0 = 0. The counter-propagating Raman transitions are sensitive to the
velocity v of the atoms relative to the frequency lasers since the absorption and the
stimulated emission of the photons are in the same direction. The effective wavevector
~keff = ~k1 − ~k2 defines the direction of the recoil momentum of the atoms transferred by
the Raman pulse. Depending on the pair of Raman beams used to transfer the atoms,
the direction of the recoil can be + ~keff ≡ k↑ or − ~keff ≡ k↓.
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When the momentum of the atoms relative to the lasers is zero p0 = 0, double
diffraction occurs meaning that the two pairs of counter-propagating Raman transitions
are driven [39]. To lift the degeneracy of double diffraction process, the optical
frequencies of the two pairs need to be different with a non zero Doppler frequency
shift ωD(v) 6= 0 meaning that the velocity of the atoms relative to the laser should be
sufficient. The vertical drop of the atoms due to gravitational force fulfills this condition
after a few ms. However for horizontal laser beams or in micro-gravity situation, other
technics are required. A controlled moving molasses can provide a certain velocity to
the atoms along the laser beam. To select which pair of counter-propagating beams
will drive single Raman diffraction, the resonance detuning δ is adapted according to
the Doppler frequency ωD(v) = ±keffv. A recent method employs a fast frequency
chirp on the laser to simulate a Doppler shift to the atomic transitions [56].

2.1.4 Wave-packet diffraction by atom optics

The deflection of the trajectory, when atoms are transferred by counter-propagating
Raman beams, controls spatially the atomic cloud. It relies on a coherent superposition
of energy states of the atoms spatially split.

Evolution of the atomic wavefunction

We consider the space-time trajectories of the atomic cloud paths presented in
Fig. 2.5. They represent the possible cases when the atomic cloud is illuminated by
counter-propagating Raman beams of wavevectors k1 and −k2, frequencies ω1 and ω2

and phases φ1 and φ2.

ta tb t

z

k1,ω1,φ1

-k2,ω2,φ2

|g,p⟩

|e,
p+
ℏk e

ff
⟩

Figure 2.5: Diffracted paths when the atomic cloud is exposed to a pair of counter-
propagating Raman lasers.

The evolution operator U describes the time evolution of a quantum system between
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an initial time ta and a final time tb as:

|ψ(tb)〉 = U(tb, ta) |ψ(ta)〉 (2.5)

We define the phase shift Φlaser as the total phase imprinted by the Raman lasers
onto the atomic wavefunction as:

U(tb, ta) = PeiΦ
laser (2.6)

where P represents the transition probability between the two energy states |g〉 and
|e〉. The interaction of the Raman lasers with the atomic cloud affects the wavefunction
with the following evolution operators according to four different cases:

Ueg = Pege
i(keffz−ωefft+φ) for |g〉 → |e〉

Uge = Pgee
−i(keffz−ωefft+φ) for |e〉 → |g〉

Ugg = Pgg for |g〉 → |g〉
Uee = Pee for |e〉 → |e〉

(2.7)

where keff = k1 + k2 is the effective wavevector, ωeff = ω1 − ω2 is the frequency
difference, φ = ϕ1 − ϕ2 is the phase difference, Peg, Pge, Pgg or Pee represent the
transition probabilities between the ground state |g〉 and the excited state |e〉.

Atomic cloud mirror and splitter
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Figure 2.6: Diffraction of the atomic wave-packet with counter-propagating Raman transi-
tions.(a) Beam splitter pulse (π/2-pulse) where the wave-packet is separated
in space with the same quantity of atoms in each energy state |g〉 and |e〉.
(b) Mirror pulse (π-pulse) where all the atoms are transferred from |g〉 → |e〉
and deflected spatially. (c) Rabi oscillations quantifying the number of atoms
transferred into the other energy state, depending on the pulse length τ .

The deflection of the atomic cloud by the counter-propagating Raman transitions is
exploited to spatially split, reflect or recombine the atoms. By controlling the amount
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of atoms transferred between the diffracted and undiffracted paths, we are able to
construct an atomic cloud splitter with a π/2-pulse or an atomic cloud mirror with a
π-pulse as shown respectively on Figure 2.6 (a) and (b). The Rabi oscillations, relying
on the transition probability function P (τ, δ) depending on the effective Rabi frequency
Ωeff , describes the quantity of atoms transferred between the energy states |g〉 and |e〉
and is displayed on Figure 2.6 (c).

When an atom is transferred from one energy state to another with Raman transition,
the phase difference of the Raman lasers φ = ϕ2−ϕ1 is imprinted onto its wavefunction.
The phase coherence of the Raman lasers is critical to control the phase of the atomic
wave-packets. A reference mirror serves to retro-reflect the counter-propagating Raman
beams and allows to generate the two phase coherent frequency lines within the same
beam.

2.1.5 Matter-wave propagation

The matter-wave propagation can be treated with the Feynman path integral
approach [57], relying on the Lagrangian mechanics which describes the dynamic of a
classical particle. The Lagrangian L is defined by the difference between the kinetic
energy T (ż), depending on the velocity ż, and the potential energy V (z), depending
on the position z, as:

L(z, ż) = T (ż)− V (z) (2.8)

= 1
2Mż2 − V (z) (2.9)

ta

Γ

tb t

z

A

B

p0zA

zB

g

Figure 2.7: Classical path Γ of a particle for a Lagrangian Lg with initial momentum ~p0.

The principle of least action states that the space-time path taken by a particle is
classic. The classical path Γ is the one for which the action is extremal and derived
from a classical action Scl. Figure 2.7 shows an example of such path. The classical
action is defined as the temporal integral of the Lagrangian over a given space-time
classical path Γ from zA = z(ta) to zB = z(tb):
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Scl = SΓ =
∫ tb

ta
L(z(t), ż(t))dt (2.10)

The differential of the classical action, deriving from the Lagrangian partial deriva-
tives, of a particle can be expressed with the momentum p and the total energy
Hamiltonian H:

dScl = ∂Scl

∂z
dz + ∂Scl

∂t
dt = pdz −Hdt (2.11)

The dynamic of a classical particle along the classical path Γ0
cl is described by the

final wavefunction ψ(B) as:

ψ(B) = ψ(A)ei
Scl
~ (2.12)

We define the propagation phase Φprop along the unperturbed classical path as:

Φprop = Scl

~
(2.13)

In our case, we consider the Lagrangian Lg describing a particle in a gravitational
field as:

Lg = 1
2Mż2 −Mgz (2.14)

When the particle is subjected to a gravitational field ~g = g~z, the classical action
between two points zA and zB is easily calculated as [57]:

Scl =
∫ tb

ta
Lg(t)dt (2.15)

=
∫ tb

ta

1
2Mv(t)2 −Mgz(t)dt (2.16)

= M

2T

[
(zb − za)2 − g(zb + za)T 2 − 1

12g
2T 4

]
(2.17)

where T = tb − ta.

2.1.6 Mach-Zehnder interferometer

With the velocity-sensitive counter-propagating Raman transitions, we are able
to design a series of pulses to control the atomic cloud. The Mach-Zehnder atomic
interferometer, as the optical one, is composed of a π/2-pulse, a π-pulse and a π/2-pulse
to respectively split equally, reflect and recombine the atomic wavepackets coherently.
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Figure 2.8 shows the path of the atomic cloud with a Mach-Zehnder interferometer
exposed to different Lagrangian. In that section, we consider infinitely short-time
pulses compared to the interrogation time τ � T .
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eff ⟩

t

z
k1,ω1,φ1,1

0 T 2T

k1,ω1,φ1,2 k1,ω1,φ1,3

-k2,ω2,φ2,1 -k2,ω2,φ2,2 -k2,ω2,φ2,3

A0

D

D0

C

C0

B0

B

A

Figure 2.8: Matter-wave Mach-Zehnder interferometer with the quantum system treated as
a free particle in dotted lines and in a gravitational field in solid lines.

The paths (A0C0B0) and (A0D0B0) are defined by the dynamical evolution of the
quantum system as a free particle. We obtain a closed area formed by a parallelogram
resulting in:

zc0 + zd0 − za0 − zb0 = 0 (2.18)

The paths (ACB) and (ADB) are defined by the dynamical evolution of the
quantum system subjected to a gravitational field ~g described by the Lagrangian Lg.
The closed area formed by the two paths is defined by the points:

za = za0 (2.19)

zb = zb0 − 2gT 2 (2.20)

zc = zc0 −
1
2gT

2 (2.21)

zd = zd0 −
1
2gT

2 (2.22)

We consider the quantum system subjected to a gravitational field and want to
extract the phase shift from the wavefunction of the atoms between the two arms. The
propagation phase is calculated using the classical path expression from Eq. 2.17:
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Φprop = Scl(AC) + Scl(CB)− Scl(AD)− Scl(DB) (2.23)

= M

T
(zc − zd)(zc + zd − za − zb − gT 2) (2.24)

= M

T
(zc − zd)(zc0 + zd0 − za0 − zb0) (2.25)

= 0 (2.26)

The phase shift Φlaser imprinted onto the atomic wavefunction by the Raman lasers
is calculated with Eqs. 2.7 as:

Φlaser = Φlaser
ACB − Φlaser

ADB (2.27)

= [keffzc − ωeffT − φ2] (2.28)

− [(keffzb − 2ωeffT − φ3)− (keffzd − ωeffT − φ2) + (keffza − φ1)] (2.29)

= −keffgT
2 + φ1 − 2φ2 + φ3 (2.30)

The total phase shift of the atomic wavefunction at the output of the interferometer
is:

Φ = Φprop + Φlaser (2.31)

= −keffgT
2 + φ1 − 2φ2 + φ3 (2.32)

= φkin + φlaser (2.33)

where we define the inertial phase φkin measuring the acceleration experienced by
the atoms and the imprinted laser phase φlaser controlled by the Raman lasers during
the interferometer as:

φkin = −keffgT
2 (2.34)

φlaser = φ1 − 2φ2 + φ3 (2.35)
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2.1.7 Sensitivity and transfer function of the atom interfer-
ometer

Tτ τ2τ T

flow fhigh

(a)

(b)

(c) (f)

(e)

(d)

Figure 2.9: Sensitivity functions h(t), g(t) and f(t) describing the response of the atom
interferometer to respectively time-varying phases, frequencies and chirps on
(a), (b) and (c). Corresponding squared modulus of the transfer functions
H(ω), G(ω) and F (ω) characterizing respectively periodic variation of the
phase, frequency and chirp on (d), (e) and (f). The transfer functions are
averaged above 1 kHz to not overburden the graphs and are calculated for an
interrogation time T = 20 ms, a pulse length of τ = 3 µs and an effective Rabi
frequency Ω = π/(2τ). flow = 12 Hz and fhigh = 48 kHz correspond to the cutoff
frequencies of the transfer functions.

The sensitivity function of the atom interferometer is defined by [58]:

g(t) = 2 lim
δφ→0

δP (δφ, t)
δφ

(2.36)

where δP (δφ, t) represents a change in the transition probability during Raman
transition while a phase jump δφ occurs on the Raman phase difference φ at time t.
Assuming perfect Raman squared pulses of length τ and effective Rabi frequency Ω
and a Raman interrogation time T , the frequency sensitivity function is [59]:
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g(t) =



0, t ≤ 0 and t > 2T + 4τ
− sin(Ωt)

sin(Ωτ) , 0 < t ≤ τ

−1, τ < t ≤ T + τ

− sin(Ω(t−T−2τ))
sin(Ωτ) , T + τ < t ≤ T + 3τ

+1, T + 3τ < t ≤ 2T + 3τ
− sin(Ω(t−2T−4τ))

sin(Ωτ) , 2T + 3τ < t ≤ 2T + 4τ

(2.37)

We define the phase sensitivity function h(t) and the response function f(t) as [58]:

h(t) = −dg(t)
dt

(2.38)

f(t) = −
∫ t

0
g(t′)dt′ (2.39)

Figure 2.9 shows the plot of each sensitivity function. The phase shift of the atom
interferometer φlaser induced by a variation of the phase difference of the Raman lasers
φ(t) is defined as:

φlaser =
∫ +∞

−∞
g(t)dφ(t)

dt
dt (2.40)

Furthermore, the response of the atom interferometer can be identified according
to the evolution of the time-varying phase difference φ(t), the time-varying frequency
difference ω(t) or the time-varying chirp α(t) as:

φlaser =
∫ +∞

−∞
h(t)φ(t)dt (2.41)

=
∫ +∞

−∞
g(t)ω(t)dt (2.42)

=
∫ +∞

−∞
f(t)α(t)dt (2.43)

The phase sensitivity function h(t) is convenient for computing the effect from
phase discontinuity of the laser (phase noise or phase non-linearity) and relies on the
position of the atoms relative to the reference mirror. The sensitivity function g(t)
is adapted for phase-continuous frequency changes of the laser or frequency shift of
the atomic resonances (light shifts, Zeeman shifts) and is related to velocities of the
atoms relative to the retro-reflected laser beams linked to the reference mirror (Doppler
shifts). The response function f(t) provides response from phase-continuous chirp of
the laser and correlates accelerations of the atoms relative to the reference mirror.

The transfer function of the atom interferometer is determined by its harmonic
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response to a perturbation at frequency ω and is defined by the Fourier transform of
the sensitivity function g(t) as:

G(ω) =
∫ +∞

−∞
e−iωtg(t)dt (2.44)

We obtain the following transfer function:

G(ω) = 2iΩ
ω2 − Ω2

[
sin(ω(T + 2τ)) + 2Ω

ω
sin

(
ωT

2

)
sin

(
ω(T + 2τ)

2

)]
(2.45)

In the same way as G(ω) defining the transfer function of the interferometer to a
periodic variation of the frequency difference ω(t), we determine the transfer function
of the atom interferometer to a periodic variation of the phase φ(t) or chirp α(t) of the
laser with respectively the phase transfer function H(ω) and response transfer function
F (ω) as:

H(ω) = −ωG(ω) (2.46)

F (ω) = −G(ω)
ω

(2.47)

The three transfer functions are presented in Figure 2.9. We observe oscillations
at periodicity 1/(T + 2τ). The two frequency cuts flow and fhigh characterize the
sensitivity of the atom interferometer as:

flow = 1
2π

4
√

6
T

(2.48)

fhigh = 1
2π

Ω√
3

(2.49)

The phase transfer function H(ω) is a band-pass, meaning that phase noise mostly
affects the sensitivity of the atom interferometer in the band between flow and fhigh.
The transfer function G(ω) presents a maximum nearby frequency flow ' 10 Hz, which
indicates that variations of the energy state levels at that frequency impacts mostly the
atom interferometer. For instance, laser power (implying light shifts) or magnetic field
(implying Zeeman shifts) fluctuating at those frequencies are inconvenient. The response
transfer function F (ω) is a low-pass filter meaning that the atom interferometer acts
as a low-pass filter to accelerations of the reference mirror and is sensitive mainly to
DC accelerations.
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Imbalanced Mach-Zehnder interferometer

In the case where the Rabi frequencies are different during each pulse and the
timings of the interferometer are not symmetric, the sensitivity function si modified as:

g(t) =



− sin(Ω1t)
sin(Ω1τ1) , 0 < t ≤ τ1

−1, τ1 < t ≤ T1 + τ1

− sin(Ω2(t−T1−τ1−τ2/2))
sin(Ω2τ2/2) , T1 + τ1 < t ≤ T1 + τ1 + τ2

+1, T1 + τ1 + τ2 < t ≤ T1 + T2 + τ1 + τ2

− sin(Ω3(t−T1−T2−τ1−τ2−τ3))
sin(Ω3τ3) , T1 + T2 + τ1 + τ2 < t ≤ T1 + T2 + τ1 + τ2 + τ3

(2.50)
where Ω1, Ω2, Ω3 and τ1, τ2, τ3 correspond respectively to the effective Rabi

frequencies and light pulse lengths at first, second and last pulse; T1 and T2 are the
interrogation times during respectively the first and second free-fall time part of the
atom interferometer. For instance, the response of the interferometer is altered in case
of laser power fluctuation or jitter in the synchronization of the sequence. Consequently,
the phase sensitivity and response functions h(t) and f(t) are affected as well. Here
the shape of the light pulses are considered perfectly squared, but are actually subject
to slight latencies and noises [60]. All those effects modify the scale factor of the atom
interferometer and such error on the scale factor derived as a systematic error on the
measurement.

2.1.8 Scale factor of the atom accelerometer

The phase response of the atom interferometer Φ = φkin + φlaser(φ), where φkin =
−gkeffT

2 and φlaser(φ) is the imprinted laser phase onto the atoms depending on
the Raman laser phase φ, is valid assuming infinitely short Raman pulses τ � T .
Actually, the Raman pulses are defined by a finite length time τ ' 1 µs, leading to an
interferometer with timings τ -2τ -τ . In that case, the effective interrogation time Teff is
different from T and the inertial phase is calculated with the response function f(t) as:

φkin = keff

∫ +∞

−∞
g(t)(v1 − gt)dt (2.51)

= −gkeffT
2
eff (2.52)

= −gkeff (T + 2τ)
[
T + 2

Ω tan
(

Ωτ
2

)]
(2.53)

where Ω is the effective Rabi frequency and v1 is the velocity of the atomic cloud
at the start of the interferometer. We define the inertial scale factor as Skin = keffT

2
eff .
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We note that, in the case of an imbalanced interferometer where the effective Rabi
frequencies are fluctuating, we deduce from Eq. 2.50:

φkin = −keffv1
[

1
Ω3

tan
(

Ω3τ
2

)
− 1

Ω1
tan

(
Ω1τ

2

)]
−gkeff (T + 2τ)

[
T + 1

Ω1
tan

(
Ω1τ

2

)
+ 1

Ω3
tan

(
Ω3τ

2

)
+τ

(
cot(Ω1τ)

Ω1
− 2 cot(Ω2τ)

Ω2
+ cot(Ω3τ)

Ω3

)
−
(

1
Ω2

1
− 2

Ω2
2

+ 1
Ω2

3

)] (2.54)

where Ω1, Ω2 and Ω3 are the effective Rabi frequencies of respectively the first,
second and third pulses of the atom interferometer. At first order, the expression of
the scale factor Skin = keffT

2
eff is valid.

During the interferometer, the Doppler frequency shift is compensated by adjusting
the frequency ω(t) of the Raman lasers. A basic frequency ramp ω(t) = αt implies a
quadratic laser phase φ = αt2/2 which naturally corresponds to the position of the
atoms relative to the reference mirror. However in the context of an accelerometer, the
acceleration measured a is varying in time. The Doppler frequency shift is trickier to
compensate with the laser frequency ω(t) and at the same time, measuring the inertial
phase φkin = −akeffT

2
eff with the imprinted laser phase φlaser(φ). For that reason, we

choose to apply a series of phase-continuous frequency jumps ω1, ω2 and ω3 to control
the compensation of the Doppler shift at each pulse. For instance, the first atomic
gravimeter operates with a series of phase-continuous frequency jumps [6].

Furthermore, we want to separate the Doppler shift compensation with ω(t) from
the Raman laser phase φ to better control the imprinted laser phase φlaser(φ). For
that we apply a series of phase-discontinuous frequency jumps ω1, ω2 and ω3. Figure
2.10 presents the three different frequency-phase schemes which are applied to a Mach-
Zehnder atom interferometer. We also mention that generating a pure frequency ramp
is not physically possible and is discretised by a series of very tiny steps defined by the
maximal resolution of the digital to analog converter (DAC) [61].
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Figure 2.10: Frequency schemes of the Mach-Zehnder atom interferometer and their impact
on the imprinted laser phase φlaser.

Phase-continuous chirp

In the case of a gravimeter, the acceleration of the atoms relative to the reference
mirror is a = g. With a chirp α = gkeff applied as ω(t) = αt, the Raman laser phase φ
generated is:

φ = 1
2αt

2 = 1
2gkefft

2 (2.55)

The imprinted phase onto the atom interferometer from the chirp α is determined
with the response function f(t) from Eq. 2.39 and its integral response function from
Eq. 2.43. After some algebra we find:

φchirp =
∫ +∞

−∞
f(t)αdt (2.56)

= α (T + 2τ)
[
T + 2

Ω tan
(

Ωτ
2

)]
(2.57)

From this expression, we identify the scale factor of the atom interferometer Schirp

determined by the effective interrogation time Teff as:

Schirp

keff
= T 2

eff = (T + 2τ)
[
T + 2

Ω tan
(

Ωτ
2

)]
(2.58)

For an optimal effective Rabi frequency Ωτ = π/2, we can simplify the expression
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as:

Schirp

keff
= (T + 2τ)

[
T + 4τ

π

]
(2.59)

In the case of an imbalanced interferometer where the effective Rabi frequencies
are fluctuating and assuming perfect timings of the pulses, we deduce from Eq. 2.50:

φchirp = ω1
[

1
Ω3

tan
(

Ω3τ
2

)
− 1

Ω1
tan

(
Ω1τ

2

)]
+α (T + 2τ)

[
T + 1

Ω1
tan

(
Ω1τ

2

)
+ 1

Ω3
tan

(
Ω3τ

2

)
+τ

(
cot(Ω1τ)

Ω1
− 2 cot(Ω2τ)

Ω2
+ cot(Ω3τ)

Ω3

)
−
(

1
Ω2

1
− 2

Ω2
2

+ 1
Ω2

3

)] (2.60)

where Ω1, Ω2 and Ω3 are the effective Rabi frequencies of respectively the first,
second and third pulses of the atom interferometer and ω1 is the frequency at the front
of the first pulse. Assuming the Doppler frequency shift is compensated, the inertial
phase and the laser phase are the same φchirp + φkin = 0. As the inertial phase, at first
order we extract the scale factor as:

Schirp

keff
= Skin

keff
= (T + 2τ)

[
T + 1

Ω1
tan

(
Ω1τ

2

)
+ 1

Ω3
tan

(
Ω3τ

2

)]
(2.61)

Phase-continuous frequency jumps

Contrarily to a static gravimeter, where the inertial phase φkin = gkeffT
2
eff is nearly

constant and applying a frequency chirp to the laser phase is convenient, we apply a
series of phase-continuous frequency jumps ω1, ω2 and ω3 for our accelerometer. Indeed
the atomic accelerometer is subjected to an arbitrary acceleration a = gproj + aproj

related to the projection of the gravitational acceleration gproj and the projection of
the acceleration of the mobile frame aproj. By setting the frequency jumps with a
pretrigger delay td relative to the front, the middle and the end of respectively the first,
the second and the last pulse of the interferometer, we obtain the following laser phase:

φcontinuous =
∫ +∞

−∞
g(t)ω(t)dt (2.62)

= T (ω2 − ω1) + (td − τ)(ω1 − 2ω2 + ω3) + ω3 − ω1

Ω tan
(

Ωτ
2

)
(2.63)

If we set the two frequency jumps ω2 and ω3 according to the first one ω1 as:
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ω2 = ω1 + keffa(T + 2τ) (2.64)

ω3 = ω2 + keffa(T + 2τ) (2.65)

we obtain the following expression:

φcontinuous = akeff (T + 2τ)
[
T + 2

Ω tan
(

Ωτ
2

)]
(2.66)

From that expression we extract the scale factor Scontinuous relying on a series of
phase-continuous frequency jumps:

Scontinuous

keff
= (T + 2τ)

[
T + 2

Ω tan
(

Ωτ
2

)]
(2.67)

In the case of an imbalanced interferometer where the effective Rabi frequencies
are fluctuating and assuming perfect timings of the pulses, we deduce from Eq. 2.50:

φcontinuous = akeff (T + 2τ)
[
T + 2

Ω3
tan

(
Ω3τ

2

)]
+ω1

[
1

Ω3
tan

(
Ω3τ

2

)
− 1

Ω1
tan

(
Ω1τ

2

)] (2.68)

where Ω1 and Ω3 are the effective Rabi frequencies of respectively the first and
third pulses of the atom interferometer and ω1 is the frequency applied at the first
pulse. We extract the scale factor as:

Scontinuous

keff
= (T + 2τ)

[
T + 2

Ω3
tan

(
Ω3τ

2

)]
(2.69)

where Ω3 is the effective Rabi frequency of the third pulse of the atom interferometer.

Phase-discontinuous frequency jumps

In the context of the hybridization between the classical and the quantum ac-
celerometer, we correlate the classical acceleration into the laser phase. The scheme
operation of our hybrid accelerometer, explained in Section 2.3.2, requires to apply
Doppler frequency correction without affecting the phase. For that, we reset the
laser phase to zero at each pulse to not imprint a phase onto the wavefunction of the
atoms as illustrated on Figure 2.10. Despite the reset of the phase for each pulse, the
time-integral of the frequency between pulses, directly linked to the phase, is actually
not zero. The contribution on the laser phase of the phase-discontinuous frequency
jumps is determined as:
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φdiscontinuous =
∫ +∞

−∞
h(t)φ(t)dt (2.70)

= (ω1 − 2ω2 + ω3)td + (ω3 − ω1)
[

1
Ω tan

(
Ωτ
2

)
− τ

]
(2.71)

If we set the two frequency jumps ω2 and ω3 according to the first one ω1 as Eqs.
2.65, the first term of Eq. 7.5 is canceled and the expression becomes:

φdiscontinuous = 2keffa(T + 2τ)
[

1
Ω tan

(
Ωτ
2

)
− τ

]
(2.72)

Additionally, by changing the pretrigger delay of the first and last pulses with
respectively:

td1 = td −
(

1− 2
π

)
τ (2.73)

td3 = td +
(

1− 2
π

)
τ (2.74)

we obtain the following laser phase:

φdiscontinuous = 2keffa(T + 2τ)
[

1
Ω tan

(
Ωτ
2

)
− 2
π
τ

]
(2.75)

With the assumption that Ωτ = π/2, the resulting laser phase is zero:

φdiscontinuous = 0 (2.76)

However, in the case of an imbalanced interferometer where the effective Rabi
frequencies are fluctuating and assuming perfect timings of the pulses, we deduce from
Eq. 2.50:

φdiscontinuous = 2keffa(T + 2τ)
[

1
Ω3

tan
(

Ω3τ

2

)
− 2
π
τ

]

+ω1

[
1

Ω3
tan

(
Ω3τ

2

)
− 1

Ω1
tan

(
Ω1τ

2

)]
(2.77)

where Ω1 and Ω3 are the effective Rabi frequencies of respectively the first and third
pulses of the atom interferometer and ω1 is the frequency applied at the first pulse.
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2.2 Atom accelerometer with a reference mirror

A configuration to operate the atom interferometer as an accelerometer is to retro-
reflect the counter-propagating Raman laser with a reference mirror. The inertial
phase φkin = −keffaT

2
eff depends on the relative acceleration a of the atoms relative

to the reference mirror. It includes the projection gproj = g cos(θ) of the gravitational
acceleration ~g forming a tilt θ with the effective wavevector ~keff and the projection
aproj = amob cos(φ) of the acceleration ~amob of a moving frame forming an angle φ with
the effective wavector ~keff .

The phase information of the output interferometer is encoded into the probability
transition ratio. The response of the Mach-Zehnder interferometer is sinusoidal as:

P (Φ) = N2

N1 +N2
= P0 −

1
2C cos(Φ) (2.78)

where P0 is the offset, C is the contrast, N1 and N2 are the atomic population
in energy states |g〉 and |e〉, and Φ = φkin + φlaser is the phase output of the Raman
interferometer. The central fringe is defined by φkin = φlaser when the imprinted laser
phase is equal to the inertial phase. The scale factor Seff = keffT

2
eff , controlled with the

interrogation time T , determines the sensitivity of the atom interferometer.
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Figure 2.11: Matter-wave Mach-Zehnder interferometer with two different trajectories
determined by the direction of the recoil ±keff .

When the velocity of the atoms relative to the reference mirror is not zero, meaning
that the momentum of the atoms p0 6= 0, we can operate single diffraction with two
directions of the effective wavevector + ~keff = k↑ or − ~keff = k↓. The direction of
the diffraction is controlled with the resonance detuning δ relying on the frequency
difference of the Raman lasers ω1 − ω2 as ±δ = ±ωD(v) = ±keffv, assuming the light
shifts are canceled. Figure 2.11 shows the trajectory of the atomic cloud for both
cases, treated as a free particle. We can extract a "dependent" phase φdep and an
"independent" phase φind resulting from the two interferometer phases φ↑ and φ↓:

φdep = φ↑ − φ↓
2 (2.79)

φind = φ↑ + φ↓
2 (2.80)

The "dependent" phase φdep contains the inertial phase φkin and reduces spatial
dependant systematic shifts since a part of the path is common between the two
interferometers. It also rejects some systematic effects dependant on the frequency
shifts of optical transitions as first order light shifts or Zeeman shifts. The "independent"
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phase φind is not sensitive to the inertial phase, but extracts the systematic shifts
rejected by the "dependent" phase φdep. The "independent" phase is interesting to
isolate for studying those systematic effects.

2.3 Hybridization with classical accelerometers

The hybridization relies on data fusion between sensors with different and com-
plementary performances and characteristics to optimize the sensing. In our case, we
hybridize classical and quantum accelerometers. The classical accelerometer offers a
broad-band continuous measurement with a high dynamic range, whereas the atom
interferometer affords an absolute measurement with a controlled scale factor and
predictable systematic shifts. The classical accelerometer is attached to the reference
mirror to probe the same accelerations, precisely the gravitational acceleration and the
acceleration displacement of the mirror.

2.3.1 Hybridization schemes

For an atomic gravimeter, the atom interferometer requires reduced mechanical
vibrations provided by a rather calm environment. Indeed the response of the interfer-
ometer is sensitive to free fall of the atoms in the gravity field, but also to the reference
mirror accelerations including parasitic mechanical vibrations which create phase noise
and decrease the sensitivity. Figure 2.12(a) presents the open-loop operation of an
hybrid gravimeter [29]. The hybrid gravimeter relies on the correction of the vibrations
of the reference mirror, which are probed with the classical accelerometer by high-pass
filtering its output. Since high dynamical range is not required, this hybrid gravimeter
is optimized with a high sensitive classical accelerometer such as seismometer at the
expense of low dynamical range. The resulting output of the hybrid gravimeter delivers
a discrete measurement of the gravity with high sensitivity. When the direction of the
measurement of the atom interferometer, determined by the effective wavevector ~keff , is
not along the vertical, the projection of the gravitational acceleration gproj is probed. In
addition, part of slow and continuous accelerations aproj of the reference mirror which
are filtered from the classical accelerometer are measured along the effective wavevector.
In Chapter 5, we are referring to the hybrid gravimeter as the atom accelerometer
since its operation is not possible without this hybridization for decent sensitivity and
it measures as well acceleration of the mobile.

In the case of an accelerometer in strapdown operation, the relevant measurement
is the acceleration of the mirror which relies on the acceleration of the moving mobile.
Figure 2.12(b) describes the closed-loop operation of the hybrid accelerometer. The
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Figure 2.12: Hybridization schemes between the classical and atomic interferometer. (a)
Open-loop operation of the hybrid gravimeter, labeled atom accelerometer
in the manuscript, where the classical accelerometer output is filtered with a
low-cut. (b) Closed-loop operation of the hybrid accelerometer where the bias
of the classical accelerometer b(t) is corrected by the absolute measurement of
the atomic interferometer.

classical and atomic accelerometers measure the total acceleration a combining the
projected gravitational acceleration gproj and the projected acceleration aproj of the
mobile. The difference consists in the continuous measurement of the accelerations
with the classical accelerometer, whereas the one from the atomic interferometer is
discontinuous because of the dead-times between atomic shots. In addition, the classical
accelerometer measurements include a time-dependant bias b(t). The difference between
the two outputs delivers an estimation of the bias b̃ of the classical accelerometer. When
the loop is closed with the output of the classical accelerometer, the hybrid accelerometer
delivers a continuous measurement of the acceleration a(t). Beside the continuous
measurement without dead-times, the hybrid accelerometer offers the high dynamic
range of the classical accelerometer which particularly fits inertial sensing applications
such as navigation. Here the long term bias drift of the classical accelerometer is not
critical, but it requires a decent low-noise since it limits the sensitivity of the hybrid
accelerometer output.

Additionally, for strapdown operation, the acceleration a(t) of the mobile and
the orientation of the atom interferometer are not known. To perform the atom
interferometer, the Doppler frequency shift of the atomic transitions relative to the retro-
reflected beams from the reference mirror need to be compensated. The other purpose
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of the hybridization is to measure constantly and compensate during interferometry
the Doppler shift with the classical accelerometer.

2.3.2 Real-time correlations

The response of the atom interferometer is sinusoidal. The sensitivity of the
measurement depends on the area where the phase is measured on the fringe. It is
maximal on the side of the fringe and minimal on the bottom and top. To control the
phase measurement during the interferometer, it is important to retro-act in real-time
the acceleration of the atoms relative to the reference mirror with the imprinted laser
phase φlaser [62]. Instead without correction, the phase measured would be random on
the sinusoidal response and can degrade the sensitivity. We apply an additional laser
phase φmod to operate the phase on a desired point of the fringe. All the laser phases
are communicated to a direct digital synthesizer (DDS), which controls the phase of
the Raman laser, and are applied before the last pulse of the atom interferometer.

g(t)

avib(t)

g(t)

amob(t)

gproj(t)

aproj(t)

avib(t)

Real-time
systemADC

ϕvib

+aproj(t)
+gproj(t)
+b(t) Real-time

systemADC

ϕcor

f(t) f(t)

(a) (b)

Figure 2.13: Correlation of the acceleration of the reference mirror with the atom interfer-
ometer in the case of an hybrid gravimeter (a) and an hybrid accelerometer (b).
The real-time system is showed inside the dashed box including the analog-
to-digital converter (ADC), the low-cut filter and the correlations calculated
with the response function f(t) of the atom interferometer.

Figure 2.13(a) illustrates the correlations between the classical accelerometer and
the atom interferometer in the case of the hybrid gravimeter operating in open-
loop. The measurements of the classical accelerometer are acquired by an analog-to-
digital converter (ADC) and are low-cut filtered numerically to extract the mechanical
vibrations avib(t) from the reference mirror. To obtain the phase φvib derived from
the mechanical vibrations, avib(t) is correlated with the response function of the atom
interferometer f(t) as:

φvib =
∫ 2T

0
f(t)avib(t)dt (2.81)

Here the inertial phase depends on the the gravitational acceleration g and the
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vibrations of the mirror avib(t) as φkin = −keff(g + avib)T 2
eff . By imprinting a phase

φcontinuous = gkeffT
2
eff during the interferometer with a series of phase-continuous fre-

quency jumps, we finally obtain the imprinted laser phase equals to the inertial phase
as φlaser = φcontinuous + φvib = φkin.

Figure 2.13(b) illustrates the correlations between the classical accelerometer and
the atom interferometer in the case of the hybrid accelerometer operating in closed-
loop. Here the correlations are performed with the whole measurement of the classical
accelerometer, including the projected gravitational acceleration gproj(t), the projected
acceleration aproj(t) of the mobile and the bias b(t), to extract a correlation phase φcor

applied with the Raman laser as:

φcor =
∫ 2T

0
f(t) (aproj(t) + gproj(t) + b(t)) dt (2.82)

The Doppler frequency shift compensation is applied with phase-discontinuous
frequency jumps, meaning that the imprinted laser phase relies only on the correlation
phase φlaser = φcor. The sum of the inertial phase φkin = −keff(aproj + gproj)T 2

eff and the
laser phase φlaser delivers the bias phase φb = keffbT

2
eff .

2.4 Tracking algorithms

Different feedback schemes are convenient for non-linear response system to track
measurements from an atom interferometer. Indeed since the response of the atom
interferometer is sinusoidal and not linear, tracking the moving central fringe is critical.
In addition, the bottom or top parts of the fringe are quadratic, whereas the side parts
are linear at first order meaning the sensitivity is better [31]. The estimation of the
phase of the central fringe is improved with mid-fringe measurements. The role of
the tracking algorithm is then to control the imprinted laser phase φlaser in order to
measure the central fringe in the context of variation of the acceleration and set it on
the side of the central fringe.

2.4.1 Kalman filter

In reference [14], we implement a Kalman filter to track the bias of the classical
accelerometer with the atom interferometer. The experiment is achieved vertically.
The algorithm is applied in post-process. It means that the experiment operates in free-
running in open-loop, and the "loop is closed" numerically in post-process. Therefore,
no feedback is applied to track and control the phase of the atom interferometer to
address the central fringe or the mid-fringe. To apply the Kalman filter, the state
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vector is defined with the fringe parameters:

x =


φb

φ′b

P0

C

 (2.83)

where P0 is the offset, C is the contrast and φ′b is the time derivative of the phase bias
φb. The time derivative phase bias allows to cumulate shot-to-shot the measurements
of the bias and is equivalent to the integral part of a PID controller. After each shot,
the state vector is updated according to the current measurements and the state vector
of the previous shot. The estimation of the fringe parameters propagates through the
measurements with the Kalman filter and particularly, the Kalman filter delivers an
estimation of the phase bias φ̃b at each shot. An adaptive Kalman gain is applied to
the state vector of the current measurement. This adaptive Kalman gain relies on the
estimation and the uncertainty measurements of the previous state vector and also
propagates between shots. The Kalman filter algorithm is further detailed in Chapter
1.

Classical accelerometer
Hybrid accelerometer

Figure 2.14: Allan deviation of the acceleration measurements from the classical accelerom-
eter in black and the hybrid accelerometer operated with a Kalman filter in
blue.

The state-space representation approach of the Kalman filter is strong because it
allows versatile operations on the fringe parameters of the state vector. For instance
we are able to estimate all the parameters of the state vector at each shot and their
associated uncertainty. The resulting hybrid accelerometer achieves a continuous high-
bandwidth measurement of the acceleration at ' 100 Hz with a bias reaching 10 ng of
stability after 4× 104 s of integration on the Allan deviation as shown on Figure 2.14.
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(e)(a)

(b)

(c)

(d)

Classical accelerometer
Hybrid accelerometer

Figure 2.15: Performances of the Kalman filter in simulated harsh environment. On (a), (b),
(c) and (d) each parameter of the state vector is tracked. (e) Allan deviation
of the acceleration measurements from the classical accelerometer and the
hybrid accelerometer.

Additionally the adaptive gain is interesting in the context of dynamical operation
where the parameters can vary a lot. The parameters of the fringes have been voluntarily
modulated to simulate a dynamical operation. The alteration of the phase bias φb
is made by heating the classical sensor with 5 ◦C temperature modulation and the
offset P0 and contrast C are changed by modulating the power of the Raman lasers.
Vibrations are also realized with a loud speaker fixed to the table where the experiment
is standing. Within a run of 16 hours, the Kalman filter was able to track all the
parameters of the state vector as shown on Figure 2.15. On the Allan deviation of
Figure 2.15, the final acceleration output of the hybrid accelerometer gains 2 orders of
magnitude on the stability of the bias compared to the classical accelerometer.

2.4.2 Mid-fringe lock algorithm

The mid-fringe lock algorithm relies on the optimization of the sensitivity of the
measurements by proposing two different schemes: the two-points and three-points
fringe tracking [31, 43]. A modulation phase φmod = +π/2, −π/2 or 0 is applied to the
laser phase φlaser. The two-point fringe tracking, where φmod = ±π/2, focuses on the
linear part of the fringe and allows to estimate the phase and the offset of the atom
interferometer output. The three-point fringe tracking adds the bottom of the fringe
with φmod = 0 to estimate in addition the contrast.
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Open-loop operation

The open-loop hybridization between the classical and atom interferometer is
described in Sec. 2.3. The "open-loop" means that the acceleration measured by the
atom interferometer is not feedbacked to the output of the classical accelerometer as
the hybrid gravimeter depicted on Figure 2.12. Here we present the detailed operation
with the mid-fringe lock algorithm. This protocol is adapted for probing the gravity
in static situation since it provides a discrete and low bandwidth output acceleration.
For instance we are using the open-loop operation in Chapters 5 and 6 to study and
characterize respectively a vertical accelerometer and the 3-axis accelerometer. On the
3-axis accelerometer, each tilted axis is measuring the projection of the gravitational
acceleration gproj(t) along its respective effective wavevector ~keff .
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Figure 2.16: Mid-fringe lock algorithm in open-loop operation

Figure 2.16 presents the mid-fringe lock algorithm in open-loop operation. The RF
chain generates an arbitrary series of phase-continuous frequency jumps ω1, ω2 and ω3

to compensate the Doppler frequency shift so that the laser phase φcontinuous is:

φcontinuous ≈ g(t)keffT
2
eff (2.84)

Here the gravitational acceleration g(t) (or the projected gravitational acceleration
gproj(t)) is varying over time. Indeed g(t) and gproj(t), respectively in the case of a
vertical accelerometer and tilted accelerometer, are subjected mostly respectively by
the tides and the fluctuation of the tilt. In addition, any systematic shift varying in
time probed by the atom interferometer will shift the fringes and can be characterized.
The aim of the algorithm is to track and feedback a phase φ∆g corresponding to the
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remaining phase shift of the atom interferometer which provides the measurement of
the time-varying gravitational acceleration g(t) (or projected gravitational acceleration
gproj(t)) as:

g(t) = φcontinuous + φ∆g(t)
Seff

(2.85)

The classical accelerometer fixed to the reference mirror extracts parasitic vibrations
avib(t) by filtering slow accelerations (the gravity g(t) and the biases b(t)). The
corresponding parasitic shift from the vibrations φvib(ti) is computed with the response
function of the interferometer f(t). Additionally, we generate a modulation φmod =
+π/2, −π/2 or 0 to locate the measurement of the interferometer respectively on the
ascending linear region, descending linear region or bottom region of the fringe. The
phase φ(ti) = φvib(ti) + φmod + φ∆g(ti) is added before the last pulse of the atom
interferometer. The laser phase imprinted onto the atom interferometer applied at (i)th

shot is then:

φlaser(ti) = φcontinuous + φvib(ti) + φmod + φ∆g(ti) (2.86)

The two-point modulation scheme generates an error signal e(ti) of the phase at
the ith shot:

e(ti) = 1
C

(P−π/2(ti)− P+π/2(ti−1)) (2.87)

where C is the contrast of the fringe, P+π/2(ti−1) and P−π/2(ti) are respectively the
probability transitions of the (i− 1)th shot with φmod = +π/2 and the ith shot with
φmod = −π/2. The algorithm requires to initialize for the first shot the phase φ∆g(t0),
the offset P0(t0) and the contrast C(t0) of the fringe. The estimation of the offset and
the contrast are updated at each shot as:

C̃(ti) = |P−π/2(ti) + P+π/2(ti−1)− 2Pφ0(ti−2)| (2.88)

P̃0(ti) = P−π/2(ti) + P+π/2(ti−1)
2 (2.89)

where Pφ0(ti−2) corresponds to the probability transitions of the (i− 2)th shot with
φmod = 0. It means that the three-point modulation scheme is required to track the
contrast. Instead the contrast is taken as constant C = C(t0) in Eq. 2.87 and acts as a
fixed gain on the error signal. We set the parameters P , I and D as respectively the
proportional, integrative and derivative gains of the PID corrector. The error signal is
treated as follow by the PID corrector:
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eP (ti) = Pe(ti) (2.90)

eI(ti) = Ie(ti) + eI(ti−1) (2.91)

eD(ti) = De(ti)− eD(ti−1) (2.92)

The error signal treated by the PID corrector gives an estimate of the phase shift
δφ(ti) of the atom interferometer at the ith shot:

δφ(ti) = eP (ti) + eI(ti) + eD(ti) (2.93)

The cumulated phase shift is updated by adding the current estimate of the phase
shift as:

φ∆g(ti) = φ∆g(ti−1) + δφ(ti) (2.94)

The cumulated retroaction φ∆g(ti) guarantees the fringe of the interferometer to be
centered and optimizes the operation by setting the modulations φmod = ±π/2 on the
most sensitive part of the fringe. To better estimate the phase shift, it is convenient to
measure the phase shift with the trajectory of the two atom interferometer defined by
effective wavevectors ±keff (k↑ and k↓). It enhances the rejection of systematic biases
by averaging the phase shifts over two trajectories as:

φ∆g(ti) =
φ↑∆g(ti)− φ

↓
∆g(ti−1)

2 (2.95)

It requires different set of estimation for the phases φ↑↓∆g, the offsets P̃0
↑↓ and the

contrasts C̃↑↓ of the k↑ and k↓ parameters fringe and parameters for the proportional
P ↑↓, integrative I↑↓ and derivative D↑↓ gains of the k↑ and k↓ PID correctors.

Closed-loop operation

The closed-loop operation relies on the measurement and the tracking of the bias
of the classical accelerometer with the atom interferometer. This bias is feedbacked
to the output of the classical accelerometer and allows to extract a high-bandwidth
continuous acceleration bias-free without dead-times. We are using the closed-loop
operation on the 3-axis hybrid accelerometer in Chapter 7.
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Figure 2.17: Mid-fringe lock algorithm in closed-loop operation

Figure 2.17 presents the closed-loop operation of the mid-fringe lock algorithm.
The classical accelerometer is used to compensate the Doppler shift of the atomic
transitions with a series of phase-discontinuous frequency jumps at each pulse. The
phase imprinted onto the atoms from this correction is zero φdiscontinuous = 0. The
measurement of the classical accelerometer, containing the acceleration a(t) and the
bias b(t), computes a correlation phase φcor(ti) at the ith shot with the response function
f(t). When the correlation phase is applied to the atom interferometer (before the last
pulse), the remaining phase shift of the atom interferometer is the measurement of the
bias b(ti) since the inertial phase measured by the atom interferometer contains only
the acceleration as φkin = −keffaT

2
eff .

The phase shift of the atom interferometer corresponds to the bias of the classical
accelerometer and is noted φb(ti) at the ith shot. The estimation of the phase shift is
governed by the error signal e(ti) defined by the two atom interferometers trajectory
k↑ and k↓ as:

e(ti) = e↑(ti)− e↓(ti−1)
2 (2.96)

The error signal is treated by the PID corrector to obtain the correction phase
shift δφ(ti). The bias phase φb(ti) is given by the cumulated phase shift of the atom
interferometer:

φb(ti) = φb(ti−1) + δφ(ti) (2.97)
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The bias of the classical accelerometer b(ti) is obtained by computing the bias phase
φb(ti) with the effective scale factor Seff . The bias is subtracted from the classical
accelerometer output to deliver a bias-free measurement of the acceleration:

a(t) = a(t) + b(t)− b(ti) (2.98)

2.4.3 Sequential 3-axis hybrid accelerometer

In our apparatus, we choose to implement the two-point mid-fringe lock algorithm.
It relies on a feedback loop with a proportional integrator (PI) corrector. The time-
derivation correction (PID) can complete the correction but is not necessary for steady-
state measurements. Indeed, it helps to decrease the time to lock the algorithm at the
beginning when the bias is not estimated. The two-point mid-fringe lock algorithm
estimates the phase and the offset of the fringes, whereas the three-point one estimates
the contrast in addition. This three-point one is useful if the contrast is varying a
lot. However if the contrast does not fluctuate strongly, the two-point mid-fringe lock
algorithm is better since the sensitivity of the third point (φmod = 0) is reduced and
is not necessary. In fact the contrast acts as a global gain on the error signal and
influences the sensitivity but is not critical for stability.
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Figure 2.18: Operation of the sequential 3-axis hybrid accelerometer.

Figure 2.18 presents the operation of the 3-axis hybrid accelerometer. We alternate
measurements between the three axes X, Y, Z, the two-point phase modulation φmod =
±π/2 and the trajectory of the atom interferometer k↑↓ controlled with the sign of the
Doppler frequency shift correction ±ω1, ±ω2 and ±ω3. It requires 6 shots to measure
the phase shift on each axis, φ∆g in the case of open-loop operation and φb in the case
of closed-loop operation. The total acceleration vector is defined as the vectorial sum of
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the acceleration from each axis. Each time the acceleration bias on one axis is updated,
every 2 shots, the norm of the total acceleration vector is updated as:

‖a(t)‖ =
√

ax(t)2 + ay(t)2 + az(t)2 (2.99)

In our apparatus, we choose to implement the mid-fringe lock rather than a Kalman
filter. The mid-fringe lock is easier and straightforward to achieve since it relies on a
simple feedback loop with a PI corrector. The Kalman filter goes further by estimating
the uncertainties on each variable. In experiment from [14], real-time compensation of
the phase was not implemented and the phase was running freely. Some points are
located on non-linear parts of the fringes and are not optimized for sensitivity. With
the real-time implementation, one can imagine combine the Kalman filter algorithm,
where the adaptive Kalman gain corrector tracks and estimates the parameters of the
fringe and their uncertainties, with the mid-fringe lock algorithm where the modulation
phase φmod = ±π/2 operates on the most sensitive part of the fringe.
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Conclusion

We presented theoretical and practical tools for atom interferometry. The strength
of the atom accelerometer relies on the accuracy of its scale factor and quantifying
transfer function. A classical accelerometer, suffering from large time-varying biases,
benefits from the absolute measurement of the quantum accelerometer by hybridization.
Meanwhile, the classical accelerometer offers a continuous acceleration output essential
to achieve interferometry for mobile operation.

We propose a tracking algorithm capable of tracking and rejecting the bias of the
classical accelerometer. Despite a non-linear sinusoidal output, the tracking algorithm,
coupled with a real-time hybridization with the classical accelerometer, allows to
operate the atom interferometer on the linear part, favoring the sensitivity. Finally, we
proposed a procedure to operate the 3-axis hybrid accelerometer to deliver a multi-axis
continuous high-bandwidth measurement of the acceleration without biases.
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Chapter 3

3-axis accelerometer apparatus
This chapter depicts the apparatus of the 3-axis hybrid accelerometer. It includes

the description of the sensor head design, the classical accelerometers, the control
system and the platforms dedicated to calibration and mobile operations. The laser
system and the RF source are treated in a separate dedicated Chapter.
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Introduction

A cold atom interferometer is an instrument with a high level of complexity. It
is composed of an ultra-stable and low noise laser system which generates two phase
coherent tunable frequencies, a non-magnetic vacuum system with a good optical
access, a pure magnetic environment with shield and coils. Additionally the complete
experimental sequence requires six beams for the cooling and trapping, one beam per
axis for the interferometer (3 in total for a 3 axis measurement), one beam for state
preparation, one for detection. For each function, it requires a specific frequency, power,
polarization. It implies a strong complexity on the laser system, the vacuum chamber
and the control system.

During the last 15 years, different techniques to simplify the system have been
developed and tested. It is possible to generate all the required beams from a single
one with the help of a pyramidal reflector [63]. This architecture is very suitable for
atomic gravimeters and is at heart of the commercial systems developed by the start-up
µQuans [20].

Small-sized apparatuses for atom interferometers represent a decisive challenge to
transfer such technology into industry for transportable and mobile applications. A
number of research teams have now developed transportable cold-atom gravimeters,
meaning that the setup can be transported from one test site to another and installed
within a few hours. However, these systems cannot be operated in movement and
usually require a stable and quiet environment to operate at their nominal performances.
AOsense [19] provides commercial products, as well as µQuans, in relatively compact
packages weighting respectively 20 kg and 100 kg. In contrast to a transportable
experiment, a very few mobile experiments are now truly mobile. The most mature
mobile setups are the ICE double species experiment at LP2N and the ONERA mobile
gravimeter, described briefly in Chapter 1.

In this chapter, we present the apparatus of our 3-axis hybrid accelerometer. The
apparatus we present is designed specifically to realize a compact, three-axis atomic
accelerometer for mobile applications and is able to operate in any orientation. Our
apparatus is compatible for inertial navigation by offering an hybridization between
classical and atom accelerometers along three directional axes. The quantum system
is based on standard cold-atom technology and light-pulse atom interferometry using
Raman transitions between two internal atomic states. It relies on the ability to
produce all the steps required for 3-axis atom interferometry, including the cooling,
trapping and interferometry, with the same three collimated beams. Furthermore, our
apparatus uses the same laser system for all the stages of the experimental sequence,
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which is possible because the laser source is completely agile. The laser system is not
discussed in this chapter, but treated in detail in Chapter 4. When I began to work on
the project, the sensor head was already built and under vacuum.
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3.1 Design architecture

Quantum
Accelerometers

Classical
Accelerometers

Laser System

RF chain
Real-time
System

Sequencer

Timebase CPU

Figure 3.1: Block diagram of the 3-axis hybrid accelerometer design architecture. Arrows
indicate the flow of information between hardware elements.

The 3-axis hybrid accelerometer design architecture consists of a number of hardware
elements that communicate according to the block diagram shown in Fig. 3.1. The main
hardware elements consist of a master timebase unit for synchronizing all subsystems
to the same clock; a central processing unit (CPU); a sequencer for precise hardware
timing and control; a radio-frequency (RF) chain for precise generation and control of
specific radio and microwave frequencies required for the sensor head and laser system;
a real-time (RT) control system for the hybridization between quantum and classical
sensors; a laser system for the generation and control of a coherent light source used
to cool and interrogate the atoms; quantum accelerometers (i.e. the three axes of the
cold-atom sensor head); and classical accelerometers.

The operational principle of this architecture is as follows. The master timebase is
continuously distributed to the sequencer, the RF chain and the RT system. The CPU
first generates a matrix of timing and signal values that define the experimental sequence
required to make an acceleration measurement from the 3-axis hybrid accelerometer.
This matrix is sent to the sequencer, which converts it to a sequence of time-varying
physical signals (both analog and digital). At the same time, the CPU initializes the
RF chain and the RT system for the measurement via serial communication. Next,
the sequencer triggers applicable hardware channels to output the predefined sequence,
and these signals are sent to specific components in the RF chain, the RT system, and
the laser system, which then act directly on the atoms via a sequence of optical pulses.

During the sequence, the RT system continuously acquires measurements from
the classical accelerometers, which are attached to the reference mirrors of the atom
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interferometers. They measure the acceleration of the reference frame in which the
atomic motion is measured. At specified time intervals (corresponding to when the
atoms are being interrogated), this system computes a correction that is applied to the
atoms via the RF chain and the laser system at the end of the sequence.

To give a concrete example, the RF chain contains various switches and attenuators
that receive digital and analog signals, respectively. These signals control the temporal
profile of RF power entering an acousto-optic modulator that resides within the laser
system, which controls the temporal profile of laser pulses that interact with the atoms.
The RF chain and the laser system are studied specifically in Chapter 4.

Each quantum accelerometer, along a particular direction: X, Y, or Z, outputs
an optical signal that is captured by a detection system. This signal is digitized and
processed by the CPU to obtain a measurement of the acceleration. In the latter case,
the bias of the classical accelerometer is corrected by comparison with the acceleration
measured by the quantum accelerometer. This sequence of operations occurs once per
measurement cycle, which is approximately 1 s. A minimum of two measurement cycles
are required to obtain one acceleration component, hence the full acceleration vector
can be obtained in 6 measurement cycles, or 6 s. However, in order to reject certain
biases present in the quantum sensors, we performs four measurement cycles per axis,
and hence one measurement of the full acceleration vector every 12 cycles.

ky

kz

3D MOT Sequential Raman

kx

Figure 3.2: Illustration of the sensor head design where the laser beams operating the 3D
MOT and the Raman interferometers are the same.

The innovative design of our sensor head is the operation of the 3D MOT and
the Raman interferometry with the same retro-reflected laser beams as illustrated
in Fig. 3.2. The 3D MOT is loaded directly from ambient vapor without 2D MOT
preparation stages. Besides the cycling rate loss from missing 2D MOT stage, this
architecture provides a much simpler design and does not need extra vacuum cell nor
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lasers. Here the Raman transitions are achieved with a retro-reflected laser beam along
a single axis where the axis is quantized with dedicated magnetic coils. The Raman
interferometers can operate individually and sequentially on each axis. The switch
between MOT and Raman beam is controlled with the polarization. An optical fiber
switch commands the distribution of the laser beam for the 3D MOT or individual
axis for Raman transitions.

3.2 Sensor head

SAES
Ion pump + getter

Fluorescence
detectors

Beam collimators

All metal
valve

Reference miror
+ λ/4-waveplate

Feedthrough
Rb dispenser

Custom viewport
(AR-coated 780 nm)

Reference mirrors

Classical
accelerometer

Titanium body

Auxiliary viewport

Mu-metal
magnetic shield

Titanium flanges
(indium sealed)

Y

Z

X

Mirror
mount

Accelerometer
mount

Z Helmholtz coils
+ anti-Helmholtz coils

X Helmholtz coils
+ MOT coils

Y Helmholtz coils

Tip/tilt
stages

Figure 3.3: Description of the sensor head of the 3-axis hybrid accelerometer.

Figure 3.3 describes the sensor head of the 3-axis hybrid accelerometer. Three
mutually-orthogonal laser beams are aligned through the central region of the chamber,
and are retro-reflected by 2-inch-diameter reference mirrors where classical accelerom-
eters are attached. These beams are ultimately used to cool, trap and interrogate
87-rubidium atoms. To trap the atoms in a MOT, a magnetic gradient of approximately
10 Gauss/cm is applied in the central region by a pair of anti-Helmholtz coils that are
wound directly on the chamber body. Control of the DC magnetic field is facilitated
by three pairs of mutually-orthogonal Helmholtz coils, two of which are wound on the
chamber, and one square set of coils is attached externally on the vertical axis. These
three pairs of coils are used to cancel the background magnetic field within the central
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region, as well as to introduce a controlled bias field during the state preparation and
interrogation stages. Detectors composed of photodiode detect the induced fluorescence
of the atomic cloud at the end of the sequence to extract the measurement signal.

3.2.1 Vacuum chamber

The main body of the system was machined from a block of forged titanium (TA6V
grade 5). This material has a high strength-to-weight ratio and has good vacuum
properties. Compared to other high-strength materials like stainless steel, titanium is
entirely non-magnetic. In addition, due to its low magnetic permeability (1.26× 10−6

H/m), magnetically-induced Eddy currents are highly suppressed within the metal.
These properties make titanium an ideal choice for vacuum systems used to produce
cold atoms, which are extremely sensitive to inhomogeneous magnetic fields.

The vacuum chamber is sealed with a combination of copper gaskets on the CF16
316 stainless steel flanges for the auxiliary viewports and indium wire on the custom
titanium flanges served to increase strength for sealing. A 316 stainless steel all-metal
valve facilitates the initial pump out of the system with a commercial pumping stage.
This valve is sealed and the internal pressure is maintained below 3× 10−10 mbar by a
commercial non-evaporable getter (NEG) + ion pump combination (SAES NEXTorr
D100-5, 100 L/s H2 pumping rate). A small mu-metal magnetic shield is installed
around the ion pump magnet to limit its field strength within the vacuum chamber.
Two alkali metal dispensers (one primary, one backup) are installed behind electrical
feedthroughs on the lower-diagonal stainless steel flanges (only one is shown on the Fig.
3.3). Rubidium vapor is ejected into the vacuum by heating them with an electrical
current (typically 4-5 A). Six custom-designed viewports (and their associated titanium
flanges) give optical access to the chamber’s interior. These viewports are rated
with optical qualities of λ/8 flatness, 20/20 scratch/dig, 3 arcmin parallelism and are
anti-reflection coated for our operational wavelength of 780 nm.

3.2.2 Magnetic fields

A pair of anti-Helmholtz coils is used to generate a gradient magnetic field in order
to trap the atoms into a MOT. Figure 3.4 depicts the MOT coils located along the
X-axis of the sensor head. Each coil is composed of ' 90 turn loops of 0.8 mm diameter
copper wires (electrical resistivity of 1.68×10−8 Ω·m). They form respectively a disk of
63 mm inner radius and 75 mm outer radius with 5 mm of thickness and are separated
by 58 mm. This geometry allows to produce theoretically a magnetic field gradient of
2 Gauss/cm/A at the center of the chamber. A MOSFET transistor circuit is used to
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MOT gradient coils

12 mm

75 mm

58 mm

5 mm

X-axis bias coils

Y-axis bias coils

Z-axis bias coils
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Figure 3.4: CAD view of the bias coils on the left and the MOT gradient coils on the right.

switch rapidly the current feed of the MOT coils with a TTL command. The circuit is
composed of two diodes in opposite direction which are in parallel to the coils in order
to generate a large back electro-magnetic field. The decay time of the magnetic field is
then decreased to a few tens of µs [64].

The entire science chamber is installed inside a cube-shaped mu-metal shield with
a base size of 660x660 mm2 for a height of 515 mm (not shown in the figures). It is
composed of two separated parts which are nested together and weighting individually
10 kg (bottom part) and 30 kg (upper part). This shield attenuates the ambient
magnetic field, and simplifies the field control around the atoms when the system is in
motion. Without this shield, active control of the magnetic field would be necessary
in a dynamic environment, where the direction and magnitude of the field changes
according to the system’s orientation.

0.5 0.6 0.7 0.8 0.9 1.0 1.1
Helmholtz coil current (A)

150

200

250

B-
Fi

el
d 

(m
Ga

us
s)

0.4 0.2 0.0 0.2 0.4
Anti-Helmholtz coil current (A)

0.5

0.0

0.5

1.0

1.5

Gr
ad

ie
nt

 B
z/

z
 (m

Ga
us

s/
m

m
)(a) (b)

Figure 3.5: Magnetic field response of the current feeding Helmholtz (a) and anti-Helmholtz
(b) coils on Z-axis. The orange plot is a linear fit. The magnetic field is measured
with co-propagating Raman transitions spectroscopy.

As shown in Figure 3.4, the magnetic field is controlled on each axis with a dedicated
pair of Helmholtz coils. They enable to cancel ambient non-zero magnetic field and
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generate a bias field to define the quantization axis. Figure 3.5(a) presents the bias
magnetic field produced by the pair of Helmholtz coil on Z-axis depending on the
current injected. Here, the magnetic field is measured with a Raman spectroscopy
where co-propagating Raman transitions are used to scan Zeeman frequency shift of
the sub-magnetic levels sensitive to magnetic field. We observe a linear response of the
field induced. An additional pair of anti-Helmholtz coils is set to cancel the magnetic
field gradient along the Z-axis. Figure 3.5(b) displays the magnetic field gradient along
the Z-axis depending on the electric current fed into the anti-Helmholtz coils. The
trend is linear nearby the area where the magnetic field gradient is canceled, which is
convenient for fast calibration. For the 3-axis atom interferometer study in Chapter
6, we calibrate the magnetic field gradient along the Z-axis when the sensor head is
vertical. Then the gradient is not canceled correctly along each axis and for random
orientation, nevertheless it helps to reduce it. One can imagine setting anti-Helmholtz
coils along each axis to better control the gradient for 3-axis measurements.

3.2.3 Free-space optics

Tip/tilt stage

Temperature controlled
LCR mount

Fiber coupler

25 mm

4 mm

Doublet lens 1/2"

Doublet lens 1"λ/4 Waveplate 1/2"

Broadband dielectric
mirror 1"

Figure 3.6: CAD side cut of the collimator used on each axis to form the optical beams
addressing the atomic cloud.

The light is distributed onto the sensor head with a splitter/combiner stage described
in Chapter 4. The light is sent through three custom beam collimators which expand
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and collimate the light output from the fibers with a beam waist of 4 mm at the
entrance to a beam waist of ' 25 mm. Figure 3.6 shows the design of a collimator
assembly, which also contains a tip/tilt stage to facilitate easy alignment through the
center of the chamber. Since both the tip/tilt stage and the chamber mount below it
are fixed within a few centimeters of the atoms, they are constructed from titanium
to avoid detrimental magnetic field effects. Nevertheless we did not design all the
components with titanium. For instance the collimator assembly is designed with
standard Thorlabs kinematic components.

Fiber Coupler

LCR waveplate

Concave
achromat
f=-20 mm

Convex
achromat
f=125 mm

λ/4
λ/4

Classical
accelerometer

Monitoring
Photodiode

Figure 3.7: Schematic of the free-space optical beam used on each axis to realize the
complete 3-axis atom interferometer.

Figure 3.7 presents the schematic of the beam light collimation to address the
atomic cloud. After the fiber output coupler, the expanding light passes through a
liquid-crystal retardance waveplate (LCR) (Thorlabs LCC1111T-B) which enables to
dynamically change the light polarization during the measurement sequence. This is
crucial for the sequential operation of MOT and Raman light with the same beams,
because they require different polarization states (circular for the MOT, and linear
for Raman interrogation). This component is mounted into a temperature controlled
oven since it is sensitive to temperature. Then the light reflects off of an anti-reflection
coated mirror with a polished backside. A small amount of light (' 1%) transmits
through this mirror and is aligned onto a monitoring photodiode, which allows us to
monitor the light level on each axis. The light reflected off the mirror passes through a
concave achromat lens (f=-20 mm) followed by a convex achromat one (f=125 mm).
This lens configuration makes a Galilean telescope producing a magnification of 6.25.
A quarter-waveplate is placed between the two lenses to better control the polarization
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of the light as described in Section 3.2.4. The light beam is retro-reflected by a 2 inches
referenced mirror. A quarter-waveplate is placed between the atoms and the mirror
to rotate the polarization of the light by 90 degrees to obtain σ ± /σ± configuration
(for the MOT and co-propagating Raman transitions) and lin⊥lin configuration (for
counter-propagating Raman transitions).

3.2.4 Liquid-crystal retardance waveplates

Since the light beams along each axis are used to produce all the steps for atom
interferometry, we need to control the polarization during the sequence. Liquid-
crystal retardance waveplates (LCR) are made of molecules able to change the optical
birefringence when aa electrical potential difference is applied. The retardance due to
the change of the ordinary and extraordinary indices creates a change in the resulted
polarization of the light. Those components are convenient for rapid switch between
different polarization states compared to rotating mechanical optics.
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Figure 3.8: Operation of the LCR waveplate in red and with a quarter-waveplate added in
the beam path in blue. Different retardances of the light authorize to produce
MOT or Raman beams at respectively 0.25λ, 0.75λ and 0λ, 0.5λ. The plain
green arrows depict fast time switching whereas dashed ones display slow time
switching.

Figure 3.8 presents the response of the retardance of the light with an electrical
square wave applied on the LCR. The polarization of the light at the output of the fiber
is linear by default which is suitable to drive counter-propagating Raman transitions.
A quarter retardance is required to obtain circular polarization to produce the MOT
and generate co-propagating Raman transitions. We notice that different retardances
allow to operate MOT or Raman beams. For instance, the counter-propagating Raman
transitions do not differ from 0λ or 0.5λ retardance because it is the cross linear
polarization with the retro-reflected beam which matters. However the MOT operation
between 0.25λ and 0.75λ retardance influences the direction of the circular polarization
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and needs to be chosen carefully to drive the MOT.
In our case, it is important to switch rapidly from the MOT configuration to the

Raman one. The switch in reverse way is less critical since it is operated during dead
times before restarting the sequence. We observe that the LCR is faster to decrease
the retardance rather than increase it. Operating points are not convenient with the
LCR alone because switching between the MOT configuration and the Raman one is
slow. We implemented a quarter-waveplate into the optical scheme to increase the
retardance and obtain appropriate switching scheme as shown in the Fig. 3.8.
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Figure 3.9: Characteristics of the polarization of the light depending on the burst applied.
The polarization is measured with a monitoring photodiode placed through the
mirror after the LCR waveplate. (a) Polarization response over time with a
non-optimized burst (in blue and green) and an optimized one (in orange). The
red dashed lines define a typical interferometer with a time-of-flight TOF=15 ms
and a Raman interrogation time of T=10ms. (b) Acceleration bias measured on
the atom interferometer depending on the voltage difference of the polarization
measured by the monitoring photodiode on (a).

To operate optimally the LCR waveplates for switching rapidly between the MOT
configuration and the Raman one, it is important to force the orientation of the liquid
crystal molecules by applying a larger voltage during a short time (burst). For instance,
the response time to switch the polarization can be tens of ms if no burst is applied.
To correct that, we apply typically a burst of ' 7.5 VRMS during 1.5 ms to switch from
MOT to Raman state where voltages applied are respectively ' 2.5 VRMS and ' 4.5
VRMS. Figure 3.9 shows the behavior of the polarization depending on the burst applied.
To study it, we use the monitoring photodiode placed after the mirror which is just after
the LCR waveplate. Indeed the transmission of the light through the mirror depends
on its polarization. Assuming constant power at that time scale, we measure directly
the polarization behavior on the monitoring photodiode signal. Figure 3.9(a) displays
an ideal transition of the polarization between the MOT and the Raman sequence in
orange for a burst properly calibrated. The polarization signal is stabilized after ' 15
ms. When the polarization is not stable, any difference between the start and the end
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of the interferometer leads to biases into the atom interferometer. In particular, the
two-photon light shift (TPLS) is sensitive to this effect and is studied in Chapter 5.
Figure 3.9(b) presents experimental measurements of acceleration biases generated
by a differential polarization during the interferometer. The monitor difference signal
corresponds to the voltage difference obtained on the monitoring photodiode and is
produced by a change of the burst amplitude.

Since the LCR waveplate is sensitive to the temperature, it is important to control
it. For that reason, the LCR waveplates are placed in a temperature controlled oven
with a temperature setpoint of ' 40 ◦C. Furthermore, any change of the polarization
angle at the entrance affects the polarization response. For instance, if the angle
of the polarization is changing inside the fiber before the collimator, it impacts the
measurements of the atom interferometer.

3.2.5 Fluorescence detection system

To detect the number of atoms remaining in each internal state at the output of the
interferometer, we shine near-resonant light along a given axis with the Raman beam.
This causes the atoms to emit 780 nm light in all directions as a result of spontaneous
emission. To detect this light, we have fixed a series of imaging lenses and photodiodes
around the atoms. Two detection configurations enable fluorescence imaging for two
different situations. One is adapted for 3-axis atom interferometry and the other is
optimized for atom interferometry along the vertical axis.

TOF: 86 ms

Detection zone
limit: 13 mm

TOF: 51 ms Detection zone
limit: 36 mm

Vertical detector

Lower detector

Upper detector

Figure 3.10: Two sets of detectors are installed on the sensor head depending the mea-
surements to operate. On the left, the detection is adapted for 3-axis atom
interferometry and on the right, it is optimized for atom interferometry along
the vertical axis.

Figure 3.10(a) shows combinations of detection zones which can be used when
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the system undergoes different motions (i.e. rotations or accelerations), which can
cause the atoms to move in random directions relative to the chamber walls. The two
detectors use a single 1 inch diameter aspheric lens with a focal length of 16 mm close
to the photodiode, with a tube lens around it to avoid too much stray light from the
background. They cover a large detection volume with a sphere of ' 13 mm radius
from the center of the chamber. Considering the gravitational acceleration along a
random orientation and 1 inch diameter for the light beams used for fluorescence,
the detection system offers an effective detection time-of-flight (TOF) of ' 51 ms.
Therefore, we can typically operate interferometers with Raman interrogation time of
10 ms. For instance, those two detectors are used in Chapters 6 and 7 where 3-axis
atom interferometry is studied.

Figure 3.10(b) shows where the vertical Z-axis beam illuminates the atomic cloud
and the "vertical detector" imaging the atoms in the center along the vertical axis.
In this case, the partially-recessed viewports along this axis allow to implement an
imaging system with a larger numerical aperture. The detector uses two back-to-back
achromatic doublets with focal lengths of 75 mm and 30 mm, giving a magnification of
2.5. It images a volume 36 mm below the chamber center, where the atoms are located
after a free-fall time of 86 ms. This detection configuration is ideal in the “gravimeter”
configuration, where atoms fall along a vertical column offering a Raman interrogation
time of 35 ms. This detector is used in Chapter 5 where the atom interferometer is
studied along the vertical axis.

The photodiode used for each detector (S1223 Hamamatsu) presents a sensitivity
of 0.52 A/W at 780 nm. The signal is treated with a transimpedance amplifier coupled
with a JFET transistor in bootstrap configuration [65]. In such circuit, the operational
amplifier (OPA656 Texas Instruments) combined with the JFET transistor allows a low
noise and a high bandwidth output without compromising the high gain required to
amplify the signal. Our circuit offers a bandwidth of ' 10 MHz while obtaining a signal
of ' 1 V for the fluorescence of the total number of the atoms after interferometry.

3.3 Classical accelerometers

3.3.1 Characteristics of the classical accelerometers

Figure 3.11 presents the acceleration characteristics of the classical accelerometer
(Thales EMA 1000-B1) used on the 3-axis hybrid accelerometer apparatus. We placed
the sensor on a heavy marble table to isolate the sensor from ambient mechanical
vibrations and recorded the signal during 10 minutes at 1 kHz sampling rate. The
power spectral density (PSD) exhibits different features on specific frequency areas.
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Figure 3.11: Acceleration characterization of the classical accelerometer under calm envi-
ronment during 10 minutes at 1 kHz sampling rate. (a) Power spectral density
and (b) Allan deviation with a 1/t slope integration in dashed line.

Below 1 Hz, the bias of the accelerometer is drifting and increases the PSD constantly
in the lowest frequencies. Between 1 and 2 Hz the PSD reveals the noise floor of the
sensor defining the region where the sensitivity is optimal. Above this frequency region,
we observe mechanical vibration noises which are not compensated by the marble table
with a peak at 30-40 Hz. Beyond 100 Hz, the bandwidth of the sensor declines and the
PSD presents electro-magnetic noises.

On the Allan deviation plot, the acceleration measurements integrate as 1/t until 2
s corresponding to the quantization noise of the classical acceleration measurements.
It results from the difference between the exact analog measurements and the nearest
quantization value of the numerical conversion made by the analog-to-digital converter
(ADC). It characterizes also the integration of a white phase noise representing the
average of disparate and periodic ambient noises summed. The dashed line reveals an
ultimate sensitivity of 600 ng/

√
Hz for minimal noise. The Allan deviation reaches

at best 450 ng after 2 s. Above that time, the measurements are instable due to bias
drifts, primarily caused by temperature fluctuations.

The signal of the accelerometer is transmitted with an analog current signal. Current
output is ideal for data transmission because of the very low sensitivity to electrical
noise coming from EMI or RF noises. Moreover any drop of voltage, for example
due to a bad wire termination or a long cable which increases the impedance, nearly
does not affect the current signal since the charge quantity is conservative all over the
current loop. This allows to use acceptable length of cables (2 or 3 meters) for wiring
the accelerometers to the transimpedance electronic treatment inside the real-time
system rack. Also shielded coaxial cables are used to prevent residual interferences
with external fields.
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3.3.2 Temperature calibration

The biases of the classical accelerometers derive mainly from their high sensitivity
to the temperature. Classical accelerometers contain usually built-in temperature
sensor to calibrate the response from temperature fluctuation. A simple model of the
acceleration a experienced by the classical accelerometer can be defined as:

A = S(T )a+ b(T ) (3.1)

where A is the measurement output, S(T ) and b(T ) are respectively the scale factor
and the bias, both dependent on the temperature T. The dependency is mainly linear
with the temperature which can be expressed at first order as:

S(T ) = S1T + S0 (3.2)

b(T ) = b1T + b0 (3.3)
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Figure 3.12: Classical accelerometer output behavior depending on the temperature. The
accelerometer is placed horizontally, meaning that the acceleration measured
is dominated by the bias error. (a) and (b) time-series of respectively the
temperature and the acceleration. (c) correlations between the two with a
linear fit in black.

To extract the parameters of the temperature dependence, the classical accelerom-
eters are placed in a temperature controlled oven to operate ramps of temperature.
To isolate the bias b(T ) from the scale factor S(T ), the accelerometers are placed
horizontally to record no acceleration a = 0:

A↔ = b1T + b0 (3.4)

Here we assume that a slight tilt θ � 1 from the perfect horizontal positions is not
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affecting the measurements. Indeed (b1 + S1 cos(θ− π/2)g)T ' (b1 + S1θg)T and since
b1 is at the same order of magnitude of S1, we consider S1θg � b1 meaning negligible
influence from the scale factor. Figure 3.12 presents the acceleration measurements
of the classical accelerometer (EMA 1000-B1) placed horizontally into the oven. The
variation of the acceleration under a temperature fluctuation between 10 and 50
degrees counts for 0.02 m/s2. We observe slight non-linearities probably resulting
from hysteresis response to the temperature or drifts which depend on other physical
properties (pressure, humidity).

20

40

Te
m

pe
ra

tu
re

 
 (°

C)

0 1 2 3
Time (hour)

15.58

15.60

15.62

Ac
ce

le
ra

tio
n 

 (m
/s

2 )

10 20 30 40 50
Temperature (°C)

15.57

15.58

15.59

15.60

15.61

15.62

Ac
ce

le
ra

tio
n 

(m
/s

2 )

(a)

(b)

(c)

Figure 3.13: Classical accelerometer output behavior depending on the temperature. The
accelerometer is placed vertically, meaning that the acceleration measured is
dominated by the scale factor error. (a) and (b) time-series of respectively
the temperature and the acceleration. (c) correlations between the two with a
linear fit in black.

Conversely, to evaluate the scale factor dependence on the temperature, we maximize
the acceleration experienced by the classical accelerometers by placing them vertically.
Consequently, the accelerometer experiences the gravitational acceleration a = g as:

Al = (S1g + b1)T + S0g + b0 (3.5)

Knowing the parameters b1 and b0 determined with the accelerometer placed
horizontally (see Eq. 3.4), we can deduce the parameters S1 and S0 related to the scale
factor dependence on the temperature. Figure 3.13 displays the measurement of the
classical accelerometer (EMA 1000-B1) placed vertically in the oven. We notice that
the acceleration is off from the gravitational acceleration by ' 0.5 g meaning that
the parameter S0 is incorrect. It is not a concern at this stage since the response in
temperature is not disturbed. The purpose of the hybridization with the quantum
accelerometer is to correct the whole term S0g+b0. Here the variation of the acceleration
is 0.05 m/s2, which is quite higher than the error induced by the bias alone. We notice
a slight second order tendency on the measurements, meaning that the scale factor has
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some quadratic dependence on the temperature.

Considering the correction of the classical accelerometer biases made by the atom
accelerometers with the hybrid accelerometers, the first order calibration of the tem-
perature is sufficient. However, slight mis-evaluation of the scale factor can disturb
the correlations of the mechanical displacement from the referenced mirror with the
atom interferometer measurements. This could result in biases at large time scale
which are easily measured and rejected with the interferometer, but also in short term
biases at time scale of the interferometer length which expand as noise on the atom
interferometer shot-to-shot signal. This noise would decrease the sensitivity of the atom
interferometer, specially at large Raman interrogation time, and eventually depreciate
the precision of the hybrid accelerometer.

3.3.3 Triad calibration

A well known problem with inertial measurement units (IMU) is the misinformation
regarding the orthogonality of the frame and lever arms between the centers formed
by the triad of the sensors. It highly misleads the estimation of the total acceleration
vector. To reconstruct the total acceleration vector, it is necessary to calibrate the
alignment between the three axes of a triad of accelerometers. Indeed the frame defined
by the direction of measurements of each accelerometer is not absolutely orthogonal.
For instance, the angle alignment requires less than 0.1 µrad calibration to obtain 100
ng of precision on the total acceleration vector. This can be accomplished by varying
the orientation of the triad between a set of positions and comparing the norm of the
total gravity vector with a local measurement of the gravitational acceleration. A small
deviation from the orthogonality between the axes can be modelled by multiplying the
raw acceleration vector with a correction matrix. The method is detailed and applied
on the 3-axis atom interferometer in Chapter 6 and relies on the work from reference
[66].
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Figure 3.14: Calibration of the triad formed by the 3 classical accelerometers attached to
the reference mirrors. The plots present the error on the norm of the total
acceleration vector in blue. Corrections with the "misalignments" and the
"linear" models are depicted respectively in red and green. The bottom graph
focuses on the linear model results.

Figure 3.14 presents a brief misalignment calibration between the three classical
accelerometers of our apparatus. By varying the orientation of the sensor head placed
on a rotation platform presented in Section 3.5.2, the raw acceleration vector can be
recast into a corrected base. The figure displays the measurements of the norm of the
full acceleration vector in 23 different orientations. Two methods are applied to calibrate
the misalignment angles which are detailed in Chapter 6. The "misalignment model"
correspond to the calibration with a correction rotation matrix. The "linear model" is
more advanced by including a correction on the scale factors and the biases of each
accelerometer. This last approach is then more precise by discerning constant biases of
the classical accelerometer, which does not depend on the acceleration experienced,
and the error on the scale factors which depends directly on the acceleration measured.
For instance, the "misalignment model" calibrates the norm at ± 6 mg of standard
deviation, whereas the "linear model" reduces the uncertainty to ± 9 µg of standard
deviation. This remaining uncertainty is certainly due to the time required to operate
the calibration (manual rotational platform with heavy sensor head on it) during which
the bias of the classical accelerometers is drifting, whereas the method assumes fixed
biases. The correction parameters for the two models are depicted in Table 3.1.

In principle, this method is well suited to calibrate the triad of classical accelerome-
ters where biases are roughly constant at short term and scale factors variation can
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be corrected at first order with temperature modeling. Additionally increasing the
number of measurements for different tilts provides more data for the algorithms and
helps decreasing the uncertainties on the misalignments, whereas for the 3-axis atom
interferometer it is more difficult and time consuming to generate a lot of data. In
Chapter 6, we study the fact that biases of the 3-axis atom interferometer are strongly
dependent on the orientation of the sensor head, which leads to a deep analysis of the
systematic shifts to calibrate its misalignments.

XMisalignment Value XLinear Value
τy,x +0.0082712 ka,yx +2.0238× 10−3

τz,x +0.0334023 ka,zx +1.7307× 10−3

τz,y +0.0124671 ka,zy −5.431× 10−4

ka,xx 1.0104456
τy,y 1.0113919 ka,yy 1.0102423
τz,z 0.9844584 ka,zz 0.9932359

p0,x (m.s−2) −0.1889647
p0,y (m.s−2) −0.0800065
p0,z (m.s−2) +0.0739956

Table 3.1: Table of calibration parameters calculated with the misalignment and the linear
model. The parameters of the matrices XMisalignment and XLinear are described
in Chapter 6.

It is important to mention that the 3-axis hybrid accelerometer frame is governed by
the axes formed by the triad of the classical accelerometers. Indeed, any misalignments
between the classical accelerometer measurement axis and the atomic one is seen as a
bias on the hybrid accelerometer output. Those misalignments correspond to second
order shifts. The calibration of the 3-axis hybrid accelerometer is further discussed in
Chapter 7.
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3.4 Control system

3.4.1 Hardware elements

Real-time system

Input and output
breakouts

PXIe chassis
NI computer

Bias coils supply

MOT coils
supply

Rb dispenser
current supply

Ion pump
high-voltage supply

Reference laser

RF chain

Laser system

MOT coils
MOSFET switch

Figure 3.15: Photos of the front and the back of the 19" control rack of the experiment.

Figure 3.15 presents the rack involving all the components to operate the 3-axis
hybrid accelerometer. It includes the control electronic, the CPU, the electrical supplies,
the RF source and the laser system. The size of the rack is 565 mm large for a height
of 950 mm and a depth of 900 mm, affording racks of 19" with a capacity of 18U on
each side. The power consumption is ' 770 W including ' 170 W from the MOT coils
current driver occurring only during the MOT loading.

The timebase system is derived from an oven-controlled quartz oscillator (OCXO
O-CMR058IS-NS-R from NEL Frequency Controls company) and is included into
the RF source. This clock has a relative temperature stability of 1 ppb/◦C over a
temperature range of 0-50 ◦C and a relative aging parameter of 100 ppb/year. This
component delivers outputs of 10, 100 and 500 MHz which is convenient to distribute
components requiring different clock frequency input (FPGA from real-time system
and sequencer, frequency DDS, phase-lock oscillator). The CPU is composed of an
embedded controller (PXIe-8820 National Instruments) included into a PXIe chassis
offering 4 slots (PXIe-1071). A set of analog/digital input and output PXIe cards
are used to send and acquire signal between the CPU and the experiment. Custom
breakout racks for digital and analog inputs and outputs have been assembled with
SMA and BNC connectors to link the National Instruments cards with the experiment.
All the analog outputs are treated with a buffer circuit (BUF634 Texas Instruments)
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to provide external current supply (' 250 mA) with improved capacity load driving.
It allows to drive signals with a reduced time response thanks to a very low output
impedance. A FPGA (XEM3001 Opal Kelly) is integrated into a PXIe chassis to
communicate the sequence with analog/digital output PXIe cards and is controlled by
a dedicated software Cicero Word Generator.

Dedicated electrical supplies (from Delta Elektronics) generate electrical current for
the MOT coils and the 87Rb dispenser. A MOSFET circuit is used to switch rapidly
the electric current supply for the MOT coils. The electrical current supply dedicated
to the dispenser delivers typically 5 A. It is adjusted manually to deplete progressively
the 87Rb available on the dispenser. For instance, every month the current is increased
by a few mA to activate deeper layers of 87Rb. The quantity of Rubidium available on
each dispenser lasts approximately 3-4 years. The time constant of the MOT loading if
affected by the amount of current on the dispenser (quantity of Rubidium inside the
chamber). Since the stability of number of atoms is not critical for us, we do not use
any feedback to control this current. Indeed, the detection signal is normalized with the
total number of atoms and does not depend on it. The warm-up of the dispensers can
take tens of minutes and the heating of the chamber provided by the heat-dissipation
of the MOT coils helps to diffuse atoms fixed on the walls.

The ion pump is running constantly with its dedicated high-voltage current supply
provided by SAES. The pressure level inside the chamber can be monitored with an
integrated Penning gauge and the current drove by the ion pump indicates the effective
pumping speed. The ion pump is operated with a steady-state current supply of ' 60
nA for a voltage of 6 kVdc.

The reference laser corresponds to the optical frequency etalon locked to a 87Rb
transition. It provides a frequency reference for the laser system which operates on the
atoms. The RF chain generates two frequency modulations which are send to the laser
system and is composed of connector mounted standard components. All those parts
are presented in detail in Chapter 4.
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3.4.2 Software elements

Figure 3.16: Screenshot of the two softwares operating the experiment. Cicero is used to
control the sequence and LabVIEW to acquire signals and communicate via
serial ports.

Figure 3.16 displays a screenshot of the two softwares used to control the experiment
and acquire measurements. Cicero Word Generator (CWG) is a software collection
dedicated to the control of atomic physics experiments developed by the MIT Center
of Ultracold Atoms research group. The programs are free and adhere under the
terms of the GNU General Public License. It is composed of Cicero, the graphical
user-interface (GUI) for editing sequences, which communicates via .NET remoting to
the back-end server Atticus to translate the sequences to the output buffers. It drives
the National Instruments analog and digital outputs using an integrated FPGA where
the sequence is loaded at each cycle. CWG is particularly optimized for experiments
which do not expect high repetition rate. Indeed it suffers from large dead times
between each cycle due to the loading of the sequence into the FPGA each time. Those
dead times correspond to ' 1 s, which limits the cycling rate of the measurements at
1 Hz. Typically, considering a MOT loading of 250 ms and 50 ms for the rest of the
sequence, our cycling time is ' 1.3 s. This technical limitation can be easily fixed by
developing a dedicated solution with a FPGA where the sequence would be loaded
only one time and repeated at each cycle. Nevertheless the CWG environment offers
an advanced turnkey solution to control experiments with 1 µs precision timings.
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On the other hand, LabVIEW is used to acquire the signal from the National
Instruments analog input cards and communicate via serial port with frequency DDS
and the real-time system. It controls as well parameters which modulate between
sequences, including the directionality of the effective wavevector keff , the laser beam
path to control the axis X, Y or Z, the LCR control voltages and the magnetic field
biases required to switch the interferometry between axes. LabVIEW receives external
digital triggers from Cicero to locate key timings during the sequence like the end of
the optical molasses, or the detection. Additionally, LabVIEW runs the mid-fringe
lock algorithm used to operate the atomic and hybrid accelerometers by receiving,
extracting and treating the detection signals. LabVIEW communicates the parameters
of the atom interferometer to the FPGA of the real-time system at the beginning of
each sequence, including the timings of the interferometer. Those parameters are used
to control in real-time the frequency and the phase difference of the Raman lasers
during the interferometer.

3.4.3 Real-time system

We utilizes a real-time control system based on a field-programmable gate array
(FPGA) to compensate for motion-induced frequency and phase shifts during the
interferometer. These detrimental shifts can arise due to, for instance, mirror vibrations
or changes in orientation. This limits the sensitivity of the interferometer as data can
be taken at the top or the bottom of the fringe. It prevents the use of modulation
schemes such as mid-fringe locks [31]. Furthermore, during the free fall time, the
frequency difference between the Raman lasers needs to be adjusted at each light pulse
to compensate for the varying Doppler shift due to gravity.

We address both of these issues by using a real-time system inspired by [29] based
on an Artix7 FPGA. This system controls the classical accelerometer acquisition chain,
computes the appropriate frequencies and phases, and acts on a frequency direct digital
synthesizer (DDS) within the RF chain to ensure the correct frequencies and phases are
applied during each Raman pulse. Between each pulse, the real-time system calculates
the time integral of the acceleration and the corresponding Doppler shift. In addition,
between the first and the last Raman pulse, the FPGA computes the expected inertial
phase from the acquired classical accelerometer signal. A few microseconds before
each pulse, the frequency DDS is updated to compensate the Doppler shift, and a
phase opposite to the estimated inertial phase is applied for the last pulse. Finally, a
laser phase controlled by the CPU is added at the last Raman pulse to operate the
mid-fringe lock.

Serial communication between the CPU and the FPGA is made with Python.
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The FPGA receives the parameters of the atom interferometer at the beginning of
each sequence, including the measurement axis, the time-of-flight of the atom cloud
before the interferometer, the Raman interrogation time and the Rabi pulse length.
Those informations are stored into FPGA registers and are employed to compute
corrections on the frequency and the phase in real-time. Triggers generated by the
sequencer are addressed to the real-time FPGA to communicate specific timings of
the sequence including the end of the optical molasses for instance. Additionally, the
FPGA streams continuously to the CPU the high bandwidth measurements of the
classical accelerometers.

The real-time system operates according to two different cases exposed in Chapter
2. The open-loop operation relies on the real-time system filtering numerically the
acceleration of the classical sensor to remove any constant or slow-time-varying biases.
It corrects parasitic vibrations of the referenced mirror during atom interferometry.
The advantage of a numerical filter over an analog one is the straightforward switching
to enable it or not. For instance, this case applies in Chapters 5 and 6 where the
performances of the atom interferometers along respectively the vertical axis and the 3
axes are studied. On the other hand, the close-loop operation involves direct correlation
of the classical accelerometer measurements with the atom interferometer without filter.
This allows to extract the bias of the classical accelerometer and subtract it to the
output by "closing the loop". This case is studied in Chapter 7 where the operation
and the performances of the 3-axis hybrid interferometer are detailed.

3.4.4 Experimental sequence

Figure 3.17 describes the sequence to operate the atom interferometers composed
of five main time-parts. The optical switch corresponds to a micro-mechanical fiber
switch (Leoni EOL 1x4) which controls the beam paths with a TTL command to switch
between the MOT configuration and individual axes X, Y or Z for Raman transitions.
The laser power is controlled with a fiber acousto-optic modulator located into the
laser system. The voltage controlled oscillator (VCO) and direct digital synthesizers
(DDS) generate frequency modulations which are converted to optical sidebands via
electro-optic modulation by the laser system. The VCO sets the frequency for atomic
transitions |F = 2〉 → |F ′〉, whereas the DDS achieves the repumper |F = 1〉 → |F ′〉
used to repump the atoms into |F = 2〉 and the Raman DDS produces the phase
coherent optical frequency for Raman transitions. All those components related to the
laser system and the RF chain are detailed in Chapter 4.
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Figure 3.17: Overview of the experimental sequence operated for the atom interferometers.
The red parts represent real-time controls ensured by the real-time FPGA. For
more convenience, the LCR voltage, the bias coils and the optical switch are
controlled by LabVIEW through the real-time FPGA to choose the Raman
axis between the sequences.

Firstly, the 3D magneto-optical trap (MOT) loads the Rubidium evaporated by
the heated dispenser. The MOT coils are driven with 5 A by the electric current
supply and the laser power is at maximum to optimize the rate of atoms trapped per
unit time. The optical switch enables the light from the laser system to distribute
the 3 retro-reflected axes to drive the 3D MOT. The LCR waveplates configure the
polarization of the light circularly on each axis. The bias coils are set along each axis
to cancel ambient non-zero magnetic field. The frequencies of the laser are controlled
with the VCO for the cooling frequency at the cycling transition |F = 2〉 → |F ′ = 3〉
slightly detuned to the red and the "repumper" DDS for the repumper frequency at
transition |F = 1〉 → |F ′ = 2〉. This step is the longest of the sequence and lasts ' 250
ms. The length can be adjusted to control the number of atoms used for interferometry.

After the MOT loading, the grey molasses operate to cool down the atom cloud at
sub-Doppler temperature [51]. The MOT coils current supply is disabled to release the
magnetic trap. The principle of the grey molasses relies on the coupling between bright
and dark states induced by the motion of the atoms. On our setup, grey molasses
delivers slightly lower temperature (' 2 µK) compared to red molasses (< 3.5 µK) but
mostly they are more robust when the sensor head orientation is changing and the
magnetic field is varying. To operate the grey molasses, the cooling frequency is set
with the VCO at transition |F = 2〉 → |F ′ = 2〉 slightly detunned to the blue. At the
same time, the repumper power is ramped down.

Simon Templier 102



Chapter 3. 3-axis accelerometer apparatus

Subsequently, the pair of bias coils along the axis of measurement generate a
magnetic bias to define the quantization axis and raise the degeneracy of magnetic
states in order to drive the Raman transitions. Simultaneously the laser beam is
switched from the 3 retro-reflected axes configuration used for the 3D MOT and the
molasses, to the single retro-reflected axis configuration along the axis of measurement.
The atoms are prepared into non-magnetic sensitive state |F = 1,mf = 0〉. Now the
repumper DDS, used to repump the atoms during cooling, is replaced by the Raman
DDS. Here the state preparation is composed of successively one depump pulse to
transfer all the atoms into state |F = 1〉, two selective pulses to transfer atoms from
|F = 1,mf = ±1〉 to |F = 2,mf = ±1〉 and one blast pulse to remove the atoms in
state |F = 2〉. After that, the remaining atoms are in state |F = 1,mf = 0〉. The
selection of the atomic states is made with non velocity-sensitive co-propagating Raman
transition and last less than 1 ms. The state preparation is further detailed in Chapter
5. Additional time-of-flight (TOF) is operated to update switching components as the
LCR switch, the Leoni fiber switch or the magnetic field bias. It adds 10 ms to this
time-step. Further TOF can be added to increase the Doppler frequency shift with
higher velocity atoms. For instance the effective TOF equals 20 ms when the sensor
head is tilted in Chapters 6 and 7.

Once the atoms are prepared into non-magnetic sensitive states, the LCR waveplate
switch the polarization of the laser beam along the measurement axis from circular
to linear. A burst is applied to the voltage of the LCR to increase the switch speed.
Because of the linear polarization of the retro-reflected beams and the quarter waveplate
between the atoms and the reference mirror, the lin⊥lin configuration authorizes
counter-propagating Raman transitions. The time-space Mach-Zehnder interferometer
is composed of three successive velocity-sensitive Raman pulses that coherently splits
(π/2 pulse), reflect (π pulse) and recombine (π/2 pulse) the atomic wavepackets. Each
pulse is separated by an interrogation time T during which the atoms are in free fall.
The sensitivity of the interferometer is adjustable by changing the interrogation time T
which ranges from below 1 ms to 35 ms. During the interferometer, the real-time system
controls the Raman DDS. It acquires measurements from the classical accelerometer
to adjust the Doppler frequency shift before each pulse and corrects the phase for the
last pulse. Finally, the detection step measures the population ratio between the two
ground states |F = 1〉 and |F = 2〉 and is further detailed in Section 3.4.5.

3.4.5 Detection and signal extraction

After interrogating the atoms with Raman pulses during interferometry, the de-
tection gives access to the population ratio between the two ground states. In our
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apparatus, the measurements are made by fluorescence detection with discrete photo-
diodes. Compared to camera detection where a lot of informations can be collected
with one image, extracting the signal with photodiode needs more steps, especially to
reject parasitic background.

N2
RAW NTotal

RAW N2
BG NTotal

BG

Blast

Repumper Repumper

Figure 3.18: Detection signal at the end of the sequence.

Figure 3.18 presents an example of atomic detection signal. The laser is set on the
transition |F = 2〉 → |F ′ = 3〉 to generate fluorescence by spontaneous emission from
the atoms in state |F = 2〉. An exponential decay fit measures the number of atoms
NRAW

2 . Afterwards the laser repumps all the atoms from |F = 1〉 to |F = 2〉. Again
the laser produces fluorescence for the atoms in state |F = 2〉 and the total number of
atoms NRAW

Total is extracted with an exponential decay fit. This step is achieved within
0.5 ms. Then a blast is operated during ' 1 ms with the laser set on the cycling
transition |F = 2〉 → |F ′ = 3〉 to heat all the atoms participating to the interferometer
and remove them from detection region. Subsequently a similar procedure permits to
detect total number of remaining atoms NBG

Total and the ones in |F = 2〉 state NBG
2 . They

correspond to atoms from the background involved in the detection or residual light
from the laser. Finally to extract the true signal of the population ratio performing
the atom interferometer, we subtract the background signal to the raw one:

N2

NTotal
= NRAW

2 − NBG
2

NRAW
Total − NBG

Total
(3.6)

Simon Templier 104



Chapter 3. 3-axis accelerometer apparatus

3.5 Mobile and calibration apparatuses

3.5.1 Marble table

Amarble table provides a very stable tilt and good isolation from ambient mechanical
vibrations to the sensor head. However it does not afford any control of the tilt,
meaning that it is adapted only for vertical interferometry. In that sense, the marble
table is preferably used for vertical atom interferometer characterization and ultimate
performance tests under calm environment. For instance, Chapter 5 studies the atomic
accelerometer along the vertical axis where the sensor head is placed on the marble
table.

3.5.2 Rotational platform

Y

Z

Figure 3.19: Photos of the rotational platform providing 2 axes of rotation.

Advanced tests for the 3-axis hybrid accelerometer require to control the orientation
of the sensor head in order to calibrate and evaluate the performances. The rotational
platform presented in Figure 3.19 affords two axes of rotation according to angles θX
which can vary from -90 to +90 degrees and θZ which rotates the base of the sensor
head. The angle θX is controlled manually with a pivot shaft where a break blocks the
position. The angle θZ can be modified with the fixation of the base of the sensor head
on the plate of the platform, allowing a complete turn of 360 degrees with increments
of 15 degrees. To equilibrate the center of mass of the moving parts, four ballast
composed of lead with a weight of ' 20 kg each has been built in and fixed bellow the
sensor head. Additional steel plates adjust more finely the distribution of the weight.
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The rotational platform serves as an ideal test bed to investigate the behavior of
the free-falling atom interferometer under different static orientations as presented
in Chapter 6, as well as to validate our hybridization schemes and analysis methods
in Chapter 7. As a result, we achieve optimal operation of the hybrid sensor over a
broad range of sensor orientations (±70 degrees relative to vertical). In the near-future,
dynamic movements of the sensor head including rotations will be explored for mobile
applications.

Stepper
motor

Break
handle

Gears

Figure 3.20: Photos of the motor installed for future automated rotations.

The control of the angle θX will be automated in the near future and will enable
dynamical rotations. A bipolar stepper motor (Sanyo Denki 103H7126-5740), providing
a holding torque of 1.6 N.m, is installed on the shaft of the rotational platform as
shown in Fig. 3.20. It achieves an angle increment of β = 1.8 degree/step. The torque
generated by the stepper motor decrease when the frequency step increase. For instance
it produces 0.8 N.m at a frequency step of 1kHz. Hopefully the center of mass is
centered at the level of the rotation axis, meaning there is almost no lever arm and
the force required to rotate the sensor head is minimal. Two gears, an input gear
(pinion) composed of 20 teeth and a larger output gear (wheel) of 60 teeth, transmit
the motion of the motor to the shaft. In addition, an internal wheel into the rotational
platform transmit the motion to the shaft with a gear ratio of 1/36. The total gear
train decreases the input rotational speed by a gear ratio of R = 20/(60 + 36) = 1/108
and amplifies the input torque with a mechanical advantage of 1/R = 108. A stepper
motor requires a specific current driver controller (Sanyo Denki BS1D200P10) able
to alternate synchronously the current between the coils to initiate the rotation of
the central rotor. This controller authorizes a partition angle P which decreases the
increment angle of the motor by a factor 1, 2, 4, 8 or 16. The rotation speed θ̇ delivered
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by the system is controlled by the frequency step f of the stepper motor as:

θ̇ = βR

P
f (3.7)

For example at f = 1 kHz of frequency step, we achieve a rotation speed of θ̇ = 16.7
degrees/s.

3.5.3 Mobile platform

HoistPulley

θX

θZ

2.08 m
0.9 m

~1.05 m

0.565 m0.95 m

0.95 m

Figure 3.21: Capture of the mobile platform used to operate the 3-axis hybrid accelerometer.
One photo shows a pair of hoist and pulley used to lift the sensor head central
part and the other photo exhibits the sensor head with the control rack but
without the magnetic shield.

The mobile platform is composed of three parts as shown in Fig. 3.21. One rack
placed on four wheels contains all the electronic to operate the 3-axis hybrid accelerom-
eter and described in Section 3.4.1. A second identical rack is used for additional
equipment such as electronic test instruments (oscilloscope, spectrum analyser), spare
backup equipments, uninterruptible power supply (UPS), electrical battery to operate
the sensor for a few hours without external supply. A modular central part contains
the sensor head with its magnetic shield. The orientation of this part can be adjusted
with angles θX = 0 to 50 degrees and a fixed angle θZ = 45 degree. Two pairs of hoist
and pulley are used to lift this part and control the angle θX . The whole structure
measures 0.9x2.08 m2 for a height of 1 m. The apparatus is easily movable with the
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wheels installed. Besides, the wheels combine feet which are adjustable in height and
allow the apparatus to rest on the floor.

This mobile platform offers a transportable as well as a mobile apparatus for static
operation tests and future dynamic on-board applications. For instance the 3-axis
hybrid accelerometer has been transported by a truck from the LP2N laboratory in
Talence to the iXblue facilities in St-Germain-En-Laye. Half of a day has been required
to operate on site the whole experiment and then conduct measurements of the local
gravitational force by reconstructing the total acceleration vector. In Chapter 7, we
detail the results obtained from the 3-axis hybrid accelerometer on this operation.
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Conclusion

In this chapter, we have presented the apparatus of the 3-axis hybrid accelerometer.
It offers a complete reliable system to operate 3-axis atom interferometry with the hy-
bridization of classical accelerometers to measure ultimately continuous acceleration in
the three spatial directions without biases. We demonstrated a reasonable compactness
to operate outside of the laboratory. Strong integration of the instrument is required
mainly for civil applications (commercial flight and marine). For strategic applications,
the current technology (Frequency doubled telecom laser, compact vacuum system) is
already compliant in terms of integration.

Technological developments to miniaturize each subsystem pave the way to more
and more compact cold atom interferometers. The atom chip [67] is a compact solution
to produce cold or ultracold atoms in magnetic traps. However the proximity of the
surface is not ideal for atom interferometry. Complete integrated laser systems based
on telecom components and frequency doubling, developed for compact gravimeter
and cold atom interferometer experiments in microgravity [68], are compact and are
now available commercially. Another approach by HUB [69], adopted for the sounding
rocket BEC experiment (MAIUS), consists in miniaturization of semiconductor GaAlAs
technology-based laser source. The next step to fully miniaturize the laser system
requires other approaches such as Photonic Integrated Circuits (PIC). In this spirit,
some developments of key components have been developed for optical clocks [70].
In addition, the development of mini vacuum cells to reduce the size of the sensor
head is a necessary challenge [15]. One difficulty is to simplify the pumping system
to remove or reduce the size of the ion pump. The company ColdQuanta develops
Si/SiO2 technologies to build compact “all glass” compact systems [71].

The rotational platform is useful to tilt the sensor head in any orientation to
calibrate the sensor. In particular, the calibration of the triad misalignment is a key
procedure to reconstruct the total acceleration vector. Besides, the mobile platform
allows to move the whole apparatus easily. For now, this platform is used to transport
the sensor and to measure statically accelerations. In the near future, the 3-axis hybrid
accelerometer will be used for mobile applications. Some improvements are still needed
to operate dynamically, for instance the rotations need to be measured with gyroscopes.
A full inertial navigation system (INS) integrating the 3-axis hybrid accelerometer will
be operational with this apparatus by adding three gyroscopes on the apparatus to
control and track the rotations.
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Chapter 4

Agile integrated laser using advanced
electro-optic modulation

This chapter presents the fiber laser system integrated into a compact rack and
dedicated to our 3-axis atom interferometer. The architecture is based on a novel
electro-optic modulation approach with an IQ modulator at 1560 nm and a second
harmonic generation stage to reach 780 nm. This chapter describes as well the RF
source adapted to this specific modulation and the fiber bench operating at 780 nm to
split, switch and recombine the laser beams for the 3-axis atomic sensor head.
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Introduction

Laser sources represent one of the most crucial and complex parts for atom inter-
ferometry. Since decades many efforts have been conducted to simplify, reduce size
and power consumption of laser systems. In one hand, turn-key and straightforward
laser systems depict an answer to facilitate development of complex experiments in
science academy and in the other hand, a crucial and strategic side of supply-chain
items dedicated to future industrial instruments based on atomic physics. Off-the-shelf
telecom components benefits from a deep development since decades and are good
candidates to fill this mission.

The use of telecom components and periodically-poled lithium-niobate crystal
(PPLN) for laser cooling was first demonstrated in [72] and opened the field of telecom
doubled laser architectures for atomic physics community. It affords the strength of
reliable and robust off-the-shelf telecom components and can be frequency doubled
by a PPLN to reach the wavelengths of atomic transitions. MuQuans developed a
commercial solution based on that technology and proved its robustness for quantum
gravimeters and fundamental physics instruments [18, 73]. Nonetheless, the use
of two separate laser diodes, one operating at each frequency, requires an optical
phase lock [74, 75]. Within the scope of all-fibered laser systems, the team of the
ICE experiment [68] designed an architecture with phase modulation and frequency
doubling for laser cooling and atom interferometry. Here, a frequency offset master-slave
scheme offers frequency agility by controlling the current of the slave diode, but are
typically limited in bandwidth and dynamic range by the electronics. Electro-optically
generated sidebands in a servo-locked system can also achieve good frequency agility
[76, 77, 5]. To simplify further such architectures, multiple-frequency electro-optic
modulation generates multiple-frequency spectrum controlled by RF source with a
single phase modulator [78]. However, the use of pure phase modulation generates
parasitic sidebands that are detrimental to atom interferometers, as they produce
both a systematic measurement bias and spatial variations in fringe contrast [79, 9].
Single-sideband (SSB) modulation using an IQ modulator has been shown to strongly
reduce the effect of parasitic lines [80]. There, however, the carrier frequency was
used as one of the Raman lasers, thus the tunability of laser source was realized by
controlling the carrier.

The laser requires two frequencies with an accuracy of ∼ 100 kHz. A typical atom
interferometer sequence also demands tunability over a range of ∼ 1 GHz near the
atomic transition, and sub-ms response times. Specifically, for a Raman interferometer,
the two optical frequencies must be phase coherent, with a relative phase noise below
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60 dBc/Hz at 10 Hz offset.
In the frame of iXatom laboratory, we have developed a scheme for atom inter-

ferometry by using the IQ modulator as the key central component. A new 780 nm
laser architecture is demonstrated based on carrier-suppressed dual single-sideband
(CS-DSSB) modulation in an all-fibered IQ modulator operating at 1560 nm. Here,
electro-optic modulation techniques are utilized to generate two “principal” optical side-
bands, while suppressing the carrier frequency and other parasitic lines. These principal
sidebands are controlled in frequency, phase and power in the RF domain—affording
all the benefits of modern RF sources in terms of agility, stability and response time.
With this system, we realize a complete interferometer sequence—including atom trap
loading, sub-Doppler cooling, state preparation, interrogation, and detection—using
only RF modulation while holding the carrier frequency of the laser fixed. We estimate
the phase shift induced by parasitic lines from CS-DSSB by applying a model similar
to [79] and prove its compatibility for inertial sensing.
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4.1 Agile laser system using advanced electro-optic
modulation

4.1.1 Electro-optic modulation

Electro-optic effect is an anisotropic effect describing the change of the refractive
index in a crystal depending on an electric field. Lithium Niobate (LiNbO3) is a
commonly used crystal for electro-optic modulation applications. The phase modulator
is a simple example. Two electrodes, placed at the surface of the crystal, transfer an
AC electric field which modulates the light passing throw the component. It generates
an optical-frequency comb controlled directly by the frequency modulation. This
straightforward technic allows to convert electric field from microwave and RF band
domain into optical frequency band.

Vsin(𝛀t)

VDC

+Vsin(𝛀t)/d -Vsin(𝛀t)/d

dd

E E
+VDC/d -VDC/d

(a) (b)

Figure 4.1: Side-cut view of (a) AC modulation electrodes and (b) DC phase bias electrodes
of a LiNbO3 electro-optic MZI in X-cut modulation.

Figure 4.1 displays a side-cut view of an electro-optic Mach-Zehnder Interferometer
(MZI) in X-cut architecture. Anisotropic Pockels coefficient r33 of Lithium Niobate
(LiNbO3) in the X-cut crystallographic plane leads to a transverse modulation of
optical electric field ~E = e

i 2π
λ0
ct, as −→E output = ~Eei∆ϕ in one arm of the electro-optic

MZI. Ellipsoid index formalism provides birefringent extraordinary index ne(Emod(t)) =
ne(0) − 1

2r33n
3
e(0)Emod(t) [81] where modulation electric-field Emod(t) = −V

d
sin(Ωt)

derives from the electric potential V sin(Ωt) by considering a distance of d between the
electrodes. The total phase induced by AC and DC electric fields in one arm of length
L is then given by:

∆ϕ = ~k · ~r
= n(E)2π

λ0
L

= ne(0)2π
λ0
L+ πL

d
r33n3

e(0)
λ0

(V sin(Ωt) + VDC)
= ϕ0 + β sin(Ωt) + ∆Φ

2

with r33 = 30.9 pm/V and ne = 2.2. ϕ0 represents an intrinsic phase induced by
the material and is common to each arm of the electro-optic MZI. For that reason
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this phase is generally not considered into calculation. Modulation depth is defined as
β = π

2
Vpp
Vπ

where Vpp = 2V is the peak-to-peak amplitude of the electric potential and
Vπ = d

L
λ0

r33n3
e(0) is the half-wave voltage, which represents the voltage needed to shift

the phase by π. ∆Φ
2 is a DC phase bias required to operate the electro-optic MZI over

different modulation schemes. It allows to control where the modulation occurs in the
sinusoidal response of the MZI. Typically four analog modulation schemes are used,
±π/2 schemes to modulate linearly, 0 and π schemes to control the amplitude of the
optical carrier. Vπ is sensitive to the dimensions of the optical waveguides (width d and
length L) and is optimized to be as small as possible in the design. Those waveguides
are formed by Titanium diffusion into the LiNbO3. The optical electric field and the
electric field modulation have to be on the same spatial plane to perform correctly the
electro-optic conversion.

4.1.2 CS-DSSB modulation with an IQ modulator

(a) (b)

Figure 4.2: (a) Schematic of an electro-optic MZI operating in CS-DSB modulation. (b)
Schematic of the IQ modulator operating in CS-SSB modulation.

Figure 4.2(a) presents the simple case of a MZI operating a carrier-suppressed
dual sideband modulation (CS-DSB). The sidebands generated by the modulation are
shifted by π between the two arms of the MZI because the direction of the electric
field is inverted between the two arms (push-pull configuration). Then the condition
∆Φ = ±π on the DC electrodes guarantees destructive interferences of the carrier. The
input RF phase ϕ determines the relative phase between the two remaining sidebands.

The In-phase and Quadrature (IQ) modulator consists of three optically-guided
MZIs, two sub-MZIs nested inside a main one. A schematic of the IQ modulator,
operating a carrier-suppressed single-sideband modulation (CS-SSB) [82, 83], is shown
in Fig.4.2(b). The primary function of each sub-MZI is to suppress the optical carrier
frequency, similarly to CS-DSB modulation with ∆Φ1 and ∆Φ2 = ±π. The frequency
Ω modulates the two sub-MZIs with cos(Ωt) and sin(Ωt), obtained by adjusting ϕ.
This results in carrier-suppressed optical signals which are in-quadrature with one
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another. These two signals are then combined in the main MZI, where the bias phase
∆Φ3 determines the surviving harmonics. Specifically, the upper sideband (order +1)
remains when ∆Φ3 = −π/2, whereas the lower sideband (order −1) survives for +π/2.
Some higher-order sidebands also constructively interfere but are strongly reduced
in amplitude. CS-DSSB modulation is completely analogous to CS-SSB modulation,
except two separate RF signals are injected into the IQ modulator—generating two
independent sidebands. The relative phase between these optical signals is directly
controlled by the RF source.

We present now the calculation of CS-DSSB modulation with an IQ modulator.
The optical carrier at the input of the IQ modulator is defined as E = E0e

i(ω0t+φ0). RF
modulation phases are set as φ1 and φ2. Their index of modulation are respectively
β1 = π Vpp1

Vπ
and β2 = π Vpp2

Vπ
where Vpp1 and Vpp2 represent the amplitude of each modu-

lation and Vπ is the half-wave voltage of the two sub-MZI. We obtain the following
electric fields at the output of the two sub-MZI:

E1 = E

4

[
ei[β1 cos(Ω1t+φ1)+β2 cos(Ω2t+φ2)]ei

∆Φ1
2 + C.C.

]
(4.1)

E2 = E

4

[
ei[β1 sin(Ω1t+φ1)+β2 sin(Ω2t+φ2)]ei

∆Φ2
2 + C.C.

]
(4.2)

The total electric field at the output of the IQ modulator is:

EIQ = E1e
i∆Φ3 + E2 (4.3)

By using the following rules, where Jn(z) represents Bessel function of the first kind
at nth order and evaluated in z:

eiβ sin(θ) =
∑
n∈Z

Jn(β)einθ (4.4)

eiβ cos(θ) =
∑
n∈Z

inJn(β)einθ (4.5)

Jn(−β) = (−1)nJn(β) (4.6)

we can develop the electric fields from the MZIs with CS-DSSB modulation param-
eters and we obtain:
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EIQ
CS−DSSB = E0

∑
n,m∈Z2

AIQ
n,me

i[ΩIQ
n,mt+φIQ

n,m] (4.7)

where amplitude, frequency and phase are:

AIQ
n,m = sin

(
(n+m)π2

)
sin

(
(n+m+ 1)π4

)
Jn(β1)Jm(β2) (4.8)

ΩIQ
n,m = ω0 + nΩ1 +mΩ2 (4.9)

φIQ
n,m = φ0 + nφ1 +mφ2 + (3n+ 3m+ 1)π4 (4.10)

Figure 4.3(a) shows an example of a theoretical spectrum obtained with an ideal
IQ modulator. Sidebands ΩIQ

1,0 and ΩIQ
0,1 are the two main ones and are separated by

the difference of the modulation frequencies Ω2 − Ω1 chosen to address the hyperfine
transition of 87Rb. According to Eq. 4.8, harmonics with sum n+m even are suppressed,
and odd-sum harmonics are reinforced by IQ modulator. For example, the two target
harmonics in our case are n(m) = 0, 1 (1, 0), both of which correspond to a sum
of n + m = 1. The residual sidebands are suppressed by at least 28 dB. All other
combinations of n and m correspond to a different output frequency ΩIQ

n,m, with a
reduced field amplitude E0A

IQ
n,m due to the higher order Bessel functions involved.

>

<

(a)

(b)

(c)

Ω1,0
IQ

Ω0,1
IQ
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Figure 4.3: Optical spectra model for CS-DSSB modulation of an ideal IQ modulator
at 1560 nm (a) and after a PPLN at 780 nm (b). (c) Intensity ratio of the
two main lines after the PPLN driving Raman transitions depending on the
modulation depths of the RF modulations. The contour scale is centered for
an intensity ratio of 1/2 between the two main lines. The cross displays the
modulation depths Vpp1/Vπ = 0.55 and Vpp2/Vπ = 0.23 used for the two spectra
in (a) and (b), it is chosen to cancel constant light shifts and reduce parasitic
interferometers in our experiment.

Electric field after second-harmonic generation (SHG) is deduced from the square of
Eq. 4.7 weighted by the efficiency of the PPLN. We suppose the quasi phase-matching
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fulfilled and we ignore the frequency dependency of the efficiency:

EPPLN
CS−DSSB = ε0χ

2E2
0

∑
N,M∈Z2

APPLN
N,M ei[ΩPPLN

N,M t+φPPLN
N,M ] (4.11)

where ε0 is the permittivity of vacuum, χ is the susceptibility of the medium of the
PPLN. Here the amplitude APPLN

N,M , frequency ΩPPLN
N,M and phase φPPLN

N,M resulted from
SHG are:

APPLN
N,M =

∑
n,m∈Z2

sin
(

(n+m)π2

)
sin

(
(N +M − n−m)π2

)

sin
(

(n+m+ 1)π4

)
sin

(
(N +M − n−m+ 1)π4

)
Jn(β1)JN−n(β1)Jm(β2)JM−m(β2) (4.12)

ΩPPLN
N,M = 2ω0 +NΩ1 +MΩ2 (4.13)

φPPLN
N,M = 2φ0 +Nφ1 +Mφ2 + (3N + 3M + 1)π4 (4.14)

Figure 4.3(b) presents a theoretical spectrum of CS-DSSB modulation followed by
SHG. Three main sidebands derived from the two main sidebands of the CS-DSSB
spectrum: the doubling parts ΩPPLN

2,0 = 2ΩIQ
1,0 and ΩPPLN

0,2 = 2ΩIQ
0,1 and the sum part

ΩPPLN
1,1 = ΩIQ

1,0 + ΩIQ
0,1. We want to maximise the sidebands ΩPPLN

2,0 and ΩPPLN
1,1 , separated

by Ω2 − Ω1, and minimize the others. Equation 4.12 informs us how to adjust the
modulation depths β1 = π Vpp1

Vπ
and β2 = π Vpp2

Vπ
. For instance, Figure 4.3(c) exhibits

the intensity ratio between the two main lines and offers various conditions to cancel
constant light shifts at first order [7].

As explained in Section 4.1.6, pair of lines separated by Ω2−Ω1 = ΩPPLN
N+1,M+1−ΩPPLN

N+2,M

induces Raman transitions and involve coupling between electrical fields EPPLN
N+1,M+1 and

EPPLN
N+2,M . The main pair of sidebands ΩPPLN

2,0 and ΩPPLN
1,1 drives the atom interferometer,

whereas the other pairs create parasitic interferometers and can lead to large phase
bias. We proved in Section 4.1.6 that it exists an ideal ratio to nearly cancel the effect
of the two largest parasitic contributions, coming from the pair ΩPPLN

2,0 and ΩPPLN
3,−1 and

the pair ΩPPLN
1,1 and ΩPPLN

0,2 . The modulation depths used in Fig. 4.3 are the ones used
in our experiment. They are optimized to simultaneously cancel the first order light
shifts and minimize the contribution from parasitic lines.

Furthermore, for atom interferometry, the relative phase of the two Raman lines
has to be precisely controlled. It can be deduced from Eq. 4.14:
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φPPLN
N+1,M+1 − φPPLN

N+2,M = φ2 − φ1 (4.15)

This key property allows to control very precisely the relative phase of Raman lines
directly with the relative phase of the two frequency modulations.

4.1.3 Laser architecture

Figure 4.4: Scheme of the laser architecture. The laser system rack is delimited into
the square black box. The reference laser with the saturated absorption is
integrated into an external rack. PI: Proportional Integrator controller ; EDFA:
Erbium-Doped Fiber Amplifier ; AOM: Acousto-Optic Modulator ; PPLN:
Periodically-Poled Lithium-Niobate crystal

The architecture of the laser system is presented in Fig. 4.4. The telecom-domain
IQ modulator (iXblue MXIQER-LN-30) is operating in CS-DSSB modulation. Each
MZI has a broad modulation bandwidth of 30 GHz. An RF signal, containing the
two frequencies Ω1 and Ω2, is sent through a hybrid coupler, which equally splits the
signal and phase shifts one arm by π/2. The resulting two RF signals are sent to
the AC electrodes of each sub-MZI. The modulator bias voltage controller (iXblue
IQ-MBC-LAB) delivers three continuous voltages to the DC electrodes to control and
stabilize in real time the bias phases of each MZI (∆Φ1, ∆Φ2, and ∆Φ3). This DC
bias lock is realized by modulating the light passing through each sub-MZI with two
orthogonal frequencies around 1 kHz, and deriving an error signal from the FFT of
the corresponding optical signals. This control is critical since these phases can drift
dramatically due to temperature sensitivity and internal charge dynamics. The optical
loss in the IQ modulator (∼ 12 dB in our case) depends on the total injected RF
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power. The remaining 500 µW of optical power is sufficient to saturate the double-stage
erbium-doped fiber amplifier (EDFA) after the modulator. The EDFA then outputs
2 W at 1560 nm with a ∼ 1% power stability. This light subsequently undergoes
second-harmonic generation (SHG) to 780 nm in a periodically-poled lithium-niobate
(PPLN) crystal waveguide. A fibered acousto-optic modulator (AOM), located between
the EDFA and the PPLN waveguide, controls the total output power, which is 485
mW at maximum.

85Rb
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Repump
Repump

Cooling

Cooling

Raman

Raman Raman

87Rb D2
780 nm

52S1/2
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Reference Laser
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F=2 → F'
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Figure 4.5: (a) Hyperfine structure and (b) spectroscopy of 87Rb D2 transitions with
frequency operations for cooling (in blue) and Raman interferometry (in red).
In grey, the frequency of the reference laser and the main laser are frequency
doubled reaching the atomic transitions at 780 nm.

Figure 4.5 presents the frequency operations for cooling and atom interferometry
on 87Rb. The reference laser diode is locked on the F = 2→ F ′ = (2, 3) crossover D2
transition of 87Rb using saturated absorption spectroscopy. The main laser (Redfern
Integrated Optics external-cavity diode laser at 1560 nm, 20 mW output power) is
frequency locked to the red of the reference laser via an optical beatnote at ∆ω ' 2π×1.5
GHz. For the laser-cooling phase, two principal sidebands are generated on the main
laser at frequencies Ω1 = ∆ω+ (δ32/2 + ∆C)/2 for cooling and Ω2 = Ω1 + (δHF− δ32) for
repumping, both of which are blue-shifted from the reference laser. Here, δ32/2π ' 266
MHz is the splitting between excited states F ′ = 2 and F ′ = 3, δHF/2π = 6.834 GHz is
the ground-state hyperfine splitting, and ∆C/2π ' −20 MHz is the optical detuning
from the cycling transition used for laser cooling. Similarly, for Raman interferometry,
Ω1 = ∆ω+ (∆R− δ32/2)/2 and Ω2 = Ω1 + δHF, where ∆R is the detuning of the Raman
beams from F = 2→ F ′ = 2.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 4.6: Frequency, intensity and PER stability of the laser source. The frequency
measurements are recorded at 1560 nm and the PER and intensity ones at 780
nm. On time-series graphs ((a), (b) and (e)), the darker lines expose a one
hour moving averaged of the data. On Allan deviation graphs ((c) and (f)), the
lighter fills correspond to the confidence interval. The polarization diagram (d)
presents the PER as a function of the angle of the polarization for different
axes of the fiber bench.

Figure 4.6 shows the long term performances in frequency, intensity and PER of
the laser source. The frequency measurements are recorded with a beatnote at 1560
nm with a laser stabilized on a saturated absorption of 87Rb which have been validated
with a stable optical comb (1.5 kHz after 103 s). The reference and main lasers present
a 10 kHz long-term stability, corresponding to 20 kHz after SHG. The relative intensity
at 780 nm is stable at 1% and the polarization extinction ratio (PER) at 780 nm
is 20 dB. The polarization profile on Fig. 4.6 presents the PER as a function of the
angle of the polarization. Due to the non-optimized optical injection into PM fiber,
the polarization varies between elliptical polarization when PER ' 20 dB and linear
polarization when PER → ∞ dB. This profile is similar to a circle on the Poincaré
sphere. Consequently, the polarization angle swaps between -4◦ and +6◦ corresponding
to the two purely linear polarization states. It can be critical for sensitive components
to the linear polarization (e.g. LCR waveplates, see Chapter 3 for more details).
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4.1.4 Optical spectrum measurements of the modulated laser
source

23 dB
(a)

Ω2,-1
IQ

Ω-3,0
IQ

Ω0,1
IQΩ1,0

IQ

(b)

Ω1
Ω-1,0

IQΩ0,-1
IQ

6.8 GHz

ΩPPLN3,-1 ΩPPLN0,0

ΩPPLN2,0 ΩPPLN1,1

ΩPPLN0,2
6.8 GHz 6.8 GHz
2Ω1

Figure 4.7: Frequency spectrum after CS-DSSB modulation at 1560 nm (a) and 780 nm
(b). Blue lines show measured spectra obtained with a beatnote with a stable
local oscillator at 1560 nm and 780 nm, respectively. To suppress the light
shift at first order, the input RF power is 17 dBm and 9 dBm for Ω1 and Ω2,
respectively, corresponding to modulation depths of 0.55 and 0.23. Red lines
correspond to the numerical model.

Figure 4.7(a) shows an example of the spectrum obtained after CS-DSSB modulation
at 1560 nm using a beatnote with the reference laser. Due to the limited bandwidth
of the photodiode (∼ 10 GHz), we combined several truncated frequency scans. In
each scan, we shifted the local oscillator such that the peaks lied within the sensitivity
band, and we renormalized the spectrum by the detector’s transfer function. This
had the effect of increasing the noise floor at certain frequencies. Before the SHG, we
demonstrate a suppression of the carrier ω0 by ∼ 23 dB and all other parasites below
25 dB. The two principal sidebands ΩIQ

1,0 = ω0 + Ω1 and ΩIQ
0,1 = ω0 + Ω2, are offset from

the carrier by Ω1/2π ≈ 1 GHz and are separated by Ω2 − Ω1 = δHF. Similarly, the
optical spectrum at 780 nm (i.e. after the PPLN) is shown in Fig. 4.7(b). Here, the
primary laser lines used for cooling and interferometry are labelled ΩPPLN

2,0 = 2ω0 + 2Ω1

and ΩPPLN
1,1 = 2ω0 + Ω1 + Ω2. These two frequencies are mainly generated by doubling

ΩIQ
1,0 and by summing ΩIQ

1,0 + ΩIQ
0,1, respectively. The highest parasitic line ΩPPLN

1,0 is
suppressed by 17 dB and the carrier ΩPPLN

0,0 by 21 dB.
Several effects are taken into account in the numerical model shown in Fig. 4.7. The
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level of carrier suppression is determined by the accuracy of bias phases ∆Φ1 and ∆Φ2.
The suppression of all other sidebands is influenced by a combination of the bias phase
∆Φ3, and the phase and amplitude imbalance caused by the hybrid coupler. These
imbalances are measured and input into the model. The IQ modulator can also exhibit
several manufacturing defects, such as asymmetries between the arms of the MZIs and
irregularities in the electrodes, which can produce additional lines. The PPLN then
mixes all the lines through the process of SHG. Finally, we observe several lines in the
spectra that are not predicted by the model. These are due to spurious frequencies
generated by the RF source coming from harmonic distortion and mixing residues not
completely suppressed by filters (see Section 4.2).
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Figure 4.8: Intensity ratio stability of the two main lines ΩPPLN
1,1 /ΩPPLN

2,0 at 780 nm after
the PPLN in different conditions. The static case stands for no change of RF
modulations, the dynamic one states for changes in frequency, power and phases
of RF modulations during Raman interferometry experiments. These two cases
are evaluated with and without the lock of the IQ modulator by the MBC. (a)
Time series and (c) Allan deviation of measurements. (b) Correlations of the
intensity ratio measurements with the frequency of the local oscillator (LO).

In Figure 4.8 and 4.9, we tracked the intensity of the sidebands from the optical
spectrum obtained at 780 nm after the PPLN over a long period. We compare the
efficiency of the lock of the modulator bias controller (MBC) when the experiment
is running, meaning that the RF modulations are changing in amplitude, frequency
and phase (dynamic) and at rest (static). Those measurements have been obtained
by beating the light with a local oscillator (LO) at the same wavelength, as the
experimental spectra from Fig. 4.7. We exhibit the intensity ratio between the two
primary lines ΩPPLN

2,0 and ΩPPLN
1,1 . Instability of this intensity ratio can lead to light shift

instability. However, the correlation graph from Fig. 4.8(b) shows clear correlations
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with the frequency of the local oscillator. This is due to the fact that our local oscillator
cannot be frequency locked on a workable frequency for the optical beatnote. As a
result, the intensity is changing because of the non flat response of the photodiode and
the acquisition chain. Correction of the response with the transfer function is difficult
because it fluctuates over time at small scale (10% fluctuation corresponds to ' 0.4
dB). Therefore, the instability measurements are over estimated. We can nevertheless
state an upper limit of few % of intensity ratio stability.

Ratio ΩPPLN
3,-1 /ΩPPLN

2,0 Ratio ΩPPLN
0,2 /ΩPPLN

2,0(a)

(b)

(c)

(d)

Figure 4.9: Intensity ratio stability of the sidebands ΩPPLN
3,−1 ((a) and (b)) and ΩPPLN

0,2 ((c)
and (d)) compared to the highest one ΩPPLN

2,0 at 780 nm after the PPLN in
different conditions.

Within the same frame, we measured the intensity ratio of the parasitic sidebands
ΩPPLN

3,−1 and ΩPPLN
0,2 with the highest line ΩPPLN

2,0 . These two parasitic lines are separated
by the hyperfine transition from the two main lines and are the most responsible of
parasitic interferometers by driving parasitic Raman transitions. This effect is studied
in Section 4.1.6. As described earlier, due to the frequency change of the local oscillator,
these measurements are over estimated but give an upper limit of few % of intensity
ratio stability.
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Figure 4.10: Intensity ratio at 780 nm between the two main sidebands in the frequency
area of chirping. The frequency corresponds to the relative frequency between
those two lines. The pulses are specified for an interferometer of T=20 ms
and TOF=16 ms.

We investigated the effect of a frequency chirp during the atom interferometer on
the intensity ratio between the two sidebands driving Raman transitions. Figure 4.10
presents this intensity ratio at 780 nm against the relative frequency in the area of the
frequency chirp. We obtain a fluctuation below 0.2 %, which represents a negligible
impact on light shifts compared to the influence of ratio instability in time.

4.1.5 Resonant transitions produced by residual parasitic lines

ΩPPLN2,0 ΩPPLN1,1

ΩPPLN3,0
ΩPPLN2,1

F=2→F' F=1→F'6.8 GHz(a)

Figure 4.11: (a) One-photon parasitic resonant transitions experienced by the atomic cloud
prepared in states |F = 1〉 and |F = 2〉 (blue and red respectively) for different
Raman detuning ∆R from |F ′ = 2〉. The black dashed line indicates the Raman
detuning ∆R = −870 MHz used on the experiment. (b) Relative intensity
spectrum of the laser where parasitic lines responsible for spontaneous emission
are showed.

Residual parasitic lines, generated by the modulated laser source, can cross atomic
transitions and create spontaneous emission during the Raman pulses, as shown in Fig.
4.11. To measure it, we set the resonance detuning δ at 10 MHz to not transfer atoms
with 2-photon Raman transitions. We scan the Raman detuning ∆R and evaluate
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the parasitic one-photon transitions. Figure 4.11(a) displays the residual resonant
transitions for different Raman detuning of the atomic cloud prepared in states |F = 1〉
and |F = 2〉. When the atoms are in state |F = 2〉, the parasitic transitions are coming
from the residual line ΩPPLN

3,0 and nearby residuals. For |F = 1〉 state, the line ΩPPLN
2,1

and nearby residuals are responsible for the residual transitions. Figure 4.11(b) displays
the intensity spectrum of the light and indicates the lines causing parasitic transitions.
Additionally, for Raman detuning ∆R > −500 MHz, the main Raman lines ΩPPLN

2,0 and
ΩPPLN

1,1 are close to the atomic transition and produce spontaneous emission. We chose
a Raman detuning ∆R = −870 MHz to remove any one-photon parasitic transition
during Raman interferometry.

4.1.6 Phase shift induced by parasitic lines

(a) (b) (c)
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Figure 4.12: Illustration of the influence of a parasitic Rabi oscillation on atomic interfer-
ometer. The parasitic wavevector kI,J is defined as keff + I∆k1 + J∆k2. (a)
Frequency momentum dispersion of two hyperfine states coupled by Raman
transition with the main Rabi oscillation χ0,0 and a parasitic one χI,J . (b)
Illustration of the pairs of lines contributing to the phase shift. (c) Spatio-
temporal scheme of parasitic paths.

The impact on the interferometer phase shift with phase modulation has been
studied in [79] and the model is adapted here for CS-DSSB modulation. We consider
an atom interferometer in a gravimeter configuration where a mirror facing upward
retro-reflects counter-propagating beams to drive velocity-sensitive Raman transitions.
Pairs of lines EPPLN

I+2,J and EPPLN
I+1,J+1 are separated by Ω2−Ω1 = δHF and generate Raman

transitions between the two hyperfine states as illustrated in Fig. 4.12. The main
pair EPPLN

2,0 and EPPLN
1,1 leads the atom interferometer, whereas the other pairs create

parasitic paths and lead to parasitic interferometers converted into a phase shift. The
effective Rabi frequency χI,J quantify the strength of coupling between the pair EPPLN

I+2,J

and EPPLN
I+1,J+1. ∆R defines the Raman detuning of the main Rabi oscillation χ0,0 from

the excited state F ′ = 2 and ∆R,I,J = ∆R + IΩ1 + JΩ2 for each parasitic Raman
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transition. We ignore the contribution from the excited state F ′ = 3, which is three
times smaller. Effective Rabi frequency can be expressed as:

χI,J =
√

ΛPPLN
I+1,J+1(ΛPPLN

I+2,J )∗ + (∆R,I,J)2 − |∆R,I,J| (4.16)

where ΛPPLN
I+1,J+1 and ΛPPLN

I+2,J are Rabi frequencies associated to single-photon transition.
According to Equation 4.15, the relative phase between EPPLN

I+1,J+1 and EPPLN
I+2,J depends

only on the relative phase of the two RF modulations. Furthermore, for high Raman
detuning ∆R,I,J � Γ, effective Rabi frequency can be simplified as:

χI,J ≈ χ0,0
APPLN
I+1,J+1A

PPLN
I+2,J

∆R,I,J

∆R

APPLN
1,1 APPLN

2,0
(4.17)

The amplitude of the sidebands generated after the SHG APPLN
N,M are defined in

Eq. 4.12. The optical intensities are evaluated experimentally from the experimental
spectrum showed in Fig. 4.7(b). Figure 4.14(c) presents the weight of each effective Rabi
frequency. The key feature is coming from sidebands ΩPPLN

3,−1 and ΩPPLN
0,2 respectively,

which are suppressed by 20 dB. These lines are coupled with the primary Raman lines
ΩPPLN

2,0 and ΩPPLN
1,1 respectively as illustrated in Fig. 4.13, driving the Rabi oscillations

χ1,−1 and χ−1,1 respectively which account for almost all of the systematic shift due to
parasitic lines in Raman interferometers employing electro-optic phase modulators [79,
9].

Despite the low amplitude of APPLN
3,0 and APPLN

2,1 as shown in the spectrum of Fig.
4.7(b), the Rabi oscillation generated χ1,0 is larger than χ1,−1 or χ−1,1 in our case. This
is due to their frequencies ΩPPLN

3,0 and ΩPPLN
2,1 which are nearby the excited state F ′ = 2,

resulting in a small detuning ∆R,1,0 = ∆R +Ω1 ' 0 where in our case ∆R/2π ≈ −1 GHz
and Ω1/2π ≈ 1 GHz. This results in a singularity for the parasitic Raman transitions
χ1,0 in Eq. 4.17 which is no longer valid. For that particular case, Eq. 4.16 is used. It is
important to change the Raman detuning ∆R,1,0 to exclude the contribution from this
parasitic Raman transition. For instance varying Ω1 = ∆ω+ (δ32/2 + ∆C)/2, where ∆ω
is the relative frequency between the main laser and the reference laser, can increase
the detuning ∆R,1,0 and remove the impact of χ1,0. However we characterized the effect
from parasitic lines without changing it.
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Figure 4.13: Illustration of the amplitude of the lines contributing to the largest parasitic
Rabi oscillations χ1,−1 and χ−1,1. APPLN

3,−1 and APPLN
0,2 are in opposite sign

according to Eq. 4.12, which leads to compensate their impact on the phase
shift.

The parasitic recoil shift induced by the parasitic Raman transition is derived from
the wavevector kI,J = keff + I∆k1 + J∆k2 = keff + 2(IΩ1+JΩ2)

c
. We consider an atomic

cloud sufficiently cold (<3 µK), so that the atomic coherence length is much higher
than the spatial separation between parasitic paths. Therefore the parasitic phase shift
induced at each pulse for a given position relative to the mirror z can be expressed as:

∆ϕ(z) = Arg
∑
I,J

χI,Je
i(I∆k1+J∆k2)z

 (4.18)

We notice that ∆ϕ(z) does not depend on χ0,0 (the argument of a positive real
is null), which means that the phase shift resulting from parasitic interferometers is
independent from the laser intensity.

Δφ-1,1

Δφ1,-1

Δφ1,0

Δφ-1,0Δφ-2,0

ΔΦ

χ0,0

χ-1,1χ1,-1 χ1,0

χ-1,0
χ-2,0

(a)

(b)

(c)

Figure 4.14: (c) Contribution of each parasitic Rabi oscillation with their respective impact
on the phase shift as a function of the atom-mirror distance zM on (a). (b)
Predicted atom interferometer phase shift due to residual parasitic lines in
solid line, with optimized parameters Ω1 in dashed line and with optimized
index modulations β1 and β2 in dotted line. Atom interferometer parameters:
TOF=15 ms, T = 20 ms, ∆R/2π=-877 MHz.

The total phase shift cumulated over the interferometer path is given by:

∆φ = ∆ϕ(zA)−∆ϕ(zB)−∆ϕ(zC) + ∆ϕ(zD) (4.19)

Simon Templier 128



Chapter 4. Agile integrated laser using advanced electro-optic modulation

with, for a gravimeter as showed in Fig. 4.12(c):

zA = z0 −
1
2gTOF2 (4.20)

zB = zA −
p0

MT − 1
2gT

2 (4.21)

zC = zA −
p0 + ~keff

M T − 1
2gT

2 (4.22)

zD = zA −
2p0 + ~keff

M T − 1
2g(2T )2 (4.23)

where M is the mass of 87Rb, keff is the effective wavevector, T is the interrogation
time of the interferometer, z0 is the initial MOT position of the atomic cloud relative
to the mirror and p0 is the initial mean momentum of the atomic cloud influenced by
the time of flight (TOF). The contribution of each parasitic Rabi oscillation on the
phase shift of the interferometer corresponds to:

∆ϕI,J = ∆ϕI,J(zA)−∆ϕI,J(zB)−∆ϕI,J(zC) + ∆ϕI,J(zD) (4.24)

with:

∆ϕI,J(z) = Arg
(
χI,Je

i(I∆k1+J∆k2)z
)

(4.25)

We estimated the theoretical phase shift induced by parasitic lines with optical
intensities obtained from the experimental spectrum showed in Fig. 4.7(b). Figure
4.14(a) shows the resulted phase shift for each effective Rabi frequency. The amplitude
sign of each line is obtained from CS-DSSB modulation theory in Eq. 4.12. It results
that APPLN

3,−1 < 0, APPLN
2,0 > 0, APPLN

0,2 > 0 and APPLN
1,1 > 0 as illustrated in Fig. 4.13. In

consequence their contributions ∆ϕ1,−1 and ∆ϕ−1,1 are in opposite sign and mostly
cancel each other as showed in Fig. 4.14(b).

We notice a phase shift pattern with a periodicity of dI,J = πc
IΩ1+JΩ2

observed
by the atoms. This is due to the retro-reflection configuration of the beams, where
the parasitic Raman transitions, driven by the straight and the retro-reflected beam,
interfere constructively or destructively at each pulse depending on the position of the
cloud relative to the mirror. For an atom interferometer with interrogation time of
T=20 ms and small TOF (<15 ms), the length of the spatial path between zA and
zD is ' 10 mm, which corresponds to the half of the period of d1,−1 = d−1,1 ' 21.9
mm. It means that the Raman pulses occur over a large spatial part of the oscillation
according to Eq. 4.19. Whereas for d1,0 ' 157 mm, corresponding to the parasitic
Raman transitions derived from Rabi frequency χ1,0, the Raman pulses cover a small
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spatial part of the oscillation leading to a small impact on the phase shift.

The resulted phase shift ∆φ evaluated with Eq. 4.19 is shown in Fig. 4.14(b)
depending on the initial MOT position of the atomic cloud relative to the mirror
z0. It has been calculated with an interferometer of T=20 ms and TOF=15 ms. We
experimentally measured z0 = 111.6 mm in Section 5.3.5 for our interferometer. With
those parameters, we estimate the phase shift of parasitic interferometers at 12.4 mrad,
leading to an acceleration bias of 195 ng. The zone of the position of the cloud chosen
for Fig. 4.14(a) and (b) is the same as scanned experimentally in Chapter 5 to evaluate
the model.

The resulted bias shift, depicted in Fig. 4.14(b) in plain line, corresponds to 148±51
ng depending on the position of the atomic cloud relative to the mirror. The main
contribution of this shift derives from the Rabi coupling χ1,0 where the detuning
∆R,1,0/2π = 60 MHz is small. Adjusting the frequency Ω1 by adding +150 MHz
decreases the bias shift to 19± 5 ng. Furthermore, finetuning the parameters β1 and β2

allows to optimize the extinction from χ−1,1 and χ1,−1, reducing the bias to 7± 6 ng.

4.1.7 Splitting, recombining and switching fiber optical bench

The laser architecture presented above delivers one optical output and need an
additional optical bench to split, switch and recombine the beam to supply the 3
axes sensor head. Figure 4.15 presents the 780 nm optical fiber bench used on our
experiment. A micro-mechanical fiber switch (Leoni EOL 1x4) controls the beam
paths with a TTL command to switch between the MOT configuration and individual
axes X, Y or Z for Raman transitions. The settling time of the switch is between
2 and 10 ms depending which axis is switched. The MOT splitter is composed of
cascaded 50/50 fiber splitters (Thorlabs PN780R5A1) and benefits of an extra port for
monitoring power. A near future architecture will be optimized by using a splitter 1x3
to not loose extra power in the monitor port. Fiber polarization combiners (Thorlabs
custom PBC780PM-APC) recombine Raman and MOT beams on fast and slow axis
of propagation inside the fibers distributing the sensor head. Those combiners afford
complete power transmission from the two entrance ports compared to classic combiners
which divide the power by 2. Moreover it filters the polarization at the output of the
component. However, the polarization filtering is converted into power fluctuation and
can degrade it. All the connections between fibers are spliced in order to maximize
power transmission. Table from Fig. 4.15 sums up the optical power and minimum
PER of the fast-axis of fibers for each output.
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Figure 4.15: Scheme of the all fibered optical bench working at 780 nm and table presenting
maximal power and PER delivered on fast-axis for the atomic source. Polar:
fiber polarization combiner.

We have placed the fiber bench in an oven to qualify it for field-deployed perfor-
mances. Temperature ramps between 20 ◦C and 50 ◦C with cycles of 20 minutes
have been conducted and the results are showed in Fig. 4.16. Due to the polarization
filtering of the combiner, at the expense of better performances in polarization, the
intensity is fluctuating in consequence. For instance, the X-axis presents a high PER
but suffers of intensity instability with temperature, whereas the Y and Z-axes display
better intensity stability but less PER. Furthermore, slow-axis propagation, which
has a better PER than fast-axis, delivers higher instability of the intensity than the
fast-axis. The polarization profile on Fig. 4.16 presents the PER as a function of the
angle of the polarization for different axes of the fiber bench. As explained in Fig.
4.6 the polarization varies between elliptical polarization when the PER is low and
linear polarization when PER → ∞ dB. It reveals a polarization angle swap of 6◦

for Y and Z-axis corresponding to purely linear polarization states. This is due to
the non optimal fiber injection into the polarization combiner component, leading to
high angle fluctuations into PM fibers output. This effect can lead to non optimized
polarization treatment into LCR waveplate and impact the two-photon light shift
(TPLS) as explained in Chapter 5.
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Figure 4.16: Intensity and polarization stability under temperature ramps of 20 ◦C to 50
◦C. The polarization diagram presents the PER as a function of the angle of
the polarization for different axes of the fiber bench.
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4.1.8 Rack integration

temperature controller
IQ modulator

cooling fans

AOM

laser diode mount power supplies

EDFAPPLN mount

Figure 4.17: Picture of the laser source for iXatom and a CAD view of the inside.

The laser system is integrated into a 6U rack of 19" and is controlled with a graphical
user interface (GUI), as showed in Fig. 4.17. Its inner architecture is displayed in Fig
4.4 into the square black box. This laser system provides a compact turn-key solution
for atom cooling and interferometry. In our case, a reliable and mobile system is a key
feature for field-deployable inertial sensor. For instance the laser diode and the PPLN
are placed into a temperature controlled box since they are sensitive to temperature
fluctuations.

laser diode mount
laser diode controller temperature controller

Rb cell mount

photodiode

Figure 4.18: On the left, the 2U rack of the reference laser with electronics. The laser diode
is placed in an oven. On the right, free space saturated absorption integrated
into a separated 1U rack with a PPLN.

Figure 4.18 presents the reference laser with the free space part of the saturated
absorption. They are respectively integrated into a 2U and a 1U rack, for a total
dimension of 3U, consistently with the optic of a compact and mobile laser system. As

Simon Templier 132



Chapter 4. Agile integrated laser using advanced electro-optic modulation

the main laser system presented above, the laser diode and the PPLN are placed into
a temperature controlled box for field-deployable applications. The Rubidium vapor
cell is placed into a temperature isolated box with heat-tapes in order to maintain a
relatively high and homogeneous temperature compared to usual external temperature.
The temperature has to be sufficient to obtain a decent vapor pressure (' 30 ◦C).
Its homogeneity is also critical to avoid cold spot on the surface where Rubidium
clusters can be created and block the optical path or not being used for the saturated
absorption.

4.2 RF Source

4.2.1 Architecture and spectrum
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Figure 4.19: RF Source and RF spectrum generated during Raman interferometry. OCXO:
Oven Controlled X-tal(Crystal) Oscillator ; PLDRO: Phase Locked Dielectric
Resonator Oscillator ; VCO: Voltage Controlled Oscillator ; DDS: Direct
Digital Synthesizer ; VCA: Voltage Controlled Attenuator; BPF: Band-Pass
Filter ; LPF: Low-Pass filter ; HPF: High-Pass Filter.

Figure 4.19 presents the architecture of the custom-built RF source and the spectrum
generated by the RF source for Raman interferometry where the two outputs Ω1 and
Ω2 are combined. Both frequency modulations are controlled at the sub-Hz level and
treated by the hybrid coupler before being injected into IQ modulator. The offset
voltage-controlled oscillator (VCO) is used to generate Ω1. A low-noise phase-locked
dielectric resonator oscillator (PLDRO, Polaris model SPLDRO-RE100-6800-P13-CP)
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with low phase noise generates 6.8 GHz and is mixed with the VCO to produce
Ω2. Similar to the architecture described in [84], the differential frequency and phase
between Ω1 and Ω2 is controlled by two direct digital synthesizer (DDS) (Analog Devices
AD9959) mixed with the PLDRO. The PLDRO and DDS are locked to the timebase
frequency clock of the experiment (NEL Frequency Controls OCXO O-CMR058IS-NS-R
10/100/500 MHz). The power ratio between the two frequencies is controlled using
voltage-controlled RF attenuators (VCA) enabling us to suppress constants light shifts
during the interferometer [7], and to optimize the optical molasses, state preparation
and detection phases of the sequence. The repumper DDS and Raman DDS are used
to generate Ω2 during cooling and interferometry respectively. The Repumper VCO
(' 2 GHz) provides a single frequency to address transitions F = 1→ F ′. For that,
we select the down-mixed harmonic with the PLDRO (6.8 − 2 ' 4.8 GHz) and by
CS-SSB modulation with the optical IQ modulator, we generate a frequency ' ω0 + 9.6
GHz after the SHG to address only transitions F = 1→ F ′. This frequency allows us
to optimize preparation and detection steps and to set up different optical pumping
schemes.

Residual parasitic lines from the RF spectrum, as shown in Fig. 4.19, are imprinted
into optical spectrum from Fig. 4.7 and explain the slight differences with the numerical
simulation. IQ RF modulators present high rejection of residuals (>30 dB) and can
replace mixers and band-pass filters in the architecture [85].

4.2.2 Phase noise
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Figure 4.20: (a) Phase noise of the VCO, the PLDRO and the mixed output Ω1⊗Ω2 = δHF.
(b) Estimation of the sensitivity of the atom interferometer generated by the
phase noise of the mixed output Ω1 ⊗ Ω2 for different interrogation time T
and a Raman π-pulse of 6 µs.
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The phase noise, derived from the relative phase between the two Raman frequencies,
impacts the sensitivity of the atom interferometer [7]. In our architecture, it depends
mostly on the performances of the OCXO clock and the PLDRO. Figure 4.20(a) shows
phase noise measurements of the VCO, the PLDRO and the mixed output between Ω1

and Ω2 which corresponds to the phase difference of the atom interferometer. According
to the RF source scheme in Fig. 4.19, the offset VCO is common between Ω1 and Ω2,
therefore its relatively large phase noise does not affect the differential phase between
Ω1 and Ω2. The measurements have been taken with a spectrum analyser (N9010A
EXA) and the phase noise floor is actually reached. Nevertheless it gives us an upper
limit of the phase noise of the RF source.

The estimation of the sensitivity of the atom interferometer deriving from the phase
noise of the RF source can be evaluated as [58]:

(
σrms
φ

)2
=
∫ +∞

0
|H(ω)|2Sφ(ω)dω (4.26)

where H(ω) is the phase transfer function of the interferometer defined in Chapter
2 and Sφ(ω) is the phase noise of the RF source in rad2/Hz. Figure 4.20(b) shows
the estimation of the sensitivity per shot of the atom interferometer for different
interrogation time T. For T=20 ms, we obtain a sensitivity of 35 mrad/shot which
correspond to 550 ng/shot. This estimation of the sensitivity deriving from the relative
phase noise of the RF source gives an upper limit and is actually smaller than the
sensitivity to the mechanical vibrations.

4.2.3 Frequency stability
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Figure 4.21: Frequency stability of the offset VCO with time series on (a) and Allan
deviation on (b).

The offset VCO controls the frequency of the laser sidebands. Frequency stability
measurements, presented in Fig. 4.21, are reaching 20 kHz, which offer 40 kHz after
optical SHG. It is worse than the stability of the main laser by a factor of two, which
constitutes the limitation in frequency stability for the system. VCO is an affordable

Simon Templier 135



Chapter 4. Agile integrated laser using advanced electro-optic modulation

and easy handling component but is sensitive to environnement. A temperature
controlled box would improve the performances.

Figure 4.22: Ramsey interferometer fringes (c) centered with the hyperfine transition
frequency δHF for different interrogation time T. Time series (a) and Allan
deviation (b) of the frequency stability at mid-fringe for T=40 ms. The dark
blue curve on time series graph shows a moving average of 1 hour.

To measure the frequency stability of the timebase clock, we performed a Ramsey
interferometer composed of two successive π/2 co-propagating Raman pulses, with
the atomic sensor head. Figure 4.22(c) presents the fringes obtained by scanning the
relative frequency between the two Raman lines. The interrogation time T separates
the two Raman pulses and controls the sensitivity, scaled as 1/T for the period of a
fringe. We observe a strong modulation on the contrast and an inversion of the fringes.
This is due to the retro-reflection configuration of the beams, where the co-propagating
Raman transitions are driven competitively between the straight and the retro-reflected
beams, leading to interferences depending on the position of the cloud relative to the
mirror. This effect is more detailed in Chapter 5.

At that time, the experiment was not optimized for high performances in frequency
measurements, including light shifts and magnetic fields compensation [36]. That
is why the central fringe is shifted by 139 Hz from the hyperfine transition, which
represents a relative accuracy of 2× 10−8. This inaccuracy is large compared to atomic
clocks used for metrology.

The frequency stability measurements on Fig. 4.22(a) and (b) have been obtained by
setting the frequency at mid-fringe with an interrogation time of T=40 ms. We achieve
a long-term frequency stability of 40 mHz offering a relative stability of 6× 10−12.

Simon Templier 136



Chapter 4. Agile integrated laser using advanced electro-optic modulation

4.2.4 Phase non-linearity of RF-filters
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Figure 4.23: Non-linearity of the phase of filters in the RF chain. On (a) and (c), differential
phase vs frequency of the DDS at different temperature of a band-pass filter
(BP filter) and a low-pass (LP filter). On (b) and (d), estimation of the
interferometer phase shift for kUp, kDown and kDep cases ; kDep being the
half sum between kUp and kDown. KUp and kDown pulses are specified
for an interferometer with T=20 ms and TOF=16 ms. The test benches are
presented on (e) and (f).

The phase coherence between the two Raman frequencies is crucial for atom
interferometry. The laser phase, controlled with the Raman DDS, is imprinted onto
the output signal of the interferometer as:

φlaser = φ1 − 2φ2 + φ3 (4.27)

where φi corresponds to the relative phase at each pulse. During the interferometer,
this relative frequency follows the doppler frequency of the atomic cloud relative to the
sensor head frame. Therefore the phase has to be linear with frequency to not impact
the imprinted laser phase φlaser as shown by Equation 4.27.

Figure 4.23 shows the relationship between the relative phase and the frequency
of the filters inside the RF chain at different temperature. By extracting the non-
linear part of a polynomial fit, we observe quite non-linearity which has an impact
on the phase shift of the interferometer. We estimated the phase shift for different
configurations depending on the direction of the effective wavevector ±keff (kUp and
kDown) and the rejection case corresponding to the mean of the two directions (kDep).
Depending the component, an interferometer with an interrogation time of T=20 ms
can reach 10 mrad of phase shift which is not negligible.
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Figure 4.24: Stability of the phase difference from the RF chain. (a) Times series of the
estimated phase shift contribution from the non linearity of the phase difference
with frequency, as shown on (d). (b) Allan deviation of the estimated phase
shift of the half sum between kUp and KDown cases. KUp and kDown pulses
are specified for an interferometer with T=20 ms and TOF=16 ms. The test
bench is presented on (c).

On Figure 4.24, we measured the stability of the relative phase of the RF source over
time and estimate the impact on the phase shift of the interferometer. By repetitively
scanning the DDS frequency and fitting the measurements as shown on Fig. 4.24(d),
we obtained an estimation of 170.9± 0.2 ng systematic phase shift for an interferometer
with an interrogation time of T=20 ms.

To improve the RF architecture, one could replace the mixers and band-pass filters
with an IQ RF modulator [85]. The rejection of residuals are better and reach 30 dB.
However, the phase linearity has not been yet study with this component and should
raise interest for atom interferometry.

4.2.5 Hybrid coupler

The hybrid coupler is a critical component which equally splits the RF signal
to produce the quadrature phase part required for CS-DSSB modulation. Fig. 4.25
presents the imbalance in phase and amplitude of our hybrid coupler (KRYTAR model
number 1230) measured with a network analyser. The performances allow to operate
CS-DSSB modulation between 1 GHz and 13 GHz. However one can ask if this
treatment on the phase impacts the relative phase output of the interferometer due to
non-linearity as in Section 4.2.4.
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Figure 4.25: Amplitude and phase imbalance between the I and Q parts of the hybrid
coupler.

The residual phase imbalances on RF signal of frequencies Ω1 and Ω2 are modeled
respectively as ∆φ1HC and ∆φ2HC. We obtain a different form of Eq. 4.1:

E1 = E

4

[
ei[β1 cos(Ω1t+φ1+∆φ1HC)+β2 cos(Ω2t+φ2+∆φ2HC)]ei

∆Φ1
2 + C.C.

]
(4.28)

The resulting amplitude and phase output of the IQ modulator changes as following:

AIQ
n,m = sin

(
(n+m)π2

)
sin

(
(n+m+ 1)π4 + n

∆φ1HC

2 +m
∆φ2HC

2

)

Jn(β1)Jm(β2) (4.29)

φIQ
n,m = φ0 + nφ1 +mφ2 + n

∆φ1HC

2 +m
∆φ2HC

2 + (3n+ 3m+ 1)π4 (4.30)

According to the amplitude expression from Eq. 4.29 the phase quadrature imbalance
does not affect all sidebands. Furthermore we can deduce the impact on the phase
after the SHG process:

φPPLN
N,M = 2φ0 +Nφ1 +Mφ2 +N

∆φ1HC

2 +M
∆φ2HC

2
+ (3N + 3M + 1)π4 (4.31)
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The resulting relative phase between lines separated by the hyperfine splitting
frequency is affected by the phase quadrature imbalance as follow:

φPPLN
N+1,M+1 − φPPLN

N+2,M = φ2 − φ1 + ∆φ2HC −∆φ1HC

2 (4.32)

The impact produced by the phase quadrature imbalance can be determined by
injecting results obtained in Fig. 4.25 into Eq. 4.32 and into the relative phase output
of the atom interferometer Eq. 4.27. Hopefully the estimation of the acceleration shift
is below 0.1 ng which is insignificant.

4.3 Laser architecture improvements

4.3.1 IQ modulator operating at 780 nm

The parasitic lines are largely increased due to the non-linearity of second-harmonic
generation. One can ask for the benefit of an IQ modulator operating at 780 nm
without using a PPLN. The CS-DSSB modulation presents advantages that could be
transposed to 780 nm laser architectures. We simulated the impact of an IQ modulator
at 780 nm on the phase shift of the atom interferometer, assuming similar defects and
properties from IQ modulator at 1560 nm as the spectrum measured in Fig. 4.7(a).

ω

χ0,0

AIQ
1,0 AIQ

0,1
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AIQ
-1,2AIQ

2,-1

Figure 4.26: Illustration of the amplitude of the sidebands obtained by CS-DSSB modulation
with an IQ modulator contributing to the largest parasitic Rabi oscillations
χ1,−1 and χ−1,1.

The theory is quite similar to the one developed in Section 4.1.6. Here we consider
pairs of lines EIQ

i+1,j and E
IQ
i,j+1 separated by Ω2−Ω1 = δHF generating Raman transitions.

The Rabi oscillation driven by each pair is given by:

χi,j =
√

ΛIQ
i+1,j(Λ

IQ
i,j+1)∗ + (∆R,i,j)2 − |∆R,i,j| (4.33)

which can be approximated for large detuning ∆R,i,j = ∆R + iΩ1 + jΩ2 � Γ by:

χi,j ≈ χ0,0
AIQ
i+1,jA

IQ
i,j+1

∆R,i,j

∆R

AIQ
1,0A

IQ
0,1

(4.34)
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Figure 4.27(c) presents the weight of each effective Rabi frequency. As for the
case of an IQ modulator operating at 1560 nm with a PPLN, χ1,−1 and χ−1,1 are the
largest parasitic Rabi frequencies. The amplitude sign of each sideband is obtained
from CS-DSSB modulation calculation in Eq. 4.8. It results that AIQ

2,−1 < 0, AIQ
1,0 > 0,

AIQ
0,1 > 0 and AIQ

−1,2 < 0 as illustrated in Fig. 4.26. Here the amplitude signs are different
from the case of CS-DSSB modulation at 1560 nm with a PPLN as shown in Fig. 4.13.
In consequence, their impact is added and not substracted as displayed on Fig. 4.27(b).
Fig. 4.27(a) estimates the predicted parasitic phase shift for an atom interferometer
in gravimeter configuration with T=20 ms and TOF=15 ms. Assuming the position
of the atomic cloud relative to the mirror and the acceleration are not known, the
uncertainty is estimated at ± 500 ng at T = 20ms and is actually worse than the
current combination of an IQ modulator operating at 1560 nm with a PPLN.
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Figure 4.27: (a) Estimation of the phase shift of the atom interferometer with an IQ modu-
lator operating at 780 nm. (c) Contribution of each parasitic Rabi oscillation
with their respective impact on the phase shift on (b). The parameters of the
interferometer are TOF=15 ms, T=20 ms.

4.3.2 Single diode architecture based on a discrete lock

The frequency of the optical carrier is fixed in the CS-DSSB modulated laser
architecture. One can imagine a complete laser system employing only one laser diode
as main source without additional external reference [5, 86]. The atom species used for
frequency reference is present in the sensor head and could be used to recalibrate the
offset VCO of the RF source by saturated absorption between every shot. However a
continuous lock on frequency reference delivers high performances in frequency stability
and phase noise by correcting temperature fluctuations and low-frequency current
noise. Therefore, free running performances offered by the laser diode should be decent
in phase noise and short term frequency stability. Redfern Integrated Optics (RIO)
external-cavity diode laser is a good candidate to fill those specifications. In addition,
the frequency of the diode should not drift excessively in long term not to reach the
limit on the feedback of the frequency lock for the VCO. A temperature controlled box
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as used in the laser system and visible in Section 4.1.8 prevents from large drifts in
frequency from temperature changes in random environment.

Offset
VCO

RF Source

Correction

Sensor Head

Sample &
Hold

Modulation

Discrete Lock

Free-running
RIO Diode

Figure 4.28: Discrete lock scheme suggestion to simplify further the laser architecture. The
laser is using directly the atom species available in the sensor head to operate
the saturated absorption during dead times and retroacts the correction on
the RF source. The switch bench between the laser and the sensor head is
not showed.

Figure 4.28 proposes an architecture where the RIO diode is running without
frequency feedback lock. The stability of the frequency is regulated with a discrete lock
where the feedback frequency correction is applied on the RF source. The discrete lock
system would be composed by a sample and hold circuitry to operate the saturated
absorption during dead times and maintain a constant correction feedback otherwise.
The modulation is activated to perform the saturated absorption and stopped otherwise.
A constant frequency shift is added to generate the sidebands out from the optical
carrier. This technique offers the possibility to use the atom species available in the
sensor head to perform the saturated absorption. It avoids the need of an external
frequency reference which requires an auxiliary laser or an additional PPLN in the case
of single diode architecture.

(a) (b)

Discrete lock

Figure 4.29: (a) Time series and (b) Allan deviation of short-term frequency stability of
RIO diode with and without frequency lock in blue and orange respectively.
The time series are plotted with a moving average of 1s. The black dashed
line indicates white noise integration which comes from the analog acquisition
chain. The red dot indicates the typical time period of the discrete lock which
would be 1 s.
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We compared short term frequency stability performances of a RIO diode when it
is locked to a frequency reference and when it derives freely. The results, presented in
Fig. 4.29(a) and (b), have been obtained by beating the RIO diode with an external
frequency reference and treated by a frequency to voltage conversion analog circuit.
It reveals a relative frequency stability of ' 1 MHz at 1 s for the free running RIO
diode, whereas the frequency lock is more stable than the measurement setup at this
time range (the Allan variance integrates until reaching 10 kHz level). The norm of the
effective wavevector ‖ ~keff‖ = ‖~k1‖+ ‖~k2‖ is affected and the scale factor of the atom
interferometer is changing as:

δS = T 2δkeff (4.35)

= 2πT 2

c
2δν (4.36)

where δν is the frequency shift from the reference of the diode at 1560 nm before
SHG. The relative error on the scale factor increases linearly with the frequency shift
as:

δS

Seff
∝ 2δν

ν
< 10−8 (4.37)

The frequency lock would bring an uncertainty below 10 ng on the atom accelerom-
eter.

The effective Rabi frequency χ of Raman transitions are slightly affected by a
frequency shift of the order of δ∆R ' 1 MHz considering a Raman detuning of ∆R ' 1
GHz. It represents a relative drift of:

δχ

χ
∝ δ∆R

∆R

' 10−3 (4.38)

In addition, atom cooling and preparation are affected by a change of the frequency.
The natural linewidth of the D2 transition of 87Rb is ' 6 MHz, which is in the same
order of 2δν for a free running RIO diode.

At that time, the cycling rate of our experiment is limited at ' 1 Hz and can be
easily improved. Increasing it would improve the frequency shift between each shot of
the discrete lock.
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Figure 4.30: (a) PSD of the frequency noise of the reference RIO laser diode running
freely in blue and frequency locked to a saturate absorption in orange. (b)
Estimation of the phase noise contribution to an atomic interferometer with
L=15 cm and τ = 6 µs for different interrogation time T.

The phase spectral density (PSD) of the frequency noise of the laser, which determine
the linewidth of the laser, is intrinsic to the design and technology of the laser diode.
Besides, the PSD is affected by the noise of the current feeding the diode and is reduced
with a frequency lock. Figure 4.30(a) shows the PSD of the frequency noise of a RIO
diode with a clean current supply providing noise at ' 1 µA. The RIO diode running
freely exhibits good performances especially for large frequencies.

In the configuration of retro-reflected Raman beams with a mirror, Reference [87]
studies the effect of the frequency noise on the sensitivity of the interferometer and
expresses the impact as:

σ2
Φ ≈ t2d

∫ +∞

0
|H(ω)|2Sν(ω)dω2π (4.39)

where σΦ is the variance of the phase fluctuation , td=2L/c is the retro-reflection
delay with L the relative distance between the mirror and the atomic cloud, H(ω) is
the phase transfer function of the interferometer described in Chapter 2 and Sν(ω) is
the PSD of the frequency noise presented in Fig. 4.30(a). Figure 4.30(b) reports the
phase noise estimation of the atom interferometer at different Raman interrogation
time T. The impact of the RIO diode running freely is small thanks to the high intrinsic
performances of the RIO diode, clean current supply and small distance L<15 cm
between the mirror and the position of the cloud.
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Conclusion

We have presented a dual-frequency, electro-optically modulated laser source with
reduced parasitic sidebands, where the control of two independent optical signals
is realized using only RF components. We verified its performances and proved its
compliance for atom interferometry and inertial sensing applications. By suppressing
parasitic lines by 20 dB, we estimate the residual acceleration bias due to parasitic
interferometers below 200 ng. The simplicity of our architecture, along with the
dramatic improvement in accuracy, represents a suitable alternative with a trade-off on
the complexity and frequency agility from systems employing two phase-locked laser
diodes [74, 75]. With agility over tens of GHz and very fast electro-optic conversion,
this architecture can be employed for many applications like atom launching, chirping
to compensate high accelerations, compensation of zero-velocity atom for interferometry
[56]. The architecture can also be easily modified for use with other atomic species,
such as potassium [68] or cesium [37], which makes it promising for several applications.

We explored new configurations and improvements of the laser architecture to
reduce and simplify evermore. The current architecture is using an extra laser diode
referenced on 87Rb transition. Because the carrier agility of the main laser is not
required, this approach opens the field of laser architectures operating with only one
laser diode frequency locked on a reference [5]. Futhermore, we demonstrated high
performances of the RIO diode and its compatibility for single diode architectures with
discrete locking of the RF source on the atoms inside the sensor head between shots.
In this way, no additional saturated absorption layout or PPLN is needed and the
compactness can be even more improved. In addition, through a fiber IQ modulator
operating at 780 nm, one can transfer the benefit of the CS-DSSB modulation to laser
architectures entirely operating at 780 nm.
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Chapter 5

Characterization of the atom accelerom-
eter along the vertical axis

This chapter reports the performances and systematic effects of our atom interfer-
ometer prototype on the vertical axis. Specifically, we analyse the characteristics of
the atom cooling, the preparation of the atomic states for interferometry, the stability
and the bias of the atomic accelerometer which operates as a gravimeter.
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Introduction

Laser cooling and trapping has led to a good control and manipulation of cold
atoms by increasing the de Broglie wavelength. In 1989, Christian Bordé discusses
the use of light to diffract atoms between internal energy states to split an atomic
path with the atomic recoil [88]. Mark Kasevich and Steven Chu demonstrate in 1992
the use of counter-propagating velocity selective Raman transitions to perform a cold
atom interferometer sensitive to inertial effects [6, 54]. Since then, many efforts have
been conducted to develop atomic gravimeters and to reach high sensitivity level while
reducing the systematic effects, which affect the accuracy of the sensor. In particular,
the SYRTE laboratory achieved impressive performances of 6 ng/

√
Hz of sensitivity

with an unprecedented stability of 2 ng for their atomic gravimeter [89, 7]. Cold-atom
gravimeters are easier to achieve and operate compared to an accelerometer. Indeed a
gravimeter can be calibrated by comparison with a known reference, a local value of
the gravitational acceleration. On the other hand a cold-atom accelerometer requires
deep analysis of the systematic effects to be characterized and no such work has been
done yet.

The characterization and qualification of our atom interferometer prototype along a
single-axis is a necessary step in the quest of developing the 3-axis hybrid accelerometer.
Indeed we want to measure the intrinsic performances of the sensor. In this chapter,
the atom interferometer is configured as a three-pulse Mach-Zehnder-type gravimeter,
with vertically-oriented Raman beams that are retro-reflected by the reference mirror.
The classical accelerometer fixed to the mirror corrects the parasitic vibrations by
reconstructing the fringes with a high-pass filter to reject any bias. Our sensor head
is compact and made for mobile applications which limits the free-fall time for the
atoms to not drop out from the laser beams and the detection zone. Therefore, the
study of the systematic effects is made at rather small interrogation time of T = 20 ms
compared to gravimeters, where interrogation time reaches T > 100 ms. We aim for
a sensitivity below 2µg/

√
Hz with a long-term stability reaching ∼ 10 ng level and a

relative accuracy of ∼ 100 ng.

Simon Templier 148



Chapter 5. Characterization of the atom accelerometer along the vertical axis

5.1 Operation of the atom accelerometer along the
vertical axis

5.1.1 Raman transitions

In Chapter 2, we identifies the probability transition of the atoms subjected to
Raman transitions as:

P (τ, δ, r, v) = Ω2
eff(r)

ω2(δ, v, r) sin2
(
ω(δ, v, r)τ

2

)
(5.1)

where τ is the length of the Rabi pulse, Ωeff is the effective Rabi frequency,
ω(δ, v, r) =

√
Ω2

eff(r) + (δ − ωD(v)− ωR − ωAC)2 is the exact Rabi frequency depending
on the controlled resonance detuning δ between the lasers, the Doppler frequency
ωD(v) = keffv with the velocity v relative to the reference mirror, the recoil frequency
ωR = ~k2

eff/2M and the light shift ωAC.
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Figure 5.1: (a) Raman spectrum with lin⊥lin polarized Raman beams after a TOF of 25
ms with a Rabi pulse length of 6 µs. (b) Rabi oscillations of the co-propagating
and counter-propagating Raman transitions.

Figure 5.1 presents a Raman spectroscopy and Rabi oscillations of co-propagating
and counter-propagating Raman transitions. Here, the measurements are operated
with a lin⊥lin polarization on the Raman beams to drive counter-propagating velocity-
selective Raman transitions. The PER of the light is > 24 dB where residual circular
polarizations σ+/σ+ and σ−/σ− induce parasitic co-propagating Raman transitions on
the central peak. The Doppler frequency shift is different as ±ωD(v) depending on the
pair of counter-propagating Raman beams. It raises a degeneracy on the transition,
as depicted on the figure with two main peaks, and transfers a momentum recoil on
opposite directions according to ±keff . The sign of the detuning resonance ±δ allows
to select between the two.
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5.1.2 Atom interferometer

Classical
Accelerometer

High-pass
Filter

Correla-
tions

CPU +

Laser
System
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Chain

g

Quantum
Accelerometer

Real-Time System

ϕvib

ϕmod

ω1
ω2
ω3

g(t)+avib(t)+b(t)

ϕcontinuous

Figure 5.2: Operation scheme in open-loop of the atom accelerometer along the vertical
axis.

The atom interferometer is configured as a three-pulse Mach-Zehnder-type gravime-
ter, with vertically-oriented Raman beams that are retro-reflected by the reference
mirror. Figure 5.2 presents the operation scheme of the atom interferometer in this
Chapter. The scheme has been detailed in Chapter 2, called hybrid gravimeter in
open-loop. To track the time-varying gravitational acceleration g(t), the two-point
mid-fringe algorithm is employed.

The classical accelerometer monitors and extracts the vibrations of the reference
mirror by filtering its output with a high-pass filter. The resulted vibrations avib(t),
measured during the interferometer, are correlated with the response function of the
interferometer f(t) to generate the correction phase φvib. The CPU commands the
Raman DDS to generate a series of phase-continuous frequency jumps ω1, ω2 and
ω3 to correct the Doppler shift, which imprints the phase φcontinuous on the atomic
wavefunction. In addition a modulation phase φmod is used as a free parameter to
operate the mid-fringe algorithm or to scan Raman fringes.

The resulting transition probability of the interferometer is measured by detecting
the number of atoms N2 in energy state |F = 2〉 and the total number of atoms Ntotal

as:

P = N2

Ntotal
= P0 −

1
2C cos (φkin + φlaser) (5.2)

where C is the contrast, P0 is the offset, φkin = −(g + avib)keffT
2
eff is the inertial

phase corresponding to the acceleration of the atoms relative to the reference mirror and
φlaser = φcontinuous + φvib + φmod is the phase imprinted onto the atomic wavefunction.
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5.2 Preparation of the atomic source

5.2.1 Temperature of the atomic source

A vapor-loaded 3D magneto-optical trap (MOT) accumulates ' 5 × 108 atoms
in 250 ms. This is followed by a 10 ms stage of optical grey molasses where the
atoms are cooled down at sub-Doppler temperatures [51]. The probability transition
function distributed over velocity classes is P (τ) =

∫
G(v)P (τ, v)dv, where the velocity

distribution is Gaussian [54]:

G(v) = 1
σv
√
π
e
− (v−v0)2

σ2
v (5.3)

with σv the dispersion of the velocity classes and v0 the central velocity of the
distribution.

2keffσv2keffσv

Figure 5.3: Raman spectroscopy with π polarized Raman beams at a pulse length of 25 µs
after 17 ms of TOF.

Figure 5.3 presents a Raman spectroscopy with counter-propagating Raman transi-
tions after 17 ms of time-of-flight (TOF). The power used for the spectroscopy is low,
with a duration of the Raman pulse equals to 25 µs. By averaging the velocity disper-
sion between the right peak (+keff) and the left peak (−keff), we find a temperature of
2.5 µK, equivalent to a velocity dispersion of 22 mm/s.

5.2.2 Preparation into non-magnetic states

Quantum purity is necessary to operate properly a Raman interferometer. It relies
on the preparation of the atoms onto a common energy state before the interferometer.
The common energy state level should be non-magnetic in order to avoid sensitivity to
ambient magnetic field.
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Figure 5.4: Scheme of the preparation of the atoms into non-magnetic sensitive energy state
|F = 1,mf = 0〉.

For atom interferometry, we prepare the atoms into non-magnetic sensitive state
|F = 1,mf = 0〉 with the scheme illustrated on Fig. 5.4. This scheme allows to preserve
the third of the atoms available. After the molasses, we depump all the atoms into
state |F = 1〉. The bias magnetic field is set to split in energy the magnetic sub-
levels by Zeeman shift and to quantize the axis along the light beams. Then we use
co-propagating Raman transitions to transfer atoms from states |F = 1,mf = ±1〉
to |F = 2,mf = ±1〉 by controlling the resonance detuning δ. Atoms transferred in
|F = 2〉 are removed by heating them with the |F = 2〉 → |F ′ = 3〉 cycling transition.
To optimize this blast, we ramp slightly the optical frequency to the blue to address all
the velocity classes. We repeat the sequence to remove residual atoms in bad magnetic
states.

|F=2,mf=+1⟩→|F=1,mf=+1⟩

|F=2,mf=0⟩→|F=1,mf=0⟩

|F=2,mf=-1⟩→|F=1,mf=-1⟩

2BμB/ћ 2BμB/ћ

Figure 5.5: Raman spectroscopy with circularly polarized beams scanning the magnetic
energy states of the hyperfine transition. Looping the selection reduces the
remaining atoms in |F = 1,mf = ±1〉 and increases quantum states purity.

Figure 5.5 shows a Raman spectroscopy with co-propagating Raman transitions
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for different number of loops of the preparation sequence. The transitions scanned are
between magnetic energy states. The magnetic states are split in frequency by 2BµB/~
where µB is the Bohr magneton and B = 68.5 mGauss is the field generated by the
pair of Helmholtz coils. Three loops are sufficient to maximize the quantity of atoms
in energy state |F = 1,mf = 0〉.

5.3 Performances of the atom interferometer

In this Section, we want to measure the intrinsic performances of the atom inter-
ferometer on a gravimeter configuration, including the sensitivity, the stability and
the systematic shifts. Despite the compensation of the ambient mechanical vibrations
achieved with the measurements of the classical accelerometer, the sensor head is set
on the marble table to reduce them. The other purpose of the marble table is to
stabilize the angle between the acceleration measurements of the atom interferometer
determined by ~keff and the gravitational acceleration vector ~g.

5.3.1 Acceleration sensitivity
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Figure 5.6: Raman fringes of the atom interferometer for different interrogation time T
obtained by varying the series of frequency jumps. The Raman transitions are
resonant with Doppler velocities classes of direction −keff on (a) and +keff on
(b).

In Chapter 2, we described the operation of the atom interferometer with a series of
phase-continuous frequency jumps ω1, ω2 and ω3 at each pulse. The frequency jumps
compensate the frequency Doppler shift and imprint a laser phase φcontinuous = akeffT

2
eff

when the frequency jumps are set according to the first jump as:

ω2 = ω1 + keffa(T + 2τ) (5.4)

ω3 = ω2 + keffa(T + 2τ) (5.5)
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where a is an arbitrary acceleration we choose and τ is the Rabi pulse length.
Figure 5.6 presents Raman fringes where a is varying arbitrarily by controlling the
frequency jumps and a0 ' 9.805642 m.s−2 is an independent measured value of local
gravitational acceleration [18]. The phase output of the interferometer is Φ = φkin+φlaser,
with the inertial phase φkin = −(a0 + avib)keffT

2
eff and the imprinted laser phase

φlaser = φcontinuous + φvib.
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Figure 5.7: Estimation of the contrast (a) (b), the SNR (c) (d) and the phase noise in
mrad/shot (e) (f), for different TOF at T=20 ms (a) (c) (e) and for different
interrogation time T at TOF=16 ms (b) (d) (f).

Figure 5.7 shows the fit estimations of Raman fringes for different interrogation time
T and time-of-flight TOF. The signal to noise ratio (SNR) is defined as SNR = C/rstd,
where rstd is the standard deviation of the residuals from the fit estimation ri = Pi− P̃i.
The phase noise σφ is estimated by a Bayesian approach with negative log-likelihood
fit model [90]. When the TOF is varying, the contrast and the SNR are rather stable
with a mean value of respectively C = 0.47 and SNR=47 for an interrogation time of
T = 20 ms. The mean value of the phase noise gives us a phase sensitivity of σφ = 59
mrad/shot, corresponding to a sensitivity to acceleration of σa = 1.1 µg/

√
Hz. Aside

from a slight reduction of the contrast, the atom interferometer is more sensitive when
the interrogation time T is increased. Residual mechanical vibrations not compensated
with the hybridization of the classical interferometer intensify the phase noise. Indeed
the classical accelerometer is reaching a sensitivity of ' 1 µg/

√
Hz.

5.3.2 Long-term stability with the tracking algorithm

The mid-fringe tracking algorithm is used to measure the stability of the atom
interferometer. We alternate the sign of ~keff between each measurement to obtain
an estimation of the acceleration along the two interferometric paths a↑ and a↓. We
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compute the "dependant" acceleration aDep = a↑+a↓
2 and ’independent’ acceleration

aInd = a↑−a↓
2 from the sign of ~keff . Therefore, aDep represents the true acceleration

observed by the atoms and reject most of systematic effects including first order light
shifts and quadratic Zeeman shift. Those rejected systematic effects are present in aInd

and contain informations relative to their stability.
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Figure 5.8: Stability in time of the acceleration measurements aDep dependent on the sign
of ~keff in blue with rejected systematic effects and aInd independent on the sign
of ~keff in orange. The interrogation time of the atom interferometer is 20 ms.
The tides have been removed from the acceleration measurements in the aDep
part. The darker colors on the time-series graphs expose a one hour moving
average. The dashed line on the Allan deviation graph represents a 1/

√
t time

integration of uncorrelated measurements.

Figure 5.8 presents the relative stability of the acceleration measured by the atom
interferometer over 15 hours with an interrogation time T=20 ms. The tidal effects
are visible after 103 s and have been removed from the measurements. The bump on
the Allan deviation at 50 s corresponds to oscillations of the mid-fringe lock where the
integrator part struggles to compensate several types of noise and averages it after the
bump at a scale between correlated noises 1/t and uncorrelated noises 1/

√
t. We use

the measurements integrated as 1/
√
t after 103 s to determine a sensitivity of σa = 1.24

µg/
√

Hz corresponding to a phase sensitivity of σa = 68 mrad/shot. After 1 hour, the
measurements reach the level of mrad and stop integrating. Here, we assume that the
stability is limited by the two-photon light shift (TPLS) where the co-propagating
Raman interaction is unstable due to residual polarization variation. This effect is
later detailed in Sec. 5.3.4. The stability of the acceleration stabilizes at 10 ng level
after 5h30 of integration.

5.3.3 Magnetic field

Figure 5.9 presents the stability of the magnetic field in time and its spatial
dependency. It has been measured with spectroscopies of co-propagating Raman
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transitions. As a result of the magnetic shield made from µ-metal isolating the atoms
from external magnetic fluctuations, we obtain a magnetic field stability of 10 µGauss
after 8 hours of integration. Efforts have been made in the design of the sensor head
to avoid magnetic components and prevent time-dependent Eddy currents. We use
pairs of Helmholtz and anti-Helmholtz coils to respectively generate a Zeeman shift for
magnetic states degeneracy and suppress residual magnetic gradient field. However, a
residual 1 mGauss spatial magnetic field is present over the free-fall trajectory of the
atoms due to magnetic materials nearby the sensor head inside the magnetic shield.

Figure 5.9: (a) (b) Time stability and (c) spatial dependence along the atomic free-fall path
of the magnetic field. The measurements are obtained with spectroscopies of
co-propagating Raman transitions.

The frequency of the hyperfine transition is sensitive to the magnetic field. The
tensor light shift also participates to the shift of the energy state transitions and has
not been included or calculated. The second order Zeeman frequency shift affects
frequency of the clock transition by ωB(z) = 2πK|B(z)|2, with K = 575.15 Hz/G2

the clock transition Zeeman shift and B(z) the magnetic field at position z. The fit
estimation of the spatial part on Fig. 5.9(c) shows a remaining spatial curvature. The
resulted phase shift from the Zeeman frequency shift is computed with the sensitivity
function g(t) as:

φB =
∫
g(t)ωB(t)dt = 2πK

∫
g(t)

(
|B(z(t))|2 − |B(z(0))|2

)
dt (5.6)

The trajectory of the atom interferometer influences the magnetic field experienced
by the atoms. In consequence the resulted phase shift is highly rejected with the
two interferometers alternating the recoil direction according to ±keff . For an atom
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interferometer of interrogation time T=20 ms and a TOF=15 ms, we obtain a residual
acceleration shift of φB = 5.3± 0.7 ng thanks to the ±keff rejection.

5.3.4 Light shifts

AC Stark shift

The one-photon light shift (OPLS) (or AC Stark shift) ωAC is common to two
interferometers with trajectory determined by ±keff . It means that the calculation
of the ’dependent’ acceleration aDep = a↑+a↓

2 allows to nearly cancel OPLS [89, 7].
Moreover, the cancellation of the OPLS have been optimized by modifying the intensity
ratio between the Raman lines of the laser and have been adapted for the Raman
detuning ∆R = −877 MHz. For this reason we consider negligible the impact of the
OPLS on the atom interferometer.

Two-photon light shift
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Figure 5.10: Illustration of the two-photon light shift for counter-propagating Raman
transitions (a) and residual co-propagating Raman transitions (b).

The two-photon light frequency shift (TPLS) is expressed as [91]:

ωTPLS± = ωcounter
TPLS± + ωco

TPLS± (5.7)

where ωcounter
TPLS± and ωco

TPLS± are the TPLS frequency shifts induced respectively by
counter-propagating and co-propagating Raman transitions:

ωcounter
TPLS± = Ω2

eff
±8ωD

+ Ω2
eff

±8ωD + 16ωR
(5.8)

ωco
TPLS± = Ω2

co
4(±ωD + ωR) (5.9)

with ωD the Doppler frequency shift and ωR the recoil frequency shift. The
sign of the Doppler frequency is determined by the direction of the selected Raman
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transitions ±keff . Figure 5.10 illustrates the frequency shifts on the energy states
induced by counter-propagating and co-propagating Raman transitions. The TPLS
co-propagating frequency shift is caused by slight residue of elliptical polarization of the
light. Here we consider only the transitions between magnetic states |F = 1,mf = 0〉
and |F = 2,mf = 0〉 and ignore the impact of the transitions involving magnetic states
|mf = ±2〉 where the impact is at least three times lower. The phase shift induced by
the TPLS depends on the frequency shift and effective Rabi frequency at the first (1)
and last pulse (3):

φTPLS = ω
(1)
TPLS

Ω(1)
eff

tan
Ω(1)

eff τ

2

− ω
(3)
TPLS

Ω(3)
eff

tan
Ω(3)

eff τ

2

 (5.10)

For a Rabi frequency nearly optimized Ωeff ≈ π/2τ and a negligible contribution of
the TPLS from the co-propagating transitions ωco

TPLS±, the resulted phase shift is linear
with the power and scales as φcounter

TPLS (Ωeff , ωD) ∝ Ωeff/4ωD. By modulating the power
of the laser [89], one can obtain the TPLS phase shift for two different intensities I1

and I2 and reject mostly the effect with the expression:

rφcounter
TPLS (ΩP1

eff , ωD)− φcounter
TPLS (ΩP2

eff , ωD)
r − 1 ≈ 0 (5.11)

where r = ΩP2
eff /ΩP1

eff ≈ I2/I1 is the ratio between the two Rabi frequencies at two
different laser power.
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Figure 5.11: Estimation of the frequency shift (a) and the phase shift (b) of the TPLS for
different TOF at two laser power. The phase and acceleration shift of the
TPLS is estimated for a Raman interrogation time T=20 ms. The expression
from Eq. 5.11 is used to correct the total phase shift φTPLS in black and the
phase shift involving only the counter-propagating transitions φcounter

TPLS in grey.

We measured the Rabi frequencies of the counter-propagating transitions Ωeff and
co-propagating transitions Ωco (exposed in Sec. 5.3.5) to estimate the phase shift of
the interferometer. Figure 5.11 shows the frequency shift and the phase shift induced
by the TPLS for two laser power. We notice that the power correction with expression
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from Eq. 5.11 is efficient for counter-propagating transitions, but is affected by the
residual co-propagating transitions and the rejection of the TPLS is not complete. We
obtain residuals of 80 ng at TOF=15 ms and 20 ng at TOF=45 ms.

Influence of the polarization on the stability

To control the polarization of the light in our experiment, we are using a liquid-
crystal retardance waveplate (LCR) which is temperature sensitive. On Chapter 3, we
described its operation and impact on the phase shift of the atom interferometer. For
that, we calibrated a monitoring photodiode sensitive to the polarization to measure
the difference of the polarization between the first and last pulse of the interferometer.
We correlated the stability of the co-propagating Raman transitions over time and its
impact on the phase shift.
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Figure 5.12: (a) Amplitude of the peak of the residual co-propagating Raman interaction.
(b) Signal of the monitor photodiode measuring the difference polarization
after the LCR waveplate.

Figure 5.12(a) shows the evolution of the amplitude of the co-propagating Raman
transitions peak. We depict the signal difference of the monitoring photodiode and
we estimated the resulted phase shift on the interferometer as shown in Fig. 5.12(b).
The resulted estimated phase shift reaches a standard deviation of 0.5 mrad. This
corresponds to an acceleration error of 8 ng at T=20 ms. Since it is a pure phase shift,
the effect can be dramatic at low interrogation time, reaching for example 3 µg at T=1
ms.
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Figure 5.13: Angle of the linear polarization of the Raman laser.

In Chapter 4, we described the 780 nm optical fiber bench used to switch and
recombine the light to the sensor head. We identified an instability of the angle of
the polarization at the output of the fiber bench as depicted on Fig. 5.13. We suspect
that the variation of this angle affects the polarization switch efficiency of the LCR
waveplate and provokes instability on the co-propagating Raman transitions as shown
on Figure 5.12.

5.3.5 Cloud position dependence of Rabi frequencies
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Figure 5.14: Rabi frequency of counter-propagating Raman transition (a) and amplitude
of the peak of co-propagating Raman transitions spectroscopy (b) at different
positions of the cloud relative to the reference mirror obtained by varying
the TOF. (c) Spatial scheme of the measurements illustrating the mirror
displacement.

Counter-propagating Raman transitions

In Chapter 4, we evaluated the effective Rabi frequency deriving from a Raman
spectrum with parasitic lines. The effective Rabi frequency is defined by the modulus
of the sum of each Raman transition occurring as:
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Ωmodel
eff (z) = |

∑
I,J

χI,Je
i(I∆k1+J∆k2)z| (5.12)

where χI,J is the effective Rabi frequency associated to a pair of parasitic lines,
with corresponding parasitic momentum recoil of I∆k1 + J∆k2.

In Figure 5.14(a) we measured the Rabi frequencies at different positions over the
atomic path by letting drop the atoms (TOF variation). We also moved the position
of the mirror to broaden the scanned region. We compared the measurements with
the model and observed good accordance. The periodicity of the Rabi frequencies are
determined by the distance dI,J = πc

IΩ1+JΩ2
, where Ω1/2π ≈ 1 GHz and Ω2/2π ≈ 7.8

GHz are the frequency modulations used for CS-DSSB modulation. The highest
parasitic Rabi frequencies are χ1,−1, χ−1,1 and χ1,0 and lead respectively to periodicities
of d1,−1 = d−1,1 = 21.9 mm and d1,0 = 157 mm.

Co-propagating Raman transitions
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Figure 5.15: Illustration of the co-propagating Raman transitions where the light has to be
σ polarized.

We determined very precisely the position of the atomic cloud relative to the
reference mirror and the relative position of the mirror between the two cases. We
took advantage of the co-propagating Raman transitions generated by two pairs of
Raman beams, one from the straight path and the other from the reflected path, as
shown in Figure 5.15. Indeed the transitions interfere constructively or destructively
and are in competition between the straight co-propagating Raman transitions and the
retro-reflected ones, depending on the position of the cloud relative to the mirror. On
Figure 5.14(b), the period of the oscillations is directly dependent on the hyperfine
transition and create a spatial periodicity of πc

δHF
= 21.9 mm. The fit estimation gives

an initial position of the MOT cloud relative to the reference mirror of 111.6± 0.2 mm
in standard position (mirror position 1), a relative distance of the reference mirror
between the two cases of 8.9±0.3 mm and an initial velocity of 26(4) and 5(3) mm/s for
respectively the mirror position 1 and 2. The variation of the initial velocity between
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the two cases can be explained by the phase behavior spatially-dependant affecting the
grey molasses.

5.3.6 Scale factor error

Tτ τ2τ T

td td td
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ω2

ω3

0

αt

αt
2 /2

ω1t

ω2t

ω 3
t

Figure 5.16: Comparison between phase continuous frequency chirp (in dashed blue) and
phase continuous frequency jumps (in red) during Raman interferometer. The
resulted phase for the first case follows the kinetic path of the atomic cloud.
Whereas for the second case, the slope of the phase changes at each frequency
update and impacts differently the scale factor.

The phase output of the interferometer depends on the inertial phase φkin, corre-
sponding to the acceleration of the atoms relative to the reference mirror, and the
imprinted laser phase φlaser induced by the Raman laser phase. The imprinted laser
phase is specific when a series of phase-continuous frequency jumps is applied. Figure
5.16 illustrates the frequency and the associated Raman laser phase of a chirp, usually
used for gravimeters, and for a series of phase-continuous frequency jumps. On Chapter
2 we determined the associated scale factors from the inertial and the phase parts as:

Skin

keff
= (T + 2τ)

T + 1
Ω(1)

eff
tan

Ω(1)
eff τ

2

+ 1
Ω(3)

eff
tan

Ω(3)
eff τ

2

 (5.13)

Scontinuous

keff
= (T + 2τ)

T + 2
Ω(3)

eff
tan

Ω(3)
eff τ

2

 (5.14)

where Ω(1)
eff and Ω(3)

eff correspond to Rabi frequencies respectively at the first and last
pulse of the interferometer and τ is the Rabi pulse length at π/2-pulse. By defining the
scale factor error as δS = Scontinuous−Skin, the phase output of the atom interferometer
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is:

Φ = φkin + φlaser (5.15)

= −aSkin + aScontinuous (5.16)

= aδS (5.17)

where a is the acceleration of the atoms relative to the reference mirror and the
acceleration defined by the arbitrary frequency jumps. We define the phase shift
induced by the scale factor error as φSF. It is calculated as:

φSF = aδS (5.18)

= akeff (T + 2τ)
 1

Ω(3)
eff

tan
Ω(3)

eff τ

2

− 1
Ω(1)

eff
tan

Ω(1)
eff τ

2

 (5.19)

' akeff (T + 2τ)
(
Ω(3)

eff − Ω(1)
eff

)(π
2 − 1

)(2τ
π

)2
(5.20)

where the last expression is a first order approximation. The resulted acceleration
bias due to the error on the scale factor is δaSF = φSF/Skin = aδS/Skin. The phase shift
from the scale factor error has the same dependence on the effective Rabi frequencies
as the phase shift induced by the TPLS from Eq. 5.10. Consequently, we apply the
method from Eq. 5.11 to reject the effect of the scale factor error by measuring the
phase with two different powers.

105 110 115 120
Cloud position relative to the mirror (mm)

1

0

1

2

Sc
al

e 
fa

ct
or

 e
rro

r 
S/

S e
ff 1e 6

Full Power
Half Power
Power correction

Figure 5.17: Estimation of the error on the effective scale factor due to parasitic Rabi
oscillations for two different laser power. The power correction is using the
expression from Eq. 5.11 to reject the effect from the error on the scale factor.

In Section 5.3.5, we measured the Rabi frequencies of the counter-propagating
Raman transitions for different position of the cloud relative to the reference mirror.
We detected fluctuations, as shown on Figure 5.14(a), deriving from the parasitic
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lines of the laser spectrum induced by the CS-DSSB modulation. In consequence, it
generates a phase shift from the scale factor error φSF. The scale factor error δS/Skin

is estimated in Fig. 5.17 for two different laser powers. We used the model of parasitic
Rabi frequencies induced by parasitic lines for the calculations, which are shown in Fig.
5.14(a). It generates an error at the order of µg on the measurements. By using the
expression from Eq. 5.11 with measurements between two different laser powers, we
reject largely the error from the scale factor.

5.3.7 Other systematic effects

Alignment of the laser beams

keff

g

Z

X-Y

(a)

g

keff
k1 k2β/2

-k2

(b)

g

keff

k1

k2

β

(c)

α

Figure 5.18: Illustration of the different misalignments of the effective wavevector ~keff . The
angles are exaggerated for better comprehension and the laser beams should
cross the atomic cloud for each case. (a) Ideal alignment. (b) Tilt of the
collimator. (c) Tilt of the mirror relative to the collimator.

The effective wavevector ~keff is affected when the retro-reflected laser beam is not
aligned with the straight path. Figure 5.18 illustrates the different cases of misalignment
when the reference mirror or the collimator are tilted. When the mirror is tilted, the
effective wavevector keff is not aligned with the acceleration vector we want to measure
as:

~g · ~keff = gkeff cos(β/2) (5.21)

where β is the tilt angle of the mirror. In addition the scale factor is impacted
when the collimator is tilted with respect to the reference mirror as:
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keff = ~k1 · ~k2 = k1k2 cos(2α + β) (5.22)

where α is the tilt angle of the collimator. The resulted measurement is affected at
the second order by a shift of:

1− cos(2α + β) cos(β/2) ∼ 2α2 + 2αβ + 5
8β

2 (5.23)

The alignment of the collimator is adjusted by checking the round trip of the laser
beam through a pinhole placed at the output of the collimator. We evaluate the
precision of this technique precise at α < 0.5 mrad. The angle of the reference mirror
from the gravitational vector is not known, we consider it at zero for the calculus. The
resulted shift is estimated at -500 ng. No particular effort has been conducted to reduce
this effect and explains this high shift.

Gravity gradient

Gravity gradient is affecting the interferometric path of the atomic cloud. The
phase shift induced is determined by [92]:

φΓ = ±keffΓzz(vT + 7
12gT

2)T 2 (5.24)

where v is the initial velocity of the atoms and Γzz is the component of the gravity
gradient tensor along the atomic interferometric path. The sign of the shift is determined
by the direction of ~keff . For T=20 ms, φΓ ' 100µrad corresponding to a negligible
acceleration bias of 1.6 ng.

Coriolis shift

The three-pulse Mach-Zehnder atom interferometer is sensitive to inertial effects,
including Coriolis acceleration. The phase shift induced by the Coriolis acceleration
depends on the cross product between the effective wavevector kieff along each axis
with the initial velocity vi0 and the acceleration of the atoms ai along each axis. In this
Chapter, the only source of rotation is the Earth rotation rate Ωrot. The phase shift
can be expressed as [93]:

φΩ = ∓2
[
kieff × (vi0 + aiT )

]
· ΩrotT

2 (5.25)

where the sign is determined by the direction of ~keff . Here, we consider only an
acceleration of g along the vertical axis. The initial velocity v0 = 26(4) mm/s of the
atoms along the vertical axis has been determined in Sec. 5.3.5. Along the two other
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axes, the initial velocity is not known and is considered null with an uncertainty of 30
mm/s. In those conditions, the resulted phase shift induced by the Coriolis acceleration
is estimated at φΩ = 0± 315 ng.

Mach-Zehnder interferometer asymmetry

The transition probability of the Mach-Zehnder interferometer from Eq. 5.2 is valid
when each Rabi pulse of the interferometer is optimal and the laser frequency detuning
δ is set on the center of the counter-propagating velocity distribution. According to
Ref. [94], and by assuming a Gaussian velocity distribution G(v) for the atomic cloud
(' 3 µK), we can estimate the phase shift φMZA induced by an asymmetry of the
Mach-Zehnder interferometer as:

P =
∫
G(v)P (v)dv ' P0 −

1
2C cos(φ0 + φMZA) (5.26)

with:

φMZA = 1
C

∫
G(v)C(v)∆ΦMZA(v)dv (5.27)

Here, C(v) and ∆ΦMZA(v) represent respectively the contrast and the phase shift
of the interferometer depending on the velocity distribution of the atoms. Whether the
direction chosen for ~keff is positive (↑) or negative (↓), the frequency of the counter-
propagating transition depending on the velocity v of the atomic velocity distribution
G(v) is given by:

δ↓,↑(v) = keffv + ωR + ωOPLS + ωB ± ωD ± ωCounter
TPLS − δ↓,↑ (5.28)

where δ↓,↑ is the laser frequency detuning and the frequency shifts are detailed
in Sec. 5.1.1. We define the total Rabi frequency at pulse n of the interferometer as
ω

(n)
↓,↑ (v) =

√
δ↓,↑(v)2 + (Ω(n)

eff )2. Reference [94] provides the expressions of the contrast
C(v) and the phase shift ∆ΦMZA(v) as follow:

∆Φ↓,↑(v) = arg

cos
ω(1)

↓,↑(v)τ
2

− iδ↓,↑(v) sin
(
ω

(1)
↓,↑(v)τ

2

)
ω

(1)
↓,↑(v)



+ arg

cos
ω(3)

↓,↑(v)τ
2

+
iδ↓,↑(v) sin

(
ω

(3)
↓,↑(v)τ

2

)
ω

(3)
↓,↑(v)

 (5.29)
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C↓,↑(v) =
4Ω(1)

eff (Ω(2)
eff )2Ω(3)

eff sin2
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ω
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↓,↑(v)τ

)
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 cos
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(5.30)

Since the Rabi frequencies are varying during the interferometer according to Figure
5.14(a), we expect a shift of 22±2 ng on the measurement of the acceleration.

Wavefront distortion shift

The phase profile of the wavefront Raman beams contains optical aberrations. The
phase imprinted onto the atoms at each pulse is not homogeneous, which induces a
phase shift. The curvature of the wavefront of a Gaussian beam can be characterized
by the Rayleigh distance zR at a distance z as:

R(z) = z2 + z2
R

z2 (5.31)

In addition the path of the Raman beams between the straight and retro-reflected
trajectory contains the window, the quarter-waveplate and the reference mirror, which
will participate to the optical aberrations respectively as δφW, δφλ/4 and δφm. The
resulted phase shift on the atom interferometer is [95, 96]:

φWD = keff
(σvT )2

R
+ 2δφW + 2δφλ/4 + δφm (5.32)

The effect from the curvature of the Gaussian beam is evaluated at a distance
z = 330 mm from the collimator to the atoms with the retro-reflected path and
a Rayleigh distance zR = 100 mm. We calculate a bias shift of 6 ± 1 ng on the
measurement of the acceleration.

The complete characterization of the phase profile of the beam is difficult [89].
Especially, since the window is sealed to the sensor head, we can not quantify individually
each impact. In consequence we did not characterize optical aberrations caused by the
optics. Further study is required to quantify the impact of the wavefront distortion
on the bias of the interferometer. For that reason, we increase the uncertainty of the
wavefront distortion by ' 100 ng.
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5.3.8 Summary of systematic effects

Systematic effect (ng) Bias shift Uncertainty Section
Two-photon light shift +81 10.2 5.3.4
Quadratic Zeeman +5.3 0.7 5.3.3
Scale factor error -130 50 5.3.6
Parasitic lines +195 5 4.1.6
RF non-linearity +170.9 0.2 4.2.4
MZ Asymmetry +22 2 5.3.7
Gravity gradient +1.6 4×10−3 5.3.7
Coriolis effect 0 315 5.3.7
Beams misalignments - 500 5.3.7
Wavefront distortion 6 100 5.3.7
Total +351.8 983.1 -

Table 5.1: Table of systematic effects of the atom interferometer with an interrogation time
of T = 20 ms.

Table 5.1 summarizes the acceleration biases induced by the systematic effects
on the atom interferometer. We estimates the acceleration biases with two rejection
techniques: change of the sign of ~keff and modulation of the power to reject widely the
TPLS and the error on the scale factor. We consider an interrogation time of T = 20
ms and a time-of-flight of TOF=15 ms, corresponding to an initial position of the
atomic cloud relative to the mirror of 111.6 mm at the start of the interferometer. The
total bias shift on the measurement of the acceleration is estimated at 351.8± 983.1
ng. We note that this number is misjusdged due to the non-complete calculation of
the wavefront distortion effect and the beams misalignments. Also the uncertainty on
the initial velocity along the other axes raises the Coriolis effect estimation.

5.3.9 Relative accuracy

We characterized the accuracy of the acceleration measurements for different posi-
tions of the atomic cloud relative to the reference mirror. In particular, we want to
verify the effect of the parasitic lines from the CS-DSSB modulation on the bias shift.
We evaluated this impact on Chapter 4.

To scan different positions of the atomic cloud, we let drop the atoms by changing the
TOF and move the mirror to broaden the region. We apply a series of phase-continuous
frequency jumps according to a0 = 9.805642 m.s−2, an independent measured value
of local gravitational acceleration [18]. In addition, we measure the acceleration
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for different laser power to reject the TPLS and the scale factor error. For each
measurement, we operate 45 minutes of tracking to reach around 20 ng of confidence
according to the Allan deviation from Fig. 5.8.

112 mm

Mirror separation
8.9 mm

TOF
15-45 ms

2T
40 ms

Mirror
position 1

Mirror
position 2

1-10 mm

(c)

Figure 5.19: (a) Acceleration measurements for different positions of the atomic cloud at the
start of the interferometer relative to the reference mirror. The interrogation
time of the interferometer is T=20 ms. (b) Relative measurements of the
power corrected accelerations. (c) Illustration of the atom interferometer with
the mirror displacement and the TOF variation.

Figure 5.19 presents the measurements where the tides are corrected. By using
the expression from Eq. 5.11, the power correction graph allows to reject the TPLS
and errors from the scale factor. We obtain a relative accuracy depending on the
position of the mirror of standard deviation ' 100 ng. This uncertainty is coming
from the noise of the measurements at half power, where the contrast and the SNR of
the interferometer are lower, which decreases the precision. The measurements for a
distance between 110 and 120 mm are more noisy. This is due to the position of the
cloud during the state preparation and the grey molasses, which occurs at 120 mm
from the reference mirror and corresponds to a destructive interferences spot for the
co-propagating Raman transitions according to Fig. 5.14(b).

The acceleration biases are different by an amount of -0.937 and -2.771 µg from
a0 at respectively the position 1 and 2 of the reference mirror. This is a result of the
systematic effects, where the uncertainty is rated at 0.983 µg in Table 5.1, and the tilt
of the sensor head according to the gravitational acceleration vector. In addition, a
relative acceleration offset between the two positions of the reference mirror is coming
from a tilt of the mirror due to spacers used to move the mirror. We suspect also that
the Coriolis effect is different between the two cases, since the initial velocity of the
atoms is affected differently along the other axes.

Simon Templier 169



Chapter 5. Characterization of the atom accelerometer along the vertical axis

500

250

0
Ph

as
e 

 (m
ra

d)

5 10 15 20 25 30
Raman T (ms)

20

10

0

10

20

Ph
as

es
 

 re
sid

ua
ls 

(m
ra

d)
Position 1 - Power correction
Position 2 - Power correction

5 10 15 20 25 30
Raman T (ms)

10.0

7.5

5.0

2.5

0.0

Ac
ce

le
ra

tio
n 

 re
sid

ua
ls 

(µ
g)

20 300.5

0.0

0.5

(a)

(b) (c)

Figure 5.20: Gravity measurements for different interrogation time T. (a) Raw measure-
ments for two different positions of the reference mirror with two different
powers and the power corrected measurements. (b) Residuals of the fit from
the measurements on (a) to remove the acceleration offset. (c) Same residuals
as graph (b) expressed in acceleration.

We repeat similar measurements on the Figure 5.20 where the interrogation time
T is varying for a fixed TOF=20 ms. To remove the acceleration offset on the phase
measurements, we extract the residuals of the fit estimates giving an offset from the
reference acceleration a0 of -0.880 and -2.58 µg at respectively the position 1 and 2 of
the reference mirror. The difference obtained from measurements in Fig. 5.19 is due
to variations of the interrogation time T affecting systematic effects differently. The
measurements are precise at ±20 mrad. At low interrogation time T < 10 ms, the
acceleration bias is large due to pure phase systematic effects dominated by the TPLS.
Another reason is the duration of T ' 10−3 s becoming closer to the Rabi pulse length
τ ' 10−5 s which affects the estimation of the scale factor and decrease the rejection of
the error on the scale factor made with the power correction.

The noise of the measurements for different position of the atomic cloud is higher
than the effect of the parasitic lines estimated on Chapter 4. Indeed we predicted an
oscillation with a standard deviation of ' 58 ng of bias depending the position of the
atomic cloud. Consequently, the model of the parasitic lines can not be demonstrated
here. Nevertheless, an upper limit of standard deviation ' 100 ng of relative accuracy
is guaranteed.
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Conclusion

We demonstrated that the performances of the atom interferometer along one-axis
are in accordance with our expectations. Specifically, for an interrogation time of
T = 20 ms, the stability of the bias is reaching 10 ng level after 1 hour of integration.
We estimated the sensitivity of the acceleration at 1.24 µg/

√
Hz. We also validated

the laser source to perform all the steps required for the atom accelerometer, including
atom trapping and cooling, states preparation, interferometry and fluorescence for
detection. We proved the compatibility of the CS-DSSB modulation to reach < 200 ng
level of relative accuracy wherever the position of the atoms relative to the reference
mirror.
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Chapter 6

3-axis atomic accelerometer
This chapter reports the study of the 3-axis atomic accelerometer prototype. The

optimization of cooling, state preparation and detection are operated. We also study the
acceleration sensitivity, stability and the systematic effects depending on the tilt of the
sensor head. In particular, the misalignments of the orthogonality of the 3-axis frame
lead to errors on the norm of the full acceleration vector and need to be calibrated.
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Introduction

Whereas atomic gravimeters have been studied since decades and have lead to
a mature technology [18], multi-axis atomic accelerometers need to be explored [33,
34, 47]. In particular, the acceleration along three axes has never been measured
within a compact setup dedicated to inertial navigation. Furthermore, the full study
of the systematic effects on multi-axis interferometry is novel and particular efforts
are required, notably on the orientation of the instrument which needs high degrees of
freedom.

In this chapter, we perform measurements on the 3-axis atom interferometer. We
report the performances of each atom accelerometer in terms of sensitivity and stability.
A well known problem with inertial navigation systems is the slight non-orthogonality of
the triad formed by the measurement axes of the three accelerometers. A calibration is
required to measure and correct the misalignments from the triad formed by the 3-axis
atom accelerometer. We propose a method to calibrate the 3-axis atom accelerometer
to evaluate and increase the accuracy.
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6.1 Operation of the 3-axis atomic sensor

The 3-axis atom accelerometer is operated in the same spirit as the one-axis atom
accelerometer performed in Chapter 5. However here we achieve sequentially the
measurements along each of the three axes. Figure 6.1 presents the open-loop operation
scheme of our 3-axis atom accelerometer. The classical accelerometers monitor the
mechanical vibrations avib of the reference mirrors and a corresponding correlated
phase φvib is imprinted onto the atom interferometer phase. In addition a series of
phase-continuous frequency jumps is applied to compensate the Doppler frequency
shift, where the phase imprinted φcontinuous = akeffT

2
eff correspond to the acceleration a

along the chosen axis. Furthermore a modulation phase φmod serves to scan Raman
fringes or to operate the mid-fringe lock algorithm. To select the axis of measurement,
the CPU commands the real-time system and controls a numerical switch to select the
classical accelerometer. In parallel, the optical fiber switch controls the path of the
laser onto the sensor head.

Classical
Accelerometers

High-pass
Filter

Correla-
tions

CPU +

Laser
System

RF
Chain

ax ay az

x
y
z

Quantum
Accelerometers

x
y
z

Optical Fiber
Switch

Real-Time System

ϕvib

ϕmod

ω1
ω2
ω3

ϕcontinuous

Figure 6.1: Principle of operation in open-loop of the sequential 3-axis atom interferometer.
The selection of the classical accelerometer is made by the CPU and the laser
beams addressing each quantum accelerometers are controlled with the fiber-
bench laser.

Since the Raman laser beams are retro-reflected, two velocity selective Raman
transitions are allowed according to ±keff . We want to avoid those two simultaneous
transitions and select between them by raising the degeneracy with Doppler effect.
For gravimeters, the gravitational force accelerates the atoms through the vertical
laser beams. Several technics are used when the Doppler shift is too small due to the
horizontal orientation of the laser beams or due to micro-gravity. A momentum kick
induced by the light or magnetic field can generate moving molasses and delivers a
velocity to the atomic cloud. Another approach is to use the double single diffraction,
which employs a long Raman pulse to select between two different narrow velocity
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classes [16]. A novel technique is simulating a Doppler shift from the retro-reflected
laser beams by applying a fast frequency chirp [56]. To operate our 3-axis atomic
accelerometers, we decided to tilt the sensor head and benefit from the projection of
the gravitational acceleration along each axis.

The trajectory of the atoms along the gravitational force vector brings them out of
the laser beam during free fall. Therefore due to the limited size of the laser beams,
the free falling time of the atoms can not exceed ' 50 ms to stay inside. For that
reason, we have to limit the interrogation time of the interferometer to 10 ms.

kx ky

kz

θX

θZ

θX

θZ

Figure 6.2: Scheme of the 3-axis atom interferometer where the sensor head is placed on
the rotational platform allowing to tilt with two angles θX and θZ .

The experiment is set up on the rotational platform as displayed in Fig. 6.2. We
define the direction of each axis of the three axis accelerometer by ~x, ~y and ~z. The
rotational platform allows to tilt the sensor head according to two independent axes ~X
and ~Z. The rotation matrix R(θX , θZ) = RZ(θZ) ·RX(θX) predicts the resulted vector
obtained by tilting the sensor head with:

RX(θX) =


1 0 0
0 cos(θX) − sin(θX)
0 sin(θX) cos(θX)

 (6.1)

RZ(θZ) =


cos(θZ) − sin(θZ) 0
sin(θZ) cos(θZ) 0

0 0 1

 (6.2)

(6.3)

We obtain the following acceleration vector:
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a =


ax

ay

az

 = R(θX , θZ) ·


0
0
g

 = g


sin(θX) sin(θZ)
− sin(θX) cos(θZ)

cos(θX)

 (6.4)

To obtain a balanced acceleration on each axis of ax = ay = az = g/
√

3, the tilts
need to be θX = 54.7 deg and θZ = 45 deg.

6.2 Tilt of the sensor head

6.2.1 Axes quantization and states preparation

|F=2,mf=+1⟩→|F=1,mf=+1⟩

|F=2,mf=0⟩→|F=1,mf=0⟩

|F=2,mf=-1⟩→|F=1,mf=-1⟩

Figure 6.3: Raman spectroscopy with co-propagating Raman transitions on each axis with
states preparation on (b) and without on (a).

We want to prepare the atoms into non-sensitive magnetic energy state |F = 1,mf = 0〉.
A magnetic field equal to ' 145 mGauss is applied with the Helmholtz coils from
each axis to raise the degeneracy of magnetic sub-levels along one axis per shot. It
also defines the quantization axis to drive the Raman transitions. Figure 6.3 presents
a Raman spectroscopy with circularly polarized beams (σ±/σ±) after the molasses.
The state preparation is similar to the one used for the vertical axis accelerometer in
Chapter 5.

6.2.2 Temperature along the direction of each axis

We raise the degeneracy of the velocity sensitive counter-propagating Raman
transitions with the Doppler frequency shift by tilting the sensor head. Figure 6.4
presents a Raman spectroscopy with linearly polarized Raman beams (lin⊥lin) on each
axis. Here the sensor head is tilted with angles θX = 42 deg and θZ = 45 deg. This
explains the same velocity of the atomic cloud on X and Y axes and the higher velocity
on Z-axis. The atoms are cooled down with grey molasses, as for the vertical atom
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Figure 6.4: Raman spectroscopy with linearly polarized Raman beams (lin⊥lin) on each
axis to measure the temperature along each direction. The TOF is 15 ms, which
is enough to separate in frequency the counter-propagating transitions from the
residual co-propagating transitions.

interferometer presented in Chapter 5. We obtained temperatures for the atomic cloud
along X, Y and Z directions of respectively 2.1 µK, 2.0 µK and 1.8 µK.

6.3 Performances of the 3-axis atom interferometer

6.3.1 Acceleration sensitivity on each axis

Similarly to the one axis accelerometer case, we apply a series of phase-continuous
frequency jumps during interferometry to compensate the Doppler frequency shift. The
resulting phase imprinted onto the atoms is φcontinuous = akeffT

2
eff where the acceleration

a is controlled with the frequency jumps. In addition, the classical accelerometers
attached to the reference mirrors of each axis monitor the mechanical vibrations avib

and a correlation phase φcor is calculated. The phase measured at the output of the
atom interferometer is:

Φ = φkin + φlaser (6.5)

where φkin = −(ai + avib)keffT
2
eff is the inertial phase with ai is the acceleration

along axis x (ax), y (ay) or z (az) and φlaser = φcontinuous +φcor is the laser phase. In this
Chapter for static operation, the accelerations measured correspond to the projection
of the gravitational acceleration along each effective wavevector ~kx, ~ky and ~kz.

Figure 6.5 presents Raman fringes on each axis by scanning the quantity a with the
frequency jumps. The measurements are made with the sensor head tilted with angles
θX = 54.7 deg and θZ = −45 deg to equivalently balance the gravitational force along
each axis. Depending on the sign of the series of frequency jumps ±ω, we are able to
address velocity classes of the atoms where the degeneracy is raised by the Doppler
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Figure 6.5: Raman fringes obtained by varying the series of frequency jumps on each axis
sequentially for different interrogation time. The sign of the accelerations ax,
ay and az corresponds to the direction of ~keff depending if the atoms are falling
outward or forward the reference mirror.

frequency shift induced by the velocity of the atoms relative to the laser beams. We
define the directions k↑ and k↓ when the atom are falling respectively outward and
toward the reference mirror.

Figure 6.6 summarizes the fit estimation of the fringes obtained in Fig. 6.5. We
notice a difference in the contrast of the fringes from the axis z compared to the
others. This is probably due to the fact that we optimized the optical parameters
(light intensities and durations) of the molasses and the state preparation with the
z-axis and we are using the same for each axis. In addition we observed in Chapter 5 a
competition between the two pairs of co-propagating Raman transitions with σ+/σ+

and σ−/σ−. Those transitions interfere periodically and depend on the position relative
to the reference mirror. Therefore we think that the efficiency of the state preparation
is affected by this interference effect on x and y-axis and limits the contrast.

The sensitivity of each axis are estimated respectively at σx = 13.8 µg/
√

Hz,
σy = 4.8 µg/

√
Hz and σz = 5.9 µg/

√
Hz. We believe that the sensitivity on the x-axis

is inferior due to the correlations with the classical accelerometer. Indeed the classical
accelerometer fixed on the reference mirror was maybe not well calibrated or the signal
on the acquisition chain interferes with a parasitic field.
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Figure 6.6: Analysis of the fringes obtained on each axis at different interrogation time T.
Estimation of the contrast (a), the SNR (b) and the phase noise in rad/shot (c).
The results correspond to a mean between the estimation on k↑ and k↓ cases.

6.3.2 Long-term stability of the 3-axis atomic accelerometer

We measured the stability of the measurements on each of the three axes of the atom
accelerometer. We operated the mid-fringe tracking algorithm described on Chapter 2.
Figure 6.7 presents the measurements with an interrogation time T=10 ms and the
sensor head tilted with angles θX = 54.7 deg and θZ = −45 deg. We computed the norm
of the total acceleration vector as ‖a‖ =

√
ax2 + ay2 + az2. We observe a large drift of

the acceleration on each axis whereas the norm is stable and reach 200 ng level after 9
hours of integration. This is due to the rotation of the sensor head or the laboratory
estimated at ' 30 µrad over 30 hours. It impacts individually the acceleration of each
axis but not the total acceleration vector, measuring the gravitational acceleration.

We notice slight instabilities at 200 ng level after 10 hours of integration of the
norm. We suspect the two-photon light shift to vary widely at interrogation time of 10
ms on each interferometer axis, as a result of the temperature fluctuation affecting the
polarization quality. We described those instabilities in Chapter 5.
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Figure 6.7: Stability of the acceleration of each interferometer axis and the norm of the full
acceleration vector ‖a‖ over 90h. The time-series plot of the norm includes a 9
hours moving average in darker color.

6.4 Calibration of the 3-axis atom accelerometer

6.4.1 Protocol for the calibration of the 3-axis atomic ac-
celerometer

A well known problem with inertial navigation systems is the misalignments of
the triad formed by the 3-axis accelerometer. For our 3-axis atom interferometer, the
effective wavevectors ~kx, ~ky and ~kz of the Raman laser beams define the direction of the
measurement and are neither perfectly orthogonal. Those directions are mostly defined
by the reference mirrors. The total acceleration vector is affected at first order by those
misalignments. For instance, a realistic misalignment of ε = 100 µrad between two
axes generates an error of cos(π/2− ε) ∼ ε ' 100 µg on the norm. Methods have been
developed to correct this issue with classical sensors on inertial measurement units
(IMU) by conducting a series of measurements in different orientations and comparing
the norm of the accelerations with a local measurement of the gravitational acceleration
as a reference. This approach is new in the field of atomic inertial sensing and needs to
be explored.

Whereas the scale factor and the bias of classical sensors are rather constant
depending on the orientation, the atomic accelerometer suffers from strong variation of
the systematic effects depending on the orientation of the sensor head. In particular,
the interactions of the atoms with magnetic fields and Raman laser beams depend
strongly on the tilt of the sensor head and the position of the atomic cloud inside the
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beam, which contribute widely to the systematic effects. Thus the systematic effects
are specific for each axis of the 3-axis atomic interferometer and depend highly on
the tilt of the sensor head. Besides, the method used to calibrate the classical sensors
allows to correct constant shifts. For that reason, to apply accurately the method on
the 3-axis atomic accelerometer, it is important to remove the systematic biases for
each orientation on each axis. Then we compare the norm of the full acceleration vector
from the measurements with an independent measured value of the local gravitational
acceleration g = 9.805642 m/s2.

6.4.2 Rabi oscillations along the 3 laser beams profile

Figure 6.8: Estimation of the Rabi frequencies along the beam profile for each axis. Straight
lines correspond to Gaussian fits with the assumption of centered initial position
of the atomic cloud inside the molasses.

The exposition time of the atomic cloud through the tilted laser beams is limited and
leads to a drop of the power on the edges. Figure 6.8 shows normalized Rabi frequencies
along the Gaussian profile of the laser beams for each axis. The measurements have
been done for two different orientations of the sensor head. The angles of the two
positions are respectively θX = 54.7 deg, θZ = −45 deg and θX = 45 deg, θZ = −30
deg. The position is corrected with the rotation matrix R(θX , θZ) to obtain a radial
position from the center of the beam as illustrated on Figure 6.8. We notice different
profiles for the two different orientations. We suspect that the initial position of the
atomic cloud in the molasses is not centered with the laser beams. This leads to a shift
of the Gaussian profile of the laser beams relative to the atomic cloud. Further study
is required to fully characterize the Rabi frequencies inside the laser beam.

6.4.3 3D mapping of the magnetic field

By tilting the sensor head with various angles for θX and θZ , we probed the magnetic
field along the trajectory of the atoms, corresponding to the vertical on the laboratory
frame Zlab, over 26 different orientations. Due to the generation of the magnetic field
bias with the Helmholtz coils along each axis, the profile of the magnetic field probed
is different for each axis. Figure 6.9 presents the measurements of the magnetic field
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Figure 6.9: Mapping of the magnetic field B0 (in mGauss) on each axis and the magnetic
field gradient ∂B/∂Zlab (in Gauss/m) along the vertical for different tilt. The
magnetic field have been measured with co-propagating Raman spectroscopies
for 26 different orientations of the sensor head. The 2D surface plots are third
order polynomial fits estimation.

obtained with co-propagating Raman spectroscopies. The Zeeman frequency shift
created by the magnetic field is measured and gives the measurement of the magnetic
field. B0 corresponds to the magnetic field at the initial position of the atomic cloud
inside the molasses. The magnetic field gradient ∂B/∂Z is determined for each axis
along the trajectory of the atomic path, corresponding to the vertical on the laboratory
frame Zlab. A two-dimensional third order polynomial fit estimates the magnetic field
for any orientation of the sensor head. The anti-Helmholtz coils on the z-axis allow to
cancel the gradient field along the z-axis ∂Bz/∂Z ' 0 at tilt θX = θZ = 0 and reduce
it for the other axes and orientations of the sensor head.

We mention that the tensor light shift influences the measurements of the magnetic
field and has not been fully evaluated. This frequency shift is measured at first
order from the non-magnetic states transition |F = 1,mf = 0〉 to |F = 2,mf = 0〉 and
corresponds to a few kHz (equivalent to an error of a few mGauss).

6.4.4 Systematic effects

On Table 6.1, we report the systematic effects calculated on each axis and the
impact on the norm of the total acceleration vector. We estimated the systematic
shifts for an interrogation time of T = 10 ms at a position where the sensor head is
tilted with angles θX = 54.7 deg and θZ = −45 deg. All those systematic effects have
been studied for the vertical interferometer in Chapter 5. Due to the tilt of atom
interferometers compared to a gravimeter, some effects are exacerbated. In particular,
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the Rabi frequencies preliminary studied in Section 6.4.2 are fluctuating largely and
impact highly the bias shifts. We conducted the study by alternating the direction of
the interferometer according to k↑ and k↓. We estimated the systematic biases for the
kdep case where shifts depending on the trajectory are highly rejected. Modulating the
power of the measurements like we did with the vertical axis characterization would
decrease the uncertainty and reject mostly the scale factor error and the TPLS, but it
was not operated for this study.

Systematic effect (µg) X-axis bias Y-axis bias Z-axis bias Norm bias
Scale factor error 58.9 (6.4) -31.3 (1.6) 30.3 (0.9) 73.3 (6.6)
TPLS 3.762 (6) -3.091 (5) 3.26 (3) 5.861 (9)
MZ Asymmetry 1.064 (27) -0.124 (10) 0.345 (9) 1.125 (31)
Coriolis effect 0.65 (44) -2.42 (37) -1.77 (26) 3.07 (63)
RF non-linearity 0.060 (23) 0.057 (23) 0.058 (23) 0.101 (40)
Parasitic lines -0.048 (40) 0.030 (72) 0.046 (5) 0.098 (50)
Quadratic Zeeman 0.003 (21) -0.007 (19) 0.010 (22) 0.007 (77)
Beams misalignments 0.00 (0.50) 0.00 (0.50) 0.00 (0.50) 0.00 (0.87)
Total 64.4 (7.4) -36.8 (2.6) 32.3 (1.7) 83.6 (8.0)

Table 6.1: Table of systematic effects of the 3-axis atom interferometer with an interrogation
time of T = 10 ms and the sensor head tilted with angles θX = 54.7 deg and
θZ = −45 deg. The measurements correspond to the kdep case and they are
expressed in µg with the uncertainties in parentheses. The norm bias stands for
the bias of the norm of the total acceleration vector.

Scale factor error

The difference of scale factors between the inertial phase φinertial and the imprinted
laser phase φcontinuous from the series of phase-continuous frequency jumps leads to a
parasitic shift of:

φSF = aδS (6.6)

where δS = Scontinuous − Skin is the scale factor error and is calculated in Chapter
5. It depends on the Rabi frequency of the first and last pulses of the interferometer.
Due to the drop of the Rabi frequencies at the edge of the laser beams, this effect is
very large, leading to tens of µg of bias. Most importantly, the uncertainty on this
systematic shift is wide (several µg) because the beam profile of each axis laser has not
been fully characterized.
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Two-photon light shift

The two-photon light shift (TPLS), as the scale factor error, depends on the Rabi
frequencies of the first and last pulses of the interferometer. The TPLS is also impacted
by the inverse of the Doppler frequency shift. Here the Doppler shift is smaller due to
the tilt of the laser beams. The acceleration shift induced is at ' 3 µg level. However
the uncertainty is low and the effect is determined at some ng of confidence.

Mach-Zehnder asymmetry

The Mach-Zehnder asymmetry (MZ asymmetry) is likewise affected by the large
variation of the Rabi frequencies during interferometry. The interferometric path is
altered by the imbalance of the Rabi pulses and the atomic wavepackets are not fully
recombined at the end. The resulted bias is at hundreds of ng level and can reach
1 µg on the x-axis. The confidence is at ten ng level which is due to the incomplete
characterization of the Rabi frequencies along the beam profile.

Coriolis effect

The atom interferometer is a gyroscope and measures rotation rates. In static
operation, Coriolis accelerations occurs due to the rotation of the Earth. For a vertical
trajectory of the atomic cloud on gravimeter, the effect is canceled when there is no
transverse velocity. However here, the laser beams are tilted, which induce a transverse
trajectory. The Coriolis effect is estimated at µg level with a confidence of several
hundreds of ng, resulted from an uncertainty of 30 mm/s on the initial velocities of the
atoms along each axis.

RF non-linearity

In Chapter 4, we observed slight non-linearities in the RF chain nearby the frequen-
cies operated on the interferometer. They are induced by dispersions from filters. The
resulted bias is calculated with the model developed empirically. It depends on the
series of frequency jumps employed during the interferometer and varies marginally.

Parasitic lines

Parasitic lines are generated by the CS-DSSB modulation operated by the laser
system. A full model has been established in Chapter 4. We were able to evaluate
the theoretical shift induced on each axis. However this shift depends on the distance
of the atoms relative to the reference mirror. This distance has been calculated very
accurately in Chapter 5 along the z-axis, which reduces the uncertainty to 5 ng. For x
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and y axes, this distance is evaluated roughly with the mechanical design of the sensor
head and raises an uncertainty of tens of ng.

Quadratric Zeeman shift

The magnetic field and magnetic field gradients have been mapped in Section
6.4.3 and serve to estimate the quadratic Zeeman effect. For that, the magnetic
fields measured are projected along the quantization axis of the measurement. The
direction of the recoil velocity, determined by the wavevector for each axis, influences
the trajectory of the atomic cloud. Thanks to the rejection performed by alternating
the sign of the wavevector on each axis, we highly reduce the impact of the quadratic
Zeeman, achieving a residual shift between -7 and 10 ng depending the orientation of
the sensor head. Due to the uncertainty in the fit estimation of the magnetic fields
probed, the confidence on the biases are at ' 20 ng. Additionally, the tensor light shift
induces a slight frequency shift of a few kHz impacting slightly the estimation of the
quadratic Zeeman shift by a few ng.

Other systematic effects

The beams misalignments correspond to the alignment between the collimator and
the reference mirror. We estimated in Chapter 5 an uncertainty of 500 ng on this
effect for z-axis. Since we calibrated the collimators equivalently and the mechanical
structure of the mirror are the same on the other axes, we assume the same confidence
on this bias for the other axes. No particular effort has been conducted to reduce these
effects.

The wavefront distortion has not been evaluated. We explained in Chapter 5 that
the optics have not been characterized. We expect a non-negligible bias from the
optical aberrations which in addition, should be exacerbated at the edge of the laser
beams. Because the sensor head is tilted, optical aberrations are intensified with the
transverse trajectory of the atomic cloud relative to the wavefront of the laser beams.

The gravity gradient is negligible compared to the other effects. In addition,
transverse components of the gravitational field tensor can slightly impact the bias for
tilted interferometers, but they are not known and should be still negligible.

Summary of the systematic shifts

The systematic shifts of the 3-axis atom accelerometer are difficult to estimate. In
particular, the Rabi frequencies have not been correctly characterized and nonetheless
are critical to the calculations. The uncertainties are exacerbated by this partial
model. The largest bias and uncertainty comes from the scale factor error induced
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by the difference between the phase imprinted by the phase-continuous frequency
jumps and the inertial phase. In consequence, the biases increased by more than 2
orders of magnitude compared to the vertical atom interferometer. We finally obtain a
systematic bias of 83.6± 8.0 µg on the norm of the total acceleration vector.

We mention that the tides are usually measured and corrected for gravimeters along
the vertical. However for tilted accelerometers, transverse tides should be taken into
account.

6.4.5 Correction of the 3-axis frame misalignments

We want to measure and calibrate the misalignments of the triad formed by the
3-axis atom accelerometer. The direction of measurement along each axis is determined
by the effective wavevectors ~kx, ~ky and ~kz of the Raman laser beams. The method
described in Ref. [66] allows to determine the misalignments of the non-orthogonal
frame and calibrate the value of the norm of the full acceleration vector. Figure
6.10 illustrates the approach. The non-orthogonal sensor head frame ( ~x0, ~y0, ~z0) is
transformed by angles θi,j to obtain an orthogonal sensor head frame ( ~x1, ~y1, ~z1), where
i = x1, y1 or z1 and j = x0, y0 or z0. The rotation matrix R(θX , θZ) allows to convert
the orthogonal sensor head frame onto the unitary laboratory frame ( ~x2, ~y2, ~z2) where
the local measured gravitational acceleration g is projected as ~g = g~z2.
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Orthogonal
Sensor Head

Frame

Non-Orthogonal
Sensor Head

FrameR(θX,θZ) T(τyx,τyy,τzx,τzy,τzz)
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Figure 6.10: 2D projection of the 3D coordinate system of the laboratory frame, the
orthogonal sensor head frame and the real non-orthogonal sensor head frame.

The misalignment model of the 3-axis frame can be modeled as:

a = ka · T ·R · g + p0 (6.7)
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where a =
[ ax

ay
az

]
is the raw output of the 3-axis accelerometer, T =

[
1 0 0
τy,x τy,y 0
τz,x τz,y τz,z

]
is the non-orthogonal transformation of the sensor head frame as τi,j = cos(θi,j),

R(θX , θZ) · g = g

[
sin(θX) sin(θZ)
− sin(θX) cos(θZ)

cos(θX)

]
=
[ r1
r2
r3

]
= r is the transformation of the local

gravitational vector with the rotation matrix from the laboratory frame to the sensor
head frame, ka =

[ ka,x 0 0
0 ka,y 0
0 0 ka,z

]
and p0 =

[
p0,x
p0,y
p0,z

]
are respectively scale factors and biases

corrections for each axis.

By solving Eq. 6.7 with a series of measurements, the goal is to extract two sets of
parameters XMisalignment and XLinear. XMisalignment corresponds to the set of parameters
where only the matrix of misalignments is considered and the scale factors and biases
corrections are ignored:

XMisalignment =
[
τy,x τz,x τz,y τy,y τz,z

]
(6.8)

XLinear corresponds to the full linear model from Eq. 6.7 including scales factors
and biases corrections:

XLinear =
[
ka,yx ka,zx ka,zy ka,xx ka,yy ka,zz p0,x p0,y p0,z

]
(6.9)

where ka,yx = ka,yτy,x, ka,zx = ka,zτz,x, ka,zy = ka,zτz,y, ka,xx = ka,x, ka,yy = ka,yτy,y

and ka,zz = ka,zτz,z. To estimate the calibration parameters, we need to perform a series
of measurements ak =

[ ak,x
ak,y
ak,z

]
at different tilted positions leading to a set of parameters

rk =
[ rk,x

rk,y
rk,z

]
. We define the model functions µMisalignment

k and µLinear
k for the axes frame

calibration as:

µMisalignment
k (XMisalignment, rk) = T · rk (6.10)

µLinear
k (XLinear, rk) = ka · T · rk + p0 (6.11)

A maximum likelihood estimation method allows to estimate the set of parameters
XMisalignment and XLinear as:

(X̂Model, r̂) = argmin
(∑

k

‖ak − µModel
k (XModel, rk)‖2

)
(6.12)
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0.8±12.7 μg
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-9.4±77.6 μg

-0.2±9.3 μg

-0.001±8.1 μg

Figure 6.11: Error on the norm of the total acceleration vector compared to the local mea-
sured gravitational force g = 9.805642 m/s2 for different tilted positions. In
blue, the measurements used are the raw ones at the output of the interferom-
eter. In red, the measurements used are corrected with the systematic effects.
The mean value and the standard deviation are indicated on the right. (a)
Raw measurements. (b) Measurements corrected with the misalignment model
XMisalignment. (c) Measurements corrected with the linear model XLinear.

Figure 6.11 presents 15 measurements obtained for different orientations of the
sensor head where θX varies between ±60 deg and θZ between -45, -30, -15 and 30 deg.
The raw measurements in Fig. 6.11(a) are used to estimate the set of parameters for the
two models XMisalignment and XLinear by solving Eq. 6.12. Figure 6.11(b) and (c) shows
the measurements with the parameters obtained with respectively the misalignment
and the linear model. Those parameters are reported in Table 6.2 for the case where
the systematic biases of the atom interferometers are corrected (in red).

The systematic shifts, evaluated in Section 6.4.4 for one orientation, are evaluated
for each 3 axes at each 15 orientations. The difficulty of such calibration is to remove
accurately those systematic shifts. Otherwise the algorithm can not discriminate true
misalignments from individual systematic biases on the different axes. We compared the
raw measurements obtained at the output of the interferometer (in blue on the Figure)
with the ones where the systematic shifts are removed (in red on the Figure). We notice
that the uncertainty with the data where the biases are corrected are slightly better.
We gain roughly 3.5 and 1 µg on the uncertainty for respectively the misalignment
and the linear model. We observe also a better calibration with linear model than the
misalignment model, because the scale factor correction ka and biases correction p0

tend to compensate systematic biases of the atom interferometer. We finally obtained
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an uncertainty of 8.1 µg on the measurements where systematic biases are removed on
each axis with the linear model calibration. It corresponds to the uncertainty on the
norm of the total acceleration vector 8.0 µg from Table 6.1. A better calibration can
be made by improving the systematic shifts estimation where the effects depending on
the Rabi oscillations are misjudged.

XMisalignment Value XLinear Value
τy,x +1.807× 10−4 ka,yx +1.807× 10−4

τz,x +1.519× 10−4 ka,zx +1.519× 10−4

τz,y −1.706× 10−4 ka,zy −1.706× 10−4

ka,xx 1.0000062
τy,y 1.0000000 ka,yy 1.0000485
τz,z 1.0000000 ka,zz 1.0001302

p0,x (m.s−2) +2.327× 10−4

p0,y (m.s−2) +2.878× 10−4

p0,z (m.s−2) −1.1711× 10−3

Table 6.2: Table of calibration parameters calculated with the misalignment and the linear
model. They have been calculated with the systematic biases removed from the
output of the atom interferometer (in red on Figure 6.11)

We compute the new acceleration vector a′ =
[

a′x
a′y
a′z

]
with the calibration parameters

XLinear from the raw output a as:

a′x = 1
ka,xx

(ax − p0,x)

a′y = − ka,yx
ka,xxka,yy

(ax − p0,x) + 1
ka,yy

(ay − p0,y) (6.13)

a′z = ka,yxka,zy − ka,yyka,zx
ka,xxka,yy

(ax − p0,x)−
ka,zy

ka,yyka,zz
(ay − p0,y) + 1

ka,zz
(az − p0,z)
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Conclusion

A full study of a 3-axis atomic accelerometer has never been conducted so far
and this work opens new fields in multi-axis atomic inertial sensors. We studied the
performances of our sequential 3-axis atom interferometer by measuring the acceleration
sensitivity, the systematic shifts on each axis and the stability of the norm of the
total acceleration vector. We obtained acceleration sensitivities of σx = 13.8 µg/

√
Hz,

σy = 4.8 µg/
√

Hz and σz = 5.9 µg/
√

Hz. We observed the rejection of the tilt of the
sensor head, affecting the acceleration on each axis during long-term measurements, on
the norm of the total acceleration vector. We achieved a relative stability on the norm
of the total acceleration vector of ' 200 ng, reached after 9 hours of integration, and
demonstrated the stability over 36 hours.

We also performed a misalignment calibration to correct the non-orthogonalities
between the effective wavevectors on each axis ~kx, ~ky and ~kz. For that, we conducted
a series of measurements at different orientations, where the systematic shifts have
been removed, and applied a method used for IMU misalignments calibration. We
obtained an accuracy of 8.1 µg on the norm of the full acceleration vector depending
on the tilted positions. Further work needs to be done to improve the systematic
shifts model to decrease the uncertainty. This step is important to correctly operate
the misalignment calibration by removing the biases of each axis at each orientation.
Modulate the power at each measurement and characterize the Rabi frequencies at the
edges of the laser beams will help to decrease the biases on each axis. Another solution
is to produce flat-top laser beams to flatten the intensity profiles [97].

The calibration has been made in a laboratory with a stabilized temperature
environment. For field-deployable applications, the variation of the temperature can
raise instabilities of the misalignments between the reference mirrors of the sensor head.
The material and the size of the sensor head determines the stability of the structure
and influences the stability of the misalignments. The sensor head is made of titanium
which observes a low thermal expansion coefficient. Further study through simulations
or under temperature controlled environment will be required to evaluate the stability
of the misalignments.
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Chapter 7

3-axis real-time hybrid accelerome-
ter

This chapter reports the study and the performances of the 3-axis hybrid accelerom-
eter, which affords continuous accelerations, provided by the classical accelerometers
whose biases are tracked and removed by the atom interferometers. In particular, real-
time feedback correlations of the reference mirrors and the angle dependant Doppler
frequency shift compensation during interferometry are demonstrated. Finally, the
3-axis hybrid accelerometer is validated to operate on its mobile platform outside of
the laboratory.
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Introduction

The correlations between an atomic gravimeter and a seismometer fixed to the
reference mirror has established an alternative to anti-vibration platform by measuring
and correcting in phase parasitic mechanical vibrations [62]. This technique paved the
way of hybridization between classical and quantum gravimeter [27, 29, 17, 18].

Classical accelerometers suffer from biases which are not constant and from the alter-
ation of the scale factor due to physical surrounding fluctuations such as temperature,
magnetic fields, humidity, pressure. Real-time data fusion processing is necessary in in-
ertial navigation systems to increase positioning and navigation efficiency by combining
multiple sensors and has been recently employed for quantum sensors [14, 30]. Indeed
the atom interferometer benefits from an absolute measurement of the acceleration,
thanks to a predictable scale factor, and can correct the classical accelerometer. In
addition, the dead-times of ' 1 Hz and the limited dynamic range of ' ±2 g of atom
interferometers are solved by profiting from the high-data rate > 1 kHz and large
dynamic range of ±20 g from the classical accelerometers. Furthermore, the knowledge
of the acceleration is mandatory to operate the atom interferometer by correcting the
Doppler frequency shift, induced by the relative velocity between the atoms and the
Raman laser beams.

We present in this chapter a novel 3-axis real-time hybrid accelerometer, which
delivers a continuous and bias-free measurement of the acceleration in the 3 dimensions.
3 classical accelerometers are fixed to 3 orthogonal atom interferometers to form 3
hybrid accelerometers.

The hybridization allows mobile operations, which represent another challenge in
the quest of onboard quantum sensors. Static operation of our transportable sensor
in an arbitrary environment is one of the key first step to qualify the system. In this
chapter, we demonstrated and exhibit performances of the 3-axis hybrid accelerometer
outside of the laboratory on its mobile platform. We validated the proper running of
the experiment in a random environment including the laser system, the electronics
and the sensor head. We also certified the mobile platform for transporting safely and
efficiently the whole system.
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7.1 Operation of the 3-axis real-time hybrid ac-
celerometer

Classical
Accelerometers

Correla-
tions

+

Laser
System

RF
Chain

x
y
z

Quantum
Accelerometers

x
y
z

Optical Fiber
Switch

Real-Time System

Doppler
Correction

ax(t)+bx(t)
ay(t)+by(t)
az(t)+bz(t)

ax(t)
ay(t)
az(t)

bx(ti)
by(ti)
bz(ti)

ω1(ti)

ϕcor(ti)

ϕmod

ω2(ti)
ω3(ti)
ϕdiscontinuous

CPU

+_

+_

+_

Figure 7.1: Closed-loop operation scheme of the 3-axis hybrid accelerometer.

Figure 7.1 presents the closed-loop operation scheme of the 3-axis hybrid accelerom-
eter described in Chapter 2. The CPU commands numerical switches inside the
real-time system and the optical fiber switch to select the axis to measure. The classical
accelerometer measures the biased acceleration a(t) + b(t). The measurements of the
classical accelerometer are correlated with the response function f(t) of the atom
interferometer to obtain the correlation phase φcor = φa + φb. The measurements
are also used to generate a series of phase-discontinuous frequency jumps to com-
pensate the Doppler frequency shift, delivering an imprinting phase φdiscontinuous = 0.
In addition, the CPU controls a modulation phase φmod to operate the mid-fringe
lock algorithm or to scan the phase arbitrarily. The resulting phase output of the
interferometer is the sum of the inertial phase φkin = −akeffT

2
eff and the imprinted laser

phase φlaser = φcor + φdiscontinuous + φmod, resulting in Φ = φkin + φlaser = φb + φmod. The
measured bias is fedback to the output of the accelerometer to deliver a continuous
measurement without bias.

The closed-loop mid-fringe algorithm presented in Chapter 2 is used to track the
bias of the classical accelerometer measured by the atom interferometer. In order
to track conveniently the biases, the Raman interrogation time should be adapted
depending on the variation of the biases. For example, at the beginning of the tracking
algorithm, the interrogation time should be short (T=2 ms) to track large biases (' 5
mg) and then can be increased to gain in sensitivity when the biases are removed
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progressively. If the biases are varying abruptly during the tracking (change in the
tilt typically), the interrogation time should be reduced, to not jump from the central
Raman fringe and lock the algorithm on the wrong Raman fringe.

To analyse the performances of the 3-axis hybrid accelerometer, the sensor head is
placed on the rotational platform as in Chapter 6. It allows to control the orientation
of the sensor head with rotation angles θX and θZ . In that way, we can test the
real-time compensation by generating a random acceleration with the projection of
the gravitational force along each axis. We can also vary the biases of the classical
accelerometers with a tilt. Indeed the bias is strongly affected by the scale factor
error and consequently depends on the acceleration. The mobile platform described in
Chapter 3 is used to operate and transport the 3-axis hybrid accelerometer outside the
laboratory. The racks contain all the system to perform the 3-axis hybrid accelerometer
including laser system, electronic, CPU, real-time system and power supplies. The
sensor head is oriented to provide an acceleration projected on each axis required to
operate atom interferometers.
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7.2 Real-time hybridization

7.2.1 Correlations with the classical accelerometer

The correlation phase φcor = φa + φb, obtained from the classical accelerometer
fixed to the reference mirror, and the inertial phase φkin = −akeffTeff are measured by
the atom interferometer. The resulted output corresponds to the phase bias φb. The
acceleration measured a contains also mechanical vibrations which are compensated on
the atom interferometer output thanks to the correlations.
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Figure 7.2: Raman fringes obtained without (a) and with (b) the real-time correlations
for a Raman interrogation time of T=5 ms. (c) and (d) display respectively
the SNR and the phase noise (in rad/shot) for different T when the real-time
correlations are active (red) and when they are inactive (blue).

Figure 7.2 presents Raman fringes with SNR and phase noise estimations when
the real-time correlations is active and inactive. We obtain the bias of the classical
accelerometer when the real-time correlations are active. The phase noise induced
by the mechanical vibrations on the reference mirror at T=5 ms is ' 0.7 rad. The
real-time correlations correct those vibrations which increase the sensitivity. Such
sensitivity is necessary for the atom interferometer to operate at interrogation time
T > 3 ms.

7.2.2 Doppler frequency shift compensation

During the free-fall of the atoms, the velocity of the atomic cloud relative to the
Raman laser beam induces a Doppler frequency shift. To stay on resonance to drive
the velocity-sensitive counter-propagating Raman transitions, the Doppler frequency
shift is corrected in real-time during interferometry.
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Figure 7.3: Correction of the Doppler frequency shift measured by the classical accelerometer
and applied in real-time to the DDS. (a) Tilt of the sensor head operating on
the rotational platform. (b) and (c) DDS frequency for the first pulse of the
interferometer of Y and Z-axis for respectively +keff and −keff directions.

Here, we demonstrate the ability of the real-time system to compensate the Doppler
frequency shift for an arbitrary velocity. We placed the sensor head onto the rotational
platform and used the gravitational acceleration to generate a random projected velocity
by tilting the sensor head. Figure 7.3 presents the real-time frequency compensation of
Y and Z axes at different angles θX for ±keff (k↑ and k↓). We tilted the sensor head with
steps of 5 deg every 2-3 min. The frequencies are updated at each step according to the
acceleration measured by the classical accelerometers. This frequency compensation is
done in the same way for the two other pulses of the atom interferometers.
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Figure 7.4: Contrast of the Raman fringes depending on the tilt of the sensor head along
Y-axis (green) and Z-axis (red) and when the real-time compensation of the
Doppler frequency shift is disabled (yellow). The Raman interrogation times
used are T=2.5 ms (a), T=5 ms (b) and T=10 ms (c).

Figure 7.4 compares the contrast of Raman fringes when the Doppler frequency
shift is corrected and when it is not. When the Doppler frequency shift is not corrected,
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the contrast of the interferometer drops quickly with the tilt (a higher angle θX induces
a lower velocity on Z-Axis). When the real-time compensation is activated, the contrast
is no longer limited by the Doppler frequency shift compensation. However we notice
a decrease of the contrast when the Raman beams approach horizontality (θZ = 0
deg for Y-axis and θX = 90 deg for Z-axis). This is mainly due to the overlap of the
frequencies from the counter- and co-propagating Raman transitions. Also the drop of
Rabi frequencies through the edge of the Raman beams reduces the contrast.

7.2.3 Bias tracking of the classical accelerometer
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Figure 7.5: Measurements of the 3-axis hybrid accelerometer where the biases of the classical
accelerometers are tracked. (a) Tilt of the sensor head operating on the
rotational platform. (b) Acceleration measured by the atom interferometer
corresponding to the bias of the classical accelerometer. (c) Acceleration
measured by the 3-axis hybrid accelerometer. (d) Norm of the full acceleration
vector.

Figure 7.5 presents acceleration measurements of the 3-axis hybrid accelerometer,
using the closed-loop operation scheme described in Figure 7.1 and the mid-fringe
tracking algorithm developed in Chapter 2. To demonstrate the tracking of the classical
accelerometers biases, we tilted the sensor head on the rotational platform with steps
of 5 deg every 2-3 min. The accelerations measured by the atom interferometers on Fig.
7.5(b) correspond to the difference between the acceleration experienced by the atoms,
from the inertial phase φkin, with the one from the classical accelerometer, from the
correlation phase φcor. Then only the biases of the classical accelerometers are left. By
comparing the atom interferometers measurements to the classical accelerometers ones,
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we obtain the measurements from Fig. 7.5(c), corresponding to the accelerations of the
hybrid accelerometers, where the biases of the classical accelerometers are removed.
Figure 7.5(d) displays the norm of the total acceleration vector of the 3-axis hybrid
accelerometer.

We observe that at each change of the tilt of the sensor head, the biases of the
classical accelerometers are varying abruptly and can reach ' 700 µg. The biases are
tracked and are removed from the classical accelerometers after a few tens of seconds
at each change of the tilt. Here the PI controller of the mid-fringe lock algorithm is
optimized to correct large fluctuations (high proportional gain and medium integrator
gain). The Raman interrogation time of the interferometer is T=5 ms. To avoid to
lock the tracking on the wrong Raman fringe, the biases should not exceed ±π rad
which corresponds to ' ±800 µg for T=5 ms.

7.3 Performances of the real-time hybridization

7.3.1 Long-term stability of the 3-axis hybrid accelerometer
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Figure 7.6: Stability of the acceleration on each hybrid accelerometer and on the norm of
the total acceleration vector ‖a‖ over 60h. The Raman interrogation time of
the interferometers is T=10 ms and the sensor head is tilted by θX = 45 deg
and θZ = −30 deg. The time-series plots show measurements at the cycling
rate of the atom interferometer and the norm ‖a‖ includes a 9 hours moving
average in darker color. The Allan deviation of the norm ‖aclassical‖ in purple
derives from the outputs of the classical accelerometers when the biases are not
removed. Dashed lines represent time integrations of 1/t and 1/

√
t.
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The 3-axis hybrid accelerometer benefits from a 1kHz bandwidth, thanks to the
classical accelerometers high data-rate output, and a high stability of the bias, due to
the correction applied by the atomic accelerometers. Figure 7.6 presents measurements
of the 3-axis hybrid accelerometer with the closed-loop mid-fringe tracking algorithm
described in Chapter 2. The Raman interrogation time is T=10 ms. The sensor head
is set up on the rotational platform with a tilt of θX = 45 deg and θZ = −30 deg. Each
output of the hybrid accelerometers ax, ay and az is unstable due to the rotation of
the sensor head, estimated at ' 10 µrad after 30 hours. In the mean time the norm
of the full acceleration vector ‖a‖ =

√
ax2 + ay2 + az2 reaches and stabilizes at 200 ng

after 9 hours of integration. We assume that this limitation corresponds to the 3-axis
atom interferometer bias drifts as studied in Chapters 5 and 6. We observed that the
polarization of the lasers was drifting and affects the two-photon light shifts, which tend
to drift in time. The norm of the full acceleration vector of the uncorrected classical
accelerometers ‖aclassical‖ = ‖a + b‖ is drifting at the level of 2 µg. This instability is
directly correlated with the biases of the classical accelerometers. The 3-axis hybrid
accelerometer finally gains one order of magnitude on the stability of the norm bias
compared to the 3-axis classical accelerometer triad.

On the Allan deviation plot, the acceleration measurements integrate as 1/t until 4
s corresponding to the quantization noise of the classical acceleration measurements.
It results from the difference between the exact analog measurements and the nearest
quantization value of the numerical conversion made by the analog-to-digital converter
(ADC). It characterizes also the integration of a white phase noise representing the
average of disparate and periodic ambient noises summed. Starting at that time
scale, the biases of the classical accelerometers are drifting. It corresponds to the
timing rate of the biases correction of the 3 classical accelerometers by the 3-axis atom
interferometer. In other words, the hybridization starts to be effective at that time
scale. The bump at 100 s time scale corresponds to oscillations of the mid-fringe lock
where the integrator part struggles to average different types of noise on each atom
interferometer. We notice a 1/

√
t time integration on the norm. It corresponds to

white frequency noise on the measurements of the atom interferometers integrated.

7.3.2 Limits of the real-time correlations to the sensitivity

Field-programmable gate array (FPGA) benefits from almost zero latency processing
which justify a logical option for real-time applications. In our hybrid accelerometer,
the FPGA represents the central part of the real-time system to control the frequency
and the phase of the laser with a dedicated direct digital synthesizer (DDS). However
real-time processing brings some limitations due to inherent latency from the classical
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accelerometer.
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Figure 7.7: Raman fringes obtained with the sensor head placed on a marble table (a) and
on the mobile platform (b) for a Raman interrogation time T=15 ms. (c) and
(d) display respectively the SNR and the phase noise (in rad/shot) for different
T when the sensor head is placed on the marble table (blue) and on the mobile
platform (red).

We compared the sensitivity of the hybridized accelerometer in two different vibra-
tional environments. To focus the analysis on the sensitivity of the atom interferometer,
we filtered the bias of the classical accelerometer to not be disturbed by the bias. In
addition, the series of frequency jumps is operated in phase continuous similarly to
Chapters 5 and 6. In Figure 7.7(a), the sensor head is placed on a heavy marble
table where ambient mechanical vibrations are widely attenuated. In Figure 7.7(b),
the sensor head is placed on the mobile platform where no precautions are made to
isolate it from any mechanical vibrations. Figures 7.7(c) and (d) show respectively the
SNR and phase noise in those two situations for different Raman interrogation time T.
The atom interferometer is more sensitive to mechanical vibrations from the reference
mirror at high Raman interrogation time T. We observe that the phase noise is better
when the sensor head is placed on the marble table. The efficiency of the correlations
depends on the regime of the vibrations.
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Figure 7.8: (a) Example of acceleration measured during atom interferometer by the classical
accelerometer where its output is filtered. (b) Response function of the atom
interferometer with the exact one in blue and the one applied by the real-time
FPGA in red. The hatched grey area corresponds to the timezone where
acceleration is missing because of the real-time.

Figure 7.8(b) shows the response function of the atom interferometer used to
correlate the measurements with the classical accelerometer. Figure 7.8(a) displays
an example of mechanical vibrations measured during atom interferometry. The
response function used by the real-time FPGA is not the exact one but a simplified one
approximated by a triangle-shaped function. Such function is easier to implement into
the real-time FPGA and the difference on the estimation of the phase correction from
the exact form should be negligible because T � τ . However, the real-time correction
induces a slight latency tBW ' 1 ms to compute the acceleration measurements with
the response function. It corresponds to the bandwidth of the classical accelerometer.
Furthermore, the vibrations occurring after the phase update for the last pulse can
not be measured. It corresponds to a timezone of td + tBW ' 1 ms, where td = 5 µs
corresponds to the pretrigger delay of the phase update from the last pulse. The last
known acceleration is used as an estimation of the missing information.

Temperature modeling of the scale factor of the classical accelerometer, as described
in Chapter 3, improves the estimation of the vibrations. To go further, measuring
a more precise transfer function of the classical accelerometers would improve the
estimation of the mechanical vibrations. We suspect that some non-linearity of the
scale factor of the classical accelerometer emphasize when the vibrations are larger
and make difficult to evaluate a simple transfer function. Another limitation can be
the frequency dependence of the propagation delay of the mechanical vibrations inside
the materials between the reference mirror and the classical accelerometer. Concretely
high frequency mechanical vibrations propagate faster than low frequency ones. The
mechanical bounds between the mirror, its mount and the classical accelerometer play
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a role in the transmission efficiency to measure correctly the vibrations from the mirror.

7.3.3 Residual discontinuous phase from the frequency jumps

To correlate the measurements of the classical accelerometer with the atom inter-
ferometer experiencing an acceleration a0, mechanical vibrations avib and a bias b, we
compute the correlation phase φcor = φa0 + φvib + φb. For that reason, when we correct
the Doppler frequency shift, we do not want to impact the imprinted phase onto the
interferometer. We apply a series of phase-discontinuous frequency jumps, delivering
an imprinted phase φdiscontinuous ≈ 0. The resulted output of the atom interferometer is:

Φ = φkin + φlaser (7.1)

= −(a0 + avib)keffT
2
eff + (a0 + avib + b)keffT

2
eff + φdiscontinuous (7.2)

= bkeffT
2
eff + φdiscontinuous (7.3)

where φkin is the inertial phase and φlaser = φcor + φdiscontinuous is the imprinted laser
phase.

Tτ τ2τ T
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Figure 7.9: Comparison between phase continuous frequency chirp (in dashed blue) and
phase discontinuous frequency jumps (in red) during Raman interferometer.
The resulting phase for the first case follows the kinetic path of the atomic
cloud. Whereas for the second case, the phase is reset at zero at each frequency
update and a residual cumulating phase appears.

Figure 7.9 illustrates the method of the series of phase-discontinuous frequency
jumps and compares it with a frequency chirp, usually applied for gravimeters. The
resulted imprinted phase φdiscontinuous has been calculated in Chapter 2 as:
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φdiscontinuous =
∫ +∞

−∞
h(t)φ(t)dt (7.4)

= (ω1 − 2ω2 + ω3)td + ω3

 1
Ω(3)

eff
tan

Ω(3)
eff τ

2

− τ


−ω1

 1
Ω(1)

eff
tan

Ω(1)
eff τ

2

− τ
 (7.5)

where h(t) is the phase sensitivity function, ω1, ω2 and ω3 are the frequency jumps
respectively during the first, second and last pulses, td is the pretrigger delay to update
the frequency jumps, τ is the Rabi pulse length of the first and last pulse and Ω(1)

eff

and Ω(3)
eff are respectively the Rabi frequencies of the first and the last pulse. If we set

the two frequency jumps ω2 and ω3 according to the first one ω1 with an arbitrary
acceleration a as:

ω2 = ω1 + keffa(T + 2τ) (7.6)

ω3 = ω2 + keffa(T + 2τ) (7.7)

the first term of Eq. 7.5 and additionally, by setting the pretrigger delay of the first
and the last pulses with respectively:

td1 = td −
(

1− 2
π

)
τ (7.8)

td3 = td +
(

1− 2
π

)
τ (7.9)

we obtain the following discontinuous phase:

φdiscontinuous = 2keffa(T + 2τ)
 1

Ω(3)
eff

tan
Ω(3)

eff τ

2

− 2τ
π


+ω1

 1
Ω(3)

eff
tan

Ω(3)
eff τ

2

− 1
Ω(1)

eff
tan

Ω(1)
eff τ

2

 (7.10)

In that case, delays td1 and td3 are relative to the average of the phase sensitivity
function h(t) during the pulses, instead of being relative to the timing of the pulses.
With the assumption that Ω(3)

eff τ = Ω(1)
eff τ = π/2, the phase discontinuous contribution

φdiscontinuous is canceled.

Simon Templier 205



Chapter 7. 3-axis real-time hybrid accelerometer

0

2500

5000

7500

10000

12500

15000
 (r

ad
)

15000

12500

10000

7500

5000

2500

0

 (r
ad

)

T=2 ms
T=5 ms
T=7 ms
T=10 ms

4 6 8 10
Raman pulse length  (µs)

0

50

100

150

200

a 0
S k

in
 (m

ra
d)

4 6 8 10
Raman pulse length  (µs)

150

100

50

0

50

+
a 0

S k
in

 (m
ra

d)

(a)

(b)

(c)

(d)

Figure 7.10: Phase difference output of the atom interferometer with phase-discontinuous
frequency jumps at different Rabi pulse length τ for different Raman inter-
rogation time T. (a) and (c) raw outputs for respectively +keff and −keff
directions of the effective wavevector. (b) and (d) corresponding outputs
where the inertial phase φkin is deduced and the residual discontinuous phase
φdiscontinuous is left.

To determine the impact of the phase discontinuous φdiscontinuous on the hybrid
accelerometer, we decided to filter the classical accelerometer to correlate only the
mechanical vibrations. Figure 7.10 shows phase measurements of the atom interfer-
ometer with series of phase-discontinuous frequency jumps. Here the measurements
are achieved along one axis with the hybrid accelerometer set up vertically. The
resulted output of the atom interferometer is Φ = −φa0 + φdiscontinuous. We remove the
acceleration phase φa0 with the inertial scale factor calculated in Chapter 2:

Skin = keff (T + 2τ)
T + 1

Ω(1)
eff

tan
Ω(1)

eff τ

2

+ 1
Ω(3)

eff
tan

Ω(3)
eff τ

2

 (7.11)

' keff (T + 2τ)
(
T + 4τ

π

)
(7.12)

The last expression is valid when the Rabi pulse length is optimized Ω(1)
eff τ ' Ω(3)

eff τ '
π/2. The residual φdiscontinuous is left with other systematic effects. We do not observe
any particular trend with τ or T , meaning that expression Eq. 7.10 is correctly canceled.
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Systematic effect (µg) X-axis bias Y-axis bias Z-axis bias Norm bias
Phase discontinuous 22.19 (0.35) -18.81 (0.45) 18.11 (0.27) 34.27 (0.63)

Table 7.1: Table of the acceleration bias induced by the phase discontinuous term
φdiscontinuous on the 3-axis hybrid accelerometer with a Raman interrogation
time of T = 10 ms and the sensor head tilted by θX = 45 deg and θZ = −30 deg.
The estimations are expressed in µg with the uncertainties in parentheses. The
norm bias stands for the bias on the norm of the full acceleration vector.

Equation 7.10 is valid when the Rabi frequencies of the atom interferometer are
correctly set as Ω(3)

eff τ = Ω(1)
eff τ = π/2. However, for the 3-axis hybrid accelerometer, the

sensor head is tilted. Therefore the Rabi frequencies are varying during interferometry
due to the finite size of the laser beams and their Gaussian profile. The Rabi frequency
profile depending on the orientation of the sensor head have been studied in Chapter
6. Table 7.1 shows the acceleration bias induced by the residual phase discontinuous
φdiscontinuous on each axis and on the norm of the full acceleration vector of the 3-axis
hybrid accelerometer. It is estimated for an interrogation time T=10 ms and the sensor
head tilted with angles θX = 45 deg and θZ = −30 deg.
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Figure 7.11: Phase shift induced by the frequency compensation of the real-time system
∆ΦRT−Freq = (ω1 − 2ω2 + ω3)td where td = 20 µs over 15 hours. The phase
shift is estimated for directions +keff , −keff for the effective wavevector and
the rejected case kdep displayed respectively in red, blue and black. (a) Raw
measurements of ∆ΦRT−Freq. (b) Measurements with a moving average over
10 hours. (c) Allan deviations.

In Equation 7.5, the term ∆ΦRT−Freq = (ω1 − 2ω2 + ω3)td is canceled when the
expressions from Eq. 7.7 are fulfilled. However the real-time system can exhibit slight
shifts over time in the frequencies during the interferometer. Figure 7.11 displays
performances on a fixed position during 15 hours. The measurements are achieved
on one axis of the hybrid accelerometer set up vertically. It reveals a phase noise
contribution of 10 mrad/shot, which is small compared to the phase noise induced by
the mechanical vibrations. The noise is integrated over time as white noise and the
phase shift reaches a stability of 245 µrad. We observe a mean phase shift contribution
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of ∆ΦRT−Freq = 300 µrad, corresponding to an acceleration shift of 19± 7 ng at T = 10
ms.

7.3.4 Systematic effects and calibration of the 3-axis hybrid
accelerometer

Accuracy of the 3-axis hybrid accelerometer

1.6 mg

Figure 7.12: Time-series of the norm of the total acceleration vector measured by the 3-axis
classical and hybrid accelerometers. The orange dashed line presents the local
measurement of the gravitational acceleration.

Figure 7.12 presents the absolute measurements of the 3-axis classical and hybrid
accelerometers from Fig. 7.6, and the value of the gravitational acceleration measured
locally g = 9.805642 m.s−2. The norm of the total acceleration vector measured by the
3-axis classical and hybrid accelerometers are respectively shifted by -1.6 mg and 147
µg. The shift of the 3-axis classical accelerometer derives mainly from the biases of
each classical accelerometer. The 3-axis hybrid accelerometer improves the shift by
one order of magnitude. The residual 147 µg bias is essentially due to misalignments
between the axes and also to systematic effects from the atom interferometers.

Response function

The 3-axis hybrid accelerometer delivers the accelerations of each classical accelerom-
eter where their biases are removed. In addition, the atom interferometers requires the
study of the systematic effects. They have been estimated on the 3-axis accelerometer
on Chapter 6 with the open-loop operational scheme. The 3-axis accelerometer operates
a series of phase-continuous frequency jumps, leading to an error on the scale factor
estimation. This error generates a large systematic shift, the scale factor error phase φSF

with large uncertainties of several µg. Analogously for the 3-axis hybrid accelerometer
operating with phase-discontinuous frequency jumps, the scale factor used to correlate
the acceleration of the classical accelerometers is not exact.
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The correlation phase φcor = φa0 + φvib + φb applied at the last pulse of the
interferometer is calculated with the response function f(t) as:

φcor =
∫ +∞

−∞
f(t)(a(t) + b(t))dt (7.13)

= a0

∫ +∞

−∞
f(t)dt+

∫ +∞

−∞
f(t)(avib(t) + b(t))dt (7.14)

where a(t) = a0 + avib(t) is the acceleration measured by the classical accelerometer
including a DC acceleration a0 and mechanical vibrations avib(t), b(t) is the bias of
the classical accelerometer. The response function is determined from the sensitivity
function g(t) as [59]:

f(t) = −
∫ t

0
g(t′)dt′ (7.15)

f(t) =



1
Ω3

tan
(

Ω3τ
2

)
− 1

Ω1
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(
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2

)
, t ≤ 0

1
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(
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Ω3τ
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− 1

Ω2

cos(Ω2τ)−cos(Ω2(t−T−2τ))
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Ω3

tan
(

Ω3τ
2

)
, T + 3τ < t ≤ 2T + 3τ

1
Ω3

cos(Ω3τ)−cos(Ω3(t−2T−4τ))
sin(Ω3τ) , 2T + 3τ < t ≤ 2T + 4τ

0, t > 2T + 4τ
(7.16)

where Ω1, Ω2 and Ω3 correspond respectively to the effective Rabi frequencies
at first, second and last pulse of the interferometer. Considering that the atom
interferometer is experiencing the acceleration a(t), the resulted phase Φ = φkin+φlaser =
−
∫+∞
−∞ f(t)a(t)dt+

∫+∞
−∞ f(t)(a(t) + b(t))dt delivers the phase bias φb =

∫+∞
−∞ f(t)b(t)dt.

However, to apply in real-time the response function in order to determine correctly
the correlation phase φcor, the Rabi frequencies should be known at each pulse. In the
real-time FPGA we implemented the approximated response function:

fRT(t) =


0, t ≤ 0 and t > 2T + 4τ
T+4τ/π
T+2τ t, T + τ < t ≤ T + 2τ
T+4τ/π
T+2τ (−t+ 2T + 4τ), T + 2τ < t ≤ 2T + 4τ

(7.17)

The resulted correlation phase depends on a scale factor SRT =
∫+∞
−∞ fRT(t)dt as

φcor = SRTa0. This scale factor is equal to:
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SRT

keff
= (T + 2τ)

(
T + 4τ

π

)
(7.18)

It arises a scale factor error δSRT = SRT−Skin on the DC phase φa0 from the phase
of the interferometer Φ = φkin + φlaser. The resulted bias shift is determined as:

φRT,SF = a0δSRT (7.19)

= a0keff (T + 2τ)
[

4τ
π
− 1

Ω1
tan

(
Ω1τ

2

)
− 1

Ω3
tan

(
Ω3τ

2

)]
(7.20)

Systematic effect (µg) X-axis bias Y-axis bias Z-axis bias Norm bias
RT Scale factor error -26.2 (2.4) 38.4 (1.0) -39.9 (0.5) 61.3 (2.7)

Table 7.2: Table of the acceleration bias induced by the scale factor error from the real-time
system on the 3-axis hybrid accelerometer, with a Raman interrogation time of
T = 10 ms and the sensor head tilted by θX = 45 deg and θZ = −30 deg. The
estimations are expressed in µg with the uncertainties in parentheses. The norm
bias stands for the bias of the norm of the full acceleration vector.

Table 7.2 shows the acceleration bias induced by the scale factor error inside the
real-time system and calculated from Eq. 7.20. It is evaluated on each axis and on the
norm of the full acceleration vector of the 3-axis hybrid accelerometer. It is estimated
for an interrogation time T=10 ms and the sensor head tilted with angles θX = 45 deg
and θZ = −30 deg.

Summary of systematic effects

The systematic effects of the atoms interferometers have been studied in Chapter 6
with the open-loop algorithm. The common effects with the 3-axis hybrid accelerometer
operating with the closed-loop algorithm are: the AC Stark shift (rejected at first
order with trajectories ±keff), the two-photon light shift (TPLS), the asymmetry of the
Mach-Zehnder interferometer, the Coriolis effect, the non-linearity from the RF chain,
the parasitic lines, the quadratic Zeeman shift, the wavefront aberration and the beam
misalignments (alignment of the collimator with the mirror). The scale factor error
studied in Chapter 6 is specific to the open-loop algorithm and does not count for the
current Chapter. For the 3-axis hybrid accelerometer, we have the residual phase shifts
from the phase-discontinuous frequency jumps (Sec. 7.3.3) and the one deriving from
the scale factor error in the correlation phase measured by the real-time system (Sec.
7.3.4).
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Systematic effect (µg) X-axis bias Y-axis bias Z-axis bias Norm bias
Total 16.2 (5.0) -23.3 (2.4) 17.5 (1.7) 33.3 (5.8)

Table 7.3: Table of the acceleration biases including all the contributions from the atom
interferometers on the 3-axis hybrid accelerometer, with a Raman interrogation
time of T = 10 ms and the sensor head tilted by θX = 54.7 deg and θZ = −45
deg. The estimations are expressed in µg with the uncertainties in parentheses.
The norm bias stands for the bias of the norm of the full acceleration vector.

Table 7.3 presents the total acceleration bias from the atom interferometers of the
3-axis hybrid accelerometer on each axis and on the norm of the total acceleration
vector. The resulted bias on the norm is 33.3 µg, which is ' 3 times better than the
3-axis atom interferometer. This due to the opposite sign between the RT scale factor
error and the phase discontinuous shift, which tends to reduce the total shift. The
confidence on the bias of the norm is 5.8 µg which is the same order as the 3-axis atom
interferometer.

Misalignments calibration

The calibration of the triad misalignments conducted on the 3-axis atom accelerom-
eter in Chapter 6 leads to an uncertainty of ' 8 µg on the estimation of the norm
of the total acceleration vector. This correction corresponds to a precision of 8 µrad
between the axes.

For the calibration of the 3-axis hybrid accelerometer, the 3-axis accelerometer
triad should be considered. Indeed the atom interferometers correct individually
each associated classical accelerometer. Residual misalignments between the effective
wavevector (defined by the reference mirror and the collimator) and the measurement
axis of the classical accelerometer are second order. The corresponding shift has been
studied in Chapter 5:

1− cos(2α + β) cos(β/2) ∼ 2α2 + 2αβ + 5
8β

2 (7.21)

where α is the tilt angle of the collimator and β is the tilt angle of the reference
mirror compared to the classical accelerometer measurement axis. α can be corrected
mechanically by aligning the retro-reflected beam. β can be optimized if the mirror is
on a tip-tilt stage decoupled from the classical accelerometer for instance. This angle
can also be "numerically" minimized if the scale factor of the classical accelerometer is
calibrated with the atomic one. Correlation measurements between the classical and
atom accelerometer allow to compare their scale factors, including the misalignment β.
A method is to profit from natural vibrations of the reference mirror to scan the atom
interferometer fringes and the classical accelerometer.
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We propose the following protocol to calibrate the 3-axis hybrid accelerometer:

• On each axis X,Y and Z:

– Potentially, if the reference mirror can be tilted with a tip-tilt stage for
instance, optimize the reference mirror alignment by minimizing the bias
measured with the atom interferometer in closed-loop operation. Eventually,
if the reference mirror is fixed, the alignment between the reference mirror
and the classical accelerometer can be corrected "numerically" by adjusting
the scale factor of the classical accelerometer with correlations.

– Optimize the collimator alignment by minimizing the bias measured with the
atom interferometer in closed-loop operation or maximizing the acceleration
measured in open-loop operation.

• Perform measurements with the 3-axis hybrid accelerometer on different orienta-
tions for the misalignments calibration (as performed for instance in Chapters 3
and 6 on respectively the 3-axis classical accelerometer triad and the 3-axis atom
interferometer).

• Remove systematic biases deriving from the atom interferometers on each axis.

• Apply the 3-axis misalignments calibration method to determine the misalign-
ments matrix.

7.3.5 3-axis hybrid accelerometer outside of the laboratory

0 250(km)

41°

51° 30'

iXblue Headquarters
Saint-Germain-En-Laye

LP2N Laboratory
Bordeaux

Figure 7.13: Image of the 3-axis hybrid accelerometer on the mobile platform at iXblue
facilities. Location of iXblue headquarters at Saint-Germain-En-Laye in inset.
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The 3-axis hybrid accelerometer has been evaluated out of our laboratory environ-
ment, in iXblue facilities at Saint-Germain-En-Laye. The sensor head is placed on its
mobile platform as shown on Figure 7.13. The platform allows to tilt the sensor head
to operate the atom interferometers with Doppler frequency shift along the 3 axes
simultaneously generated by the projected gravitational force. The sensor is assembled
and operational in half of a day. The sensor was placed in a regular room without any
control of the environment, in particular the temperature was fluctuating due to the
sun exposure. Under those conditions the whole sensor, including the laser system, the
sensor head and all the electronics, was able to operate. We validated the 3-axis hybrid
accelerometer for transportation and non-laboratory environment. In particular the
saturated absorption of the reference laser, the frequency lock of the main laser and
the PPLN crystal operated as usual thanks to the temperature controlled boxes where
the components are placed. The IQ modulator and the IQ-MBC lock was working
properly as well for several days. Further tests should be made to test the sensor under
severe environment. For instance the high level of salinity and humidity typically in
marine environment can be problematic for the electronic.
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Figure 7.14: Measurements of the 3-axis hybrid accelerometer on the mobile platform
over 12h at iXblue facilities. The Raman interrogation time of the atom
interferometers is T=5 ms and the sensor head is tilted with an angle of 47
deg. The time-series plots shows measurements at the cycling rate of the atom
interferometer and the norm ‖a‖ includes a 5 hours moving average in darker
color.

Figure 7.14 presents the measurements of the 3-axis hybrid accelerometer at iXblue
facilities. Measurements have been taken over night during 12 hours with a Raman
interrogation time of T=5 ms for each atom interferometer. The platform is tilted with
an angle of ' 47 deg. We retrieve the same behaviors as Fig. 7.6, namely drifts of the
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individual axes due to the ground rotation whereas the norm of the full acceleration
vector is stable. At that time, the classical accelerometers of the X and Z-axis were not
magnetically shielded (Q-Flex QA-750 Honeywell) whereas the one from the Y-axis
was (Q-Flex QA-2000 Honeywell). They include a proof mass with a coil measuring its
displacement compared to a fixed magnet. In consequence, the acceleration measured
is sensitive to external magnetic fields. The high magnetic field generated by the MOT
coils during the MOT loading impacts the acceleration measured and explains the
larger noise on the time series plots and the oscillations on the Allan deviation plot at
10−2−10 s time scale. Moreover no significant efforts were made on the optimization of
the atom interferometers, specifically to increase the stability of the biases or increase
the Raman interrogation time for better sensitivity. Nevertheless the bias stability of
the 3-axis hybrid accelerometer reached 400 ng on the norm after 5 hours of integration.

The gravitational force is locally measured at 9.80861 m/s2. Based on a trivial
mathematical model with the International Gravity Formula (IGF) and the Free Air
System (FAC), by knowing the latitude and approximately the height where the
measurements where made, we estimate a theoretical local value of the gravitational
force of ' 9.80939 m/s2. The measurement is off by -80 µg from the theoretical value.
Indeed the misalignments calibration of the 3-axis frame was not performed at that
time. This acceleration shift corresponds to an orthogonal misalignment of ∼ 80 µrad
on the 3-axis triad frame, which is realistic. In addition, no proper estimation of the
systematic shifts of individual atom interferometers depending on the orientation of
the sensor head have been made at that time either.
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Conclusion

In this chapter, we validated the performances of the 3-axis hybrid accelerometer,
including the real-time system. It is the first time that such sensor based on data
fusion between multi-axis atom interferometry and classical accelerometers is conceived.
It generates continuous accelerations on each axis where the biases of the classical ac-
celerometers are tracked and removed. We were able to track the norm of the full vector
acceleration at 200 ng level of stability for 60 hours. The 3-axis hybrid accelerometer
gains one order of magnitude on the stability of the long term biases compared to the
ones from classical accelerometers triad. Furthermore, the 3 acceleration outputs are
delivered with a high data rate of 1 kHz. It paves the way of very low biased multi-axis
accelerometers compatible for inertial navigation.

For now, the 3-axis hybrid accelerometer have been demonstrated for static operation.
Particularly, the mobile platform allowed us to transport and operate the 3-axis hybrid
accelerometer easily. We validated the proper operation and reliability of the laser
system, the sensor head and all the electronics under temperature varying environment
for several days. It represents a successful step before next challenges for mobile
operations.
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Conclusion and outlook
My thesis represents the first PhD work on the iXatom project. The 3-axis hybrid

accelerometer developed over this time paves the way of multi-axis atomic sensors
dedicated to inertial navigation. In the scope of GNSS-free navigation, the 3-axis hybrid
accelerometer addresses the navigation errors generated by the classical accelerometers
and affords a solution to correct the biases. The instrument benefits from the absolute
measurement provided by the quantum sensors. The quest of the integration of quantum
sensors into inertial navigation systems progresses and needs further efforts.

Improvements of the 3-axis hybrid accelerometer

The performances of the 3-axis hybrid accelerometer can be improved by increasing
the cycling rate. Indeed we are facing a technical limitation with long dead-times of
' 1 s between each shot, with the uploading of the sequence from the CPU to the
FPGA sequencer. In consequence the cycling time is extended to ' 1.3 s. With an
adapted control system to optimize the loading sequence, we could reach a cycling rate
> 3 Hz and the sensitivity would be better.

The accuracy of our 3-axis hybrid accelerometer declined mainly because of the
uncommon operation with frequency jumps to compensate the Doppler frequency
shift, whereas usually a chirp is applied for gravimeters. For now, the direct digital
synthesizer (DDS) we are using to generate the frequency jumps has a limited resolution
to conduct proper chirps. Alternative schemes with a higher resolution on the DDS
should be experimented to improve this aspect.

The finite size of the laser beams, as well as the Gaussian profile, reduces the
effective exposure of the light onto the atoms when the sensor head is tilted. It
impacts the contrast of the signal, but mostly the accuracy of the sensor. Indeed many
systematic effects are sensitive to variation of the electric field, and particularly those
ones count for almost all the shifts. Implementing top-hat beam collimation would
strongly improve those aspects by flatten the intensity profile through the edges of the
lasers [97]. An homogeneous Rabi frequency during interferometry will notably correct
the accuracy of the quantum sensor. However the phase distribution of the wavefront
still needs to be investigate with such collimation.

Another important point, for multi-axis inertial sensing, is the calibration of the
misalignments from the triad. For now we are limited by the preliminary study of
the systematic effects on each atom interferometer axis, which restrains the proper
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calibration of the misalignments. Further study is required to improve the confidence
on the accuracy to better calibrate the 3-axis hybrid accelerometer. One may ask the
limitations of this calibration method and what is the best precision we could reach
on the misalignments correction. Furthermore what is the stability of the alignment
between the axes over time, especially with temperature variation during mobile
operations.

Challenges of mobile operation

The 3-axis hybrid accelerometer is validated for transportation and static operation.
For mobile applications, the instrument requires further developments and qualifications.
During mobile operations, large mechanical vibrations occur on the reference mirror
and need to be accurately measured by the classical accelerometer to be correlated
with the atom interferometer. Otherwise the vibrations evolve as phase noise on the
atom interferometer and the sensitivity drops.

Another challenge for dynamic operations is the issue from the rotations. If the
apparatus is in rotation during the interferometer, the 3 light pulses of the Mach-Zehnder
interferometer are not applied in the same direction. In this case, the wavepackets are
not overlapped at the last pulse and the interferometer is not closed correctly. This
leads to a strong loss of contrast. A simple solution is to decrease the interrogation
time to limit the expansion of the interferometric zone, at the expense of a drop on
the sensitivity. A colder atomic cloud would resolve partially the issue, but engages
complex technics, like Raman sideband cooling in 3D, or additional lasers, such as
dipolar traps. Further developments need to be addressed to compensate the rotations
without deteriorating the signal. For instance, the use of a tip-tilt stage to correct the
tilt of the reference mirror during the interferometer is an option. It requires gyroscopes
to monitor the rotations and feedback in real-time the correction.

For the 3-axis hybrid accelerometer, the quantum accelerometer does not need to
be able to operate under large shocks, only the classical aiding sensor does. Whereas
the classical accelerometers are already qualified for mobile applications, the resilience
of the hybrid system is only limited by the survivability of the quantum one in the
presence of large vibrations, shocks or rotations. The resilience to vibrations can
be assessed by using a vibrating pot and the resilience to rotations evaluated using
motorized three-axis tables.

Toward integrated mobile quantum-classical INS

The development of the 3-axis hybrid accelerometer is the first step in the quest of
the integration of the quantum sensor into inertial navigation systems (INS). The 3-axis
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hybrid accelerometer alone can not operate inertial navigation, since the measurements
of the rotations are missing. In the near future, fiber-optic gyroscopes (FOG) will be
added to the instrument to build a fully functional INS.

A technological transfer would lead to further integration of the complicated
architecture. Indeed the operation system required for the quantum accelerometer is
complex and spacious, including the sensor head, the laser system, the RF chain, the
electronic control and the CPU. The compactness targeted is compatible for military
applications and can address Space missions with extensive efforts on the compactness
and the weight. Civil applications would require more drastic miniaturisation of
technological building blocks, such as atom chips for the sensor head, or photonic
integrated circuit (PIC) for the laser system.

For now the hybridization of inertial sensors between classical and quantum tech-
nologies addresses only the accelerometers. Nevertheless we can imagine a further
hybridization between classical and quantum gyroscopes. The approach would be
similar as the one between classical and quantum accelerometers. The absolute and
very sensitive measurements of the quantum gyroscope would improve the biases of the
classical gyroscope. Specially since the main limitation in inertial navigation systems
relies on the propagation error generated by the gyroscopes. However, despite the high
potential of the atomic gyroscopes to outperform classical gyroscopes, the quantum
gyroscopes are not competing today with the high-end classical gyroscope performances,
such as FOGs. The ultimate challenge would be to conceive an hybridized INS with
3-axis hybridized accelerometers and gyroscopes where the atomic sensors would correct
the classic ones, or to barely replace classical technologies with autonomous quantum
sensors.
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