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Chapter 1

Introduction

The development of parallel computing over the last decade has changed the landscape of com-
puter science. While parallelism was mostly found in niche domains such as high performance
computing, the evolution of hardware has democratized the access to parallel machines. As a
result, multiple research domains have faced breakthroughs thanks to the availability of par-
allel computing power: bioinformatics can now compare genomics efficiently [26], artificial
intelligence develop machine learning algorithms capable of inferring model from millions of
data [24]. In order to exploit modern parallel architectures, developers face several challenges.

1.1 Hardware resources become complex
For decades, parallelism was mostly found in supercomputers that interconnect many sequen-
tial machines through a network. Processing data in parallel then required to distribute the
computation and to exchange data over the network. Thanks to the development of multi-
core processors in the 2000s, parallel programming paradigms that rely on shared memory
rapidly grew. Since then, on chip parallelism increase continuously. Multicore processors
now commonly include dozens of cores, each core can run several threads with Simultaneous
MultiThreading (SMT), and each processing unit implements large vector instructions (such as
AVX-512). From the application point of view, this increase in the number of processing units
allows for finer grain parallelism. However, exploiting efficiently all the computing resources
requires that the program exposes enough parallelism.

In the meantime, accelerators that consist of thousands of simple CPUs have become widespread.
149 of the top 500 supercomputers are now equipped with accelerators, such as NVidia GPUs [5].
Accelerators provide supercomputing center with an energy efficient computing power. How-
ever, the transition to heterogeneous architectures makes the development of parallel applica-
tions complex since they need to manage data transfers and synchronizations between the host
and the device.

Overall, the increase in the number of processing units increases the need for a performant data
management subsystem. To mitigate the memory wall, processors now integrate large cache
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2 CHAPTER 1. INTRODUCTION

memories, and multiple memory controllers are distributed to form Non-Uniform Memory
Access (NUMA) architectures. To avoid memory bottlenecks, threads and memory objects
have to be carefully placed so that most memory accesses hit caches or local memory.

Storage is the other type of data management system that changed greatly over the past decade.
While Hard Disk Drives (HDD) take several milliseconds to fetch data, leaving the application
stalled for millions of CPU cycles, hardware manufacturers invented new types of permanent
storage with lower latencies and higher throughput. Solid State Drives (SSDs) lower the fetch
latency to a few dozens of microseconds, or even a few microseconds for NVMe SSDs. This
can significantly improve the performance of some applications. This also results in software
becoming the main source of overhead of the I/O stack.

Understanding and optimizing the performance of an application running on a modern parallel
computer thus requires a fine knowledge of low level details. Many hardware components can
become the source of performance problems.

1.2 Applications mix programming models
In addition to the complexification of the hardware, the software stack evolved to adapt to the
increasing parallelism of computers. Clusters of single core computers were commonly ex-
ploited using a message-passing paradigm such as MPI, where workers are distributed over
the compute nodes, and exchange message over the network. The introduction of multicore
processors and accelerators has permitted new types of paradigms to appear. Instead of run-
ning several MPI ranks per multicore machines, which increases the number of MPI ranks,
duplicates memory, and requires to allocate additional network buffers, it is possible to mix
a distributed model like MPI with a shared memory model. For instance, each MPI process
can spawn OpenMP threads to process parallel region and to exploit multiple cores. Such
composition of models exploits all the processing units while limiting the memory overhead
of single-model paradigms like MPI. Similarly, clusters of heterogeneous computers can be
exploited by mixing MPI with accelerators models. For instance, CUDA or OpenCL allow
developers to describe blocks of code that run on an accelerator (such as a GPU), and provide
primitives for explicitely transfering data from the main memory to the accelerator memory.

Due to the complex software stack that mixes programming paradigms, developing a parallel
application that efficiently exploits the hardware is tedious. Performance problems may be
located in multiple pieces of software, or be due to bad interactions between programming
models.

1.3 Contributions
Understanding and improving the performance of a parallel application is difficult for a devel-
oper who is most of the time expert in a specific application domain. My research activities
aim at designing tools that relieve developers from the burden of analyzing performance. Over
the last ten years, my research has focused on two phases of performance analysis: collecting
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data when an application executes [C3], [R2], [W2], [C10], and analyzing the collected data in
order to understand and to improve the performance of applications [W1], [J2], [C6].

This research has been conducted with three PhD students (one of which having already de-
fended), one post-doc researcher, three master students during their internship, and 21 master
students who collaborated as part of their master project.

1.3.1 Collecting performance data
Understanding the performance of an application is difficult. It necessitates performance col-
lection tools that are able to capture the application behavior as well as low level metrics that
indicate how the hardware resources are exploited.

To capture the execution of a parallel application, we developed a tracing tool named EZ-
Trace [C10]. EZTrace is a convenient way to generate execution traces of parallel applica-
tions. It automatically instruments a pre-defined set of functions (that corresponds to the main
paradigms used in parallel programming such as MPI, OpenMP, or CUDA) [W2] and records
events in a trace each time the application calls the instrumented functions [R2]. In addi-
tion to providing plugins for the main parallel programming libraries, EZTrace uses a plugin
generation mechanism that allows developers to easily create new plugins to instrument their
application functions [C10].

As application memory access pattern may significantly impact performance, we also devel-
oped NumaMMA [C3], a lightweight memory profiler that captures the memory accesses of
threads and relates them to the memory objects allocated by the application. The collected data
is processed in order to measure the impact of memory objects on performance, and to detect
how threads access these objects.

1.3.2 Analyzing performance data
The performance data collected during the application execution have to be analyzed in order
to spot the cause of performance issues. Users can browse the collected data with text tools,
or with visualization techniques [W3]. However, analyzing data automatically simplifies this
task.

In order to process large traces that contain millions of events, we designed an algorithm that
detects the structure of a program from a sequential trace [C6]. Once the sequences of events
that repeat in a trace are detected, we compare them and filter out those with similar duration
in order to reduce the quantity of information that users have to manually analyze. In another
work [J2], we use a differential analysis technique that compares repetitive sequences of events
in order to find several kinds of bottlenecks (lock contention, I/O or network contention, mem-
ory contention, etc.) in applications, and to estimate their impact on the application run time.

While the previous works are generic and do not address a particular programming model, we
also study in details the OpenMP paradigm. We propose a simple methodology for analyz-
ing OpenMP applications with a tool called ScalOMP [W1]. This tool instruments OpenMP
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applications to collect performance data. It identifies various scalability issues (such as load
imbalance, lock contention, or task granularity), and suggest optimizations to the application
developer.

1.3.3 Remainder of this document
The remainder of this document is organized as follows. Chapter 2 presents our work on per-
formance data collection tools, including EZTrace and NumaMMA. In Chapter 3, we present
several works on automatic performance analysis: the detection of a program structure from a
trace, the detection of contention that uses differential analysis, and the design of the scalability
analysis tool for OpenMP programs. Finally, Chapter 4 concludes this document and discusses
ongoing and future work.



Chapter 2

Collecting performance data

Contents
2.1 Collecting execution traces with EZTrace . . . . . . . . . . . . . . . . . . 5

2.1.1 Plugin-based tracing tool . . . . . . . . . . . . . . . . . . . . . . . . 6

2.1.2 Instrumentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.1.3 Trace generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.2 Collecting memory accesses with NumaMMA . . . . . . . . . . . . . . . . 9

2.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

Collecting performance data of an application is the first step of the performance analysis pro-
cess. This chapter describes several performance collection tools that we designed. These tools
were designed with several constraints:

• They must require as little configuration effort as possible from the user. For instance,
recompiling the application and its library in order to instrument them should be avoided;

• Observing an application should not affect its behavior;

• The tools should collect enough data to make the analysis useful.

In this chapter, we present several performance data collection tools that we developed over
the past ten years. Section 2.1 present a tracing tool named EZTrace. Section 2.2 describes
NumaMMA, a memory profiler.

2.1 Collecting execution traces with EZTrace
Understanding precisely the behavior and the performance of a parallel application is tedious.
The complexity of a supercomputer hardware as well as the use of various programming models
like MPI, OpenMP, MPI+threads or MPI+GPUs makes it more and more difficult to understand
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6 CHAPTER 2. COLLECTING PERFORMANCE DATA

the performance of an application. For decades, various tools have been developed in order to
help developers understand their application performance. Two main kinds of tools exist:

Profiling tools. Profiling tools collect performance data at runtime and report the aggregate
data [4], [23], [66], [75], [104], [107], [117]. For instance, profilers such as Perf [66], Opro-
file [104], GProf [117] report the numbers of calls to a function, or the average time spent in
that function. Other tools like PAPI [107], or Likwid [75] collect various performance coun-
ters (number of cache misses, number of floating point operations, etc.) Profiling tools usually
collect data with a low overhead. However, since the collected data is aggregated over the
application lifetime, analyzing precisely a performance problem is complex.

Tracing tools. Tracing tools collect timestamped performance data and generate execution
traces that depict the status of threads during the application lifetime [2], [3], [67], [79], [82],
[91], [99], [113], [116]. The execution traces can be analyzed post-mortem using a visualization
tool[3], [30], [W3], [113]–[115], or using an analysis tool that detects typical performance
problems [3], [67]. Since the collected events describe precisely how the application behaves,
tracing tools allow in-depth analysis of performance problems. However, collecting events can
degrade the performance of applications and may generate large trace files that are difficult to
analyze.

The use of tracing tools is a great help for understanding the performance of an application.
However, the variety of scientific libraries and programming models makes it mandatory for
such tools to be generic. Instrumenting an application with these tools can be tedious because
it requires to modify the source and to recompile the program. Allowing easy instrumentation
of any kind of library or application is crucial in order to work on most modern platforms and
to meet the requirements of emerging programming models.

Contribution. We developed EZTrace1 [C10], a generic framework for performance anal-
ysis. EZTrace uses a two phases mechanism based on plugins for tracing applications. This
permits to specify easily the functions to analyze and the way they should be represented.
Moreover, EZTrace provides an easy to use script language that allows the user to instrument
functions without modifying the source code of the application.

The contribution of the EZTrace project are threefold. First, we developed a generic plugin-
based tracing tool that allows users to trace multiple libraries simultaneously. Second, we
designed a light instrumentation mechanism that does not necessitate to recompile the applica-
tion and its dependencies. Third, we created a compact trace format for recording events with
a low overhead.

2.1.1 Plugin-based tracing tool
When we started developing EZTrace in 2010, most tracing tools were dedicated to a single
programming model like MPI [113], [116], or OpenMP [110]. While some tools permitted

1Available as open source at https://gitlab.com/eztrace/eztrace

https://gitlab.com/eztrace/eztrace
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to instrument user-defined functions [91], [99], probes had to be manually inserted into the
application source code.

EZTrace relies on plugins for selecting the libraries to be analyzed [C10]. Each pre-defined
plugin is in charge of analyzing a specific library (e.g. MPI, OpenMP, Pthread, or CUDA) by
intercepting calls to a set of function (e.g. MPI Send, MPI Recv, etc.) and recording events.
When running an application with EZTrace, a user can select one or several EZTrace plugins
depending on the programming models used by the application.

Additionally, a user can define a new plugin for their application or library. This can be done
either by writing the C code of the plugin, or by using a Domain Specific Language that de-
scribes the functions to intercept and their meaning. As a result, external projects such as the
Plasma linear algebra library [77], or the NewMadeleine communication library [C4], [88] have
developed EZTrace plugins for instrumenting their source code.

In order to define a plugin, a user has to provide the prototype of the functions to instrument.
EZTrace provides a tool that automates this step by extracting information from the debugging
symbols. As a result, EZTrace can automatically generate a plugin for instrumenting all the
functions of an application.

2.1.2 Instrumentation
In order to record events, tracing tools need to instrument the application by inserting probes
(e.g. at the beginning/end of functions of interest). Several instrumentation mechanisms are
commonly used.

Manual modification of the application source code. A developer can modify the source
code of a program to insert probes in order to analyze specific parts of the program execution.
Many tracing tools provide a means to manually insert probes [52], [C10], [91], [99]. This
mechanism is typically used in task scheduling systems like StarPU [55], OpenStream [30],
or XKaapi [44] for tracing the execution of tasks, or in runtime systems like Marcel [93], or
NewMadeleine [88] for analyzing the runtime internals. This instrumentation method makes
it possible to control the precise location of probes, at the expense of an implementation com-
plexity.

Instrumentation during the compilation. In order to automate the insertion of probes in
applications, some tracing tools rely on compilers for instrumentation [52], [91], [99]. The
compiler inserts calls to callbacks at the entry and exit of functions. Compared to the manual
instrumentation, this method is less precise as it is limited to the function boundaries. However,
the insertion of probes is automatic, which reduces the user burden. Still, the application and
its dependencies have to be recompiled with special options.

Runtime instrumentation with LD PRELOAD. When running an application that uses shared
libraries, the system loader first loads the required shared libraries and populates a symbol table
that indicates the address of functions. Many performance analysis tools use the LD PRELOAD
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mechanism to preload wrapper functions in charge of recording events before and after selected
functions [52], [79], [82], [91], [99]. This instrumentation method has the same granularity
as the compiler-based instrumentation, but it can run the application without recompiling it.
However, this method can only intercept calls to functions that are defined in shared libraries.

Binary patching. An alternative solution for instrumentation consists in modifying the pro-
gram binary for inserting probes. Dyninst [112], PIN [101], MAQAO [63], or DynamoRIO [106]
rely on instruction decoding to instrument the code. These tools reverse engineer programs and
directly insert opcodes anywhere in the binary. This can be done either at runtime [101], [106],
[112], or before the execution by patching the ELF binary file [63]. This fine-grain instru-
mentation allows fine-grain modifications of the application. Scripting languages can be used
for automating the insertion of probes [41]. Since these tools reverse engineer the applica-
tion binary code, they are heavily dependent on the CPU architecture and require a significant
development effort for porting to a new CPU architecture.

Contribution. In order to make the instrumentation as simple as possible for the end user,
EZTrace uses two automatic instrumentation methods: runtime instrumentation with LD PRELOAD,
and runtime code patching.

Most binary patching tools are heavily architecture dependent. To make binary patching as
portable as possible, we designed a lightweight instrumentation method [W2] that requires only
a few lines of architecture specific code. Since the expected granularity of the instrumentation
is coarse (i.e. the function entry/exit points), the proposed method hijacks the application flow
by inserting a jump instruction at the function entry. The overwritten opcodes are also moved to
preserve the function integrity. As a result, porting this mechanism to a new CPU architecture
only requires to write a few dozens of lines of code. Our experiments show that the overhead of
the instrumentation at runtime is negligible and does not impact the application performance.

2.1.3 Trace generation
Tracing tools for parallel applications have been developed for decades now, and multiple file
formats where developed accordingly [57], [72], [96], [99], [100], [113], [116]. In order to
avoid altering the behavior of an analyzed application, the overhead of recording events has to
be as low as possible. The scalability of the tracing library when the number of threads grows
can be a significant bottleneck if they use a single buffer [100]. Some trace formats rely on
ASCII encoding [72], [96] which may generate large trace files, although this can be mitigated
by compressing the resulting traces [96]. The semantic of the recorded events also has to
be taken into account: some trace formats specify the semantics of events [57], [96], which
eases the development of trace analysis tools, but restricts the range of recordable events to the
predefined ones. As a result, such trace format is only usable for some libraries (e.g. MPI, or
OpenMP), but not for others (e.g. CUDA, or OpenSHMEM [65]). On the contrary, some trace
formats reduce the semantics of their API in order to make the file format more generic [72],
[100], [116]. This allows to trace any kind of library. However, trace analysis becomes more
complex due to the lack of semantics.
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Contribution. We designed a tracing library called LiTL 2 that records events in a compact
and scalable way, while being generic [R2]. While LiTL is inspired from FXT [100], it differs
in several key points. Each thread records events in a dedicated buffer, which reduces the need
for synchronization and improves the cache friendliness. LiTL does not specify a semantics
for the recorded events, allowing to trace any kind of library. The trace analysis program is in
charge of adding the semantics to the events and to extract, for each event, the parameters that
are packed in order to reduce the trace file size. EZTrace uses LiTL for recording events at
runtime, and converts the generated trace to several trace formats such as Paje [72] or OTF [96]
that can be later analyzed through visualization tools like ViTE [W3].

2.2 Collecting memory accesses with NumaMMA
The performance of processors have significantly increased over the years. The number of
processing units on a computer has raised from a handful of cores to dozens of data hungry
cores that execute vector instructions. As a result, memory becomes a major bottleneck in
parallel applications. While this can be mitigated by Non-Uniform Memory Access (NUMA)
architectures that integrate several memory nodes, the application has to carefully balance its
memory access across the NUMA nodes in order to avoid bottlenecks [42]. In order to help
developers, several approaches have been proposed for analyzing an application memory access
patterns.

Instrumentation of memory accesses. Executing an application with a simulator such as
Simics [109] allows to capture precisely all its memory accesses [56]. Since each instruction
of the program is simulated, this approach significantly degrades the application performance.
Another possibility is to instrument the application binary at runtime with tools like Pin [101]
or Valgrind [92] so that each instruction that reads or writes data is recorded [11], [13], [17],
[18], [20], [80]. Instrumentation of the memory accesses can also be performed offline by
disassembling the application binary [41], [45] and inserting probes at precise locations of the
program.

While the overhead caused by the instrumentation is reduced compared to the simulation ap-
proach, it still causes the application to run up to 20 times slower than the non-instrumented
version. This prevents from using this solution on large applications. Moreover, in addition to
the degradation of performance, collecting all the application memory accesses generates large
amounts of data.

Sampling memory accesses. In order to collect the memory accesses of an application with
a low overhead, it is necessary to reduce the quantity of collected data. This can be done by
leveraging the memory sampling capabilities provided by the hardware. Modern processors im-
plement hardware-based monitoring systems (such as Intel Processor Event Based Sampling,
or AMD Instruction Based Sampling) that periodically save information about the instruction
being executed. This mechanism can be used for collecting the memory addresses that are

2Available as open source at https://github.com/trahay/LiTL

https://github.com/trahay/LiTL
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accessed [17], [25], [31], [34], [53], [69], [71], [97]. Since only some of the instructions are
collected, this approach is less precise than instrumentation. However, since the instrumen-
tation is performed by the hardware, the collection of samples is more efficient, and it only
degrades the application performance by a few percents. This makes this approach applica-
ble on large applications. Also, compared to the approach based on binary instrumentation,
hardware-based sampling allows to record the level in the memory hierarchy (L1, L2, ...) that
served an access along with the latency of the access, which gives additional information on
performance.

Analyzing memory access patterns. Once the application memory accesses are collected,
several analysis are possible. Some works report the amount of communication between threads
in order to improve thread and data locality [20]. TABARNAC [18] detects how threads con-
currently access data structures. Finally, the memory accesses of thread can be used for auto-
matically placing or moving memory pages in order to improve data locality [29], [42], [97].

Contribution. We developed NumaMMA 3 [C3], a lightweight memory profiler that collects
the memory access pattern of threads. NumaMMA collects information on the application
memory allocations, and uses the processor sampling feature to collect memory access. The
collected data is then processed in order to detect which memory objects are mostly accessed,
and how the threads access these objects.

The contribution of this work is both the coupling of the collected memory accesses with the ap-
plication memory objects, and the original visualization that allows users to detect how threads
use memory objects concurrently. An example of NumaMMA visualization is reported in Fig-
ure 2.1.

Overall, this work makes the following contribution:

• NumaMMA collects the application memory accesses with a low overhead by relying on
hardware sampling;

• NumaMMA reports how memory access patterns inside objects evolve over time;

• NumaMMA provides developers with original visualization means of these memory ac-
cess patterns;

• The evaluation shows that this information can be used for defining a placement strategy
that improves the performance of applications by up to 28 %.

2.3 Conclusion
The performance collection tools presented in this chapter have been developed over the past
ten years. Most of the research and engineering efforts for developing new features have been
conducted with the help of a post-doc (Roman Iakymchuk worked on LiTL), or master students

3Available as open source at https://numamma.github.io/numamma/

https://numamma.github.io/numamma/
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Figure 2.1: NumaMMA representation of the threads access pattern to the memory object
cvar in the application LU.A from the NAS Parallel Benchmark OpenMP

during internship (Gaëtan Bossu worked on EZTrace instrumentation, Pierrick Pamart worked
on NumaMMA) or as part of their master project (12 students worked on various EZTrace
extensions, 6 students worked on trace visualization, and 3 students worked on NumaMMA).
EZTrace is available as open-source at https://eztrace.gitlab.io/eztrace/. It has been
the building block of several projects: the INRIA ADT EZPerf that aimed at improving the
usability of EZTrace for HPC applications, and the ongoing IDIOM FUI project that studies
the performance of the whole I/O stack of HPC and Big Data applications. NumaMMA is
available as open-source at https://numamma.github.io/numamma/.

https://eztrace.gitlab.io/eztrace/
https://numamma.github.io/numamma/
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Chapter 3

Analyzing performance data
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Once performance data is collected with an instrumentation tool such as EZTrace or Nu-
maMMA, users have to analyze the data. The analysis of performance data allows users to
understand the global behavior of the application, and to detect the source of a performance
problem. To do so, users can browse the performance data (eg. execution time, hardware coun-
ters, ...), or explore data with a visualization tool (eg. ViTE [W3]). However, the large quantity
of collected data may overwhelm users, and make a manual search of performance problems
tedious.

In this chapter, we explore several approaches for automatically analyzing performance data.
When designing such performance analysis tools, we aim at:

• Detecting problems that would be unnoticed with a manual analysis;

• Processing large quantities of data that would be too tedious to explore manually;

• Providing users with hints on how to optimize their application.

13
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The remainder of this chapter is organized as follows. Section 3.1 describes how the program
structure can be extracted from an execution trace. In Section 3.2, we present a generic con-
tention detection mechanism. Finally, Section 3.3 describes ScalOMP, a performance analysis
tool that detects the source of scalability issues in OpenMP applications.

3.1 Detecting the structure of a trace
The use of performance analysis tools, such as tracing tools, becomes unavoidable to optimize
a parallel application. However, analyzing a trace file composed of millions of events requires
a tremendous amount of work in order to spot the cause of the poor performance of an applica-
tion.

In this Section, we propose mechanisms for assisting application developers in their exploration
of trace files [C6]. We propose an algorithm for detecting repetitive sequences of events in trace
files. Thanks to this algorithm, the program structure (loops, functions, ...) can be extracted
from an execution trace without prior knowledge. We also propose a method to filter traces in
order to eliminate duplicated information and to highlight points of interest. These mechanisms
allow the performance analysis tool to pre-select the subsets of the trace that are more likely to
contain useful information.

3.1.1 Related work
Analyzing an execution trace and detecting the program overall behavior can serve multiple
goals.

Detecting inefficient patterns. Some performance analysis tools search of pre-defined pat-
terns of events in execution traces. A database contains a series of sequences of events (such as
the late sender pattern) that are classical causes of performance problems. By comparing an ex-
ecution trace with the database, some tools pinpoint inefficient behaviors in applications [105].
This can be combined with compilation techniques to automatically transform the application
in order to improve its performance [87]. Similarly, specific communication patterns can also
be identified at runtime and be replaced with semantically equivalent but faster communication
(such as collective communication primitives) [51].

Another approach consists in detecting the communication patterns based on MPI messages.
This can provide users with a high-level understanding of the application [86], and the com-
munication scheme of multiple applications can be compared to detect similarities [81]. The
communication pattern can be extrapolated in order to estimate the performance of the appli-
cation when it is run on a large number of nodes [49], [60].

Prefetching data. Analyzing a program execution permits to predict its future behavior. For
example, a program memory access pattern may reveal which data will be accessed in the
future. Prefetching this data then improves the cache-hit rate [108]. Memory accesses also
provide a profile for applications and permit to model the performance of programs [111].
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Access patterns are also used for predicting future disk accesses in file systems, allowing to
prefetch blocks of data [89]. A similar mechanism can be used in parallel file systems for
predicting future client accesses [83] or disk accesses [47].

Pattern mining techniques. Another way to analyze an application is to use pattern mining
techniques. This allows to extract features from applications [98], or to detect the sequences
of events that lead to a software bug [54] or a performance problem [35]. However, the per-
formance of the proposed algorithms are prohibitive: detecting patterns in small traces takes
dozens of seconds [68].

Reducing the size of execution traces. In order to limit the size of traces files when appli-
cations run for a long time, or with a high number of MPI ranks, several approaches have been
tested. Scalatrace analyzes the MPI communication patterns and detects common behavior be-
tween processes [82]. Since most MPI ranks of an application have similar communication
schemes, this allows to efficiently compress the trace files and to achieve near-constant size
recording of traces.

Another way to reduce the size of a trace consists of pruning some of its events when the trace
becomes too large [50]. In this work, the authors record events in separate buffers based on
their callstack level. When the trace becomes too large, the lowest level events are pruned,
which limits the trace size while maintaining the coarse view of the application behavior.

3.1.2 Contribution
In this work, we propose a method for assisting users in their search for information in trace
files [C6]. This method relies on an algorithm for finding repetitive patterns of events in execu-
tion traces. While the usual representation of a trace is a sequential list of events, this algorithm
permits to organize the trace by grouping events into loops and sequences, which reflects the
program structure.

Detecting the trace structure. The proposed algorithm analyzes the events of a thread in a
sequential way. It first searches for a sequence of two consecutive events that appears several
time. As illustrated by Figure 3.1, such sequences are replaced with a pattern data structure.

In the next step, we try to form loops with this pattern by searching for pattern instances that
repeat. If found, we replace them with loops data structures, as illustrated by Figure 3.2.

We then try to expand a pattern by comparing the event (or pattern) that follows each instance
of a pattern. As illustrated by Figure 3.3, this can lead to three cases:

• if a pattern P#1 is always followed by the same event c (case 1), we integrate c to P#1;

• if several occurrences of P#1 are followed by an event c, and some others are not (case
2), we create a new pattern P#2 that consists of P#1 and c;

• if an occurrence of P#1 is followed by c only once, this occurrence cannot be expanded.
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Once the third step is complete, the algorithm repeats the first step for the next couple of events
in the trace.

Filtering traces. Once the program structure is extracted from the execution trace, and id-
iomatic sequences of events are detected, we analyze their variation. In order to reduce the
quantity of data that user have to analyze, we filter out the sequences that have similar dura-
tion.

Evaluation. We evaluate our implementation by analyzing several execution traces of parallel
applications. We use EZTrace to collect traces that contain the calls to MPI functions by eight
kernels of the NAS Parallel Benchmarks. Analyzing the traces show that:

• The detected patterns of events correspond to the structure of the tested programs: the
outermost patterns correspond to the application iterations;

• The pattern detection algorithm processes large traces in a few seconds in the worst case,
which allows our implementation to be used in real life applications;

• Filtering out useless events significantly reduce the trace size for all the tested applica-
tions. Large traces are reduced by up to 99 %.

3.2 Using differential execution analysis to identify thread
interference

Once the sequences of events of an execution trace are identified, analyzing the variation of their
duration can reveal performance problems. When multiple execution flows access resources
concurrently, they may interfere, i.e. they slow each other down because one thread has to wait
for the other to access the resources, which degrades the performance of the application. This
kind of contention problem may affect many different resources (disk, memory, network, locks,
...), and can be difficult to precisely detect.

In this work, we propose to use differential execution to identify the blocks of code that hamper
the parallelism [J2]. We define, for a given block of code, its SCI (Slowdown Caused by
Interference) score, which gives the theoretical slowdown caused by interference. In order
to evaluate the usability of the SCI score, we developed a profiling toolchain, called ISPOT

(Interference Spotter), that computes the SCI scores of a set of functions provided by the user.
We show that this metric allows to detect several kinds of interference and to assess their impact
on the application performance.

3.2.1 Related work
In this Section, we review existing works that aim at detecting interactions between threads and
their impact on application performance.
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Detecting memory performance issues. Because the performance and the number of pro-
cessing units in CPUs increase, the memory subsystem may become a major bottleneck. De-
tecting performance problems that are due to memory contention is tedious.

Several works rely on hardware counters (e.g. the Last Level Cache miss counters) for detecting
cache contention [15], [70], [76], [84], [94], [107], NUMA effects [32], or false sharing [46],
[48].

Other approaches capture the application memory access patterns by simulating the memory
subsystem [58], [85], [103], by instrumenting the application binary [11], [33], [61], [80], [90],
or by using instruction sampling [6], [C3], [14], [25], [42], [53], [73].

Analyzing the memory accesses of threads can be used for detecting cache issues [25], [73],
[85], false-sharing [14], [33], [48], [58], [61], [80], [90], [103], or NUMA effects [6], [C3],
[42], [53].

Existing work on the detection of memory performance issues do not quantify the impact of the
problem on the performance of the application, and the developer is often in charge of spotting
which part of their program causes the problem.

Detecting resource contention. Several work have focused on detecting a single type of
resource contention. Analyzing the message rate can help detecting network contention [27],
[39]. Lock contention can be detected by measuring the time spent waiting for locks [28], [38],
[43], [62], [74]. Overall, these projects define metrics that identify a saturation, but they can
not tell if the saturation significantly affects the application performance.

Differential execution analysis To identify the root cause of a performance problem, sev-
eral works use differential execution techniques [37], [95]. By comparing multiple runs of an
application while varying the workload [37], or the level of concurrency [95], the variation of
functions profiles can indicate the root cause of a bottleneck. VProfile uses a similar approach:
it runs an application with the same configuration multiple times, and it compares the functions
variance to pinpoint functions that may suffer from contention [12]. This type of differential
execution analysis requires to run the application with different configuration, which may be
time consuming for long running applications. Moreover, these works help to find the root
cause of a performance defect that is already identified by the user.

Coz identifies the code that should be optimized by slowing down the other parts [19]. This
differential analysis estimates the relative speedup that could be obtained if a function was
optimized. However, Coz does not identify contention problems.

Application logs can be analyzed with data mining techniques in order to identify the inter-
actions between software components in distributed systems [16]. Stitch analyzes logs and
extracts a structure graph that describes how software components interact. If a performance
bottleneck was previously identified, this can pinpoint the component that is the root cause of
the problem. Another work use inference models to build a state machine model that summa-
rizes the application behavior [35]. The state machine model describes how events follow each
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Figure 3.4: Illustration of the SCI metric: based on the original execution trace (on the top),
an ideal improvement without interference is estimated at 32.5% (on the bottom)

other, and indicates the duration between two events. Due to the high complexity of these al-
gorithms, these approaches fail to apply to real-life applications that generate large size traces.
In our experiment [J2], we show that Perfume [35] analyzes a small trace that only consists of
10000 events in 5536 seconds. Thus, processing large traces with millions of events is imprac-
tical with this approach.

3.2.2 Contribution
We propose to reuse the ideas behind differential execution analysis, but instead of comparing
several executions of an application with different settings that may not be comparable, we
compare invocations of blocks of code with each other within a single application run [J2]. In
order to detect the blocks of code that hamper the parallelism, we compare their execution time.
Instead of focusing on the average execution time, which can hide performance bottleneck, we
propose to focus on the fastest one. The intuition is that the fastest execution of a block of
code gives a theoretical better execution. Any longer execution is probably caused by the
interference from another thread when it accesses the same hardware resource or the same
synchronization primitive.

We first identify the structure of the program with the work presented in section 3.1. This
structure corresponds to blocks of code in the application. We then analyze the duration of
these blocks, and for each block of code, we assume that the fastest execution is contention
free. We define the SCI (Slowdown Caused by Interference) metric of a block as the application
theoretical speedup if all occurrences of the block were interference-free. Formally, the SCI
of a block of code is the sum of all (d j − di) (where di is the duration of the fastest execution
of this block, d j is the jth execution occurrence of the block of code) divided by the thread
duration. Figure 3.4 illustrates this metric: the gray boxes correspond to multiple invocations
of a block of code. If the fastest invocation is considered contention free, applying its duration
(here, 22) to all the invocations of the same block approximates the application run time if the
contention was removed.

In order to evaluate the usability of the SCI score, we instrument several applications with EZ-
Trace, and we analyze the resulting traces to compute the SCI scores of all the instrumented
functions. We analyze 27 applications and 4 micro benchmarks, and we found that the SCI
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score is able to identify bottlenecks caused by false-sharing, contended locks, saturated net-
works, saturated hard drives, imbalanced workload, and inefficient NUMA placements.

In detail, we found that:

• Even when an application suffers high contention, the fastest occurrence of the contented
function has similar performance as in non-contented cases. This shows that the fastest
occurence of a block of code is a good estimate of the performance of the block of code
when it does not suffer interference;

• ISPOT detects interference in 14 time consuming functions from 10 of the evaluated
applications;

• Among the 14 functions, 2 (13%) are false positives that are not caused by interference.
In these cases, the variation of the function duration is caused by the function workload
that varies from one occurence to another. We show that a manual inspection of the
source code easily identifies these blocks of code as false positives, which allows users
to discard them;

• The remaining 12 functions pinpoint actual interference problems caused by false shar-
ing, lock contention, imbalanced load, NUMA memory placement, network stack and
disk I/O. 7 interference bottlenecks were previously identified in other works, while 5
are new;

• Based on this analysis, we can correct 8 functions by modifying at most only 25 lines of
code, which leads to a performance improvement of up to 9 times

3.3 Detecting scalability issues with ScalOMP

Analyzing and improving the performance of a parallel application requires many skills. A de-
veloper has to understand the application domain (e.g. molecular dynamics, climate modeling,
etc.), the program algorithms, details on the machine architecture (e.g. CPU, caches, memory,
etc.), and how runtime systems work (e.g. how threads are scheduled, how MPI communicates
over the network, etc.)

Since this set of required competences is too large for most programmers, we propose to design
performance analysis tools that bridge the gap between high-level algorithmic, and low-level
architectural details.

We propose a simple methodology for analyzing the scalability of OpenMP applications and for
automatically detecting performance bottlenecks [W1]. We implement a performance analysis
tool called ScalOMP, which reports the parallel regions with poor scalability, their potential of
improvement, and optimization hints for fixing the performance problem.
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3.3.1 Related work
Detecting scalability issues in parallel applications has been studied for a long time. However,
automatic performance analysis of applications is a more recent field of study. Several works
have focused on detecting the root causes of scalability issues in MPI applications. This can be
done by modeling the performance of applications to find weak scaling issues [40]. Replaying
an execution trace can help identifying the root cause of MPI wait states [64]. ScalAna iden-
tifies patterns in execution traces and compares their run time in order to detect the root cause
that hampers scalability [7].

Other works have focused on detecting and reporting performance problems in multi-threaded
applications. Multiple works target OpenMP applications and detect imbalance in parallel
regions that can affect the scalability [59], model OpenMP applications for predicting their
performance on a given machine [36], or detect false sharing issues [21]. Intel VTune can
estimate the impact of various performance problems such as lock contention, load imbalance,
or scheduling overhead [102]. Automated performance modeling can be used to examine the
scalability of OpenMP runtime constructs [22], or to analyze the memory access patterns of
OpenMP applications [78].

While existing work allow to pinpoint performance problems in OpenMP applications, they
do not estimate the impact of the problems on the application performance. Moreover, once a
problem is identified, the developer has to find a way to fix the scalability issue.

3.3.2 Contribution
In order to facilitate the detection of scalability issues and their resolution, we present a method-
ology for analyzing the scalability of OpenMP applications. We implement this approach in
ScalOMP, a performance analysis tool that collects performance data, analyze them, and re-
ports the OpenMP constructs that limit the scalability. ScalOMP also suggests optimization
strategies to the application developer.

Performance analysis methodology. ScalOMP aims at identifying scalability issues in OpenMP
applications. Several problems may reduce the scalability of parallel applications, including
load imbalance, lock contention, or tasks granularity. When a scalability problem is identi-
fied, several approaches can be used for fixing or mitigating it, from modifying the application
algorithms to changing the execution settings.

The proposed methodology consists of running the application with a varying number of threads,
and measuring the scalability of each OpenMP construct. The output is the list of parallel re-
gions whose scaling issues affect the most the application, along with optimization hints and
their potential time gain.

Detecting OpenMP scaling issues. ScalOMP relies on the OpenMP Tool interface (OMPT)
for instrumenting the application. It inserts probes at several OpenMP key points (such as
the beginning and end of parallel regions, around barriers, etc.) Based on the collected data,
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ScalOMP computes the parallel efficiency of each OpenMP parallel region, the parallel loops
imbalance, or the time spent waiting on locks. Each metric estimates the impact of a problem
on scaling, and ScalOMP can suggest optimization strategies for each detected performance
problem.

Evaluation of ScalOMP. We evaluate ScalOMP on 16 applications running on a 32 cores
machine. The evaluation shows that ScalOMP instrumentation does not significantly alter the
performance of applications. Moreover, ScalOMP scaling analysis show that:

• ScalOMP detects load imbalance problems in two applications, and estimates their im-
pact on the execution time. Applying the optimization suggested by ScalOMP fixes the
problems, and the resulting execution time corresponds to ScalOMP estimate.

• ScalOMP detects locking issues in one application, and one microbenchmark. It correctly
distinguishes locking issues that are due to contention, and those that are due to too many
uncontended locks. The optimization suggested by ScalOMP improves the application
execution time by up to 267 %.

3.4 Conclusion
The works on the detection of the structure of a trace [C6], and the detection of thread interfer-
ence [J2] were done in collaboration with a PhD student, Mohamed Saı̈d MOSLI BOUKSIAA,
helped by Gaël THOMAS. ScalOMP was designed as part of Anton DAUMEN PhD who I
co-advise with Patrick CARRIBAULT and Gaël THOMAS.



Chapter 4

Ongoing and future works

During the last decades, the world of parallel computing has changed due to the evolution of
hardware platforms that became highly parallel and heterogeneous. As a result, the software
stack evolved and HPC applications now commonly mix paradigms. Developing an application
that efficiently exploits a supercomputer becomes more and more difficult. The number of soft-
ware components required to run a distributed application makes the debugging of performance
tedious.

This document presents several works on performance analysis that we conducted over the
last decade. As a first contribution, we designed EZTrace, a tracing tool for parallel applica-
tions. EZTrace automatically instruments applications and generates execution traces with a
low overhead. We also designed NumaMMA, a tracing tool that captures the memory access
patterns of applications.

As a second contribution, we developed performance analysis techniques that process perfor-
mance data and help developers identifying performance problems. We designed algorithms
that detect the structure of a program from an execution trace. We used this work and proposed
a metric for identifying any type of interference in a parallel application. Finally, we focused
on OpenMP applications and designed a methodology for identifying scalability issues and
suggesting optimization hints.

This journey leads to new research opportunities that are currently being investigated or that
we intend to explore in the future.

4.1 Performance analysis of data management
Recent hardware evolution has bridged the gap between memory technologies and storage sys-
tems. On the one hand, the performance of disks have moved from millisecond-latency hard
disk drives (HDD), to solid state drives (SSD) that fetch data in a few dozens of microseconds,
to NVMe SSDs that achieve latencies of a few microseconds. More recently, non-volatile
memory has been used as high performance persistent storage that achieves latencies of a few
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hundreds nanoseconds.

On the other hand, memory has evolved from single memory bank systems where all the mem-
ory access have similar performance, to NUMA architectures where the data locality signifi-
cantly impacts the performance of applications. NUMA systems become widespread and are
even integrated within multicore processors. More recently, non-volatile memory trades persis-
tence for performance, and the NVDIMM latency becomes significantly slower than traditional
RAM [8].

As a result, the performance of memory and I/O becomes more and more non-uniform. Thus,
the storage medium may have a significant impact on performance. One research direction to
explore is to assess the impact of each type of storage on performance.

This is partially addressed in the ongoing FUI project IDIOM that aims at designing a tool
suite for analyzing the performance of the whole I/O stack. As part of this project, we intend to
analyze execution traces and to replay them with performance models in order to estimate the
performance of an application if it used a particular storage system.

In the future, we plan to investigate the performance of the memory subsystem. As the perfor-
mance of memory accesses may vary significantly depending on the type of memory (i.e. DRAM
or NVDIMM), or on the locality, we intend to explore new memory placement strategies that
take into account how threads manipulate objects.

Modeling the performance of applications while taking memory into account is another chal-
lenging track to explore. Our work on ScalOMP show that analyzing performance data allows
to predict how an application will perform with a different setting. However, this performance
prediction becomes less accurate as memory effects (such as cache misses, or NUMA effects)
become significant. A better understanding of how memory affects the performance of appli-
cation is needed to improve performance analysis.

4.2 Feeding runtime and compilers with performance data
Our past research works have led us from designing performance analysis tools that allow users
to manually explore an application behavior, to automatic performance analysis techniques that
pinpoint problems and suggest optimizations. A next step is to automate the optimization once
a performance problem is detected. The results of performance analysis could be communi-
cated to a compiler that could adapt the generated application. Another approach would be to
feed runtime systems with information on the application behavior so that they improve their
decisions.

Alexis COLIN, a PhD student who I co advise with Denis CONAN is currently exploring this
approach as part of the ANR JCJC project PYTHIA. This project aims at providing runtime
systems with an oracle capable of predicting the application future behavior. While a runtime
system makes decisions based on the application current state, knowing the future would permit
to anticipate and to choose the best runtime strategy to minimize the application execution
time. To design the oracle, we take advantage of the determinism of many HPC applications
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that apply the same algorithm on their input data. Collecting an execution trace, and detecting
its structure would help the oracle understand the overall behavior of the program. When an
application executes, its previous execution profile could be provided to the oracle. The oracle
could then follow the application execution and compare it to the previous profile in order to
predict how the program will behave in the future.

In the future, a similar approach could be applied to compiler optimization: analyzing the be-
havior and the performance of a running application could help the compiler apply optimization
based on the code that is actually executed.

4.3 Analyzing high performance data analytics applications
For decades, developers used low level programming languages (such as C or Fortran) for de-
signing parallel applications using a few common libraries (eg. MPI, OpenMP, CUDA, etc.)
Parallel programming was mainly applied to scientific computing and simulation. The recent
development of data analytics has changed the types of applications that run on parallel com-
puters. In addition to traditional HPC simulation, clusters of machines now commonly execute
MapReduce jobs running on Hadoop, or distributed machine learning applications running on
TensorFlow and Horovod. These new distributed computing frameworks rely on the same
building blocks as traditional HPC: executing independent computation on several computers,
loading data from a parallel filesystem, offloading computation to accelerators, and communi-
cating through a high speed network. In the future, we intend to explore these new types of
parallel applications and their challenges in terms of performance anaysis.

The software stack of data analytics significantly differs from HPC. Data analytics applications
are implemented in high-level programming languages such as Python or Java. In order to pro-
vide high performance, the high-level frameworks implement routines in low-level languages
such as C. This makes the development of performance analysis tools complex as they need to
relate low-level events that happen in the C realm to higher-level phases of the application.

The recent shift towards new types of parallel applications creates many research opportunities
on performance analysis. While the HPC software stack has been optimized for decades, high
performance data analytics framework have a shorter history, which makes rooms for perfor-
mance improvement. As deep learning models become more and more complex, and training
data sets become larger, applications require more computing power and need to be distributed
on multiple compute nodes in supercomputers. This raises new problems that need to be ad-
dressed. For instance, many deep learning applications read the data set from disk during each
epoch [10]. Since data sets may consist of terabytes of data stored in many small files [9],
this type of data processing flow may suffer major I/O bottlenecks. In the future, we intend
to analyze distributed machine learning applications in order to identify performance problems
that arise.
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Résumé : Le calcul haute performance est désormais
une ressource stratégique car il permet de simu-
ler des phénomènes physiques complexes afin de
mieux les comprendre. Alors qu’il y a dix ans, le
calcul haute performance était surtout utilisé dans
des domaines spécifiques tels que la modélisation
du climat, les prévisions météorologiques ou la bio-
logie moléculaire, il s’étend désormais à la plupart
des disciplines scientifiques, y compris la génomique
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cement des machines parallèles et distribués. Lors
de la conception d’une application parallèle, un
développeur doit comprendre comment l’application
s’exécute sur un supercalculateur.
Nos activités de recherche visent à concevoir des
outils qui soulagent le développeur de ce fardeau.
Nos travaux de recherches nécessitent deux phases :
collecter des données lors de l’exécution d’une ap-
plication et analyser les données collectées afin

d’améliorer les performances de l’application.
Dans une première contribution, nous présentons
plusieurs outils de collecte de performances. Nous
présentons EZTrace, un outil permettant de tracer
l’exécution d’applications parallèles. Il permet aux
utilisateurs de capturer facilement le comportement
de leur application. Nous présentons également Nu-
maMMA, un profileur mémoire qui trace les applica-
tions et analyse leurs schémas d’accès à la mémoire.
Notre deuxième contribution porte sur l’analyse au-
tomatique de performances. Nous avons développé
des algorithmes qui détectent la structure globale
d’une application à partir d’une trace d’exécution et
qui éliminent les information superflues. Nous avons
également conçu une métrique capable de détecter
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technique d’analyse d’exécution différentielle. Enfin,
nous avons conçu une méthodologie pour détecter
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Abstract : High Performance Computing is now a
strategic resource as it allows to simulate complex
phenomena in order to better understand them. While
ten years ago, HPC was mostly used in specific do-
mains such as climate research, weather forecasting,
or molecular modeling, it now spreads to most scien-
tific disciplines including genomics and artificial intel-
ligence. Processing large amounts of data requires to
efficiently exploit parallel and distributed computers.
When designing a parallel application, a developer
has to understand how the application executes on
a supercomputer.
Our research activities aim at designing tools that re-
lieve the developer from this burden. Our research ne-
cessitates two phases : to collect data when an appli-
cation executes, and to analyze the collected data in
order to improve the application performance.

Our first contribution consists of several performance
collection tools. We present EZTrace, a tracing frame-
work for parallel applications that allows users to ea-
sily capture the behavior of their application. We also
present NumaMMA, a memory profiler that traces
applications and analyzes their memory access pat-
terns.
Our second contribution focuses on automatic perfor-
mance analysis. We developed algorithms that de-
tects the overal structure of an application from an
execution trace and that filters out duplicate informa-
tion. We also design a versatile metric that detects any
kind of contention problem by using a differential exe-
cution analysis technique. Finally, we designed a me-
thodology for detecting scalability issues in OpenMP
applications.
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