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Summary / Résumé

The Sun often ejects large quantities of magnetic field embedded plasma called magnetic clouds.
These can collide with the geomagnetic environment and sometimes perturb it to the point of causing
dysfunctions in human technologies. When magnetic clouds travel fast enough, they can generate
a shock, itself followed by a turbulent compressed stream named a sheath. Sheaths have recently
been recognised as efficient drivers of geomagnetic activity. However, sheaths themselves and their
interaction with the geomagnetic environment remain poorly known.

First, by making a statistical study on satellite data of 42 relatively well isolated sheaths, our
work is the first to provide values of power and compressibility (which is an indication of the type of
fluctuations) in sheaths. We also show the main parameters on which these two quantities depend.

Second, we perform the first ever 3D hybrid PIC simulation to include both an interplanetary
shock/sheath self-consistently formed and a model of the geomagnetic environment. From this simu-
lation, we show: the “rebound” of the bow shock’s motion after its interaction with the interplanetary
shock (a known phenomenon) can be explained by a counter streaming flow of subalfvénic particles
bouncing back on the magnetopause; the interplanetary shock can be accelerated on the flanks of the
magnetopause in the plane perpendicular to the interplanetary magnetic field; an important velocity
component perpendicular to the interplanetary magnetic field rises in the sheath, leading to a strong
asymmetry in the magnetosheath’s compression.

We will conclude by discussing how our observational results could be used to guide efforts in
future numerical simulations.



viii

Des nuages magnétiques en provenance du soleil peuvent atteindre et perturber l’environnement
géomagnétique et endommager certaines technologies. S’ils sont suffisamment rapides, ces nuages
peuvent entraîner la formation d’un choc interplanétaire suivi d’une gaine turbulente de plasma
compressé. Il a été montré récemment que ces gaines peuvent être très géoeffectives. Pourtant, les
gaines, ainsi que leur interaction avec l’environment géomagnétique restent mal connus.

Nous fournissons pour la première fois, grâce à une étude statistique menée sur 42 gaines bien
définies et isolées, des valeurs de la puissance des fluctuations magnétiques et de leur compressibilité
(une indication sur le type des fluctuations). Les paramètres ayant une influence sur ces valeurs sont
également mis en évidence.

Ensuite, nous présentons la première simulation PIC hybride 3D qui inclut à la fois un modèle
de l’environnement géomagnétique et une gaine interplanétaire formée de manière auto-cohérente.
Cette simulation permet la mise en évidence de plusieurs résultats nouveaux: le rebond du choc
d’étrave suite à son interaction avec le choc interplanétaire (un phénomène connu) peut être expliqué
par l’apparition d’un flux subalfvénique de particules ayant rebondies sur la magnétopause; le choc
interplanétaire, d’abord freiné dans la magnétogaine, peut être accéléré sur les flancs de la magné-
topause; enfin le plasma dans la gaine se propage avec une composante de vitesse perpendiculaire au
champ magnétique interplanétaire, non présente en aval du choc, ce qui mène à une compression
asymétrique de la magnétogaine.

Nous discuterons enfin des pistes que notre étude observationnelle nous donne pour développer
plus avant nos simulations numériques.



Introduction

Note: This short introduction is a simple primer on Space Weather, intended to give the
reader some mental imagery of the context in which this thesis is set.

“With this a beautiful tint of pink finally mingled. The clouds of this color were most
abundant to the northeast and northwest of the zenith [...]. There they shot across one
another, intermingling and deepening until the sky was painfully lurid. There was no
figure the imagination could not find portrayed by these instantaneous flashes.” - New
York Times, 1859

Sun and Earth’s supersonic, turbulent relationship
Imagine, if you will, that you are on a boat. An old boat mind you. The year is 1657. The exact year
does not actually matter, I just would like you to see yourself as a XVII’s century sailor. Around you
the only thing you can see is water. There is quite a bit of mist, which means that your only way to
orientate your course is through a magnetic compass. Everything is well and you are following your
route with confidence. But suddenly, you start noticing the compass’ needle shaking and moving
a little bit to the west. Not much, just about a degree. After wondering if you should do anything
about your direction, you decide to turn a bit more to the east so that the needle gets back to its initial
position. A few hours pass before the mist dissipates, and the night falls. You can now check your
position with the stars. Apparently, you got it slightly wrong, and you are now a few kilometres
away from where you should be. It is not a big problem though, you adjust course and go back to
reading your book to the light of a candle.

The year is now 1859. The date matters this time. On Thursday, September the 2nd, you arrive at
your work at the Telegraph Office in Portland. Last Sunday, massive displays of aurora borealis were
spotted in unusual places: many accounts have been made in France, England, and even Japan. This
morning, you are receiving messages but everything seems a bit strange. Some still make sense but
many do not and your system seems to go on overload, then disconnects, making it really hard to
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do your job. Fortunately, a resourceful colleague from Boston surprises you with these few words,
received through your telegraph:
“(Boston) Please cut off your battery entirely from the line for fifteen minutes.”
Since nothing is really working anyway, why not give it a go. You reply:
“(Portland) Will do so. It is now disconnected.”
You unplug your system. As you are turning away from your post to talk to a colleague about the
fifteen minutes you just freed which you could probably use to get a coffee, you stare incredulously
at your receptor: a message has arrived.
“(Boston) Mine is also disconnected, and we are working with the auroral current. How do you
receive my writing?”
You sit down, intrigued. You start writing, hardly believing your own words:
"Better than with our batteries on. Current comes and goes gradually."
The reply comes fast:
“(Boston) [...] Suppose we work without batteries while we are affected by this trouble?"
“(Portland) Very well. Shall I go ahead with business?” 1

1989, you are at home cooking pastas on the stove. Your kids are screaming behind you. They
are just having fun watching cartoons on your new television set. Suddenly, the lights are out. You
blame your stupid stove that takes too much power to function. You go to your circuit board and
try to turn things back on. Nothing. That is unusual. You go outside and you find your street
unusually dark. Other people are on the street as well. "You too?" you ask your neighbour. "Yes..."
Going through your door again, you find that the kids are still screaming, only louder. You tell
them that everything is okay, hoping that you are right2. That the power will be back any minute
now. It is only after nine hours, a couple of candles and some tears, that your prediction becomes true.

The link between these three stories is the Sun. Or rather the supersonic, turbulent relationship
between the Sun and Earth. Continuously, a plasma called the solar wind flows outwardly from
the Sun. Most of the time, it is rather calm and does not cause any noticeable event on Earth, but
between one and five times a day (Webb and Howard (2012)) the Sun sends out massive amounts of
matter (∼ 1013 – 1015 kg) and energy (∼ 1023 J) (Emslie et al. (2004) and Webb and Howard (2012))
into space, called coronal mass ejections or CMEs. Roughly once a month (Kilpua et al. (2011) the
interplanetary counterparts of these coronal mass ejections (CMEs), called interplanetary coronal
mass ejections (ICMEs) encounter Earth. When they do, they may cause geomagnetic storms of
more or less intensity. Before humanity started using magnetic stones as navigational aids in the
middle ages, human technology had nothing to do with magnetic fields or currents. Geomagnetic
storms prior to this did not have any effect on human life, other than making humans wonder in awe
at the moving colours in the sky. As hinted by the progressively more inconvenient accounts in our
three examples, it is the progress of human technology that makes the impact of geomagnetic storms
become more and more potentially damaging (Baker et al. (2004), Eastwood et al. (2017)).

1I may have invented the context for literary purposes, but I did not invent the actual conversation, reported
in the New York Times shortly after it took place (Anonymous (1859)). These events took place during the
“Carrington event”, which is believed to be the strongest geomagnetic storm ever recorded. To learn more
about the Carrington event, the reader is invited to look up the original article Carrington (1859), as well as a
good review Muller (2014) and the references provided therein.

2Remember, 1989 is still the Cold War...
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Earth generates its own magnetic field. And this is good news for life on our planet. It deviates
the solar wind flow before it can have much effect on our atmosphere, which allows for at least two
essential things: First, Earth gets to keep its atmosphere, which allows plants to breath and grow,
and animals to breath and eat plants. Second, the upper layer of the atmosphere can act as a shield
against energetic photons (Ratner and Walker (1972)) and particles (Juckett (2007)), a shield without
which life as we know it would be severely handicapped.

On the contrary, other bodies such as Mars, Mercury, and our moon have such a weak magnetic
field that the solar wind – especially during highly energetic events like encounters with interplanetary
coronal mass ejections – can reach very low altitudes, or even touch the ground (constantly on the
Moon, occasionally on Mercury). For example, it is believed that Mars’ atmosphere is continuously
swept away by the solar wind, leaving the planet with a thin atmosphere unfit to sustain life (Jakosky
et al. (2018)).

Geomagnetic storms can disturb the field on Earth’s surface, but these disturbances are not
very large (a few dozen to a few hundred nanoteslas, compared to Earth’s surface magnetic field
which measures between 25 ·103 nT and 65 ·103 nT depending on location). However, with time
passing, technological progress and the infrequency of strong geomagnetic storms, we have learned,
unknowingly perhaps, to rely on Earth’s magnetic field’s stability. What happened in 1859, during the
Carrington event, was that through Maxwell-Faraday’s ∇×E =− ∂B

∂ t disturbances to this magnetic
field had unexpected effects on systems which used finely tuned electric fields and currents. At
that time too, even if impressive, the geomagnetic storm (the biggest ever recorded) did not cause
unruly damage, simply because it had not much to damage. As foreshadowed by the 1989 storm
that left the whole region of Quebec without electricity for nine hours (Boteler (2019)), the picture
is progressively changing owing to the fact that we increasingly rely on large scale technologies
using electricity and that the systems on which society depends become evermore interdependent
(Baker et al. (2004), Eastwood et al. (2017), Pulkkinen et al. (2017)). Nowadays, some governments
(e.g. Progressive Management (2015), Jonas and McCarron (2016)) and agencies truly fear a new
“Carrington event”, because a large-scale power-cut would leave most usual operations stranded and
difficult to get back in order. Imagine the impact of urban transports without electricity, and petrol
pumps out of order.

Research efforts intended at understanding the whole chain of events from instabilities below
the surface of the Sun to geomagnetic storms are increasing, as we try to predict the apparition
of magnetic flux tubes at the surface of the Sun, whether or not they will lead to coronal mass
ejections or even if coronal mass ejection can be formed another way, how interplanetary coronal
mass ejections evolve during their journey through the interplanetary medium, and the impact they
have on Earth’s geomagnetic environment.
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A laboratory for Astrophysics
Of course, not everything is doom and gloom, and heliophysicists (physicists who study the Sun,
and its interaction with the contents of the heliosphere3) are not apocalypse announcers more than
anyone else. These “pressing” questions of Space Weather are also rarely the reason they chose their
field of study, apart from perhaps having the feeling that they are somehow working on “real-world”
problems.

Most heliophysicists simply find a real beauty in the idea of “living with a star” (Schrijver and
Schrijver (2015)), the poetic colouring of the auroras, and the scientific satisfaction that can be
provided by the existence of satellite data. Indeed; heliophysics is the only branch of astrophysics
that has access to in-situ data of its objects of study, while the rest of astrophysicists have to make do
with only information transported by light and highly energetic particles. This is the main reason
why the history of plasma physics is so tied to heliophysics even though plasmas can be found
pretty much everywhere in the universe. Much of the interesting phenomena that could potentially
explain signals from accreting flows around black holes in active nuclei galaxies, the physics of pulsar
magnetospheres, the tantalising shapes of the crab nebula, and so many other fascinating astrophysical
curiosities, are also present under one form or another in heliophysics. These phenomena range from
collisionless plasma effects to turbulence, passing by magnetic reconnection and so many others.
Although the regimes (namely the role played by radiation, relativistic or quantum effects) may differ
greatly from one astrophysical scenario to the next (e.g. Uzdensky (2019)), the basic understanding
and rigorous testing of plasma theories can more confidently be attained with heliophysical plasmas,
as in-situ data strongly constrain the most imaginative theories (Fälthammar et al. (1978)).

3The heliosphere is the bubble carved out of the interstellar medium up to which the solar wind has an
impact.



1. Heliophysics in a nutshell

Note: This chapter introduces in thick strokes the essential vocabulary, concepts and
equations that underlie the work presented in the rest of this thesis. The emphasis is put on
building intuition and familiarity with these tools rather than on their rigorous derivation.
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1.1 Introduction to the solar wind
First, let us define the solar wind, which is the medium constantly blown by the sun and in which
all the planets of the solar system bathe. In subsection 1.1.1 we will explain, using a simple
hydrodynamic model, how the solar wind is pushed away from the sun, and why it is necessarily
supersonic. This last point will be, later on (subsection 1.3.1), shown to be central in this thesis
because it is partly responsible for the structure of the geomagnetic environment. In subsection 1.1.2
we will show that, rather than using a simple hydrodynamic model, the solar wind is better described
through plasma physics.

1.1.1 The supersonic solar wind: the Parker model
In 1951, Bierman (Biermann (1951)), observing comets, saw that they had two tails, one trailing the
comet in the direction of motion, and the other radially pointing away from the sun. From this, he
conjectured the possibility of a stream of particles constantly flowing out of the sun. This stream of
particles is nowadays known as the solar wind. Parker (1958) then made the following calculations
showing that not only the existence of the solar wind was understandable using relatively simple
fluid mechanics, but also that it would necessarily be supersonic. Following Parker’s steps, we will
describe the solar wind as a neutral gas rather than a plasma; plasmas will be introduced in the next
section subsection 1.1.2.

Parker’s approach to describe the sun’s atmosphere –the Heliosphere– makes use of the following
hypotheses:
• The Heliosphere is treated as a neutral gas
• Steady-state, so nothing is time-dependent
• Spherical geometry, so every quantity depends only on r

We make use of the continuity equation, Euler’s equation of motion for a neutral fluid and the
law of perfect gases:

Continuity equation: ∇ · (ρuuu) = 0

Equation of motion: ρ(uuu ·∇∇∇uuu)uuu =−G
ρM
r2 eeerrr−∇∇∇P

Definition of the pressure: P = ρkBT/µ

(1.1)

ρ and uuu are, respectively, the bulk flow’s density and velocity. eeerrr is the radial direction pointing
outward from the Sun. P is the thermal pressure, T the temperature and µ is the average mass of
particles.

Using the spherical expressions of divergence ( 1
r2 ∇ ·AAA = dr2AAA

dr ) and gradient ∇ f = d f
dr , we obtain:

Continuity equation:
d(r2ρu)

dr
= 0

Equation of motion: ρ

(
u

du
dr

)
=−G

ρM
r2 −

1
µ

dρkBT
dr

(1.2)

We now make an important hypothesis: the temperature T is independent of the heliocentric
distance r. This hypothesis was mathematically and observationally legitimated by Chapman and
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Zirin (1957). Simply put, Chapman showed that due to thermal conduction, something as hot as
the solar corona could not see its temperature drop too drastically with the heliocentric distance r,
provided no brutal changes in density. The paper concludes with a temperature following roughly
T ∝ r−2/7. Parker took the liberty to assume T constant because it simplifies the calculations vastly,
and because the decrease in T is so much slower that the other quantities’. We can now write:

Continuity equation: 2rρu+ r2
ρ

du
dr

+ r2 dρ

dr
u = 0

Equation of motion: ρ

(
u

du
dr

)
=−G

ρM
r2 −

kBT
µ

dρ

dr

(1.3)

This allows us to use the continuity equation to eliminate the density ρ from the equation of
motion:

Continuity equation:
1
ρ

dρ

dr
=−2

r
− 1

u
du
dr

Equation of motion: u
du
dr

=−G M
r2 −

kBT
µ

{
−2

r
− 1

u
du
dr

} (1.4)

From which we obtain the famous equation controlling the velocity of the solar wind:{
u2− kBT

µ

}
1
u

du
dr

=−G M
r2 +

2kBT
µr

(1.5)

The right hand-side of this equation shows the competition between gravitation and thermal
pressure in governing the motion of the fluid. From this equation emerges naturally a critical
distance rc = G Mµ/kBT , usually called the sonic point. With M = 1.989 · 1030 kg, T ' 2 · 106K,
and µ ' mp/2 (with mp ' 1.67 ·10−27kg) we find that rc is about 6 solar radii.

The most interesting part of this equation stands on the left hand-side, with the term
{

u2− kBT
µ

}
which shows the particular role played by the sound speed1: CS =

√
kBT

µ
. This equation mathe-

matically allows for five classes of solutions. Figure 1.1 shows these five classes of solutions with:
the fluid velocity normalised to the sound speed on the y-axis, and the radius normalised to the
normalised to the critical radius rc, which corresponds to the sonic point. Out of these solutions, we
can quickly discard classes I and II, which are double-valued. Solution III asks for an already highly
supersonic wind leaving directly from the sun’s surface, which does not match any observation.
Solution IV, called a solar breeze, poses a slightly subtler problem: without going into the detail of
the proof, it comes from the fact that u tends to zero for large radii, which, through the equation of
conservation and the relation between r and u, makes it so that ρ would tend toward a finite value at
infinity, which is nonphysical, as it would mean that the solar wind expands in the entire universe.
The right solution, then, is the quite peculiar solution V, which represents a slow solar wind starting
from the surface of the sun, reaching the sonic speed at exactly the critical point rc, and which then
continues to accelerate and stays supersonic.

The historical importance of Parker’s equation is to show that not only a solar wind would have
to be supersonic – which has indeed been confirmed by Neugebauer and Snyder (1962) – but also
that its existence and supersonic nature could be inferred from simple physical laws.

1In accordance with Parker’s isothermal hypothesis, this is the isothermal sound speed.
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Figure 1.1: Classes of solutions for the solar wind. y-axis: fluid velocity normalised to the
sound speed cs. x-axis: heliocentric distance, normalised to the critical radius rc, which
corresponds to the sonic point.

1.1.2 The solar wind: a plasma
In the previous calculation, we ignored, for simplicity, the fact that the solar wind is a collection of
charged particles. In reality, it is a plasma composed mostly of ionised hydrogen, and contains about
4% of Helium and trace amounts of heavier ions (Wurz (2005)).

An ensemble of particles is called a plasma when three (or sometimes four) criteria are fulfilled,
which ensure that the particles exhibit collective behaviour. Let us define these three criteria, and
test the solar wind against them.

Debye shielding, Debye sphere
The Debye length λD tells us how far the electric field of a charged particle can be felt by other
particles. A positively charged ion, for example, tends to attract electrons. The temperature T, on the
other hand, tends to pull the electrons away from specific locations, and in particular, from ions. The
Debye length can be expressed as:

λD =

√
ε0kBT
nee2 (1.6)

The first criterion to define plasma is that the system considered should have a typical scale L
larger than λD. Without this, the behaviour of particles would be dominated by the electrostatic field
of the other particles:

First criterion: L� λD (1.7)
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In the solar wind at 1AU, with ne ∼ 5 ·106 m−3 and T ∼ 1.2 ·105 K, we have λD ∼ 11 m, there-
fore we can consider the solar wind as a plasma as long as we consider scales larger than roughly 11
m.

A second criterion demands that the number of electrons inside of a Debye sphere is large:

Second criterion: ND =
4
3

πneλ
3
D� 1 (1.8)

For the solar wind, we have NSW
D ∼ 2.5 ·1010.

Plasma frequency
The third criterion is a comparison between the plasma frequency ωp, and the typical time between
collisions τ , which ensures that collisions do not interfere with the collective motion responsible for
ensuring quasi-neutrality:

Third criterion: ωpτ � 1 (1.9)

The plasma frequency is the rate at which electrons oscillate around the ions when recovering
from a disturbance to the charge neutrality and is expressed as:

ωp =

(
nee2

meε0

)1/2

(1.10)

The electron/ion collision frequency can be roughly estimated (e.g. Rax (2005), where we used
Rutherford diffusion, relevant for a fully ionised plasma and made the hypothesis of a Maxwellian
distribution) as:

1/τ = 1.2×10−4neT−3/2
e (1.11)

Qualitatively, we can understand this formula as: the faster an electron is, the less time it has
to interact with an ion’s electric field, and therefore, the less its motion can be modified by this
interaction. The less dense the plasma is, the less likely collisions are to happen.

This leads to ωpτ ∼ 1010.

Having ωpτ � 1 insures that the collective motions of particles dominate over collisions.

A fourth criterion, sometimes omitted because it is somewhat a consequence of the previous ones,
is that the plasma must be neutral at large scales. It is the criterion of quasi-neutrality: ne ' Z ·ni,
where ni is the ion density, and Z the atomic number (e.g. Z = 1 for a simple model of the solar
wind, where we consider that it is composed only of protons and electrons).

Conclusion
The solar wind, with its high temperature and low density, is clearly a plasma. Debye spheres in the
solar wind have roughly a 10 m radius, and contain several billions of charged particles. Collisions
are extremely rare, on top of being rather inefficient, which ensures that the collective motions of
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particles in the solar wind are not disrupted by collisions.

For the sake of the argument, let us try and apply these criteria to Earth’s atmosphere, by doing a
thought experiment: Let us imagine that through some process (impossible of course), a part of the
atmosphere gets ionised (say, one electron per molecule) without any change to the temperature or
density. This would give us ne = 3 ·1025m−3 and Te = 300K. Therefore, we would have λD ∼ 2Å
(roughly the size of an atom), ND ∼ 10−3 (this makes sense, since N2 molecules are much bigger
than a single atom). The Debye sphere would be smaller than the size of the ionised molecules and
contain on average less than one electron. In other words, our atmosphere is much too dense and
cold to be a plasma. It is impossible to compute the third criterion because at such a density and low
temperature, the electrons and ions would already be "collided".

It is said that, as long as we ignore dark matter and dark energy, more than 99% of the Universe
is made of plasma. Both the second and third (with Rutherford diffusion) aforementioned criteria
ask for a large T 3/2

n1/2
e

. Most of the Universe being either extremely hot (ex: stars) or extremely rarefied
(ex: stellar winds, interstellar medium), we now see why, most of it is indeed made of plasma.
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1.2 Some phenomena in the solar wind: a first approach
We have just shown that the solar wind is a plasma, which therefore, by definition, exhibits collective
behaviour. Let us then start this section by quoting one of the most revered textbooks on plasma
physics, Chen (1974): “Because of collective behavior2, a plasma does not tend to conform to exter-
nal influences; rather, it often behaves as if it had a mind of its own”. We now have the opportunity
to both provide a glimpse of how rich the physics of the solar wind can be, and to introduce essential
concepts that will be used in the rest of this manuscript. To do so, we will introduce the simplest (yet
vastly rich) description a plasma: Magnetohydrdynamics (subsection 1.2.1) and discuss its validity
as well as some consequences. The rest of this section will be used to introduce the concept of
turbulence (1.2.2) which we will reuse in chapters 3 and 4; some simple waves that can exist in a
plasma (1.2.3) and in particular their speeds, which are extremely useful as a reference for comparing
the velocity of flows as for example, in the case of shocks (1.2.5), which are one of the main topics
of this manuscript.

There exist a few theoretical frameworks used to describe plasmas, which fundamentally all
derive from the interplay between Newton’s second law applied to a large number of particles and
Maxwell equations, where the source terms (charge density ρc, current density jjj) come from the
said particles.

Maxwell equations

EEE and BBB

xxx and vvv
or
ρc and jjj

Equation of motion

Indeed, at the most fundamental level, we can picture a plasma as a feedback loop between an
ensemble of charged particles (each with a position xxx and velocity vvv) obeying the laws of motion,
evolving in an electromagnetic field (electric field EEE and magnetic field BBB) which is itself dependant
on the positions (volumic charges ρ) and speeds (currents jjj) of the said particles through the Maxwell
equations.

1.2.1 Ideal Magnetohydrodynamics
The most commonly used fluid description of a plasma is called magnetohydrodynamic, or MHD.
From it, we can straightforwardly introduce important plasma behaviours and definitions. It is useful
to think about the equations of MHD (although this is not the rigorous point of view adopted in most

2Francis Chen uses American English, I use British English.
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introductory textbooks) as the equations one would use to describe a fluid: Continuity equation, Euler
equation, plus a state equation, as well as a couple useful equations to describe the electromagnetic
field (not all of the Maxwell arsenal is needed). The particularity here is that in Euler equation we
find a force due to the presence of a magnetic field.

For the fluid part:

Continuity equation:
∂ρ

∂ t
+∇∇∇ · (ρuuu) = 0

Equation of motion: ρ

(
∂uuu
∂ t

+(uuu ·∇∇∇uuu)uuu
)
=−∇∇∇P+ jjj×BBB

Equation of energy:
d
dt

(
P
ργ

)
= 0

(1.12)

ρ and uuu are, respectively, the bulk flow’s density and velocity. P is the thermal pressure, jjj is
the electric current and BBB the magnetic field. The jjj×BBB term is called the Lorentz force. γ is the
polytropic index of the fluid.

For the magnetic field part:

Induction equation (Or ideal Maxwell-Faraday):
∂BBB
∂ t

= ∇∇∇× (uuu×BBB)

Absence of magnetic monopoles: ∇∇∇ ·BBB = 0

Maxwell-Ampère (non relativistic): jjj =
∇∇∇×BBB

µ0

(1.13)

µ0 is the magnetic permeability of free space.

Ohm’s law and the induction equation
In order to obtain the equations of ideal magnetohydrodynamics, different routes can be taken: the
fluid equations can for example be obtained as the first few moments of the Vlasov equation, which
is an exact statistical description of a plasma to which we had a closure equation; or directly through
a fluid approach, in a manner similar to the one commonly used to introduce the Navier-Stokes
equation of fluid dynamics. No matter which route is taken to derive the equations of ideal magne-
tohydrodynamics, numerous approximations have to be made. These are beyond the scope of this
thesis (see e.g. Boyd and Sanderson (2003)).

Here, we will limit ourselves to the discussion of Ohm’s law, which will be used later in this
manuscript, and which is used to write the induction equation in the previous paragraph.

Ohm’s law derives from writing the expression of the equation of motion of the electron fluid:

mene
Duuue

Dt
=−ene (EEE +uuue×BBB)−∇∇∇Pe−

neme

τ
(uuue−uuui) (1.14)

In this equation, the D
Dt notation represents the Lagragian time derivative, −ene (EEE +uuue×BBB)

is the Lorentz force’s effect on the electron fluid, −∇∇∇Pe the role of the electron pressure, and
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−neme
τ

(uuue−uuui) is one possible expression for the interaction between the ion/electron fluids, in this
case representing a drag from the ions on the electrons.

In order to obtain the simplest possible form for Ohm’s law which is used in ideal MHD, we
make the following hypotheses:

• we neglect the inertia of electrons
• we suppose that the electrons follow the ions perfectly, therefore we can use the single bulk

velocity of MHD uuu and write uuue = uuu
• we neglect the effect of electron pressure
• we neglect the ions drag

We can now write:

EEE =−uuu×BBB (1.15)

This is sometimes summarised as stating that the electric field is simply the non-relativistic
electric field in the frame of the fluid.

Once equation (1.15) is obtained, we can inject it in Maxwell-Faraday’s equation ∂BBB
∂ t =−∇∇∇×EEE,

and obtain the induction equation for ideal MHD:

∂BBB
∂ t

= ∇∇∇× (uuu×BBB) (1.16)

On the validity of using magnetohydrodynamics for studying the solar wind
The equations of MHD describe the motion of a fluid. In order to do so, we need to define a
mesoscopic fluid element of volume δτ which will keep its identity; which in hydrodynamics is
thanks to collisions. If we are to count on collisions, we would therefore need to have:

λc < (δτ)1/3� L (1.17)

λc = vthτ is the mean free path of particles. In the solar wind, with T ∼ 1.2 ·105 K, we have
vthe =

√
3kBT/me, and therefore λc ∼ 1A.U.

This highlights one of the problems with MHD: a properly defined fluid element (in the sense of
hydrodynamics) should be a sphere of diameter of the order of magnitude of the Sun-Earth distance.

This point of view might not be sufficient, however, for at least two reasons. The first is pragmat-
ical: many MHD studies of the solar wind over the past decades have taught and continue to teach us
a tremendous amount of relevant things about the physics of the solar wind. The second is physical:
we do not necessarily need collisions so that the fluid elements keep their identity, as the magnetic
field itself can act as a localising agent (see next paragraph).

This is one of the difficulties and beauties of plasma physics, some theories that are more correct
are just too impractical, and the somewhat abusive use of simpler theories can be a great way of
obtaining interesting results. Being aware of the limitations of our theoretical framework and tools
is, however, good practice.
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The “frozen-in” theorem

Figure 1.2: Magnetic flux in motion

Let us consider the temporal evolution of the magnetic flux through a surface S(t) moving with the
fluid:

∫∫
S(t) BBB(rrr, t)dSSS. This situation is represented on figure 1.2.

d
dt

∫∫
S(t)

BBB(rrr, t)dSSS =
∫∫

S

∂BBB
∂ t

dSSS+
∮

C
BBB ·uuu×dlll (1.18)

The first term on the right hand-side represents the variation of the magnetic flux due to the
change of BBB while the last term on the right hand-side represents the variation of the flux due to the
change of S(t) as it follows the fluid’s motion. Using the Stokes theorem, and some vector algebra,
this becomes:

d
dt

∫∫
S(t)

BBB(rrr, t)dSSS =
∫∫

S

(
∂BBB
∂ t
−∇∇∇× (uuu×BBB)

)
dSSS (1.19)

In the right hand-side of the equation, we recognise the terms from the induction equation (see
equation (1.13)). The right hand-side of the equation is therefore zero, which allows us to conclude
that the magnetic flux through a surface moving with the fluid is conserved. This is known as the
frozen-in theorem. This theorem gives a physical reality to magnetic field lines by stating that the
magnetic field can be treated as if “frozen” into the plasma; and conversely, the fluid is forced to
follow the motions of the magnetic field lines.

1.2.2 Turbulence in the solar wind
When free energy is injected at large scales in a fluid where non-linear forces are dominant, the
energy can cascade down to small scales. In the solar wind, this means that we can find waves at
all frequencies. In the context of this manuscript, this matters because some of these frequencies
are thought to have an influence on the coupling between the solar wind and Earth’s geomagnetic
environment (e.g. Hynönen et al. (2020)). The study of turbulence is the study of the transfer of
energy from scale to scale. It is often associated with the image of eddies (see figure 1.3).
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Figure 1.3: Eddies: smaller and smaller patterns are generated as energy cascades down
from the larger to the smaller scales

Kolmogorov spectrum
Let us call ε the rate of transfer of energy from one scale to another. We make the assumption that ε

is independent of the scale itself. A phenomenological approach to estimate ε is the following (see
e.g. Galtier (2016)):

ε ∼
u2

l
τtr
∼

u2
l

l/ul
∼

u3
l
l

(1.20)

First, we assimilated the energy of an eddy of scale l as its kinetic energy u2
l , with ul the velocity

of the fluid (for simplicity, we considered that the kinetic energy dominates, which is not always the
case in the solar wind). Then we introduced a time of energy transfer τtr, that we estimated as the
time it takes for the eddy to rotate on itself: τtr ∼ l/ul .

Now, we want to look at the spectrum of energy in terms of the wave number k = 2π/l, E(k).
We can estimate that E(k)k ∼ u2

l , which, using the previous equation (1.20) leads to:

E(k)k ∼ u2
l ∼ (εl)2/3 ∼ ε

2/3k−2/3 (1.21)

And we can conclude with the famous3:

E(k) ∝ k−5/3 (1.22)

Coupling between scales and non-linearity
In order to have coupling between different scales, we need non-linear terms in the equations that
govern the evolution of the fluid. In the MHD equations above, one can find three non-linear terms

3This result can be rigorously demonstrated (e.g. Kolmogorov (1941); Galtier (2016)).
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(five if we also think about ρ): (uuu ·∇∇∇)uuu and jjj×BBB in the equation of motion, and uuu×BBB in the
induction equation. It is pretty straightforward to see that these terms can allow for some energy
transfer from one scale to another:

Let us imagine that the magnetic field and velocity field can both be expressed as monochromatic
functions of space and time along the Sun-Earth axis x: u = u0 cos(ω1t +k1x), and B = B0 cos(ω2t +
k2x + φ), then a product between u and B will yield a term of higher frequencies, containing
cos((ω1 +ω2)t +(k1 + k2)x). Through the motion and induction equations, these can elicit higher
frequencies to appear in both u and B. These changes can themselves lead to ever higher frequencies.

Reynolds number in the solar wind

A simple approach to convince ourselves that the solar wind is indeed a likely place for turbulence to
develop is to estimate the Reynolds number R =UL/ν . Let us quite naively estimate U to be the
average speed of the solar wind of 4 ·102 km/s, and L the Sun-Earth distance 1 AU∼ 1.5 ·108 km.
For ν we use an estimation of the viscosity due to Coulomb-scattering by Braginskii (Borovsky and
Gary (2009)), νBrag = (3/10)r2

L/τii, where rL is the ion gyroradius and τii the ion-ion collision time.
This yields νBrag = 3.8 ·102 m2/s. Finally, this leads to R∼ 1014. This shows that non-linear terms
dominate in the solar wind, making the transition to turbulence possible.

Note: This very high Reynolds number should not be taken at face value, and to know
more about the “real” Reynolds number of the solar wind, we direct the interested reader
towards the extremely clear and informative Borovsky and Gary (2009).

1.2.3 Characteristic speeds of MHD waves in the solar wind

The solar wind contains three main different types of MHD waves: Alfvén waves, and the fast and
slow MHD waves (Bruno and Carbone (2013)). For the purpose of this introduction, we simply
are interested in defining the characteristic velocities of the simplest MHD waves (we follow the
approach of Bittencourt (2004)): the shear (transverse) Alfvén waves and two longitudinal magne-
tosonic waves: those propagating in the direction of the magnetic field, and those propagating in the
direction perpendicular to it. Those are only limit cases; the description of the propagation of waves
in any direction are beyond the scope of this thesis, and we refer the reader to introductory textbooks
(e.g. Boyd and Sanderson (2003)).

Note: By longitudinal, we mean that the fluid perturbation (e.g. the velocity perturbation)
is parallel to the wave propagation. By transverse, we mean that the perturbation is
perpendicular to the propagation.

Shear Alfvén waves propagating along the magnetic field lines

Shear Alfvén waves propagating along the magnetic field lines (sketched on figure 1.4) correspond
to the propagation of shears of the magnetic field, due to the natural tendency of magnetic field

lines to stay straight, and propagate at a velocity VA =
√

B2

ρµ0
(called the Alfvén velocity); which

correspond to the square root of the ratio between magnetic tension and plasma density. These waves
are transverse: they correspond to variations of velocity and magnetic field that are transverse to the
mean magnetic field.
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Figure 1.4: Drawing of shear Alfvén waves, from Bittencourt (2004). Shear Alfvén waves
propagate along the magnetic field lines, and the fluctuations of the velocity and magnetic
field are transverse to them.

Longitudinal magnetosonic waves propagating along the magnetic field lines

Along the magnetic field line, there is no force due to the magnetic field, and therefore only the gas
pressure term plays a role in the equation of motion. Therefore, longitudinal magnetosonic waves
propagating along the magnetic field lines (sketched on figure 1.5) will behave just like sound waves
in a non-magnetic fluid.

Figure 1.5: Drawing of longitudinal sound waves, from Bittencourt (2004). Longitudinal
sound waves propagate along the magnetic field lines, and the fluctuations of velocity and
density are also parallel to them.
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The sound speed is the name given to the ratio dp
dρ

:

dp =C2
Sdρ (1.23)

In order to obtain the value of CS, one can simply use a logarithmic derivation of the adiabatic
equation used to “close” the system of MHD equations, given on page 13, pρ−γ =Constant:

dp
p
− γ

dρ

ρ
= 0 (1.24)

Using the law of perfect gases p = ρkBT
m , one obtains the sound speed as:

CS =

√
γkBT

m
(1.25)

Longitudinal magnetosonic waves propagating perpendicularly to the magnetic
field lines

Figure 1.6: Drawing of longitudinal magnetosonic waves, from Bittencourt (2004). Longi-
tudinal magnetosonic waves propagate perpendicularly to the magnetic field lines, and the
perturbations to the velocity, magnetic field and density are also perpendicular to them.

VMS, the speed of the magnetosonic waves that propagate perpendicularly to the mean magnetic field
(see sketch on figure 1.6) can be obtained in much the same way as the sound speed; by taking into
account the magnetic pressure on top of the thermal pressure:

d
(

p+
B2

2µ0

)
=V 2

MSdρ

V 2
MS =

dp
dρ

+
d

dρ

(
B2

2µ0

)
V 2

MS =C2
S +

d
dρ

(
B2

2µ0

) (1.26)

Let us consider that the plasma is uniform along the magnetic field lines. The frozen-in theorem
tells us that the magnetic flux through an elementary surface dS, BdS, is conserved if the said surface
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is tied in to the plasma. If we consider dS to follow the plasma, the mass per unit length, ρdS is also
conserved. Using the subscript 0 to denote a state of equilibrium, we can write B0dS0 = BdS, and
ρ0dS0 = ρdS. By dividing the first equation by the second, we obtain: B/ρ = B0/ρ0.

This leads to:

V 2
MS =C2

S +
d

dρ

(
B2

0ρ2

2µ0ρ2
0

)
(1.27)

And finally:

V 2
MS =C2

S +V 2
A (1.28)

1.2.4 The Rankine-Hugoniot equations
Let us now derive a useful set of equations that will be convenient later on. From the MHD equations,
if we make the hypothesis of a 1D geometry (e.g. along an arbitrary direction eeen) as well as the
hypothesis of stationarity, we can deduce conservation equations called the Rankine-Hugoniot
equations.

Under these hypotheses we can, for example, project the continuity equation on eeen and it be-
comes: dρun

dn = 0.

This equation, which is now a general conservation equation that could be applied anywhere
in the flow, becomes most helpful when we consider a planar discontinuity of which the direction
eeen would be chosen to be the normal. If we assume that the values of the plasma parameters
asymptotically tend towards some finite values on each side of the discontinuity that we can for
example call “up” (for upstream) and “down” (for downstream), then we can integrate the previous
equation, and write:

ρ
upuup

n = ρ
downudown

n

This is most conveniently written under the form:

[ρun] = 0

, where it is understood that the brackets refer to a variation of the quantities from one side of
the discontinuity to the other.

Applying the same method to the other MHD equations (and using the subscripts t1 and t2 for
the tangential directions), one can obtain the full set of Rankine-Hugoniot equations, from which we
left out the energy equation that requires a bit more thinking and that we will not use in this thesis:

Absence of magnetic monopoles: [Bn] = 0

Continuity equation: [ρun] = 0

Maxwell-Faraday: [unBt1−ut1Bn] = 0 & [unBt2−ut2Bn] = 0

Equation of motion:
[

1
2

ρunuuu+(Pth +
B2

2µ0
)eeen−

BnBBB
µ0

]
= 0

(1.29)



1.2 Some phenomena in the solar wind: a first approach 21

When considering a propagating discontinuity, we can place ourselves in a frame of reference in
which the shock is immobile in order to recover the stationarity hypothesis. This frame is called the
De Hoffmann-Teller frame (see De Hoffmann and Teller (1950), Treumann (2009)).

1.2.5 Shocks in the solar wind
There exist four types of discontinuities that are solutions to the Rankine-Hugoniot equations: the
tangential discontinuities, the rotational discontinuities, the contact discontinuities, and the shocks
(e.g. Belmont et al. (2018)). In this thesis, we are mostly interested in shocks, which are ubiquitous
in the solar wind, and are a fundamental part of Space Weather, as interplanetary shocks are very
geoeffective structures (e.g. Echer et al. (2004) and references therein), and the bow shock is the first
frontier between the solar wind and Earth.

Shock waves are the class of solutions to the Rankine-Hugoniot equations for which the tan-
gential component of the magnetic field keeps its direction; or in other terms, the magnetic fields
upstream and downstream of the shock are in the same plane. They arise when a fast flow overtakes
a slower one, or encounters a standing obstacle.

If the disturbance travels more slowly than the waves which can propagate in the medium, the
upstream region can be “warned” by upstream propagating waves, and adiabatic changes can take
place to make a smooth transition between, for example, the slower and the faster flows. Shocks,
however, arise when the difference of speed between the two flows is higher than the characteristic
velocities of the system, CS, VA or VMS: the upstream medium cannot be “warned” and is “shocked”
by the faster flow. Very roughly speaking, we can intuit by looking at figure 1.7, that if waves do not
travel upstream of it, a gradient of velocity will tend to steepen (the velocity being greater at the top
of the gradient than at the bottom) until this steepening is dampened by dissipative processes which
are generally proportional to the gradient.

Figure 1.7: Steepening of shock wave. y-axis: velocity ux in the x direction.

If we apply the Rankine-Hugoniot equations to such a shock, it should be easy to see that on the
downstream side of the shock, both the magnetic field amplitude, the density and the temperature will
have been increased, while the velocity will have decreased. The elevated temperature downstream
is a sign that some dissipative phenomena must have taken place: the macroscopic free energy – for
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example the kinetic energy due to the difference of speed between upstream and downstream – has
been converted into microscopic thermal motion. In a collisionless medium such as the solar wind,
the exact processes through which this happens are usually called “anomalous dissipation” and their
study is beyond the scope of this introduction (see e.g. Treumann (2009)).

The structure of shocks is governed by three main parameters: the Mach number, the plasma
β upstream, and the angle between the upstream magnetic field and the shock normal (Treumann
(2009)). The Mach number can be defined from any characteristic velocity of the system (see
subsection 1.2.3): for example, it is common to encounter the Alfvén Mach number MA = vshock

VA
, the

sonic Mach number MS =
vshock

CS
, or the magnetosonic Mach number MMS = vshock

VMS
.
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1.3 Earth as an obstacle in the way of the solar wind
1.3.1 The bow shock

As we saw earlier, the solar wind is supersonic close to the Sun, when it escapes its gravitational pull.
As it flows away from the Sun, the solar wind barely slows down, while its density and temperature
decrease. At 1 AU , the solar wind is generally supermagnetosonic. Fast magnetosonic waves are the
fastest MHD waves propagating in the solar wind. If we use the average values for B, Ti, and ni at
1 AU (Venzmer and Bothmer (2018)), and use γ = 5/3 we find:

VMS = 49 km/s (1.30)

With a velocity at 1 AU of about 400 km/s, it is easy to see that the solar wind is generally much
faster than the MHD waves propagating in it. Any obstacle in its way should therefore lead to the
creation of a standing shock wave, as the solar wind cannot be “warned” by waves propagating
backwards from the obstacle (Axford (1962) and Kellogg (1962)). This shock indeed exists (e.g.
Horbury et al. (2001)) and is called the bow shock.

Its position can be estimated (e.g. Dobrowolny and Formisano (1973), Petrinec (2002)) as:

Rshock = 1+1.1RM
(γ−1)M2

MS +2
(γ +1)(M2

MS−1)
(1.31)

In this equation Rshock represents the distance between the bow shock and Earth on the Sun-Earth
line, while RM represents the distance between the magnetopause (see 1.3.2) and Earth in the Sun-
Earth line. MMS is the fast magnetosonic Mach number in the solar wind upstream of the bow shock.

This equation, which is semi-empirical, shows that the shock recedes to infinity as M2
MS→ 1, i.e.

when the solar wind is not faster that the fast magnetosonic waves.

1.3.2 The magnetopause and the magnetosphere
A second discontinuity can be found closer to Earth: the magnetopause, which marks the limit
between a region where the magnetic field lines originate on Earth, and another where they are linked
to the interplanetary space. This discontinuity can either be what we call a tangential discontinuity:
the magnetic field is perpendicular to the normal of the discontinuity; or a rotational discontinuity:
there is a change in direction of the magnetic field, but not of amplitude (e.g. Chou and Hau (2012)).

On one side of it is the relatively dense and highly turbulent plasma of the magnetosheath which
ultimately comes from the solar wind and on the other side is the less dense and turbulent plasma of
the magnetosphere. Magnetic field lines inside the magnetosphere resemble more the dipolar struc-
ture expected for the magnetic field generated by Earth’s hot metallic core. The frozen-in theorem
(see 1.1) tells us that the plasma from the solar wind cannot, in general, cross the magnetopause
and enter the magnetosphere, since the magnetic field lines found inside the magnetosphere are not
connected to the magnetic field lines outside. It is in this relatively shielded environment that most
human-made satellites evolve, and that Earth is seated.

The key words in the previous paragraph are “in general”: in some conditions the frozen-in
theorem can be violated (as the hypotheses of MHD are not satisfied) and energy can flow from
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the solar wind to the magnetosphere. This is why the conditions at the magnetopause play such an
important role in Space Weather.

The subsolar position of the magnetopause, rMP can be estimated as the point of equilibrium
between the dynamic pressure from the solar wind and the magnetic field pressure from Earth’s
magnetic dipole (Schield (1969)):

ρu2 =

(
M/r3

MP
2µ0

)2

(1.32)

1.3.3 The magnetosheath
On the Sun-Earth line, between the bow shock and the magnetopause, as we would expect it from
what we learned about shocks in subsection 1.2.5, we find a region of compressed plasma with
a strong magnetic field, a strong density, a low velocity, and strong levels of turbulence. This
region, called the magnetosheath, extends on the flanks of the magnetopause, where the plasma is
re-accelerated to supermagnetosonic speeds. It is very interesting for plasma physicists because its
high levels of turbulence and proximity to Earth make it a fantastic laboratory for testing theories.
The plasma of the magnetosheath is also in direct contact with the magnetopause, which is the last
frontier before we reach the magnetic field lines attached to Earth: this gives the magnetosheath a
fundamental role in Space Weather.

1.3.4 The ring current
At low latitudes, from the surface of Earth up to the magnetopause, the magnetic field generated
by Earth’s melted iron core is northward. Occasionally, when the interplanetary magnetic field is
southward, some particles from the solar wind can penetrate inside the magnetosphere through a
complex dance known as the Dungey cycle (see figure 1.9 in subsection 1.4.1). Once inside the
magnetosphere, individual particles start gyrating along Earth’s magnetic field lines, to form what are
called the radiation belts. Depending on the history of their trajectories and energies, these particles
might travel alternatively southward and northward, being reflected back and forth by the magnetic
mirror force as they approach the pole’s denser magnetic fields. Because of the curvature of the
Earth’s magnetic field lines they travel along, these particles undergo a drifting motion around Earth:
westward for the ions, and eastward for the electrons. These drifts result in a net electric current
circling Earth westward: the so-called ring current (Daglis et al. (1999), Egeland and Burke (2012)).

Electromagnetism’s right hand rule shows immediately that a westward current circling Earth
produces a southward magnetic field inside of the ring current. Under the scope of the Lenz law
of induction, it should appear natural that the ring current tends to create a new magnetic field
anti-parallel to Earth’s magnetic field at low latitudes.

1.3.5 The Geocentric Solar Ecliptic (GSE) frame
In figure 1.8, we give a visual definition of the Geocentric Solar Ecliptic (GSE) frame, which is the
frame most often used in the literature.

First, we define the origin as the centre of Earth. Then, we define the x axis as the Sun-Earth
line. The z axis is then defined as the perpendicular to the ecliptic plane: the plane in which Earth
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Figure 1.8: The GSE frame, and a few useful words

rotates around the Sun. This z axis does not quite correspond to Earth’s magnetic dipole nor to
Earth’s rotation on itself, but since the general orientation of these three axes is not too different,
it is common to intuitively associate them, and this transpires in the terminology used in the literature:

For example, when authors discuss a “southward” magnetic field, or a negative Bz as a source of
geomagnetic disturbances, it is because it has a large component opposed to Earth’s magnetic dipole;
even if in the GSE, the z direction is not strictly the direction of this dipole. Similarly, authors often
mention the “duskward” direction as the direction of a geoeffective electric field. This comes from
the ideal expression of Ohm’s law (see (1.15) on page 14): A southward magnetic field, carried by a
solar wind propagating roughly along the Sun-Earth line, gives rise to EEE =−uuu×BBB. With BBB||eeez and
uuu||eeex, we get EEE||eeey. While in the GSE, eeey is, rigorously, the component of the velocity of the Sun
relative to the Earth that is perpendicular to the x axis; it is common to talk about the “duskward”
direction, making a reference to Earth’s rotation on itself.
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1.4 Storms
As we close section 1.3, we now have an idea of what a relatively steady state picture of the Sun-Earth
interaction looks like. It is now time to go back to the compass, telegraph and electrical power
system of the introductory section, and ask ourselves: what went wrong?4 In order to answer this
question, we will first define geomagnetic storms and identify their most common drivers.

1.4.1 Geomagnetic storms

When the conditions upstream of the geomagnetic environment change, the geomagnetic environment
reacts to it. Some of the swiftest changes occur when an interplanetary coronal mass ejection
encounters Earth. When the geomagnetic activity following a swift change of solar wind condition
is strong, we talk about a geomagnetic storm. The best driver of geomagnetic activity is the presence
of a strong interplanetary southward magnetic field.

The Dungey cycle
Dungey (1961) explained the impact on the geomagnetic environment of driven southward interplan-
etary magnetic fields in the following way (see figure 1.9):

As a southward-oriented magnetic field line from the solar wind is pushed against the northward-
oriented geomagnetic field, the two opposite magnetic fields are in a perfect situation to undergo
magnetic reconnection (see 1 and 1’ on figure 1.9). Magnetic reconnection is the process through
which magnetic field lines of opposite polarity can locally annihilate each other – thus transfering
magnetic energy to particles (bulk flow velocity, temperature, or single particles acceleration) – and
modify their topology (see Yamada et al. (2010) for a landmark review on magnetic reconnection).
After reconnecting, magnetic field lines now have one foot on Earth, traverse the magnetosphere, and
are open-ended on the other side, in the solar wind (2 and 2’). Some particles can travel along these
magnetic field lines towards the poles but only the most energetic make it to the ionosphere. These
particles, which represent a very small portion of all particles, can create the day-side auroras. Most
particles, however, cannot reach the poles due to the strong mirror force created by the converging
field lines. The newly formed half open-ended magnetic field lines, driven by the solar wind, are
stretched (3, 3’, 4, 4’, 5, 5’). They are elongated behind Earth, in what is called the magnetospheric
tail. Sometimes, the magnetic field lines of opposite polarity on opposite sides of the magnetospheric
tail will be pushed against each other again, and can eventually undergo magnetic reconnection (6,

4The reader might find of interest to know that disturbances to the geomagnetic fields had been recognised
from the very early work of W. Gilbert in 1600 (Chapman (1944)), and that the term “magnetic storm” was
introduced in 1808 by A. van Humboldt (Malin and Barraclough (1991)). The idea that these disturbances
may be due to the Sun’s activity started to clearly emerge in 1859 (Carrington (1859)), with the Carrington
event briefly described in the introduction. Although Carrington himself was very prudent in his linking
between his optical observations of a solar flare and the subsequent magnetic storms, stating “One swallow
does not make a summer”; his observations are often regarded as the first clear demonstration of the Sun-Earth
connection. The work of Birkeland (Egeland (2009)) in the early XXst century strongly suggested that charged
particles travelling in the interplanetary medium could cause the auroras. And it was in 1919 that Lindemann
(Lindemann (1919)), based on Earlier work by Chapman, first suggested that geomagnetic storms could be
explained by neutral clouds of charged particles ejected by the Sun and encountering Earth. The interesting
point of this very brief historical account is that all these ideas were formulated before the word “plasma” was
coined by Langmuir in 1927, before the first theory of plasma physics was established by Alfvén in the 1940’s,
and quite long before the solar wind was discovered (theoretically by Parker (1958) and observationally by
Neugebauer and Snyder (1962).
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Figure 1.9: The Dungey Cycle, from Yamada et al. (2010), adapted from Hughes (1995).

6’, 7, 7’). The figure here is not to scale, as the tail extends up to a few hundred Earth radii, and the
reconnection layer is quite extended. The actual reconnection can happen anywhere along this long
reconnection layer, and often needs some sort of trigger. Particles that did not penetrate at the poles
on the dayside (most of them) are stored in the magnetospheric tail, and when reconnection happens,
a large fraction of them are expelled towards the night side, attached to the newly reconnected
magnetic field lines that now find themselves attached on both feet to Earth (7, 7’, 8, 8’). Some of
these particles will end up travelling to the poles and form the night-side auroras, while some others
will become part of the radiation belts and reinforce the ring current.

The strength of a geomagnetic storm
The Dst, or disturbance storm time, is the most commonly used way of putting a number on geomag-
netic activity5. The Dst was introduced by Sugiura (1964), and its value is based on measures of the
magnetic field amplitude on the ground at four stations placed at low latitudes, slightly offset the
magnetic equator. It is given in nT. Quiet states, with low geomagnetic activity, are used to define
Dst’s origin at 0 nT. When the Dst takes on negative values, it means, in a way, that Earth’s natural
protection against the solar wind is weakened. Strong negative values of the Dst often correspond

5Since 1981, we also have access to the SYM-H index, which is essentially a better time-resolved version
of the Dst.
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to a strong southward interplanetary magnetic field leading a strengthening of the ring current6 via
the Dungey cycle. This picture has lead the Space Weather community to use the Dst to define the
strength of magnetic storms: moderate storms are those events that lead to Dst <−50 nT, intense
storm have Dst <−100 nT, and super-storms, Dst <−250 nT). This is an important etymological
point: for example when writing “Major geomagnetic storms are caused by unusually intense solar
wind southward magnetic fields that impinge upon the Earth’s magnetosphere” in Tsurutani et al.
(2020); what the author was really thinking is probably “Magnetic storms with unusually negative
Dst are caused by [...]”.

While the Dst index is the most common way of defining the intensity of geomagnetic storms,
other geomagnetic indices exist and have been reported to correspond to different processes. A
few examples are the K p index; measuring ground variations of the horizontal component of the
magnetic field mostly in the whole northern hemisphere and the AE (auroral electrojet); which
roughly estimates the energy transferred from the magnetosphere to the ionosphere (Mayaud (1980)).

Consequences of geomagnetic storms
To return full circle to the events described in the Introduction, it is the variations thus induced in
Earth’s magnetic field that can cause movements of compasses’ needles, inject energy into electric
lines, and potentially cause technological damage (Baker et al. (2004), Progressive Management
(2015), Eastwood et al. (2017)).

1.4.2 Interplanetary drivers of geomagnetic storms
Coronal mass ejections and their interplanetary counterparts
The Sun itself is a complex ball of plasma in which magnetic fields are generated and enhanced by
the motions of the plasma (Charbonneau (2014)) in much the same way Earth’s magnetic field is,
only in a much more complicated fashion. In the convection zone of the Sun (roughly from one third
of the radius to the surface), we can imagine complex flows of plasma in which are embedded a
variety of magnetic flux tubes. Due to magnetic buoyency (Parker (1955)), these magnetic flux tubes
will tend to rise to the surface, and from there, tend to further rise above it. At the surface of the Sun,
the accumulation of new flux tubes cannot go on indefinitely and, periodically, the Sun will eject
large quantities of matter and magnetic flux in space (e.g. Georgoulis et al. (2019)). This is called a
coronal mass ejection.

We do not actually know much about how these coronal mass ejections evolve and propagate
once they leave the solar surface. We do find echos of them in in-situ measurements from satellites in
the solar wind, but it is not very clear how the coronal mass ejections observed through coronographs
(cameras occulting the bright solar photosphere) relate to what we observe in satellites data. Since it
is obvious that they are related, but that the evolution of coronal mass ejections in the interplanetary
medium is not clear, it has been decided to call “interplanetary coronal mass ejections (or ICMEs)”
the structures observed in in-situ measurements. Another reason this distinction is made is that
surprisingly, there is a mismatch between the expected and the actual numbers of ICMEs: we “lose
track” of quite a few CMEs, relatively more than would be expected from geometrical considerations
alone (Kilpua et al. (2011)). Bridging the gap of knowledge between coronal mass ejections and

6The equivalence made here between the Dst and the ring current is an historical one (see Dessler and
Parker (1959)) which is a simplification of reality (see for example Maltsev (2004)).
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interplanetary coronal mass ejections is one of the main objectives of the Parker Solar Probe and the
Solar Orbiter (see e.g. Tsurutani et al. (2020) and references therein).

Geomagnetic impact of interplanetary coronal mass ejections

Figure 1.10: Figure from Richardson and Cane (2012). Based on the NOAA G scale,
these pie charts summarise the solar wind drivers of magnetic storms around solar minimum
(top row) and solar maximum (bottom row of each pair) between years 1964 and 2011.
Noted between parentheses are the number of storms included in each pie plot. “Unclear”
events have been removed.

Based on the NOAA G scale7, which is itself based on the K p index, figure 1.10 (from Richard-
son and Cane (2012)) shows that a vast amount of magnetic storms are due to interplanetary coronal
mass ejections (Dark grey). A very significant part of storms are also caused by fast streams in the
solar wind (light grey), and some rare storms can even be brought about by some intervals of slow
solar wind (white). Generally, however, while minor and moderate storms can often be caused by
streams (Echer et al. (2013)); the strong, severe and extreme storms are almost always caused by
interplanetary mass ejections.

The term interplanetary mass ejections covers a range of structures. In some cases (like Richard-
son and Cane (2012), cited just above), the authors will use the term to mean generally: the
interplanetary structures which are consequences of coronal mass ejections; this include the eventual
shock driven by the structure, as well as the post-shock stream (often called sheath). This view is
quite “solar”, in the sense that it forgets that the consequences of coronal mass ejections do not
only depend on the ejecta from the Sun, but also on the solar wind that the ejecta catches up with.
Consequently, saying from figure 1.10 that coronal mass ejections are responsible for most intense

7https://www.swpc.noaa.gov/noaa-scales-explanation

https://www.swpc.noaa.gov/noaa-scales-explanation
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geomagnetic storms does not teach us much about the physics of the storm generation. This is why
many authors prefer to give different names to different interplanetary mass ejections, and to separate
the core structure from its eventual shock and sheath.

The core structure of an interplanetary mass ejection is often named “magnetic cloud” or “non-
magnetic cloud interplanetary mass ejection”. This speaks to the importance of the particular
structure called a magnetic cloud.

1.4.3 Magnetic clouds

Definition
Let us now present the best known type of interplanetary coronal mass ejection: the magnetic cloud.

Most interplanetary coronal mass ejections are believed to be what we call a magnetic cloud.
Indeed, our understanding of the ejection of coronal matter involves the destabilisation of a flux rope,
and we therefore expect to find this flux rope further out of the Sun. "Magnetic cloud" is simply the
name given to a structure containing a flux rope. A magnetic cloud should have very recognisable
characteristics (Burlaga (1991), Lepping et al. (2003), Zurbuchen and Richardson (2005), Janvier
et al. (2019)):

• It should contain a relatively strong interplanetary magnetic field (IMF) and an unusually low
temperature: together, these means that magnetic clouds have very low plasma β .

• The field should rotate smoothly over approximately 0.25 AU, and its speed should be on
average higher than the solar wind’s. Together these characteristics mean that the typical
duration of an encounter with a magnetic cloud ranges from a few hours to couple days.

• It should be expanding at 1 AU, which can be seen in its speed profile: from high to lower
velocity.

• It can contain suprathermal (≥ 100 eV) electrons travelling in opposite directions along the
axis of the cloud.

In-situ data
As we mentioned it in the introduction, Heliophysics occupies a very particular place in the broader
field of Astrophysics because, since the nineteen-fifties and the beginning of the Space Age, we have
material access to the objects studied: Satellites can monitor the solar wind from within and collect
electromagnetic and plasma data, giving us direct access to all the relevant ingredients of the physics
we want to study: the magnetic and electric fields, the plasma density, velocity and temperature, as
well as the precise composition of the solar wind.

In the study of Space Weather, one particular location is particularly convenient: the Lagrange
point L1. This point is situated on the Sun-Earth line exactly where the gravity of Earth slows down
an object orbiting the Sun just enough that this object has the same orbital period as Earth (Lagrange,
Joseph-Louis (1867)). This point is located at 1/100th the distance between the Sun and Earth, or
about 230 Earth Radii (RE), from Earth. This is both really close to Earth – meaning that the solar
wind conditions measured at L1 should almost not vary on the short distance they still have to travel
to reach Earth’s magnetic environment – and far enough from Earth, so that the conditions at L1
are not influenced by the geomagnetic environment. Nowadays, quite a few satellites are in orbit
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around this Lagrange point L1: ACE8 (Advanced Composition Explorer) (Stone et al. (1998)), Wind
(Ogilvie and Desch (1997), Wilson (2017)), and SOHO (Domingo et al. (1995)) to cite only some of
the most used satellites in the space physics community. The peculiar position of these satellites
allows for a straightforward interpretation of the data collected by them: the plasma parameters
measured at L1 are the conditions of the solar wind upstream of the geomagnetic environment.

Figure 1.11 is obtained from the in-situ data collected by the ACE spacecraft. From top to
bottom are |B| the amplitude of the magnetic field, Bx,y,z its components, V the bulk flow velocity,
Np the proton density, Tp the proton temperature, and the plasma beta. Vertical purple bars mark
the approximate beginning and end of the magnetic cloud. On this particularly beautiful magnetic
cloud, we recover most of the characteristics listed on page 30. We can for example note a strong
magnetic field rotating smoothly for approximately 15 hours, and a low plasma β . With an average
(decreasing) speed of 700 km/s, we can estimate that this cloud has a size of about 0.26 AU, at 1 AU.

Due to the fact that when looking at real data we do not always recognise the characteristics
expected of a magnetic cloud, it is common to use the general term interplanetary coronal mass
ejection (ICME) – or the specific term non-magnetic cloud ICME – rather than the term magnetic
cloud. There are a few explanations as to why a magnetic cloud ejected at the Sun could exhibit
complex characteristics far from the textbook picture. Often, satellites encounter the flank of the
magnetic cloud rather than the flux rope proper. Another possibility, which occurs especially around
solar maxima9 (Richardson and Cane (2004), Huttunen et al. (2005)), is that the cloud interacts with
a complex solar wind, for example, it can be overtaken by fast flows or another interplanetary coronal
mass ejection and be markedly deformed. Even if they may – in theory – be one and the same thing,
the term "interplanetary coronal mass ejection (or ICME)" is used as a general encompassing term
whereas the term "magnetic cloud (or MC)" is used only for these structures that clearly display the
expected characteristics of a propagating flux rope.

The likelihood of finding southward magnetic fields in a magnetic cloud
Most identified magnetic clouds are the cause of geomagnetic storms (Zhang (2004)). The main rea-
son behind this is that most magnetic clouds present long stretches of strong southward magnetic field.

Figure 1.12, inspired from Zurbuchen and Richardson (2005), is a simple sketch of a magnetic
cloud. The magnetic cloud is represented with its feet still linked to the Sun, and its front is similar
to a cylinder shape around which the magnetic field (black arrows) is wrapped in an helix. Using
this sketch and simple geometrical considerations, we can convince ourselves that magnetic clouds
are very likely to present strong southward magnetic fields for extended periods of time.

8DSCOVR, on top of being mostly used for monitoring climate change is progressively replac-
ing ACE as the latter reaches the end of its life (see https://www.nesdis.noaa.gov/content/
dscovr-deep-space-climate-observatory)

9The Sun has an eleven years long cycle corresponding to the progressive reversal of the Sun’s dipole.
Solar minimum is the name given to a situation where the magnetic configuration of the Sun resembles most a
dipole: the Sun’s magnetic field then constricts more efficiently matter close to the surface, and the number
of coronal mass ejections, as well as the complexity of the solar wind are reduced. On the other hand, solar
maximum is the name given to the transitory period during which the magnetic configuration of the Sun is at
its most complex: sunspots form in large numbers, the solar wind’s velocity changes rapidly and frequently,
and we record a much larger number of coronal mass ejections (e.g. Meyer-Vernet (2007)).

https://www.nesdis.noaa.gov/content/dscovr-deep-space-climate-observatory
https://www.nesdis.noaa.gov/content/dscovr-deep-space-climate-observatory
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Figure 1.11: Observation from ACE spacecraft of a typical magnetic cloud event, centred
on the sheath. From top to bottom are |B| the amplitude of the magnetic field, Bx,y,z its
components, V the bulk flow velocity, Np the proton density, Tp the proton temperature, and
the plasma Beta. This plot starts on 14 December 2006 18:06 UT to 15 December 2006
17:06 UT. Vertical purple bars mark the approximate beginning and end of the magnetic
cloud.

The first consideration (top panel of figure 1.12) is that when an interplanetary coronal mass
ejection is crossed on one of its flanks, there is a high chance that even if it indeed possesses
a flux rope structure, it might be impossible to recognise it (e.g. Wang et al. (2019) and refer-
ences therein). Therefore, the structures that we actually call magnetic clouds are fairly often
crossed close to their middle. As a consequence, the “cylindric” structure of recognisable magnetic
clouds that we observe at 1 AU is most likely to have its axis contained in the (yz) plane, or close to it.
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Figure 1.12: Top: Diagram of a magnetic cloud in the GSE frame. The arrows represent
the magnetic field. Bottom: geometrical considerations on the flux rope structure in the (yz)
plane: Imagine crossing the flux rope from front to back. The red arrow(s) highlight(s) the
presence of a southward magnetic field; if we would see a Bz < 0, we mark “yes”, if not, we
mark “no”.

The second consideration (bottom panel of figure 1.12) is based on the helicoidal structure, of a
flux rope. We have marked in a red “yes” the configurations which would lead a satellite crossing
the structure along the x axis to measure a southward magnetic (marked with a red arrow) for an
extended period of time: either because the flux rope has its axis pointing towards the negative z, or
because the flux rope has its axis along y, in which case the satellite would see a negative Bz either
during the beginning of its crossing or toward the end.

Based on these very simple two hypotheses, we can estimate that a structure identified as a
magnetic cloud has approximately a 3/4th chance of presenting a long stretch of strong southward
magnetic field.
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Li et al. (2018) reports that indeed, out of 303 magnetic clouds observed with ACE and STEREO
spacecrafts from 1995 to 2017, 85% presented a southward magnetic field of up to 50 nT.

Geomagnetic impact of magnetic clouds
The most important interplanetary parameter leading to geomagnetic activity is the southward Bz

(Dungey (1961)), and most magnetic clouds present a southward Bz (Li et al. (2018)); therefore, it
should follow that most magnetic clouds are geoeffective. This is exactly what a statistical study of
149 magnetic clouds found: Echer et al. (2005) showed that 77% of them led to at least a moderate
geomagnetic storm (Dst <−50 nT).

1.4.4 Storms: beyond magnetic clouds and southward Bz

The fact that most magnetic clouds drive geomagnetic activity, however, does not mean that most
geomagnetic activity is driven by magnetic clouds. In fact Gonzalez et al. (2011) have shown that,
while magnetic clouds are the most common drivers of intense storms (Dst < -100 nT) or even more
intense storms, they were not, by any means, the sole drivers. As shown on figure 1.13, sheaths
(green) come as a close second to magnetic clouds (blue) as drivers of intense geomagnetic activity.

Figure 1.13: Figure from Gonzalez et al. (2011): Distribution of the four main interplane-
tary structures causing intense magnetic storms according to the phase of the solar cycle
23

Moreover, other drivers seem to be more effective at driving geomagnetic activity than magnetic
clouds: using a definition of efficiency based on the effect of interplanetary Bz (or Ey) on a few
geomagnetic indices, Yermolaev et al. (2010) showed that magnetic clouds were the least efficient
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drivers of geomagnetic activity, whereas sheaths were the most efficient.

Du et al. (2008a) studied a striking example of an intense magnetic storm (Dst < -100 nT) which
developed during northward interplanetary magnetic fields; further showing that the quest for a
thorough understanding of the interplanetary causes of geomagnetic storms could not, despite many
successes, stop at considering magnetic clouds and southward magnetic fields.

1.5 Selective summary
These ideas are some of the basic ideas of heliophysics. From them, we can dive in innumerable
directions, most of which highly enthralling. For the purpose of this thesis, we will need to remember
just a few of these ideas:

The hot star which we call Sun is constantly blowing a supersonic, turbulent wind in every
direction (section 1.1), this solar wind interacts with Earth’s magnetic field to create two frontiers:
the bow shock, and a magnetopause. Between these two frontiers, one can find a highly turbulent
region called the magnetosheath. Behind the magnetopause, we find the magnetosphere, a region of
low-density plasma in which we live, on Earth (section 1.3). The complex magnetic field physics at
the Sun leads to the intermittent propulsion of coronal mass ejections. Among these interplanetary
coronal mass ejections, magnetic clouds are the most common drivers of geomagnetic activity, as
they greatly modify the interactions between the solar wind and the magnetosheath (section 1.4). It
seems, however, that magnetic clouds are not the only important drivers of magnetic storms, and that
another interplanetary structure deserves more attention: the sheath.





2. Problem Statement

Note:
This chapter is intended to formally introduce the main object of study in this thesis: the
magnetic cloud – driven sheath, and to point out its most striking characteristics. It then
introduces the approach taken in this thesis to learn more about sheaths themselves and
about their interaction with the geomagnetic environment.
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A useful way to think about space physics is to regard the geomagnetic environment as a system
which converts an input (the solar activity, and ultimately, the solar wind conditions upstream of
Earth’s geomagnetic environment) into an output (the geomagnetic activity). One of the goals of
Space Weather is to be able to understand and predict the output based solely on measurements of
the input. Being able to predict the geomagnetic activity would be useful to react early and take
measures that would avert technological damages. The “problem” of Space Weather is a set of
many smaller problems, and in this thesis, we shall direct our focus on a couple of aspects of one
of these smaller problems: the wave content of sheaths driven by magnetic clouds and their role in
geomagnetic activity beyond the eventual southward component of the magnetic field.

2.1 This thesis’ object of study: sheaths driven by magnetic clouds
In the last few paragraphs, we have mentioned “sheaths” a few times, without presenting exactly
what they are. This is the object of this section.

2.1.1 Interplanetary shocks and the formation of sheaths
More than half of magnetic clouds travel at a speed faster than the local speeds of waves in the solar
wind (Chi et al. (2016)). Their propagation will lead to a pile-up of solar wind material and the
creation of a shock wave. Figure 2.1 is probably the most famous sketch of a magnetic cloud. In
front of the magnetic cloud, we find a shock and a turbulent sheath.

When a magnetic cloud interacts with the solar wind to form a shock wave, the shock wave
is followed by a region called a sheath, placed between the shock and the magnetic cloud. The
conditions of its formation explain its principal characteristics:

• The fast magnetic cloud overtaking the solar wind gives the sheath a high velocity.
• The high density and magnetic field amplitude found in sheaths can be explained in two

ways: first, by invoking the Rankine-Hugoniot equations (see subsection 1.2.4); second, by
the piling-up of solar wind material as the magnetic cloud sweeps through the interplanetary
medium.

• The shock, which marks the beginning of the sheath, gives rise to a score of instabilities and
waves that propagate mostly downstream1; this makes the sheath the host of enhanced plasma
fluctuations and waves, and leads to its elevated temperature.

This characteristics are illustrated in figure 2.2, which shows an example of a typical magnetic
cloud – driven sheath as observed in in-situ data from the ACE mission. From top to bottom, we
represented the amplitude of the magnetic field |B|, its components Bx,y,z, the bulk flow velocity
V , the proton density Np, the proton temperature Tp, and the plasma Beta. From left to right, we
see: a period of quiet solar wind, then the satellite encounters a shock which is easily identifiable
by the simultaneous jumps of several quantities (e.g. the magnetic field, the velocity, density, and
temperature) . The shock marks the beginning of the highly turbulent sheath with high magnetic

1This is because the shock is a priori faster than the local waves velocities. However, it does not have
to be faster than all the waves to be formed, and upstream-propagating waves could exist, depending on the
conditions. These very waves are actively studied (e.g. Tsurutani et al. (1983), Kajdič et al. (2012), Goncharov
et al. (2014) or Borovsky (2020))
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Figure 2.1: From Zurbuchen and Richardson (2005). Schematics of three-dimensional
structure of an ICME and upstream shock, along with its sheath.

field amplitude, high velocity, high density and high temperature. The transition between the sheath
and magnetic cloud is called the leading edge of the magnetic cloud. The time of the leading edge
of the magnetic cloud is somewhat more difficult to define, and different people usually locate it
slightly differently. To illustrate this difficulty, we have placed two different possible choices for
the beginning of the magnetic cloud: the first one, marked with a continuous purple line, has been
made based on the fact that the magnetic field components cease being turbulent and start rotating
smoothly; the second choice has been made based on a simultaneous drop of proton density and
temperature, followed by a relatively quiet stretch for these – and all other – quantities.
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Figure 2.2: Observation from ACE spacecraft of a typical magnetic cloud – driven sheath,
centred on the sheath. From top to bottom are |B| the amplitude of the magnetic field, Bx,y,z
its components, V the bulk flow velocity, Np the proton density, Tp the proton temperature,
and the plasma Beta. On this plot, and for all subsequent analysis of this event: the solar
wind region spans from 14 December 2006 5:04 UT to 14 December 2006 14:14 UT, the
sheath region spans from 14 December 2006 14:14 UT to 14 December 2006 22:52 UT and
the magnetic cloud region spans from 14 December 2006 22:52 UT to 15 December 2006
7:25 UT. Vertical purple bars separate the three different regions of the event, from left to
right: the solar wind, the sheath, and the magnetic cloud. The dashed vertical bar shows
another possible choice for the leading edge.
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2.1.2 Sheaths’ impact on geomagnetic activity

From Tsurutani et al. (1988), we know that sheaths (including their shock) can be geoeffective on
their own. Huttunen and Koskinen (2004) (see figure 2.3) have for example shown that as much
as 45% of intense geomagnetic storms (Dst <−100 nT) between 1997 and 2002 were caused by
a shock/sheath. The percentage of storms caused by a shock/sheath seems to increase with the
threshold chosen for the Dst.

Figure 2.3: From Huttunen and Koskinen (2004). Bars show the drivers of magnetic storms,
during a 6-year interval (1997–2002), for three different level of the Dst depression. The
numbers above each bar present the total number of storms in that category.

One of the main lines of thinking to explain this high geoeffectiveness is that sheaths often
contain strong southward magnetic fields (e.g Lugaz et al. (2016)). They can obtain these strong
fields for example, by compressing pre-existing southward magnetic fields which can be found either
in the solar wind or in a preceding interplanetary structure such as a magnetic cloud (Tsurutani et al.
(1988), Meng et al. (2019)).

While sheaths have been given the spotlight because they can drive intense storms with a
highly negative Dst; their impact on the Dst may not actually be the most interesting aspect
of sheaths. Indeed, sheaths do not seem to cause the same type of geomagnetic storms as
other drivers (e.g. Huttunen et al. (2002), Huttunen and Koskinen (2004)). For example,
while magnetic clouds seem to have a strong impact on low latitude measurements of the
magnetic field such as the Dst; sheaths seem to preferentially impact mid to high latitude pro-
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cesses, which are reflected on the K p, or AE indices (see Kilpua et al. (2017a) and references therein).

Figure 2.4: Figure from Kilpua et al. (2017a). Comparison between two events: on the
left hand-side, a magnetic cloud containting a strong southward Bz, and on the right hand-
side, a magnetic cloud containing a strong northward Bz (therefore not expected to be
geoeffective). The positions of the magnetic cloud and its preceding sheaths are marked
using vertical lines on the figure. From top to bottom: amplitude of the magnetic field,
Root-mean-square of the magnetic field, components of the magnetic field (Bz in red), bulk
velocity of the plasma, dynamic pressure, Alfvén Mach number, Dst, AE, and K p indices.

As an example, let us examine figure 2.4. On the left hand-side, this figure shows the 19-20
November 2003 magnetic cloud which contains a strong southward Bz (red line on the third panel).
As expected, it has a strong impact on diverse geomagnetic indexes (three last panels on left hand-
side): the Dst (this cloud drove the largest Dst storm of Solar Cycle 23, with Dst reaching a minimum
of -422 nT) , the AE, and the K p. More interesting is the right hand-side showing the 4-5 June 2011
magnetic cloud containing a strong northward Bz: as expected, this magnetic cloud does not have
any impact on the Dst, but the associated sheath does have an impact on AE and K p (bottom two
panels on the right hand-side).

This example shows that, because of their sheaths, even magnetic clouds that do not contain any
southward Bz can be associated with geomagnetic activity (Kilpua et al. (2017a)). This activity might
not always be adequately described by using the Dst index, but if using other geomagnetic indices, it
is undeniable that it exists (see Borovsky and Shprits (2017) for a discussion on the pertinence of
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defining geomagnetic storms based solely on the Dst values).

2.1.3 What makes sheaths geoeffective?
Two aspects of sheaths have been credited for explaining their strong interaction with the geomag-
netic environment:

1. Sheaths generally contain a lot of fluctuations of the interplanetary magnetic field, which
could enhance viscous interactions at the magnetopause (e.g. Borovsky (2003), Osmane et al.
(2015)), and affect the pressure balance at the magnetopause by modifying the magnetospheric
currents (Bonde et al. (2018)).

2. Sheaths also display a high dynamic pressure, which should enhance compression of the
bow shock and magnetopause (Schield (1969) Shue et al. (1997)); modify magnetopause
currents and therefore the Dst in a different way than southward magnetic fields do (Burton
et al. (1975)); enhance ionospheric Joule-Heating (Palmroth et al. (2004)); and inhibit polar
cap potential saturation (Myllys et al. (2017)).

Together, an increase of dynamic pressure and magnetic field fluctuations have been reported to
enhance the subsequent magnetic reconnection between a following southward Bz in the interplane-
tary magnetic field and the magnetospheric magnetic field; therefore increasing geomagnetic activity
(Singh and Badruddin (2012)).



2.2 Research questions 45

2.2 Research questions
Both the high fluctuations levels and high dynamic pressure found in magnetic cloud–driven sheaths
are bound to hold some of the answers needed to explain the difference in geomagnetic impacts
between sheaths and other types of interplanetary drivers. This is why, in this work, we want to
know more about the fluctuations in sheaths themselves, as well as explore the global picture of the
interaction between a sheath (with high dynamic pressure and high levels of fluctuations) and the
geomagnetic environment.

2.2.1 Waves in sheaths
The study of waves in sheaths is a fairly recent undertaking of the space physics community. It is
pushed by two complementary types of questioning: On one side, there are questions regarding their
potential role in geomagnetic activity during the passage of a sheath; and on the other side sheaths
are a formidable laboratory for collisionless turbulence. Indeed those two ways of questioning the
solar wind are pretty much the bread and butter of most solar wind studies. The efforts that have been
made in studying the fluctuations in sheaths have been both quite deep and scattered (e.g. Kilpua
et al. (2017b); Ala-Lahti et al. (2018); Good et al. (2020); Kilpua et al. (2020)). We decided to
undertake a more general and systematic approach to study these waves. Our simple but fundamental
questions are:

• How much energy can we find in the waves in sheaths? What type of waves (i.e. compressible
or incompressible) are they?

• Granted we know the answers to these questions, and can assign values to them on a significant
number of sheaths, what do those values depend on?

These questions are a first step towards deciding how much of the geoeffectiveness of sheaths is
indeed due to their high level of fluctuations.

2.2.2 Global simulations of the impact of a sheath
Observations of the geomagnetic response to sheaths give a few pointers on the processes at play
during the encounter and are invaluable in constraining theories and models. However, be they
ground-based or satellite-based, observations suffer from their lack of spatial resolution. Ground
measurements, per nature, give information about the temporal evolution of a few specific parameters
such as the geomagnetic indices, which represent the integration of a lot of different multi-scale
processes in a set of single numbers; while satellites’ data, despite being great at giving local details
of the plasma parameters, electric and magnetic fields, give information which are fundamentally
punctual. Researchers then have to make big leaps of imagination to construct a global view of the
solar wind’s interaction with the geomagnetic environment. A good complementary approach to
observations are global simulations, that help build this global view, providing a support for intuition,
and sometimes some ideas on where to look next for interesting observations.

Since the beginning of their usage during the Manhattan Project in the forties, numerical simula-
tions have gained a central place in Physics. They are often thought of as the missing step between
experiments (or observations) and theory. There are quite a few ways to think about numerical
simulations and what they allow physicists to do. One, which may be the most natural, is to entrust
a computer to do heavy calculations that a human could not possibly do even if she knows the
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theory. Another one is to chose which part of the physics they test by “turning on” or “turning
off” some part(s) of the description. Again another is to give the possibility to run “inexpensive”
virtual experiments, before running them in the real world, or, using the same philosophy, to vary
parameters in virtual representations of systems we have no control over, such as the solar wind. In
the case of space physics, all those aspects are present and make numerical simulations a pillar of
this science.

For the work presented in this thesis, the main reason we run numerical simulations is to obtain a
global picture of the interaction of a magnetic cloud – driven shock and sheath with the Earth’s bow
shock and magnetosheath (i.e. we entrust a computer to run heavy calculations for us, so as to create
a well-controlled virtual experiment where measurements are straightforward). The second part
of the research presented in this thesis uses numerical simulations in order to explore broad questions:

• What happens to the interplanetary shock once it arrives at the bow shock, and further, when
it travels inside the magnetosheath?

• What is the evolution of the main plasma parameters in the magnetosheath during its encounter
with a magnetic cloud - driven sheath?

• How do the positions of the magnetopause and the bow shock vary?
• How are the fluctuations in the sheath transmitted through the bow shock?



3. Spectral analysis of space data: Method

Note: This chapter contains a few pointers on Fourier transforms and Morlet wavelets,
and shows how they can be used to analyse data from satellites. The codes written for this
chapter are available at https://github.com/cmoissar/.

https://github.com/cmoissar/
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3.1 Extracting the spectral characteristics of a temporal signal
In this chapter and the next, we will mostly be concerned with the power spectral density (PSD) of a
temporal signal x(t). The PSD is the representation of the average power per unit frequency found in
a signal as a function of its frequency. It can be computed via different methods. For example, one
can see it as the squares of the Fourier coefficients divided by the time over which the analysis is
performed, but also as the average over time of a Morlet wavelet transform.

3.1.1 Parseval theorem and conventions
Let us call x(t) a signal and X(ω) its transform, where ω is the pulsation, or 2π times the frequency.
The Parseval theorem states that:∫ +∞

−∞

|x(t)|2dt =
∫ +∞

−∞

|X(ω)|2dω (3.1)

Reading this theorem as a physicist simply translates to the idea that both the left hand-side and
the right hand-side terms represent the energy of the signal, and should therefore quite naturally be
equal.

When we want to perform a spectral analysis of a temporal signal x(t), whether it is through
Fourier, Morlet, or any other transform, the most likely course of action will be to use a pre-defined
library. The developers of this library will have chosen a convention regarding the transform (i.e.
the value of λ in equation (3.3), or of A in (3.5)). It makes sense to take advantage of the Parseval
theorem and to adjust the coefficient so that the transform conserves the energy of the signal. In
practice, this means making sure that the integral of the square of the signal over a certain period of
time, divided by that period of time is equal to the integral of the power spectral density (PSD) over
the relevant frequencies. The following formula summarises this point of view:∫

ωmax

ωmin

PSD(x)(ω)dω =
1

tmax− tmin

∫ tmin

tmin

x2(t)dt (3.2)

This choice makes the interpretation of the PSD quite straightforward. As we can see, we just
divided the expressions in the Parseval theorem (representing the energy) by the time on which
we chose to analyse the signal, therefore defining the power of the signal. Note that for a signal
whose spectral characteristics do not change over time, the PSD does not depend on the length of the
window of integration tmax− tmin. This makes it the preferred choice for most studies in the solar
wind since the length of the window of integration heavily varies from one study to the next.

3.1.2 Fourier Transform
A fairly good starting point when studying waves in any sort of quasi-static situation is to record a
signal x(t) and take its Fourier transform. Taking the Fourier transform of a temporal signal allows
the user to get an idea of what type of waves or vibrations are present in the system. This is used
widely in all sorts of domains, from the maintenance of machines (Renwick and Babson (1985)) to
the study of space physics (Bruno and Carbone (2013)).

The Fourier transform can be defined as follows:

x̃(ω) = λ

∫ t=t0+Tregion

t=t0
x(t)e−iωtdt (3.3)
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Where ω is the pulsation, Tregion is the length of time on which we analyse the signal, and where
λ can be chosen as 1, 1√

2π
, 1

2π
or even 1

2π×Tregion
depending on the convention.

To define the PSD from the Fourier transform, we just have to write:

PSD( f ) = x̃2(ω) (3.4)

Figure 3.1: Upper panel: a monochromatic signal changes frequency. Lower panel: its
power spectral density calculated via a Fourier transform does not show the change.

One of the main restrictions of the Fourier transform is that the resulting function does not
depend on time. Figure 3.1 shows a periodic signal that sees its frequency change abruptly after a
certain time (top panel), and its PSD computed from the Fourier transform (bottom panel). As this
simple example shows, if the nature of the signal changes during the analysed sample, the result will
not reflect this change.

3.1.3 Morlet wavelets

Morlet wavelets are a subset of a group of methods called time-frequency decomposition. As the
name suggests, they have the ability to give the evolution of the spectrum in time; contrarily to
Fourier transforms which gives a single fixed spectrum. This makes wavelets a very versatile and
easy-to-use tool when we expect the signal to vary in time. This, too, can be invaluable in many
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different contexts, from medicine (Lin et al. (2001)) to space physics.

When doing a Fourier transform, what we were doing is using the family of the eiωt functions as
a basis, and then making a projection of the signal on this basis. When doing a Wavelet transform,

we are essentially doing the same thing, but we replace the eiωt by e
− t2

2σ2
ω eiωt , where σω = n

ω
, with n

a parameter usually chosen between 2 and 15.

Similarly to the Fourier transform then, the Morlet transform of a signal x can be written as:

M (x)(t,ω) = A
∫

e
− (t′−t)2

2σ2
ω eiω(t ′−t)x(t ′)dt ′ (3.5)

Figure 3.2: One Wavelet, with ω = 2π f , and f = 5 Hz. Here, the number of non-small
peaks of the wavelet is n = 5.

The function e
− t2

2σ2
ω eiωt is a sine wave modulated by a Gaussian. Figure 3.2 shows the real

part of a wavelet. Its shape depends on the parameter n which gives approximately the number of
non-negligible peaks of the wave packet. This shape is very advantageous for a couple reasons:

First, its amplitude depends on time, which means that when there is no more, say ω1 component
of the signal, then it stops being reflected in the output of the wavelet transform. Going back
to the example of the previous paragraph, one can see on figure 3.3 that the Morlet transform is
well-adapted to the study of signals for which the spectral content varies over time.

Second advantage, the number of waves in a wave packet is constant (equal to n), which means
that the size σω of the wave packet automatically adapts to the frequency considered. Low frequency
waves will therefore be analysed on longer times than high frequency waves. This means that there

is less need to think about the window, as we would when we do a Fourier analysis (since e
− (t′−t)2

2σ2
ω is

the window), and that all frequencies will be analysed with the same precision.

Wavelets are not necessarily meant as a replacement for the Fourier transform. Indeed, the output
from a wavelet analysis is of a different nature than the one of a Fourier analysis. The information
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Figure 3.3: Upper panel: a monochromatic signal changes frequency. Lower panel: its
power spectral density calculated via a Morlet transform clearly shows the change.

gained about the evolution over time also directly takes away from the precision in frequency. This
makes wavelet analysis a great tool if we want to have a general idea of the spectral content of a
signal, as well as its evolution in time. Fourier transforms, on the other hand, are far superior if the
goal is to precisely isolate energy peaks at some frequencies.
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3.2 Towards an application to space data
One of the most common way to study a magnetic cloud-driven sheath, is to look at the signal
recorded by a satellite at the Lagrange point L1. The satellite can be seen as a static point, recording
the passage of the solar wind and its changes in time. When it encounters a magnetic cloud–driven
sheath, the satellite will therefore sequentially explore the quiet solar wind, then the sheath, then the
magnetic cloud. Morlet wavelets allow us to see the changes in the wave content of these different
regions at a glance.

3.2.1 Application 1: Wavelet analysis of Bz in the sheath of a magnetic cloud
In order to get a general idea of the types and amount of magnetic fluctuations in sheaths, let us start
by using the very textbook-like event of December 14th 2006 displayed on figure 2.2, on page 41.
For the sake of simplicity, we just focus on the Morlet Wavelet analysis of the z component of the
magnetic field.

Data selection
We use the data from the ACE mission (Stone et al. (1998)), in particular the ones from the Magnetic
Field Experiment (MFE), which measures the magnetic field components with a 1-s resolution.
Those data are available at https://cdaweb.sci.gsfc.nasa.gov/index.html.

Method
To obtain the figure 3.4, we simply apply the Morlet wavelets transform to Bz. In this figure, the
y-axis does not represent the frequency but the period. The choice here was to put the large periods
at the bottom of the graph and the small ones at the top, so that the graph reads naturally from small
to high frequencies.

Result

Figure 3.4: Panel a) (top): Evolution of the z component of the magnetic field during the
passage of a sheath. The sheath starts shortly before 15:00 on the December the 14th 2006.
Panel b) Wavelet transform of the same signal.

We see on figure 3.4 that the sheath contains more waves than the surrounding solar wind and
shock. We also see that there are even more waves in the areas surrounding the shock and the leading

https://cdaweb.sci.gsfc.nasa.gov/index.html
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edge of the magnetic cloud.

Comparison to the literature
The previous plot was intended to reproduce results from Kilpua et al. (2013) in order to validate our
method and understanding. Indeed, figure 3.5, adapted from Kilpua et al. (2013) shows results from
the same method applied to the same event: it is almost identical to figure 3.4.

Figure 3.5: Adapted from Kilpua et al. (2013). Example event on 14 December 2006.
The panels show the following from top to bottom: (a) IMF Z component in GSM (Bz),
(b) wavelet spectrogram for Bz. The red dash-dotted line marks the shock, and the blue
dash-dotted line the leading edge. The 1 h regions adjacent to the shock and the leading
edge are bounded by the pairs of dashed lines.
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3.3 Power spectral density from Morlet wavelets
As we mentioned earlier, one of the advantages of Morlet wavelets is that the size of the time window
on which the analysed signal is integrated depends – by construction – on the frequency (see equation
(3.5)). This means that when we define the PSD from a Morlet transform, the obtained spectrum is
smooth, because it has the same resolution for all the frequencies.

3.3.1 Method
Here, we choose to use the Morlet method to get to the power spectral density (PSD) of the magnetic
field in the solar wind. To obtain the PSD, one simply has to use the following formula to the signal
x(t):

PSD(x)(ω) =
1

Tregion

∫
Tregion

M 2(x)(t,ω)dt (3.6)

, where M (x)(t,ω) is defined from formula (3.5), and Tregion is the time on which we analyse
the signal. Once we have this definition, it is easy to adjust any coefficient required to make sure the
Parseval theorem is verified for any signal. If we call u the unit of the analysed signal, the unit of the
PSD is u2/Hz.

If we want to have the PSD of a vector quantity such as the magnetic field, we have to add the
PSDs of its components. As shown on equation (3.2), the PSD should be seen as a representation of
the average energy carried by, for example, the magnetic field. As such, when we talk about the PSD
of the magnetic field, we mean:

PSD(BBB) = PSD(Bx)+PSD(By)+PSD(Bz) (3.7)

This is different from PSD(BBB) = PSD(|B|). An easy way to be convinced of the difference is to

think about PSD(
√

cos2(ωt)+ sin2(ωt)) = PSD(1) = 0 .versus. PSD(cos(ωt))+PSD(sin(ωt)) =
1/2+1/2.

Note: In Moissard et al. (2019) and in the next chapter, we used the notation W =M 2( f )
which, for example, allowed us to directly sum the different components: W (BBB) =
W (Bx)+W (By)+W (Bz).

3.3.2 Application 2: Power spectral density plots in the solar wind
Retrieving the average slope of the magnetic turbulence in the solar wind
Podesta et al. (2007) set out to establish a solid baseline for the exponent of turbulent cascades for
both the magnetic field and the velocity in the solar wind. Their study provides the perfect anchor to
test out the tools we developed. Here, we try to reproduce the magnetic energy spectra on figure 2 of
the aforementioned paper. To do so, we use the same dataset as the authors: 81 days of solar wind
data, from November the 15th at 00:00:00 in 2000 to February the 4th at 00:00:00. 81 days is a good
length to have solid statistics, as it represents three solar rotations of 27 days each. The data are from
the MFI (Magnetic Field Instrument) on-board the Wind spacecraft (Lepping et al. (1995)). They can
be accessed at https://cdaweb.gsfc.nasa.gov/. We chose the 3 s averages of magnetic field
data.

https://cdaweb.gsfc.nasa.gov/
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Figure 3.6: The superposed blue and red lines, in the thick black graph is a figure from
Podesta et al. (2007). The authors plotted the power spectral density (PSD) of the magnetic
field based on 81 days of solar wind data. The thin blue line is the PSD of the same data
obtained with the method explained above. The green lines are just a way to ensure the axes
are coherent between the two figures.

Figure 3.6 displays our result (thin blue line) plotted over a figure from Podesta et al. (2007)
(thick blue and red lines). We have adapted our axes so that they match the ones from Podesta
et al. (2007). You can see on the figure that this is the type of analysis which shows that the −5/3
Kolmogorov exponent (Kolmogorov (1941)) is also verified in the solar wind. While the slope and
shape of the spectrum correspond between the two plots, the amplitude differs slightly.

Retrieving the onset of the dissipation range
This next plot (figure 3.7) is another similar comparison between our method on an hour of data from
13:00 on January the 30th, 1995. We compare our plot against figure 1 in Leamon et al. (1998). In
this particular paper, the authors used yet another method to obtain the PSD: the correlation matrix
method of Blackman and Tukey (1958). This plot is interesting because it explores a different range
of frequencies. Indeed, it is right around the change of slope associated with the onset of dissipation.
In this plot, we see that the “knee” is located at a frequency νbf = 0.44 Hz which is above the
proton cyclotron frequency of νpc =

e<B>
2πmp

= 0.099 Hz, estimated from the average magnetic field
< B >= 6.5 nT in the analysed interval.

We can notice on figure 3.7 that the black line is much more noisy than the thin blue line (our
method). The use of the Morlet transform (our method) to obtain the power spectral density (PSD)
creates results that are much less noisy than other methods (see e.g Bruno and Carbone (2013)).
Indeed, with Morlet, every frequency is treated with the same amount of precision (or the same
number of points), whereas for other methods (e.g. the Fourier transform), higher frequencies are
analyzed on many more "periods" than lower frequencies, leading to more noise at high frequencies.
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Figure 3.7: The thick black line in the thick black graph is a figure from Leamon et al.
(1998). The authors plotted the power spectral density (PSD) of the magnetic field based on
one hour of solar wind data. The thin blue line is the PSD of the same data obtained with
our method.

Of course, one could note that this noise is realistic and that it may actually be useful to know the
amount of variation in the high frequency content during the analysed period of time. Quite often,
however, the Fourier spectra is simply smoothed to get rid of the noise.

Note: We can notice that in figure 3.6, and 3.7, the thin blue line representing the PSD
obtained through the method described above, lies either above or below the corresponding
PSD from the literature. This comes from the fact that, as mentioned at the beginning of
this chapter, different authors adopt different conventions.

3.4 Why just the magnetic field?
This chapter and the next are an example of a common focus in space physics: the most studied
fluctuations are magnetic fluctuations. There are two reasons for this: the first is that the magnetic
field is a central quantity in plasma physics, which makes the mean magnetic field BBB0 a natural
choice to frame the thinking. Once we define BBB0, it is natural to want to know more about the “rest”
of the magnetic field δBBB = BBB−BBB0. The second reason is technological: the resolution of magnetic
field measurements in space physics is much better than the resolution of particle measurements.
Indeed, satellites designed for space physics deduce the magnetic field from the measurement of the
current in three coils (e.g. Hospodarsky (2016)). The resolution of the signal is therefore essentially
limited by the electrical system. Particle measurements are more difficult: a sufficient number of
particles has to be collected by the instrument to compute satisfactorily their distribution function.
Since the particles can only enter the detectors in the direction they are propagating towards, the
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measurements can only be updated after the satellite has rotated a few numbers of time to scan
its environment (e.g. McComas et al. (1998)). These differences between the processes used to
measure the said quantities explain why on ACE, for example, the magnetic field data is given with a
resolution of 1 second, while the particle measurements are given with a resolution of 64 seconds.
As far as we understand it, there is no fundamental reason why magnetic fluctuations should have
more importance than other types of fluctuations such as velocity fluctuations. In theoretical works,
both types of fluctuations are generally studied on an equal footing. In experimental works such as
the one presented therein, pragmatical reasons make δBBB the favoured choice. Recent missions such
as MMS vastly improved the resolution of particle measurements and, even if this type of study was
always present, we should see more and more studies on the fluctuations of plasma quantities.



4. Spectral analysis of space data: Results

Note: This chapter can be read both as a guide and commentary to the article Moissard
et al. (2019), which can be found in the annex. It will provide a how-to guide to reproduce
the figures in the article, show some figures that were not included in the final manuscript
and discuss some questions not addressed in the published work.

Its structure does not fit the usual "Method", "Result", "Discussion" template, because the
method can only be correctly introduced as a step-by-step process based on the results
from the previous step. We will, however, follow the "Method", "Result", "Discussion" for
most steps of the process:

Section 4.1 analyses the fluctuations in a single, textbook-like sheath, as compared to the
preceding quiet solar wind and the following magnetic cloud.
Section 4.2 explains how to condense the previous results in order to apply them to a large
number of event and draw some general conclusions on the fluctuation content of sheaths.
Section 4.3 shows how to refine the previous analysis, and presents our final results on the
general characteristics of fluctuations in sheaths.
Section 4.4 starts from the previous results and explains how we can reorder them to search
for patterns that direct us towards a physical appreciation of the origin of the magnetic
field fluctuations in sheaths.
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4.1 What do the fluctuations in a textbook-like event look like?
We will study the December 14th 2006 event, when the satellite ACE encountered a Magnectic Cloud
(MC) preceded by a Sheath (Sh) that was formed between a magnetic cloud and the Solar Wind
(SW) (see figure 2.2 on page 41). The sheath itself modestly caused the Dst to briefly fall down
to -45 nT, which almost corresponds to a moderate geomagnetic storm (Dst < -50 nT, in the usual
classification of storms). The following magnetic cloud, which contained a long lasting southward
Bz, caused an intense storm, with the Dst reaching -162 nT. While in terms of Dst, the cloud was
much more geoeffective than the sheath, the difference is much less marked if we look at the K p and
AE indexes. The sheath caused the K p to make an excursion up to 7 (strong storm) and the AE to go
up to 2000 nT; while the cloud caused the K p to go up to 8 (severe storm) and the AE to also go up
to 2000 nT. The December 14th 2006 event is therefore a perfect example of a sheath which causes
significant geomagnetic disturbances in a different manner from the one of a geomagnetic cloud.

The measurement of the magnetic field for the full event – with a transition from solar wind
to sheath and then from sheath to magnetic cloud – is a signal containing a variety of frequencies
evolving with time. This is why in this section, we apply the Morlet spectral analysis introduced in
chapter 3 (both the full Morlet view and the PSD) to the fluctuations of the magnetic field, as defined
in section 4.1.1.

4.1.1 Definition of the fluctuations
In this work, we define the fluctuations of the magnetic field as the variation around a mean magnetic
field, defined as the magnetic field averaged on a sliding window (similarly to Tao et al. (2015)) of
TW = 15 min length. The duration of the window has been chosen to follow the slower variations of
the magnetic field while not filtering the faster ones.

In mathematical terms, this is written as follows:

〈Bx,y,z〉(t) =
1

TW

∫ t+TW /2

t−TW /2
Bx,y,z(τ)dτ

δBx,y,z(t) = Bx,y,z(t)−〈Bx,y,z〉(t)
(4.1)

A good indicator of the nature of the fluctuations is the difference between the spectrum of δBBB||
(the component of BBB which is aligned with the average magnetic field BBB0 =< BBB >) and the spectrum
of δBBB⊥ (the components that are perpendicular to BBB0).

In order to define these two quantities we need a local orthonormal frame. We use the frame
described in the following equations:

bbb0 =
BBB0

|BBB0|

bbb1 =
eee j×BBB0

|eee j×BBB0|

bbb2 =
BBB0× (eee j×BBB0)

|BBB0× (eee j×BBB0)|

(4.2)

In equations (4.2), a natural choice for eee j could be eeex. However, there is a risk that BBB0 also
happens to be along the eeex direction. This would mean that |eee j×BBB0| could potentially tend towards
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0, which would result in a flawed definition of bbb0, bbb1, and bbb2. Building a frame from the knowledge
of one vector is a well-known but still debated subject in applied mathematics (e.g. Duff et al.
(2017)). In order to avoid this type of problem, we adopt the simple solution that follows: we select
eee j for every region we want to analyse; eee j is automatically chosen as either eeex, eeey or eeez in order to
maximise the quantity ‖eee j×BBB0‖.

This co-moving frame, represented on figure 4.1, allows us to define the parallel and perpendicu-
lar fluctuations by simple projections of δBBB on its axes:

δB|| = (BBB−BBB0) ·bbb0

δB⊥1 = (BBB−BBB0) ·bbb1

δB⊥2 = (BBB−BBB0) ·bbb2

(4.3)

Figure 4.1: A unit vector e j (in green) is chosen from [ex, ey, ez] to maximise the angle
between eee j and the average magnetic field BBB0. An orthogonal frame ( [bbb0, bbb1, bbb2] in red) is
created from BBB0 and eee j for each point in time. This frame is used to compute δB|| and δB⊥

4.1.2 Morlet wavelets
The Morlet transform is applied separately to δB||, δB⊥1, and δB⊥2, and respectively noted W (δB||),
W (δB⊥1) and W (δB⊥2). We then define W|| =W (δB||), and W⊥ =W (δB⊥1) + W (δB⊥2) as well
as W = W||+W⊥, which represents the total energy per unit volume and unit frequency of the
fluctuations of BBB.

Figure 4.2 represents the temporal evolution of W for the “14-12-2006” event: the horizontal
axis represents the time, the vertical axis represents the frequency, and the colours represent the
intensity W of the fluctuations, (in nT 2.Hz−1).
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Figure 4.2: Morlet wavelets of the 14-12-2006 event. The vertical axis represents the
frequency of waves. The horizontal axis represents the time. The colour palette represents
the amount of energy per unit volume and per unit frequency of the magnetic field: blue
and green represent “low” energy content, while yellow and shades of red represent “high”
energy content. The figure is divided in three regions by vertical purple bars: from left to
right, these regions respectively correspond to the solar wind, the sheath, and the magnetic
cloud. Towards the top of the figure, the red line represents the gyrofrequency of protons
fc = ωc/2π based on the value of BBB0.

If we focus on the left side of the figure, in the “solar wind” part, we observe that the lower part
of the figure contains a lot more red than the upper part. This means that the magnetic field has more
energy at low frequencies than at high frequencies, which is consistent with figures 3.6 and 3.7 as
well as, of course, with the entirety of the literature on solar wind turbulence.
The same observation can be made in the sheath region. There, however, W is much higher than in
the solar wind. This is expected, as the sheath is known to be a turbulent region.
In the magnetic cloud, the turbulence levels seem to resemble the solar wind’s levels, or a bit less.

In the magnetic cloud, we can see a horizontal green band of waves around 10−1Hz. This is due
to the satellite spin: ACE completes a rotation on itself every 12.8 seconds (Stone et al. (1998)).
In general, we can see that the fluctuation spectra does not contain much power in the lowest fre-
quencies, below 10−3Hz. This is because we averaged out the low frequencies through equation (4.1).
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These two last remarks create two natural limits for the frequencies:
• A maximal limit to exclude the spin of the satellite fmax = 5 ·10−2 Hz < fspin.
• And a lower limit which comes from the definition of the mean field B0: fmin = 2/(15 min.) =

3 ·10−3 Hz > 2/TW . As we have seen in chapter 3, below 1/TW , the spectra starts showing
properties that are more linked to the mathematical definition of the mean magnetic field than
they are to the actual spectral content of the physical magnetic field. Choosing fmin = 2/TW is
a way to make sure the results focus on the physics we want to study.

These two limits will be seen as blue vertical bars in figure 4.3. Any following calculations made
from the result of the Morlet transform W will exclude the data outside of these frequency limits.

4.1.3 Power Spectrum Density
Those limits also correspond to what is usually called the ULF (Ultra Low Frequency) bandwidth,
which is relevant to interplanetary shocks (Kajdič et al. (2012)), to the study of sheaths (Kilpua
et al. (2013)) and to the interaction of the solar wind with the terrestrial magnetosphere (Kepko et al.
(2002); Osmane et al. (2015); Alimaganbetov and Streltsov (2018)).

We can then obtain figure 4.3 by integrating W (t,ω) over the time Tregion in each different
region (solar wind, sheath, magnetic cloud), excluding the immediate surroundings of the shock and
the leading edge. The result of this integration, as explained in section 3.3, represents the Power
Spectrum Density (PSD) of the magnetic fluctuations and their components. We can separate the
parallel fluctuations PSD|| (in green in figure 4.3) from the perpendicular fluctuations PSD⊥ (in grey)
by making separate integration of W|| and W⊥. Their sum, W = W||+W⊥, is displayed in blue.

PSD⊥,||(ω) =
1

Tregion

∫
Tregion

W⊥,||(t,ω)dt (4.4)

In figure 4.3, we can see two clear trends. The first was already clear on figure 4.2: the fluctua-
tions have much more power in the sheath than in the other regions investigated. We can also note
that the fluctuations power in the solar wind preceding the sheath and in the following magnetic
cloud have a similar order of magnitude, with a bit less power in the cloud than in the solar wind.
Secondly, the gap between the green and the grey dotted lines is smaller in the middle panel than in
the first one which suggests more isotropic (or compressible) fluctuations in the sheath. On the other
hand the gap is very large in the right panel, the parallel power (green) being so low that the total
power is almost equal to the perpendicular power: the fluctuations in the magnetic cloud are very
anisotropic; or almost incompressible.

Summary
On these spectra, we observe two clear characteristics of sheaths: the power of the fluctuations is
higher in the sheath than in the rest of the event (the blue line representing the total power in the
magnetic fluctuations is higher in the sheath), and the fluctuations are more isotropic in the sheath
than in the rest of the event, particularly more than in the magnetic cloud where the fluctuations are
very anisotropic.
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Figure 4.3: Spectrum of the fluctuations of the magnetic field (or power spectrum density)
on each region of the “14-12-2006” event. The vertical axis represents the energy per unit
volume and per unit frequency, and the horizontal axis represents the frequency. In blue
is the total energy PSD, in grey the energy of the fluctuations perpendicular to the mean
magnetic field PSD⊥, and in green is the energy of the fluctuations parallel to the mean
magnetic field PSD||. The cyan vertical bars mark the frequency limits inside of which the
analysis was performed.

4.2 Power and Anisotropy in a list of events (raw)

4.2.1 Method: Condensing the results

Morlet wavelets are a fantastic tool to build intuition and precise understanding on the inner workings
of events. Their main advantage – namely the quantity of information packed in a wavelet plot
– is also their main inconvenience. Too much information can make the recognition of a pattern
very difficult. Indeed, if we are to check whether or not the characteristics we just discovered in
a textbook-like sheath and its surroundings are a particularity of this event or could be found as a
general pattern of sheaths; we need a way to compare the results obtained for the December 14th

2006 event with those obtained for many other sheaths.

We condense the results obtained in section 4.1 by defining six numbers: PSW , PSh, PMC and ASW ,
ASh, AMC. The first three numbers – PSW , PSh, and PMC – represent the average power in the ULF
fluctuations during the three different intervals: solar wind, sheath, magnetic cloud. ASW , ASh, AMC

represent the anisotropy of the fluctuations in these same three intervals.

This can be done quite simply by using the following integrals over the time intervals (Tregion)
spanning the different regions; as well as over the frequency. The subscript region represents either
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the solar wind SW , the sheath Sh or the magnetic cloud MC:

Pregion (⊥,||) =
1

Tregion

∫
Tregion

∫ fmax

fmin

W(⊥,||)(t, f )d f dt (4.5)

The anisotropy A compares the perpendicular power to the parallel power:

Aregion =
Pregion⊥

2 ·Pregion||
(4.6)

The factor 2 at the denominator allows A = 1 to represent the isotropic case, and A > 1 to represent
stronger perpendicular fluctuations than parallel fluctuations (degree of anisotropy).

For the “14-12-2006” event, these numbers are given in Table 4.1.

PSW PSh PMC
1.2 10.0 0.55 (nT2)

ASW ASh AMC
3 2 11

Table 4.1: Power and anisotropy of the different regions of the “14-12-2006” event

The values of PSW , PSh, PMC and ASW , ASh, AMC, given in table 4.1 are a concise and quantitative
way of representing the properties of the fluctuations in the “14-12-2006” event. The conclusions
correspond to those given at the end of subsection 4.1.3: compared to the solar wind, there is
an augmentation of the power in the sheath (PSh > PSW ) as well as a decrease of the anisotropy
(ASh < ASW ). In the magnetic cloud, the fluctuations have an opposite behaviour to the fluctuations
in the sheath: the power drops (PMC < PSh) and the anisotropy increases (AMC > ASh,ASW ).

This same method can be applied to obtain PSW , PSh, PMC and ASW , ASh, AMC for any event of
the form: solar wind interval, sheath, magnetic cloud. A list of such events, relatively well isolated
from other events (such as a stream interaction region, an interplanetary coronal mass ejection or
some unidentified disturbances in the solar wind) is given in Masías-Meza et al. (2016).

4.2.2 Temporary result: Power and Anisotropy in 42 sheaths
PSW , PSh, PMC and ASW , ASh, AMC are computed for each event of Masías-Meza et al. (2016)’s list
containing 42 sheaths1.

In figure 4.4 we plot PSW (blue squares), PSh (red diamonds), PMC (yellow circles) and in figure
4.5, we plot ASW (blue squares), ASh (red diamonds), AMC (yellow circles).

In figures 4.4 and 4.5 we can see that the trends noticed in figure 4.3 and table 4.1 are followed
by the majority of events in Masías-Meza et al. (2016)’s list: fluctuations in sheaths (red diamonds)
have more power and are more isotropic than fluctuations in the quiet solar wind intervals (blue

1Remark: Masías-Meza et al. (2016) contains 44 sheaths, but for two of them, the magnetic data is missing
on the ACE mission.
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Figure 4.4: Every event is labelled by a number from 1 to 42 represented on the horizontal
axis. The vertical axis is the value of the Power P, which is the average quantity of energy
per unit volume for a region of the event. The values of P vary between 0.01 and 100 nT2.
The power of the fluctuations PSW in the solar wind preceding the sheath is represented in
blue, PSh in the sheath in red and PMC in the magnetic cloud in yellow.

squares) preceding them. The fluctuations in the solar wind intervals, in turn, are more isotropic than
those in magnetic clouds (yellow circles), and contain similar power. It can appear quite surprising
that the fluctuations in magnetic clouds are almost as strong, in general, as the fluctuations in the
quiet intervals of solar wind. We believe, however, that the initial intuition that magnetic clouds
host only weak magnetic fluctuations comes from the fact that the eye tends to naturally compare
the level of fluctuations to the mean value of the field. In other term, we are accustomed to think in
terms of relative rather than absolute amplitude of the fluctuations. The values of PSW , PSh, PMC and
ASW , ASh, AMC vary widely from one event to the other. While as a whole they seem to follow clear
trends, every single event is quite unique.

PSW PSh PMC
0.95±0.79 7.9±10.4 0.91±1.1 (nT2)

ASW ASh AMC
6±3 4±3 14±12

Table 4.2: Average power and anisotropy of the magnetic field fluctuations with their
standard deviation in the different parts of the 42 events in nT2.
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Figure 4.5: Every event is labelled by a number from 1 to 42 represented on the horizontal
axis. The vertical axis is the value of A, the anisotropy of the fluctuations of the magnetic
field. In blue we represent A in the solar wind preceding the sheath, in red we represent the
value of A in the sheath and in yellow we represent A in the magnetic cloud.

Table 4.2 summarises the results displayed on figures 4.4 and 4.5. On average, the power of
the fluctuations in the solar wind intervals are of 0.95 nT2, which is almost equal to the power of
the fluctuations in the magnetic clouds, of PMC = 0.91 nT2. The power in the sheaths is almost an
order of magnitude higher, with PSh = 7.9 nT2. The anisotropy is quite high in the magnetic clouds
(AMC = 14), and it is slightly lower in the sheaths than it is the solar wind intervals, with ASh = 4,
and ASW = 6. This makes sheaths the most compressible type of interval in our study.
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4.3 Power and Anisotropy in a list of events (refined)
4.3.1 Discussion: On the complexity of sheaths

Going back to figure 4.2 on page 63, one can see that at the shock, slightly before 14:21, every
frequency presents a heightened W . The same thing can be seen around 5:38 when a small structure
is encountered in the magnetic cloud.

Before going any further, we want to make sure that our results do not present artefacts from
contingent physics. In the solar wind, and particularly around and inside sheaths regions, one can
find many “events within the event”, i.e. short regions which are present, but could as well not have
been. There are two distinct reasons why these types of “events within the event”, can be considered
as “outliers” and are not welcome in an early analysis like ours.

The first reason is mathematical, and it is that a good part of these “outliers” involve quite sharp
modifications of the magnetic field for which our analysis tools are misadapted. Indeed, as the field
varies sharply and durably, the average magnetic field, as defined by equation (4.1), cannot follow
its variations quickly enough, and mathematically, most of the field becomes then described as a
fluctuation, which is nonphysical. Since the average magnetic field is mathematically ill-defined, the
projections on it and the subsequent definitions of parallel and perpendicular fluctuations also do
not make any sense. Moreover, Morlet wavelets see this kind of sharp and durable transition at all
frequencies, and the spikes in power it produces are enormous, which completely skews the results
for entire regions. We shall call these the “type I outliers”. The shock, of course, is not contingent to
the physics of the sheath; it has, however, to be removed from the analysis for the aforementioned
reason, and is therefore included in the “type I outliers”.

The second reason is that these “events within the event” can sometimes not really be repre-
sentative of the regions in which they can be found, and their inclusion would blur the research of
patterns in the sheaths and their surrounding regions. It is our intuition that they can have two types
of origins: 1) They are not caused by the main structure of the event (e.g. by the dissipation of energy
after the shock, or by the piling up of the solar wind), but are solitary waves or structures created
outside of the magnetic cloud / sheath, and travelling through them, in which case we qualify them
as contingent, rather than essential to the physics we are trying to uncover. 2) They are a result of
the proximity of a frontier (shock or leading edge of the magnetic cloud); for example, the shock
can reflect particles or generate upstream waves that propagate and heavily perturb the solar wind in
close proximity to the sheath. Data containing these are also excluded from the analysis because they
are not representative of the quiet solar wind, or magnetic cloud, with which the sheath interacts.
Another point of view would be that these “events within the event” still do exist and are still very
much part of the events. We fully acknowledge this, but prefer to leave it until more research is done
on sheaths, and more data (e.g. lists of isolated sheaths) are available. We shall call these the “type II
outliers”.

4.3.2 Method: Definition of relevant zones
The way we decided to deal with these “outliers” is to use manually select zones on which we perform
the analysis. This is as close as we can to follow the usual methods of solar wind studies. Indeed,
in turbulence studies in the solar wind, it is usual to only do analyses on relatively homogeneous
stretches of data. This is harder to do for data in and around sheaths. As we said previously, “events
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within the event” can come, broadly speaking, in two types of flavor. One (type I outliers) is a sharp
change in the field, for which our tools are not adapted. We mostly avoid those when choosing the
zones. Sometimes, we realised a posteriori that a zone contained a type I outlier and discarded it
in the final analysis. The other type (type II outliers) are the stretches of data with a particularity
that makes us suspect they found their origin outside of the region under study and are not really
representative of the latter. These can be, for example, a small flux rope-like region in a sheath, or a
very turbulent region in the solar wind. We analysed most of these stretches of data in their own
particular zone, to deepen and test our understanding, but decided to discard them in final analysis.

Figure 4.6: Zones selection in the “14-12-2006” event. The sheath is delimited by the two
purple vertical bars. From top to bottom we see the magnetic field amplitude, and its x, y, z
components. Different zones are shown as coloured spans. The positions of type I outliers
have been marked out by purple rectangles, and the type II outliers have been circled in red.

Figure 4.6 shows the process of zones selection on the 14th December 2006 event. Starting on
the left side of the figure, in the solar wind interval preceding the sheath, we placed three zones: blue,
yellow and purple spans. After the purple span, there is a type II outlier: a zone in the solar wind
that contains a lot of fluctuations. It is probably due to its proximity to the shock wave. Because we
want to know what the fluctuations in the solar wind look like before their interaction with the shock,
we do not analyse the data on this stretch. Continuing from left to right, we encounter the shock,
which is considered as a type I outlier: both our definition of fluctuations and the Morlet transform
are not adapted to this kind of sharp change in the data. Then, there are a red, blue and yellow spans,
which are analysed. The next purple zone contains a type I outlier and is discarded. There is then an
area without any zone because it contains a few sharp changes in a row (type I outliers). The next
blue span, when we enter the magnetic cloud is a type II outlier: it contains more fluctuations that
the rest of the cloud, which is probably due to its proximity to the sheath. Since we placed a zone
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on it, we know the results, which are, for this zone called MC1: PMC1 = 1.4 nT2, and AMC1 = 10;
whereas in the rest of the magnetic cloud, we have PMC = 0.1 nT2 and AMC = 85. This shows that
this small stretch of data at the beginning of the cloud has characteristics between those of the sheath
and those of the rest of the cloud. Slightly before 5:38, we see the type I outlier that caused the spike
on the global wavelets analysis of figure 4.2, page 63. After this, there is a last purple span, which is
analysed.

Once the “zones” are chosen, the Morlet analysis is applied on these separately. The results are
then averaged to give the numbers PSW and ASW . The average is weighted proportionally to the time
duration of the zones.

This “zone selection method” changes the previous results for the December 14th 2006 event
displayed in table 4.1 (page 66), to the results of table 4.3. These adjustments make the difference of
power and anisotropy from one region to the next (solar wind, sheath, magnetic cloud) even clearer
than it was in table 4.1: for example, the sheath has over ten times more power than the solar wind,
and is much more isotropic that the magnetic cloud.

PSW PSh PMC
0.7 11 0.1 (nT2)

ASW ASh AMC
5 2 85

Table 4.3: Power and anisotropy of the different regions of the “14-12-2006” event, with
the “zone selection method”.
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4.3.3 Definitive results: Anisotropy and power in sheaths
Using the “zone selection method” on every single event of the list gives the definitive results that
were published in Moissard et al. (2019). They are reproduced here on the bottom panels of figure
4.7 (Power) and figure 4.8 (Anisotropy). The top panels of figures 4.7 and 4.8 display the “raw”
results without the “zone selection method”: i.e. these are figures 4.4 and 4.5, reproduced here for
comparison.

Figure 4.7: Top: analysis without zones selection. Bottom: analysis with zone selection
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Figure 4.8: Top: analysis without zones selection. Bottom: analysis with zone selection

While the trends from the previous section 4.2 are conserved, the separation between the values
obtained for the solar wind intervals, sheaths, and magnetic clouds, is much clearer in the bottom
panels of figures 4.7 and 4.8. These “refined” results are summarised in table 4.4.
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PSW PSh PMC
0.8±1.0 9.3±10.8 1.0±1.8 (nT2)
ASW ASh AMC
10±6 5±3 36±23
CSW CSh CMC
0.07±0.04 0.15±0.08 0.02±0.01

Table 4.4: Average power, anisotropy and compressibility of the magnetic field fluctuations
and their standard deviation in the different parts of the 42 events; with the “zone selection
method”.

Table 4.4 shows the power and anisotropy (compressibility) of fluctuations in sheaths, and allows
to compare them to their values in the preceding stretches of solar wind and following magnetic
clouds:
While in the solar wind the power of the fluctuations is relatively low (PSW ∼ 0.8 nT2), it gains an
order of magnitude in the sheaths, with PSh ∼ 9.3 nT2. The variability from sheath to sheath is large,
with σPSh ∼ 10.8 nT2. The power in the magnetic cloud is very similar to the power in the solar
wind, with PMC ∼ 1.0 nT2 (and PSW ∼ 0.8 nT2).
The compressibility of sheaths is about twice what it is in the solar wind, with CSh ∼ 0.15 (corre-
sponding to ASh ∼ 5) and CSW ∼ 0.07 (corresponding to ASW ∼ 10). In the magnetic clouds, the
compressibility is very low, with CMC ∼ 0.02 (coresponding to a large anisotropy of AMC ∼ 36).

To our knowledge, these results are new in three ways: they give a statistical, quantitative
estimation of the power and anisotropy of magnetic fluctuations in sheaths; they show that the power
of the fluctuations in the solar wind and magnetic clouds are very similar, contrary to intuition; and
they show that fluctuations in sheaths are much more compressible than in other environments.

Note: The equivalence made in this chapter between anisotropy and incompressibility
is specific to the solar wind, and comes down to the fact that most of the fluctuations’
power is contained in the perpendicular fluctuations. Usually, compressibility is defined
as C = P||/P. The anisotropy is defined as A = P⊥/(2P||). If we allow ourselves to write
P = P⊥, then C = P||/P⊥ = 2/A. Defining the incompressibiliy as the inverse of the
compressibility, we see that, in the solar wind, where indeed P' P⊥, the incompressibility
is directly proportional to the anisotropy as defined above.
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4.3.4 Unpublished result: Studying the spectra’s slopes
It has been reported in the literature that slow streams and fast streams do not have the same spectra
slopes (e.g. Marsch (1991), Bruno et al. (2014)). However, to our knowledge, such an analysis has
never been pursued specifically on sheaths.

We performed the same analysis as presented in the rest of this chapter on the slopes of the
spectra: the results are given in figure 4.9, and table 4.5. On figure 4.9, the slopes tend to fall on each
side of the expected Kolmogorov slope of -1.66. One could be tempted to conclude that the slopes
are in general steeper in the sheaths than in the magnetic clouds, where they are in turn steeper that
in the solar wind intervals. However, the large uncertainties and the fact that the three averages for
solar wind intervals, sheaths and magnetic clouds fall slightly short of -1.66 (see table 4.5) made us
wary of publishing these results before pushing the analysis further.

Figure 4.9: The vertical axis is the value of the slope of the fluctuation spectrum in the
solar wind intervals (blue), sheaths (red) and magnetic clouds (yellow).

SlopeSW SlopeSh SlopeMC
−1.49±0.23 −1.64±0.13 −1.56±0.1

Table 4.5: Average slopes of the spectrum of the magnetic field fluctuations and their
standard deviation in the different parts of the 42 events; with the “zone selection method”.
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4.4 Parameters influencing the magnetic fluctuations
The first part of this work showed that sheaths contain a lot of turbulent magnetic energy, and that
the fluctuations of the magnetic field are relatively isotropic, or compressible. Now the question is:
what are the parameters that influence these two characteristics? In other words, if we were to define
a “good” sheath as a sheath with high power and low anisotropy, what would be the ingredients that
make a “good” sheath?

To answer this question, we use the same data that were used to generate figures 4.7 and 4.8 and
try and order them by another parameter. Indeed, in those figures, the order of the data points was
quite arbitrarily chosen to be the order of apparition of the event in Masías-Meza et al. (2016)’s list,
i.e. chronological. We can also order these data points with some more physical quantities such as
the Mach number of the shock, the angle between the interplanetary magnetic field in the solar wind
and the shock’s normal, etc.

A summary of the approach used in this section is this:

The power and anisotropy, as defined in section 4.2 and further refined with the method outlined
in section 4.3 are seen as an output. We define some physically relevant parameters that we expect
to have an influence on this output. These parameters are then seen as an input. We try to answer
the question: which input parameters indeed have a visible impact on the output, and what kind of
impact is it?

4.4.1 Computing the input parameters
The input parameters we focus on are some sort of macroscopic characteristics of the sheath. As
a general concept, it is easy to form a vague idea of what "the velocity of a sheath" is, or "the
amount of fluctuations in the preceding solar wind". Giving numbers corresponding to these ideas
can be done in a lot of different ways. We chose to use the tried and true method described at
https://ipshocks.fi/documentation, and adapted it to our particular needs.

As an example, let us give a definition for the Alfven Mach number of the sheath. The theoretical
expression for this quantity is MA =

|VVV up·n̂nn−Vshock|
VAup

, so we need a definition of VVV up, the velocity of the
solar wind upstream of the shock, of the shock’s normal n̂nn and of the shock’s speed Vshock.

Following the https://ipshocks.fi/documentation’s method, we define VVV up as the aver-
age bulk velocity of the plasma in a 15 min-long interval starting 30 min, and ending 15 min, ahead
of the shock. The 15 min interval just upstream of the shock is ignored because the plasma in there
is likely to have "seen" the shock due to fast particles moving upstream, fast waves (e.g. whistler
waves) travelling upstream, or intricate phenomena such as shock reformation (e.g. Lembège and
Savoini (2002); Lembège et al. (2009)).

The normal of the shock n̂nn is a particularly tricky one to define when the only available measure-
ments come from a single satellite. The following definition makes use of the equations of MHD
(conservation of the transverse electric field VVV ×BBB and of BBB · n̂nn) to define n̂nn:

n̂nn =
(BBBdown−BBBup)× ((BBBdown−BBBup)× (VVV down−VVV up))

|(BBBdown−BBBup)× ((BBBdown−BBBup)× (VVV down−VVV up))|
(4.7)

https://ipshocks.fi/documentation
https://ipshocks.fi/documentation
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If we imagine, for example, that the term (VVV down−VVV up) is parallel to êeexxx (shock propagating
radially, anti-sunward), we can readily see that the previous formula gives us n̂nn||êeexxx.

Defining the shock speed Vshock also makes use of MHD theory. Indeed Vshock is the velocity of
the frame in which the equation of mass conservation (Ndown(VVV down−VVV shock) = Nup(VVV up−VVV shock))
is verified:

Vshock =

∣∣∣∣NdownVVV down−NupVVV up

Ndown−Nup
· n̂nn
∣∣∣∣ (4.8)

In this equation, some parameters correspond to the downstream of the shock (down subscript),
which are defined as the average of a quantity in a 15 min-long interval starting 15 min after the
shock. Their definition mirrors the definition of the upstream (up subscript), which are defined as the
average of a quantity in a 15 min-long interval starting 30 min before the shock.
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4.4.2 Testing outputs against one input parameter

Figure 4.10: For every event, a red dot is placed on the diagram shown above with, on
the vertical axis the power or the anisotropy in the sheath (output parameter) and on the
horizontal axis the amplitude of the magnetic field at the leading edge (LE) of the magnetic
cloud (input parameter)

In figure 4.10, a red dot is placed for every sheath in Masías-Meza et al. (2016)’s list. The
y-axis corresponds to the power or the anisotropy in the sheath (output parameter) and the x-axis
corresponds to the amplitude of the magnetic field at the leading edge (LE) of the magnetic cloud
(input parameter). Figure 4.10 is exactly the same as figures 4.7 and figures 4.8 where we have
kept only the red dots (sheaths), and ordered these in terms of the amplitude of the magnetic field
in the beginning of the magnetic cloud. This particular figure, like many others that are not shown
in this thesis, do not elicit much in terms of conclusions: it is hard to see any clear pattern. This is
interesting in itself, as it tells us that the magnetic field’s amplitude in the magnetic cloud does not
seem to have any clear influence on the fluctuation content of the sheath preceding it.

The most interesting results, reproduced from Moissard et al. (2019) are figure 4.11 displaying
the impact of the magnetic cloud’s velocity VLE on the sheaths’ fluctuations; figure 4.12 which
displays the role of the fluctuations already present in the solar wind (characterised by PSW and ASW );
and figures 4.13, 4.14 and 4.15 which study the role played by the shock’s parameters (Alfvén Mach
number MA, upstream plasma beta βup, and shock angle θBn).
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The velocity of the magnetic cloud

Figure 4.11: y-axis: Power or Anisotropy in the sheath. x-axis: amplitude of the velocity at
the leading edge (LE) of the magnetic cloud

Figure 4.11 shows the dependency of the sheath fluctuations on the velocity VLE of the beginning of
the magnetic cloud (LE stands for leading edge). We can see a relatively clear pattern: as the velocity
increases, PSh tends to increase, while ASh seems to be limited to smaller and smaller values. On the
upper panel, we superimposed a linear fit on the scattered red dots: a coefficient of determination of
R2 = 0.54 corresponds to a correlation coefficient of R = 0.73 which is generally considered as a
sign of a moderately high correlation (e.g. Mukaka (2012)). It is not surprising that R2 is not higher,
since we do not expect the velocity of the magnetic cloud do be the only important parameter for the
fluctuations in the sheath.

The fluctuations in the upstream solar wind interval
Next, in figure 4.12 we compare the fluctuations in the sheaths with the fluctuations in the solar wind
that precedes them. We do not find any correlation between the anisotropy in the sheath ASh and the
fluctuations in the solar wind: indeed on panel a) and c) on the left side of the figure, we can see that
both PSW and ASW can correspond to any value of the ASh. Panel b) (top right) shows that high values
of PSh are not reached when ASW is high but only for a hardly significant number of cases, whereas
values of PSh span the whole range when ASW is low: there is no visible correlation between PSh and
ASW . The power of the fluctuations in the solar wind PSW , however, seems to moderately correlate
with the power of the fluctuations in the sheath PSh. Indeed, in panel d), a linear fit indicates a link
between PSh and PSW , while also making clear that PSW is not the only factor at play (Coefficient of
determination R2 = 0.42, or R = 0.65). This may indicate that the power of the fluctuations in the
solar wind has an effect on the fluctuations in the sheath. However, it could also be that sheaths that
are highly turbulent are also likely to emit strong upstream waves or reflect a quantity of particles
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Figure 4.12: y-axis: Power or Anisotropy in the sheath. x-axis: Power or Anisotropy in the
preceding solar wind

far upstream; in other words, PSW and PSh could have a common origin. In any case, in the events
studied in this analysis, highly turbulent sheaths are likely to be preceded by highly turbulent solar
wind intervals.

The parameters of the shock
We now concentrate on the effect of the shock’s parameters on the sheath’s fluctuations. Indeed, the
shock is a priori one of the main factors in the downstream structure of the sheath (Kataoka et al.
(2005)). Figures 4.13, 4.14 and 4.15 show the sheath’s anisotropy and power as functions of the
shock’s main parameters MA, βup and θBn.

On the top panel of figure 4.13 we observe that for low values of the Alfvén Mach number
(MA < 4 or so) ASh can take on any value. The values of ASh seem to be more constrained at higher
values of MA. On the bottom panel, we see that for MA < 4 or so, most PSh do not reach higher
values than 10 nT2. At higher values of MA, the power tends to be high, and the anisotropy tends
to be low. These two patterns are similar to the ones observed in figure 4.11 where we compared
the fluctuations in the sheaths with the velocity of the magnetic cloud. This is not surprising: the
velocity of the cloud and the Mach number of the shock should be intimately linked and can both
serve as a proxy for the energy to be dissipated by the shock. We can see, though, that the regression
coefficient of the linear fit on the bottom panel is - surprisingly - quite low, indicating that the shock’s
Mach number is a poorer predictor of the power of the fluctuations in the sheath than the velocity of
the magnetic cloud. Rather, it seems that the value MA ∼ 4 serves as a threshold for the state of the
fluctuations downstream of the shock.

On figure 4.14, one can see that values of βup > 1.1 or so are associated with a smaller range of
values for both ASh and PSh, whereas almost any type of fluctuations can be found at βup < 1.1. A
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Figure 4.13: y-axis: Power or Anisotropy in the sheath. x-axis: Alfvén Mach number of the
shock

Figure 4.14: y-axis: Power or Anisotropy in the sheath. x-axis: Plasma beta in the
preceding solar wind

possible interpretation is that high βup events are dominated by the physics of thermal agitation. A
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large thermal agitation, if not constrained by a strong magnetic field, would lead to a low anisotropy.
It would also lead to a small amount of fluctuations because there is not much magnetic field to
compress. A low βup would mean that the physics is dominated by a strong magnetic field, potentially
leading to a high anisotropy, and fuelling the fluctuations.

Figure 4.15: y-axis: Power or Anisotropy in the sheath. x-axis: Angle between the
interplanetary magnetic field and the shock’s normal

Similarly, we can see on figure 4.15 that the ranges of values accessible to ASh and PSh seem to be
constrained by θBn. For θBn < 45◦ (indicative of quasi-parallel shocks) the trend shows that ASh < 7
and PSh < 15 nT2. The fact that quasi-parallel shocks show a relatively low level of turbulence in
the sheath is rather surprising as we generally expect the opposite behaviour (Treumann (2009)).
A tentative explanation of this peculiar behaviour is that the low compression (characteristic of
quasi-parallel shocks) by the shock of the fluctuations contained in the upstream solar wind could
lead to only on low level of fluctuations inside the sheath. For small angles, there is only a limited
number of events, so these conclusions should be taken with some reserve until the effect of the
angle has been studied with more cases. For higher values of θBn (indicative of quasi-perpendicular
shocks), ASh and PSh explore the whole range of values.

4.4.3 Unpublished results: multiple input parameters

Figures 4.11 or 4.12, for example, gave us imperfect correlations between sheaths’ fluctuations and
single input parameters. It is then clear that the output parameters do not solely depend on a single
input parameter. It is tempting then, to try and find a combination of input parameters that would,
once woven into a formula, provide us with a good prediction for the output parameters.

An approach to find such a function is the multiple linear regression. We assume that the output
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parameter depends on a set of input parameters through a formula of the type:

output = a× inputαa +b× inputβb + c× inputγc... (4.9)

Then we run this function through a multiple linear regression algorithm that gives us the
parameters a, α , b, β , c, and γ together with a margin of certainty. This approach is used in an array
of different circumstances, as for example the study of the impact of gender and age on salary (e.g.
Billard (2017)).

It is more common, in physics, to use an expression based on multiples rather that sums of the
input parameters:

output =Cinputαa inputβb inputγc... (4.10)

C is a constant of proportionality. Using a logarithm on both sides of (4.10) gets us back to an ex-
pression of the form (4.9), which is the one most multiple linear regression algorithms are built to use.

When testing outputs against single input parameters (subsection 4.4.2), it appeared that the
most important parameters to predict the behaviour of the fluctuations in the sheath seemed to be
the power of the fluctuations in the solar wind PSW the velocity of the leading edge of the magnetic
cloud VLE , the plasma Beta upstream of the shock βup and the angle between the magnetic field
upstream of the shock and the normal to the shock θBn. The Alfvén Mach number and the velocity
of the magnetic cloud are clearly dependent on each other, so we do not use MA here. It thus seemed
natural to hope to find a formula of the form:

Power =C×Pα
SWV β

LEβ
γ
upθ

δ
Bn (4.11)

This is what we fed a multiple linear regression tool (we used the Python module ‘statsmodels’),
using the logarithm method outlined above.

Figure 4.16 represents the power or the anisotropy in the sheath against the best fit based on
equation (4.10). On the top panel, we can see for example that the best fit results in a squared
correlation coefficient of R2 = 0.65. This corresponds to a correlation coefficient of R = 0.81, which
is just enough to be considered significant. It is also better than our best correlation with a single
parameter: R2 = 0.54 between PSh and VLE on figure 4.11. The best fit found by the multiple linear
regression method is:

PSh 'C×P0.34
SW V 3.1

LE β
−0.086
up θ

−0.34
Bn (4.12)

This equation is interesting because it seems to tell us that the power in the solar wind PSW and
the angle between the normal of the shock and the magnetic field in the solar wind θBn have an
approximately equal importance on the value of PSh. It also tells us that the most important parameter
is the velocity of the magnetic cloud’s leading edge. These are also the conclusions of Moissard
et al. (2019). The role of the βup, however, is completely masked by this approach. This makes
sense, when looking at PSh versus βup (see figure 9 in Moissard et al. (2019)), we did not find any
correlations. We did find, however, that for βup > 1.1, the power tended to drop drastically. This
kind of threshold-based behaviour cannot be well represented by a linear fit.
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Figure 4.16: For every event, a red dot is placed on the diagram shown above with, on
the vertical axis the power or the anisotropy in the sheath (output parameter) and on the
horizontal axis the best fit based on equation (4.10).

The bottom panel of figure 4.16 shows a very poor correlation between ASh and its best fit based
on equation (4.10). Because early results were underwhelming, we decided to move on. With more
work, however, this approach might still prove to be fruitful.

4.5 Summary and conclusions
Analysing a single textbook-like event, we found that the fluctuations in the sheath were more
powerful and isotropic than in the preceding solar wind interval and the following magnetic cloud
(section 4.1).

In section 4.2, we then presented a simple process to condense the results of an analysis on
a single sheath, which allowed us to perform the same analysis on a list of 42 relatively isolated
sheaths (Masías-Meza et al. (2016)). We found that the fluctuation power in the sheaths (7.9±10.4)
was almost ten times higher than in the solar wind (0.95±0.79) and magnetic clouds (0.91±1.1).
The anisotropy was slightly less in sheaths (4±3) than in the solar wind (6±3), and the magnetic
clouds had an elevated anisotropy (14±12).

In order to refine our analysis (section 4.3), we manually selected zones of homogeneous data
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in the solar wind intervals, sheaths, and magnetic clouds, on which the tools we used (averaging,
Morlet transforms) could be applied confidently. This selection made more obvious the difference
between the different regions (solar wind, sheath, magnetic cloud) while keeping the same trends:
the fluctuation power in the sheaths (9.3±10.8) was almost ten times higher than in the solar wind
(0.8±1.0) and magnetic clouds (1.0±1.8). The anisotropy was slightly less in sheaths (5±3) than
in the solar wind (10±6), and the magnetic clouds had a markedly elevated anisotropy (36±23). We
therefore find that sheaths contain fluctuations that are, generally, compressible. This is congruent
with, for example Ala-Lahti et al. (2018) who found that sheaths were an excellent place for the
formation of mirror-modes, which are a type of wave one can find in compressible media.

In order to get a better understanding of the physics leading to the fluctuations in sheaths (section
4.4), we used the results from this analysis (values for the power and anisotropy in sheaths) and
looked for correlations between these and paramaters describing the sheaths’ surroundings (solar
wind, shock, magnetic cloud). We found that the parameters with the strongest influence on the
power and anisotropy of the fluctuations in the sheaths of these events, are mainly:

(i) the speed of the magnetic cloud,
(ii) the Alfvén Mach number of the shock,

as these two parameters increase, the power and isotropy of the fluctuations in the sheath increase.
(iii) the pre-existing fluctuation power in the solar wind,

to which the power in the sheath is roughly proportional but not the anisotropy.
(iv) the angle between the shock’s normal and the magnetic field upstream of the shock,
(v) the beta of the solar wind,

which have a somewhat more subtle role. β ∼ 1.1 in the solar wind serves as a threshold above
which both the power and the anisotropy of the fluctuations in sheaths drop significantly. Similarly,
quasi-parallel shocks have both low power and anisotropy whereas any values of PSh and ASh can be
found next to quasi-perpendicular shocks.

Figure 4.17 summarises these results.

Following are our interpretations for the roles of these different parameters:

Velocity of the magnetic cloud and shock Mach number
The enhanced kinetic energy carried by fast magnetic clouds is dissipated in the sheath, giving rise
through turbulent processes to small-scale structures, such as powerful magnetic fluctuations.

Pre-existing fluctuation power in the solar wind
A high level of magnetic fluctuations pre-existing in the solar wind can be compressed by the shock
and lead to high fluctuations power in the sheath. This explanation only, however, would primarily
lead to the compression of perpendicular fluctuations and lead to a high anisotropy. Yet, we do
not observe such a correlation. This points to the conclusion that, on top of the strengthening of
upstream fluctuations, a significant amount of fluctuations are created by the shock/sheath.

The shock’s angle
Downstream of a quasi-perpendicular shock (θBn > 45◦), both the fluctuation power and anisotropy
in the sheaths cover a wide range of values. Downstream of quasi-parallel shocks (θBn < 45◦), there
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Figure 4.17: Characterising the fluctuations in sheaths by two numbers (Power and
Anisotropy), we find that, compared with the solar wind, sheaths have high power and
low anisotropy. This is further enhanced when certain parameters are found in the magnetic
cloud, shock and solar wind surrounding the sheaths. On the right side, the magnetic cloud
is represented in purple. The shock is represented as a thick red line toward the center of
the figure. Between the shock and the magnetic cloud, the sheath is drawn as a complex mix
of twisted black lines in order to represent its high levels of fluctuations. The solar wind
prior to the shock is represented as slightly twisted black lines to represent its lower levels
of fluctuations compared with the sheath. The main “ingredients” for an “intense” sheath
(high power and low anisotropy) are represented as flags directly on the figure.

is a trend toward more isotropy, which is expected. However the fluctuation power goes down to low
values, which is the opposite of what we find behind the terrestrial bow shock Blanco-Cano et al.
(2006); Du et al. (2008b). The low number of quasi-parallel shocks in our set of data do not allow us
to make any conclusion. The latter effect (low power) might be linked to a weaker compression of
the interplanetary magnetic field in quasi-parallel than in quasi-perpendicular configurations, leading
to weaker magnetic fields in the sheath and maybe to weaker fluctuations. Such an effect would
require to be more deeply investigated.

Plasma beta
Below a threshold value of about 1.1, the fluctuation power and anisotropy in the sheath cover a
wide range of values without any obvious correlation. Above this threshold value of 1.1, both the
sheath power and anisotropy reduce to weak values. In this case, the thermal energy exceeds the
magnetic energy and therefore the magnetic fluctuations might become a secondary effect, possibly
less powerful and guided than in presence of a strong magnetic field.
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In a few words

Sheaths have elevated levels of fluctuations (PSh ' 9.3 nT2) compared to the solar wind
(PSW ' 0.8 nT2) and magnetic clouds (PMC ' 1.0 nT2) . These fluctuations are also more com-
pressible (CSh' 0.15) than in the solar wind (CSW ' 0.07) and magnetic clouds (CMC ' 0.02).

The power and anisotropy of the fluctuations depend mostly on the speed of the magnetic
cloud (R2 = 0.54), the Alfvén Mach number of the shock (threshold at MA ∼ 4 under which
the power is relatively low and the anisotropy can be high), the pre-existing fluctuation
power in the solar wind (R2 = 0.42), whether or not the shock is quasi-perpendicular or
quasi-parallel, and the beta in the upstream the solar wind (threshold at β ∼ 1.1 above which
both the power and anisotropy are quite low).





5. Numerical simulations: Methods

Note: This chapter starts with section 5.1, describing the pre-existing code used in this
work: LatHyS. It then describes in general terms the objective of the new developments
made in LatHyS during this PhD (section 5.3.1). Section 5.2 describe the choices we made
in the pre-existing LatHyS framework. Section 5.3 is where the work described changes
from “user” to “developer” and shows how a magnetic cloud was introduced in the
simulation, leading to the auto-consistent formation of an interplanetary sheath. Section
5.4 describes some adaptations made to the saving of data during LatHyS simulations.
This chapter finishes with section 5.5, which describes the visualisation tools we created
specifically for the analysis of the highly dynamic processes explored in this work.

Most of the codes presented in this section can be found at https://github.com/
cmoissar/.

Note: In this chapter, the term “sheath” is used to refer to the sheath self-consistently
created upstream of the magnetic cloud and downstream of the interplanetary shock. The
term “magnetosheath” is used to refer to the sheath formed self-consistently upstream of
the obstacle and downstream of the bow shock.

https://github.com/cmoissar/
https://github.com/cmoissar/
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5.1 The LatHyS Code
Note: The LatHyS (LATMOS Hybrid Simulations) code is most completely described
in Ronan Modolo’s PhD thesis (Modolo (2004)), where the author describes the code he
had been building from scratch for the past few years. We only made use of some of the
possibilities of the code and will therefore only make a minimal presentation of it, based
on the physics being represented rather than the intricacies of the computational model.

5.1.1 A code to study space physics
LatHyS (LATMOS Hybrid Simulations) is a 3D hybrid particle-in-cell code used to run global
simulations of planetary environments. It is being used by different teams to study the physics
(and chemistry) of the interaction of the solar wind with the Martian atmosphere, Mercury, Earth,
Ganymede and Titan (e.g. Turc et al. (2015), Modolo et al. (2018) and references therein).

Figure 5.1: Output from a LatHyS simulation: 2D cuts are made in the 3D density array.
From left to right, (xy) plane for z = 0, (yz) plane for x = 0 and (xz) plane for y = 0. For x,
y and z, 0 represents the center of the planet.

Advantages of a 3D scheme
Planetary environments, their magnetosphere, magnetosheath, bow shock, etc. are intrinsically 3D
systems where a lot cannot be grasped without having the 3D picture in mind. 2D simulations, for
example, can cause an artificially strong compression of the interplanetary magnetic field onto the
obstacle: The magnetic field lines which are in the simulation plane are constrained in that plane and
cannot slide along the obstacle. This is something that we need to avoid, because the compression of
the magnetosheath by the interplanetary shock and sheath is one the main ways that they influence
the geomagnetic environment. The retro-action of the compressed magnetosheath on the shock
would also be ill-represented if the field lines are not allowed to slip along the magnetopause.
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Advantages of an hybrid scheme
The fact that ions are treated kinetically gives a few advantages over a MHD simulation.

One of the most obvious things is the added ability to describe fundamentally kinetic phenomena,
such as Earth’s foreshock. Earth’s foreshock is created when some ions from the solar wind are
reflected on the bow shock and travel sunward following interplanetary magnetic field lines (see e.g.
Savoini et al. (2013)), against the bulk flow of the solar wind. Figure 5.1 is an example output from
a LatHyS simulation: the density is displayed in three planes, from left to right: the ecliptic plane
(xy), the (yz) plane, and the noon-midnight meridian plane (xz). The direction of the interplanetary
magnetic field (IMF) was chosen at a 20◦ angle from the Sun-Earth direction (x), in the (xy) plane.
This means that the duskward part of the bow shock is a parallel shock, which makes the foreshock
quite prevalent.

Going further into modules that we did not use, the LatHyS kinetic framework can also be used
to model chemical reactions (see Modolo (2004)).

Ideally, simulating electron’s kinetic behaviour would represent the physics even better. This is,
however, prohibitively costly in terms of computational hours with today’s technology, for running
global simulations. Both the bow shock and the interplanetary shock we want to simulate have
a thickness of a few ion skin depth (di). As collisionless shocks, they involve kinetic processes,
and this is why it matters to have kinetic ions in the simulation. The kinetic processes of the
electrons, however, generally happen at much smaller scales. Not considering the kinetic effects
of electrons does mean that some phenomena will not be correctly represented though, such as
magnetic reconnection, acceleration of high energy electrons as e.g. the Van Allen belts (Lapenta
(2012)). If we accept the loss of a correct decription of these, simulating electrons as a massless fluid
a good compromise: it still allows for important effects linked to the decoupling between ions and
electrons – such as the Hall effect for example – while giving hybrid particle-in-cell schemes a much
lower computational cost than a full particle-in-cell code.

5.1.2 A 3D PIC-hybrid code
The most accurate way of simulating a plasma would be through the N-body problem: the motion of
a particle would be calculated using the Newton equations where the force would be the Lorentz
force calculated by summing the fields generated by all the other individual particles. The computing
power required to run this type of code would scale as N2 where N is the number of particles. This
is technically impossible at any significant scale even with modern supercomputers.

LatHyS is a 3D PIC (particle-in-cell) hybrid code, which uses a statistical approach for the ions
and a fluid approach for the electrons; this approach makes for a much more reasonable demand on
computing power.

The particle-in-cell method “solves” the Vlasov equation, which models the dynamics of a
collisionless plasma:

∂ f
∂ t

+ vvv
∂ f
∂ rrr

+q(EEE + vvv×BBB)
∂ f
∂vvv

= 0 (5.1)

where f = f (rrr,vvv, t) is the distribution function of the ions (see e.g. Boyd and Sanderson (2003)).
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In order to compute the evolution of f , the PIC method uses so-called macroparticles (noted fp),
which represent clouds of particles close to each other in the phase-space, or rather; distribution
functions with a small volume in the phase space, that can move with time. The assumption is that
the distribution function f can be given by the sum of many macroparticles, which also obey the
Vlasov equation:

f (rrr,vvv, t) = ∑
p

fp(rrr,vvv, t) (5.2)

It is usual to give these macroparticles a shape in both space (Sr) and velocity space (Sv),
and two free parameters rrrp and vvvp which represent their centre in the phase space: fp(rrr,vvv, t) =
NpSr(rrr− rrrp)Sv(vvv− vvvp), where Np is the number of particles represented by the macroparticle in
a statistical sense. It can be shown that for the macroparticles to follow the Vlasov equation, their
centre (rrrp, vvvp) have to obey equations which turn out to look exactly like Newton’s laws of motion:

drrrp

dt
= vvvp

dvvvp

dt
=

qp

mp
(EEE + vvvp×BBB)

(5.3)

In the above equation, qp and mp are respectively the charge and mass of the macroparticle, and
EEE and BBB are the electric and magnetic field electromagnetic field calculated on a grid.

Once the macroparticles have been “pushed” with the help of the above equations, their positions
and velocities are used to compute the ion mean quantities such as the density n, the velocity uuu and
the temperature T .
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Note: It is tempting to think about simulating the motion of macroparticles evolving in
an electromagnetic field as solving a N-body problem, only with fewer particles than in
reality; not least because this is what the equations describing the motion of their centre
seem to tell us. This view, however, is not correct. The main physical reason for this is
to consider how particles generate their electromagnetic field, with a 1/r2 dependence.
This means that in a simulation box with only a few charged particles, collisions in the
sense of strong deviations by Rutherford diffusion would be over-represented. As we have
shown in the introduction (see equation (1.8)), a Debye sphere in the solar wind contains
several billions of particles, and those screen each other’s electric field so that the plasma
can display collective behaviour at larger scales. In a code solving the N-body problem,
you would need billions of particles simply to simulate the inside of a Debye sphere,
which is not, by definition, a plasma: for example, the average electrostatic potential
energy of a particle is stronger than its average kinetic (thermal) energy inside of the
Debye sphere, and much lower outside. The choice of putting the electromagnetic field on
a grid in a particle-in-cell code is not simply a matter of decreasing the computational
cost (even though it certainly does), but a way of retrieving the smooth field of the Vlasov
equation; which allows to retrieve the dominance of thermal energy over electric potential
energy. Macroparticles, then, do not simply represent particles, but clouds of particles
that are close to each other in phase space. It is assumed that the superposition of several
macroparticles give the distribution function. Their position and shape in phase space is
used to compute directly a smooth electromagnetic field which punctual charged particles
would not allow.

It can, indeed, be shown that in order to verify the first few moments of the Vlasov
equation; the centre of macroparticles have to follow Newton’s laws of motions in the
mean electromagnetic field of the Vlasov equation. These are the equations actually solved
by particle-in-cell codes, and is also the source of the confusion.

In LatHys, the electrons are treated as a massless fluid, essentially present to insure electro-
neutrality, therefore ne = ni. This excludes plasma oscillations from the phenomena that can be
modelled by the code. The simulations are also limited to scales larger than the Debye length λD,
and time resolutions larger than the plasma frequency ωp.

In order to obtain EEE, we write the fluid equation of motion of the electrons:

neme
duuue

dt
=−ene (EEE +uuue×BBB)−∇∇∇nekBTe = 0 (5.4)

The hypothesis is made that the pressure is isotropic. The temperature is computed with the
hypothesis that the electron fluid has a polytropic index of 2, which can be written ne/Te =C, with
C a constant.

In order to compute the electric field from (5.4), we make use of the following hypotheses:
• The electrons are mass-less and their density is chosen to satisfy electro-neutrality.
• The plasma is non-relativistic, so the displacement current 1

c2
∂E
∂ t can be omitted in Maxwell-

Ampère
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Using uuue = uuui− JJJ
ene

, we can compute the electric field with Ohm’s law, which is an equation of
state (it only depends on other quantities and does not evolve with a differential equation):

EEE = − uuui×BBB︸ ︷︷ ︸
advection term

+

Hall term︷ ︸︸ ︷
(∇∇∇×BBB)×BBB

eneµ0
− ∇∇∇nekBTe

ene︸ ︷︷ ︸
electronic pressure term

(5.5)

For the evolution of the magnetic field, the code makes use Faraday equation:

∂BBB
∂ t

=−∇∇∇×EEE (5.6)

For more details on PIC codes subtle points, see Lapenta (2015), from which the previous
discussion is largely inspired, and Lapenta (2012) for more technical aspects.

5.1.3 General workflow - A
In this subsection, we briefly describe the functioning of LatHyS by matching the physics described
in the previous subsection 5.1.2 to the names of the corresponding LatHyS files, which contain the
subroutines applying these equations. Other useful files are briefly introduced. Figure 5.2 presents
the general workflow of LatHyS:

Figure 5.2: General workflow of LatHyS

First, the code starts with an “initialisation” phase in which Earth’s dipole is created and the
solar wind is placed (already in motion) in the simulation box. Then, the code enters the main loop,
that will be repeated until the end of the simulation is reached. The main loop, or “time_schedule”
goes through the following steps:
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1. Particle Bloc:
• Moves the macroparticles using Newton’s laws of motion (5.3)
• Computes moments of the distribution function (density, velocity, temperature)
• Removes particles exiting the simulation box on the right side, and adds particles

entering the box on the left side (a flux of ions is introduced with velocities chosen so
that a Maxwellian distribution function of the solar wind is preserved)

2. Field Bloc:
• Updates the electric field using Ohm’s law (5.5)
• Computes the magnetic field using the Maxwell-Faraday equation (5.6)
• Every so often (not at each iteration), the magnetic field is smoothed to avoid numerical

errors
3. Diagnostic Bloc:

• Every so often (not at each iteration), the data is saved (e.g. the density, velocity,
temperature, magnetic and electric field). We usually call these saves “time dumps” (see
subsection 5.4.1)
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5.2 Simulation setup and magnetosheath formation
Note: We now present the choices made in the pre-existing code, in order to simulate
the geomagnetic frontiers: the bow shock and the magnetopause, and the magnetosheath
between them. This is the simulation setup in which we will later (section 5.3) introduce
the interplanetary sheath.

5.2.1 General PIC-Hybrid setup
In our simulations, we only used protons to simulate the solar wind.

Choices of grid size and time step duration

The length of reference in our hybrid simulation is the ion skin depth di =
c

ωpi
, where ωpi =

√
e2Nsw
ε0mi

.
Ideally, we would want a grid size lower than 1 di. This, however, is quite demanding in terms of
computational power. We therefore chose to have dx = dy = dz = 1di, which is an often used and
relatively good compromise between feasibility and the physics being represented. Each grid cell is
a cube of dimension (1 di)

3. We will therefore talk about x, y and z interchangeably in terms of cell
numbers or in terms of di.

The choice of the duration dt of a time step is linked to the equations involving a time derivation
used in LatHyS: The Newton equations (5.3) used to push the macroparticles, and the combination
of Maxwell-Faraday (5.6) and the Ohm’s law (5.5). These equations help us estimate a few different
pulsations that we will note {ω j}, corresponding to the phenomena they describe (see e.g. Matthews
(1994)). The duration of the time step should be chosen so that it is lower than all the 2π/ω j.

ωL ∼ kv

ωG ∼ eB/m

ωD ∼ k2B/µ0ene

ωT ∼ k2kBT/eB

(5.7)

Here, ωL is a “linear” pulsation, based on the maximum velocity v of the simulated particles,
and k, a maximal wave number. ωL is estimated from Newton’s equation of motion (5.3). ωG is
the gyration pulsation of ions, estimated from injecting the advection term in Ohm’s law (5.5) into
the Maxwell-Faraday equation (5.6). ωD is usually called the frequency of the dispersive effect in
the magnetic field. ωD is estimated from injecting the Hall term in equation (5.5) into the Maxwell-
Faraday equation (5.6), and is a simplified version of both frequencies of the whistler waves and the
Hall drift waves (see e.g. Huba (2003)). ωT is estimated from injecting the electronic pressure term
in equation (5.5) into the Maxwell-Faraday equation (5.6).

These estimations help us choose the simulation time step. For example, stating that we require
the simulation step dt to be smaller than (1/ωL) is usually called the CFL condition, which corre-
sponds to the fact that numerical methods break down when particles travel through more than one
cell during one time step.

In equations (5.7) we shall therefore look at some extreme values expected for the parameters:
k represents 2π/∆x where ∆x is the cell size of 1di ' 92 km. v is the fastest velocity encountered
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during the course of the simulation: 750 km/s. B has a maximum of 50 nT and a minimum of 10 nT.
And ene is 1.6 ·10−19×6 ·106 Coulomb.m−3. These parameters give us:

ωL ∼ 51 rad/s

ωG ∼ 5 rad/s

ωD ∼ 189 rad/s

ωT ∼ 6 rad/s

(5.8)

In LatHyS, times are normalised in terms of solar wind Ω
−1
ci . With Bsw = 10 nT, we have

Ω
−1
ci ∼ 1 rad/s. Rewriting the above pulsations in terms of times thus gives us:

tL ∼ 0.02 Ω
−1
ci

tG ∼ 0.2 Ω
−1
ci

tD ∼ 0.005 Ω
−1
ci

tT ∼ 0.2 Ω
−1
ci

(5.9)

Our final choice for dt was dt = 0.005 Ω
−1
ci . By choosing dt equal to the smallest time determined

above, we can have confidence that the simulation properly resolves the Newton equation, Ohm’s
law and the Maxwell-Faraday equation.

Solar wind parameters
The solar wind is injected from the left side of the box as a superalfvénic flow (u0 = 400 km/s,
VA = 89.4 km/s, MA = 4.47) of protons neutralised by a massless electron fluid. The bulk flow
velocity is in the x direction. The ions have a Maxwellian distribution of velocities chosen so that the
plasma β of the solar wind is equal to 0.5. The electron temperature is also chosen so that βe = 0.5.
The density of the solar wind is n0 = 6 ions/cm3 and the interplanetary magnetic field amplitude is
B0 = 10 nT. All these parameters are chosen because they are average values found in the solar wind.
The magnetic field is chosen to be quite strong (above the average of B = 6 nT at 1 A.U. (Venzmer
and Bothmer (2018)) for empirical numerical stability reasons1. 10 nT is still a very common value
to observe in the solar wind. These choices of solar wind parameters imply di = 92.6 km. These
values will be summarised in a table at the end of section 5.3, on page 112.

Obstacle parameters
In the simulation, we define the obstacle as a surface of radius2 Robstacle = 14 di which removes the
particles touching it from the box. From its centre to 0.75 Robstacle there is nothing: no particles, no
magnetic field. Indeed, the resolution would be too low to model in any realistic manner the physics
of the inner magnetosphere, ionosphere, etc. From 0.75 Robstacle onward, Earth’s magnetic field is
modelled by a simple magnetic dipole centred on the point x = y = z = 0 starting at the surface of
the planet, and pointing in z direction:

BBBdipole =

(
3rrr(rrr ·MMM)

r2 −MMM
)
/r3 (5.10)

1For some reason, when choosing an initial value of 6 nT for the magnetic field, the later introduction of a
magnetic cloud/sheath led the simulations to crash. We are still unsure why.

2This is much less than the real value, which we discuss below.
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Figure 5.3: Sketch of the obstacle in LatHyS. Magnetic field lines are represented with
curved arrows, starting from just the outside of the yellow circle. The obstacle is represented
in grey and yellow. The comparative size of Earth is represented in blue.

, where MMM is the dipolar moment, given in Teslas.d3
i . The value chosen for the simulations

presented here is 900 ·10−9× (143). This value is chosen so that the simulated geomagnetic envi-
ronment is safely bigger (standoff distance of magnetopause rMP = 34 di) than the limit of validity
estimated by Omidi et al. (2004) (rMP = 20 di) in order to correctly model Earth’s magnetosphere
(see formula below). In our simulation, since the dipole has no tilt from the z direction, the GSE and
GSM reference frames are one and the same.

Using the pressure balance equation (1.32), we can write:

rMP =

(
M2

2µ0×ρ0u2
0

)1/6

= 34 di (5.11)

Since we kept realistic parameters for the solar wind flow, we can simply estimate the scale of
the simulated geomagnetic environment, as compared to the real geomagnetic environment by using
the dipole strength. With Msimu = 900 ·10−9× (143)[Teslas ·d3

i ], and Mreal = 7.9 ·1025 Gauss.cm3

(Bartels (1936), Olson and Amit (2006)), we can estimate the scaling ratio (using the magnetopause
position) between our simulation and reality as:

rsimu
MP

rreal
MP

=

(
Msimu

Mreal

)1/3

' 1
16

(5.12)

From this, we can also estimate what would be the size of Earth in our simulation (keeping in
mind that the planet itself is not simulated). With our parameters and equation (5.11), rreal

MP = 7.8 RE,
and rsimu

MP = 34 di. Therefore Rsimu
E = 34/7.8' 4.4 di.

Figure 5.3 is a sketch of the obstacle that summarises its setup.
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Choice of the box size
We used a setup similar to, albeit with a significantly larger box than Turc et al. (2015). The box
dimensions are of 1500 cells in the X direction, 720 cells in the Y direction and 660 cells in the Z
direction. There are two ways to think about how this translates to physical units. The first, and
most natural one, is linked to the plasma: The length of the box in the X direction, Lx, is simply
Lx = 1500 di, Ly = 720 di and Lz = 660 di. The second, which helps compare large-scale trajectories
in the simulation to what they would mean for observations, is in terms of the planet radius. Then, we
have Lx = 344 RE, Ly = 165 RE and Lz = 151 RE.This can be compared to the Earth-moon distance3

of ∼ 60 RE.

The length of the box in the X direction has been chosen quite large to let enough room for
the interplanetary shock to self-consistently develop, and propagate long enough that the sheath
following it can expand. As we will see in the next chapter, by the time the shock reaches the
magnetosheath, the sheath is about the same size as the magnetosheath itself (from the nose of the
bow shock to the last plane on the right side of the simulation box). In the Y and Z directions the size
box has been chosen to be large enough to accommodate the geomagnetic environment with room
to spare (see next subsection). This is partly because the size of the geomagnetic environment will
change during the simulation as it interacts with the shock/sheath/magnetic cloud and it is important
that the plasma has enough space to flow around it, and partly to avoid unphysical things such as
particles from the Earth’s ionic foreshock leaving the box on one side and reentering on the other
because of the periodic boundary conditions. could easily With this setup, a simulation took roughly
400.000 computational hours.

5.2.2 “Static” simulation of the geomagnetic environment

Magnetosphere and magnetosheath formation

Figure 5.4: From left to right, temporal evolution of the magnetosheath as it is self-
consistently formed. The density in the ecliptic (xy) plane is used to show the magne-
tosheath’s global structure.

3We did not include the moon in our simulations, but it might be a relevant addition in a distant future, (e.g.
Nishino et al. (2011)).
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Figure 5.4 shows cuts of the plasma density in the ecliptic (xy) plane of the simulation box. At
the beginning of the simulation, the solar wind is injected everywhere in the box and flows towards
the right side. The interplanetary magnetic field is initially in the ecliptic (xy) plane, making an
85◦ angle with the x direction. Indeed, for quiet solar wind conditions the interplanetary magnetic
field is most likely to be found in the ecliptic plane. We chose an angle of 85◦ for our simulation
because it is the simplest case (quasi perpendicular shock). Other angles will be explored in the
future (see the Conclusions of this manuscript). The obstacle is placed at x = y = z = 0 and the
dipole is introduced. The magnetosphere, magnetopause and bow shock are self-consistently formed
through the interaction between the solar wind and the obstacle (times 20 through 180, from left
to right). By time 180 Ω

−1
ci (last panel on the right), the simulated geomagnetic environment has

reached a stationnary state and its shape does not visibly change.

Validity of the simulation: comparison with the literature
The magnetosheath simulated by LatHyS fits general macroscopic descriptions of the magnetosheath
as described by theory and observed by satellites:

i. The nose of the magnetopause stands at 34 di (or 7.8 RE ) from the centre of the planet, which
corresponds to formula (5.11). This is also above 20 di, which is the threshold found by
Omidi et al. (2004) to allow a correct description of an Earth-like magnetosphere.

The “nose” of the magnetosheath is defined in this thesis as the area of the magnetosheath
between the bow shock and the magnetopause along the Sun-Earth line. Any parameter A measured
in our simulations in this region is denoted Anose.

ii. The plasma velocity behind the bow shock, unose, should by definition be slower than
the Alfvén speed (Lucek et al. (2005)). Let us name VA the local Alfvén speed; and MA
the local Alfvén Mach number, equal to MA = u/VA, where u is the local flow velocity.
In our simulations we see the bulk of the plasma slowing down from a superalfvénic
speed of uupstream = 400 km/s(> VA = 99 km/s, and MA = 4) to a subalfvénic speed of
unose = 118 km/s(<VA = 236 km/s) and MA = 0.5 .

iii. From a quasi-radial velocity at (unose
x =−103 km/s, unose

y = 0.08 km/s, unose
z =−10.3 km/s),

the plasma deviates to flow around the magnetosphere (Lucek et al. (2005)). Indeed, in
the equatorial (xy) plane, for x = 0 (the values of any parameters at x = z = 0 and y > 0
is referenced to by the notation Aydusk) we observe a large velocity component along the y
direction (uydusk

y = 89 km/s) while the z component stays quite low (uydusk
z = 8 km/s). The

same thing is observed in the ecliptic plane (xz), with V zup
z = 120 km/s and V zup

y = 4 km/s
(The notation Azup represents the parameters at x = y = 0 and z > 0).

iv. From its subalfvénic velocity at the magnethosheath nose, the plasma is accelerated to super-
alfvénic speeds on the flanks of the magnetosheath (Lucek et al. (2005)). (uydusk = 232 km/s>
VMC = 177 km/s, and MA = 1.3).

We can note, however, that this acceleration is not homogeneous, with, for example
uzdown = 302 km/s > VMC = 232 km/s, and MA = 1.3. This makes sense: in the hereby
reported simulation, most of the interplanetary magnetic field is along the y direction. When
the magnetic field lines pile up against the magnetopause, they slip in the (xz) plane, and the
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plasma is accelerated by the release of the magnetic tension in slingshot-type effect (Lavraud
et al. (2013), Turc et al. (2015)).

v. The plasma beta in the magnetosheath is usually of the order of unity (Lin et al. (1991)),
which is retrieved in our simulations. Commonly observed total pressures of about 1 nPa (Lin
et al. (1991)) are also reproduced in our simulation (Pnose

total = 0.87 nPa).

Figure 5.5: Left panel: 2D map of the amplitude of the velocity in the noon-midnight
meridian (xz) plane. Superimposed on it, in white, are the flow lines of the plasma. Right
panel: 2D map of the local Alfvén Mach number. Blue corresponds to a subalfvénic flow
and red to a superalfvénic flow.

Figure 5.5 is a visual representation of points ii, iii, and iv. On the left panel, which is a 2D
map of the velocity in the noon-midnight meridian plane (x,z), we drew the flow lines in white. We
clearly see how they flow around the magnetopause. The right panel shows the local Alfvén Mach
number MA. If the flow is subalfvénic (MA < 1), the area is coloured in blue, whereas if the flow is
superalfvénic MA > 1), the area is coloured in red.
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5.3 Magnetic cloud-driven sheath
Note: This section marks the change in the type of work present from user to developer,
as we introduce the module developed in LatHyS during this doctoral work.

5.3.1 General simulation setup: Objective
This work aimed at getting a global picture of the interaction between a sheath and the magnetosheath.
This required two structures: the magnetosheath, formed by the interaction between a quiet solar
wind and a magnetic dipole representing Earth, and a magnetic-cloud driven sheath.

Figure 5.6: Objective of this work, in terms of LatHyS setup

The bow shock and magnetosheath have long been reproduced in numerical simulations:
For example, in MHD simulations (e.g. Wang et al. (2020)), Vlasov simulations (e.g. Battarbee
et al. (2020)), and Hybrid PIC simulations (e.g. Turc et al. (2015)). Simulations containing both a
standing shock (e.g. the bow shock) and a propagating shock (e.g. the interplanetary shock) are
much less common.

Spreiter and Stahara (1994) used a gasdynamic model to simulate the interaction of an
interplanetary shock with the magnetopause. Koval et al. (2005), Samsonov et al. (2006, 2007) and
Pallocchia et al. (2010) have used 3D MHD models to study the interaction of an interplanetary
shock with the bow shock and magnetopause. The propagating shock in these simulations,
however, was not simulated self-consistently but directly injected in the simulation following either
a model (e.g. verifying Rankine-Hugoniot equations) or observational data. This forbade the
inclusion of an interplanetary sheath. In Samsonov et al. (2006) and Pallocchia et al. (2010)’s code,
while the bow shock is self-consistently simulated, the magnetopause motion is described by a model.

The challenge we undertake in this work is to have both a global 3D hybrid-PIC simulation
of the geomagnetic environment (this was already made in LatHyS by Turc et al. (2015)) and a
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propagating interplanetary shock self-consistently created during the simulation by the interaction
between a magnetic cloud (modelled) and a pristine solar wind. The self-consistent creation of the
shock can then lead to the formation of a sheath. This, to our knowledge, has never been done before.
Figure 5.6 summarises the objective we gave ourselves, in terms of numerical simulations.

5.3.2 General workflow - B
In order to introduce a magnetic cloud in the simulation box, we made use of a new module named
“time_variation.F90” which is called at every iteration (see figure 5.7, similar to 5.2, with the addition
of the “time_variation.F90” module). The idea was introduced in Lucile Turc’s thesis (Turc (2014).
At the beginning of the simulation (during the “initialisation”) we create functions of the form
“quantity = f (t)”, where t is the simulation time. These functions will describe the evolution through
time of the parameters of the solar wind injected at the entry plane the simulation box.

For example, if we want to describe a simple linear acceleration in time of the solar wind, we
could define a function u(t) = C× t where C is a constant. At every time step, when new solar
wind particles are injected in the simulation through the left side entry plane, their velocity will be
informed by this function and the actual individual particle will have a velocity of C× t± p

√
kBT/m

where p is a random factor chosen so that the distribution of velocities is a Maxwellian.

Figure 5.7: General workflow of LatHyS updated to include variations in the injected solar
wind.

5.3.3 Description of the magnetic cloud
In order to create a shock and its sheath in the simulation box, we introduced a fast magnetic cloud at
the entry plane and let it propagate along the solar wind in the box. The structure injected in the box
was chosen to be without curvature. This choice is consistent with the massive size RMC of magnetic
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clouds: with a typical size of RMC ∼ 1/3 AU (Lepping et al. (2006)), their structure can be seen
planar at the scale of the geomagnetic environment RGE ∼ 15RE ∼ 1/2000RMC, where RGE is the
approximate size of the geomagnetic environment (including the bow shock), and RE is Earth’s radius.

Figure 5.8: Sketch of a simple mathematical model (flux rope) to describe the expected
magnetic field measured when crossing head-on a radially expanding magnetic cloud. A, T
and R stand respectively for the axial, tangential and radial directions.

Figure 5.8 shows a progressively zoomed-in sketch of a magnetic cloud. Starting from the top
left corner, we see a large structure with its feet on the sun (see section 1.4.3). By the time it reaches
Earth (blue circle), the magnetic cloud as a size of roughly 1/3 AU, which is vastly (about 2000
times) larger than the geomagnetic environment. In this sketch, as well as in our simulation, we
decided that the magnetic cloud would cross Earth head-on, without any impact parameter (this
specific condition is not needed by Burlaga (1988), presented thereafter). On the top right corner of
the figure, we zoomed-into the magnetic cloud to introduce the flux rope structure. The flux rope is
organised around an axial magnetic field (A denotes the axial direction), around which a tangential
field is wrapped in an helix (T denotes the tangential direction). By cutting a plane through the flux
rope magnetic cloud, we obtain the sketch on the bottom of figure 5.8, were we see again the axial
(A) and tangential (T) directions, as well as the radial direction (R). There is no magnetic field in the
radial direction.
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For the magnetic field, we used the simple analytical model from Burlaga (1988), which is based
on a similar geometry to figure 5.8. This model, which is the most common model used for magnetic
clouds is derived from two hypotheses:

First, the structure is “force free”, i.e. the magnetic field structure verifies jjj×BBB = 000: the
magnetic field arranges itself so the Lorentz force vanishes and no force is exerted on the particles.
Another way to see it, less obvious at first sight, is that it corresponds to a situation in which the
magnetic tension from the wrapping of the field lines compensates the magnetic pressure (Burlaga
(1988)).

From this hypothesis, we can write the current as:

jjj = αBBB (5.13)

α in the above equation is a constant (that can take on any value). Injecting equation (5.13) into
Maxwell-Ampere’s equation leads to the following differential equation for BBB:

∆BBB =−(µ0α)2BBB (5.14)

Second, the geometry is cylindrical. This is simply a local approximation that corresponds to the
observed structures of magnetic cloud and simplifies calculations.

The differential equation (5.14), under the cylindrical hypothesis, has for solutions the Bessel
functions J0(r) and J1(r) as given in equation (5.15):

Axial component

BA = B0J0(ar)

Tangential component

BT = B0HJ1(ar)

Radial component

BR = 0

(5.15)

In equations (5.15), BA, BT and BR represent respectively the axial, tangential and radial mag-
netic field. a is a constant, and H is the handedness of the magnetic field (H =±1). We chose H = 1
in this work.

These equations are solved for the radius r in a cylindrical geometry. However, in our simula-
tions, the magnetic cloud has to be injected at the entrance plane, i.e. at a single location in space.
Since the plasma injected at the entry plane has a velocity; we can simply vary the injected values of
the magnetic field over time, and let the magnetic field get advected away. This allows us to recover
a spatial structure which verifies the “force-free” equation (5.13).

In this work, we decided to make Bz the axial component, so Bz = Bz(t), By the tangential
component, so By = By(t) and Bx the radial component so Bx =Constant. This conveniently solves
a difficulty of the numerical scheme by keeping Bx constant. Indeed for simplicity, the velocity,
temperature, magnetic field and density are chosen to be homogeneous on the whole entry plane,
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i.e. ∂

∂y = ∂

∂ z = 0. Keeping Bx constant at the entry plane then straightforwardly insures that the

introduced magnetic field verifies flux conservation through: ∂Bx
∂x = 1

VSW

∂Bx
∂ t = 0, and then ∇ ·B = 0.

The Maxwell-Faraday equation is built into the hybrid scheme and is therefore naturally verified
throughout the simulation. It also insures that the magnetic flux conservation stays true in the whole
box, since taking the divergence of the Maxwell-Faraday equation shows that ∇∇∇ ·BBB is constant over
time. This choice of keeping Bx constant, however, limits us to the study of a magnetic cloud crossed
axially: Bx = BR =Constant means that the only variations are on By, and Bz, which corresponds to
figure 5.8, of a magnetic cloud crossed axially.

Figure 5.9: Bessel functions J0 and J1

Figure 5.9 represents the “generic” Bessel functions J0 and J1. When using these to describe the
magnetic field, we need to understand how they can be linked to the solar wind. In Burlaga (1988)’s
model, the magnetic cloud starts at x =−2.4 where J0(x) = 0, i.e. when the axial magnetic field is
null and starts to grow. It then ends at x = 2.4, where J0(x) = 0 again. On figure 5.9, the pale yellow
span indicates the part of the Bessel functions actually used to describe the magnetic cloud. This
means that if we want our magnetic cloud to start being injected at a time t0, we have to write:

Bx(t) =Constant

Bz(t) = B0J0((a ·u0)(t− t0)−2.4)

By(t) = B0J1((a ·u0)(t− t0)−2.4)

(5.16)

In the above equation, (a ·u0)(t− t0) is the radius r from equation (5.15), and the -2.4 as been
added in the equation so that at t = t0, J0 = 0.

This also means, however, that – as is apparent on both figure 5.8 and figure 5.9 – J1 starts at the
non-zero value J1(2.4). This would cause numerical problems if not dealt with: the magnetic field
would jump from one value in the solar wind to a completely different value in the magnetic cloud,
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and do so in single iteration. When this happens in a numerical simulation, the steep gradients often
lead to some sort of numerical diffusion, or sometimes leads to the generation of unphysical waves;
both of which are not desirable outcomes. This is true for both By, which would need to jump from
its solar wind value to B0J1(−2.4) and Bz which would need to jump from its solar wind value to 0.
We therefore included a soft transition with an hyperbolic tangent to go from the solar wind value to
the magnetic cloud value of By and Bz:

Bx(t) =Constant

By(t < t0) = BySW +(ByMCJ1(−2.4)−BySW )
1
2

(
1+ tanh

(
t− t0

τ0

))
Bz(t < t0) = BzSW +(0−BzSW )

1
2

(
1+ tanh

(
t− t0

τ0

)) (5.17)

The subscript SW refers to the value of the subscripted quantity in the quiet solar wind, whereas
the subscript MC refers to its value in the magnetic cloud, here used as a piston. t0 is the time
at which the piston starts, while τ0 defines the sharpness of the transition from quiet solar wind
conditions to magnetic cloud conditions. Once the smooth transition has been made, we can safely
use the Bessel functions of Burlaga (1988)’s model.

The function 1
2

(
1+ tanh

(
t−t0
τ0

))
smoothly goes from 0 to 1. The transition between these

values happens around time t0 and takes a few τ0.

Following the common characteristics of magnetic clouds at 1 AU (see subsection 1.4.3 or
a more recent, very complete superposed epoch analysis: Regnault et al. (2020)), we made our
magnetic cloud model: faster than the solar wind, colder than the solar wind, and of the same density.
To our knowledge, no model has been devised of the velocity and temperature in magnetic clouds,
so we chose the simplest way to continuously go from one constant value to another: hyperbolic
tangents. We actually summed two hyperbolic tangents with different transition times so that we
could recover the pristine solar wind conditions after the passage of the magnetic cloud:

V (t) =VSW +(VMC−VSW)×
(

tanh
(

t− t0
τ0

)
− tanh

(
t− t1

τ1

))
(5.18)

V th(t) =V th
SW +(V th

MC−V th
SW)×

(
tanh

(
t− t0

τ0

)
− tanh

(
t− t1

τ1

))
(5.19)

In the above equations, V and V th are respectively the bulk and thermal velocities of the plasma.
t1 and τ1 are used to define an end to the piston and play symmetric roles to t0 and τ0. τ1 has been
chosen longer than τ0 to correspond to the trends in observations. The asymmetric shape of the
piston’s velocity is a simple consequence of the faster plasma piling-up as it travels through the solar
wind; as such, this asymmetric shape could have developed on its own in the code. Choosing τ0 < τ1
economises computational hours.

The velocity of the introduced magnetic cloud was chosen so that its propagation self-consistently
led to the formation of a shock and sheath. With VMC−VSW = 750− 400 = 350km / s > VA =
89.4km / s, this gives us MA = 3.91.
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Figure 5.10 shows the model used for injecting the magnetic cloud by varying the solar wind
conditions at the entrance of the simulation box. The values chosen for the magnetic field are quite
high, going from 10nT in the solar wind to 50nT in the magnetic cloud. Albeit high, these values
correspond to somewhat uncommon, but realistic clouds. This conveniently exacerbates the impact
of the magnetic cloud on the magnetosheath, and helps avoid some numerical instabilities.

Figure 5.10: Temporal profiles of the magnetic cloud model injected at the left boundary
of the simulation. From top to bottom: y and z components of the magnetic field (Bx stays
constant), bulk velocity, density, and thermal velocity.

Unpublished work: a physical model?
It can be convenient, in numerical simulations, to avoid using too many free parameters if possible.
Indeed, having to many free parameters can often hide a lack of knowledge and allow for nonphysical
combinations of choices. When it comes to our model of magnetic cloud, we have quite a few: VMC,
VSW, ByMC, BySW, BzMC, BzSW, V th

MC, V th
SW, τ0, τ1 and NSW.

While we limited their numbers by choosing to keep the density constant from the solar wind to
the magnetic cloud, or by using the same transition times τ0, τ1 for the magnetic field, velocity and
temperature; adding more physics to the model itself could decrease this number even more.

We started by making the hypothesis of a constant pressure (magnetic plus thermal) during the
injection. Physically, it would correspond to a magnetic cloud which is in mechanical equilibrium
with its surroundings. With this hypothesis, we could for example define the temperature variation
automatically from the magnetic field variation. This hypothesis turns out to be impossible to verify
in an interesting way. Let us, for example, fix TSW = 240 ·103 K, BSW = 10 nT, BMC = 50 nT and
NMC = NSW = 6 (ions/cm−3). The temperature in the magnetic field needed to keep the pressure
constant would then be:

TMC = TSW +
B2

SW−BMC

2NSWkBµ0
'−11 MK (5.20)

This shows that, if we are to have a mechanical equilibrium between the magnetic cloud and
its surrounding solar wind, the temperature in the magnetic cloud should be highly negative! In
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other words: there is no possible mechanical equilibrium between the magnetic cloud and the solar
wind (given the parameters used here). This means that the hypothesis of constant pressure is not
applicable and that the magnetic cloud is necessarily expanding. This, of course, is exactly what
happens for most magnetic clouds in the interplanetary medium (Burlaga (1991), Lepping et al.
(2003)). Even making wrong hypotheses can be interesting.

While we did not go further on this, the search for another physical hypothesis linking some
plasma and electromagnetic parameters could prove fruitful since to our knowledge, no model exists
for the velocity, density and temperature in magnetic clouds.

5.3.4 Formation of the shock and the sheath
We inject the magnetic cloud at time t = 70 Ω

−1
ci to let sufficient time for the bow shock, magne-

topause and magnetosheath to be fully formed and to reach a stationary state, which happens around
t = 190 Ω

−1
ci . Indeed, with a propagation speed of 750 km/s' 8.4 VA (VA is estimated from the solar

wind values B = 10 nT and N = 6 ion/ cm3), the front of the injected structure should arrive4 at the
bow shock (x' 50di) at a time tcollision ' 1350

8.4 ' 230 Ω
−1
ci .

In practice, the high speed magnetic cloud injected through the left-hand side of the simulation
box steepens and self-consistently forms a shock, which propagate slightly faster than the magnetic
cloud. In the simulation, the interplanetary shock ends up reaching the bow shock at t = 216.5 Ω

−1
ci ,

which is still sufficiently late for the magnetosheath to be stationary.

Between the magnetic cloud and the interplanetary shock, a sheath has self-consistently been
formed. Figure 5.11 shows the spatial profile of the sheath, at t = 210 Ω

−1
ci (slightly before it would

reach the bow shock). The figure is plotted along the x-axis, since the introduced event is planar.
This particular figure was plotted using a cut through the simulation box at y = z = 0; however any
other values of y and z would have yielded the same result (planar structure).

We recover (see figure 5.11) expected characteristics of observed sheaths (see e.g. Kilpua et al.
(2017b)):

• The dynamic pressure is very large (Pdyn ∼ 5 nPa).
• The magnetic field is significantly higher than in the solar wind (BSh ∼ 30 nT > BSW = 10 nT)
• There is an elevated level of fluctuations (visual for now, see section 7.3.2 in the Conclusions

and Perspectives for more information)
• The plasma beta is quite high (β ∼ 1.5)

4In the following calculation, we make use of the fact that di×Ωci =VA.
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Figure 5.11: Main parameters in the self-consistently created sheath at time = 210 Ω
−1
ci ,

shortly before its encounter with Earth. For clarity, Earth’s geomagnetic environment has
been removed from this plot. Earth’s center would be located at x = 0.
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5.3.5 Summary of the simulation setup

dx, dy, dz 1 di

dt 0.005 Ω
−1
ci

tmax 300 Ω
−1
ci

Nx 1500
Ny 720
Nz 660

N procs 7200

Table 5.1: Simulation parameters

Solar wind Magnetic cloud
B (nT) 10 50

B orientation Bx = B cos(85◦) | By = B sin(85◦) | Bz = 0 variable
V (km/s) 400 750

N (ions/cm−3) 6 6
T (K) 240k 24k

Table 5.2: Macroscopic parameters

In terms of parameters actually used in the simulation, the temperature in the solar wind is
defined by the choice β = 0.5 (typical value in the solar wind); whereas the temperature in the
magnetic cloud is chosen to be 10 times smaller than in the solar wind (what we see in the 14-12-2006
event).

Start injection Transition time Start decreasing Decrease time Collision shock/shock
Ω
−1
ci 60 5 70 140 216.5

Table 5.3: Simulation timeline

5.4 Developing new diagnostics in LatHyS
5.4.1 Unevenly separated time dumps

In LatHyS, as in most particle-in-cell codes, there is much more data being processed than data being
saved. The reason is that in order to run and to simulate properly the physics, LatHyS has to keep
track of the position and velocity of billions of particles, as well as the value of the electromagnetic
field on hundreds of millions of grid-cells. It would be an extremely bad idea to try and save all this
information at every iteration of the code: it would make simulations extremely slow, and thousands
upon thousands of terabytes of data would need to find a home. Instead, what the code does is to
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create information, then use it for the next iteration before destroying it, thus constantly using the
same memory space.

The choice of what to save is the responsibility of the user. Most of the figures included in
the next few chapters of this manuscript have been generated using the most common way to save
data on particle-in-cells codes: every few dozen or hundreds of iterations, the average of particle
moments are saved along with the values of the electric and magnetic fields on each grid cell. Since
each of these “time dumps” takes time during the simulation, and is costly in terms of memory, we
usually save only the data at times of particular interest. In our case we decided to save at irregularly
spaced times, in order to have a good resolution on the critical parts of the simulation: we monitor
the formation of the magnetosheath with just a few time dumps, then we make them much closer
to each other during the sheath/magnetosheath interaction, before spacing them more during the
magnetic cloud/magnetosheath interaction which had already been studied by Turc et al. (2015).

The exact saving times are summarised in the table at the bottom of figure 5.12, along with
a timeline of the simulation (arrows and boxes). The propagation of the sheath inside of the
magnetosheath is monitored by saving the data every Ω

−1
ci .

Figure 5.12: Arrows and frames above the table: “events” in the simulation. First row:
time at which the frequency of saving changes. Second row: frequency of saving data from
LatHyS.
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5.4.2 Virtual satellites

We also found it interesting to save additional data with a period of 1 Ω
−1
ci during the whole

simulation, but only at a few fixed locations. To do so, we placed some “virtual satellites” in the
simulation, recording the magnetic field, plasma density and bulk velocities. Having this fleet of
satellites recording data in the simulation did not seem to slow it down. The satellites were placed
according to the following rules (see figure 5.13):

• If the satellite is less than 120 di away from the obstacle’s centre, we place one satellite every
10 di in the x, and every 25 di in the y and z directions.
• One satellite every 100 di in the y and z and at x = 0, and x = 750 otherwise.

Figure 5.13: Positions of the complete fleet of virtual satellites.

From this fleet, we selected, a posteriori, a few virtual satellites that were placed at critical
locations (see figure 5.14):

• Three satellites on the Sun-Earth line: one upstream of the bow shock in the solar wind,
one just downstream of the bow shock, and likely to cross it at the slightest perturbation,
and a second one downstream of the bow shock, deep inside the magnetosheath (roughly at
mid-distance between the bow shock and the magnetopause).

• Two satellites on the x=z=0 line, in the equatorial plane, one on each side of Earth, roughly in
the middle of the magnetosheath.

• Two satellites on the x=y=0 line, in the noon-midnight meridian plane, one on each side of
Earth, roughly in the middle of the magnetosheath.

• One satellite far away from the magnetosheath (x=z=0, y=300), which will be used for
reference, as it will measure the unperturbed planar event (magnetic cloud, sheath and shock).

We have written “roughly” in the middle because as we will explore in subsection 6.4, the
magnetosheath changes its shape during the simulation, therefore it is impossible for a fixed point to
actually stay in the middle of the magnetosheath.
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Figure 5.14: Positions of a few virtual satellites placed at critical positions.

5.5 From 3D data to numbers: boundary detection and boxes
Note: This section describes codes written in python for the analysis of data from LatHyS.
These codes address two major issues.
The first one is memory: even when saving data at only relevant time dumps, the amount
of data generated by our simulations is still very large: the simulation described in chapter
6 produced 4 files per time dump. The average size of these file is 11 Go, and there were
55 time dumps. This leads to roughly 2 To of data. These need to be processed. The
second issue is that the interaction between two shocks, and between the magnetosheath
and the interplanetary sheath, are very dynamic phenomena, in which the very geometry
of our objects of study change over time. In order to follow the changes happening inside
the magnetosheath, we need sophisticated automatic detection tools that can track the
evolution of its geometry, and do so in 3D.

5.5.1 Boundary detection
In order to track the evolution of the magnetosheath, we need a method to locate the position of
the bow shock and magnetopause. While this could be done systematically to automatically detect
the whole surfaces defined by the bow shock and magnetopause, for our purposes, knowing their
location along the x direction at y = z = 0 (Sun-Earth line), along the y direction at x = z = 0 (line
orthogonal to the Sun-Earth direction, in the ecliptic plane, and passing through the planet) and
along the z direction at x = y = 0 (line orthogonal to the Sun-Earth direction, in the noon-midnight
meridian plane, and passing through the planet) is enough.

The detection method is devised around 1D slices of the simulation domain. Along any line, we
average the data on a 10 by 10 square of neighbouring grid cells. This allows the data to be relatively
smooth by averaging out the noise. More than 10 by 10, however, would be too large and we would
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loose in precision. For example, in order to get a 1D representation of the density along Sun-Earth
line, we consider a long box going through the whole domain in the x direction, from y = −5 to
y = 5 and from z =−5 to z = 5, and we average the data along the y and z directions.

The bow shock
On such a slice – scanned from outside of the magnetosheath towards the center of the planet – the
bow shock’s location is defined as the first local maximum of current where the following tests are
verified:
• The current is significantly larger than in the rest of the box (empirically set at 1.7× the

average of the current in the rest of the box).
• The coordinate is not next to the box’s limits.
• The gradient of the magnetic field points towards earth. This last condition is only necessary

along the x direction, in order to discriminate between the bow shock and the interplanetary
shock.

Figure 5.15 shows this selection process on data from the simulation:

The upper panel (panel a)) shows the magnetic field magnitude (blue line) for a cut along
Sun-Earth line, for x between -100 di and 200 di. Made at time t = 210 Ω

−1
ci , this figure describes the

situation a few time dumps before the shock / shock collision. From left to right, we can recognise
the sheath (the fluctuations are barely visible because of the scale) and the interplanetary shock
wave, located at x' 100 di. There is then an interval of solar wind, before we encounter the bow
shock, at x ' 50 di. We then see the magnetosheath, and the planet’s dipole, where the magnetic
field amplitude becomes large enough to go out of the scale. The planet centre is located at x = 0 di,
where the magnetic field is smaller. We then see the other side of the dipole. We will come back to
panel a) after describing the other panels.

Panel b) displays the electric current (blue line) as well as its local maxima (blue dots), detected
algorithmically. Panel c) represents the results of the tests (non-zero is True and 0 is False) cor-
responding to the conditions listed above: “j large” (orange) is True if j > 1.7×< j >; “close to
planet” (green) excludes the few coordinate close to the edges of the simulation box, “b grad up”
(red) tests for the direction of the magnetic field’s gradient). An added test is “coord up” (purple),
which simply tests that x > 0. Finally, “test up” is True if all the other tests are True and False
otherwise. On this figure, since it shows a zoom on the simulation domain, the “close to planet” test
(green) is always True.

We can now go back to panel a), where we also displayed the results of “test up” (orange), and
the final position of the bow shock (red vertical bar). The final position of the bow shock is defined
as the first local maximum of current where“test up” is true.

Along the y and z directions at x = 0, the bow shock detection is made the same way as along
the x direction, with the exception of the “b grad up” test, which is omitted because we scan a part of
the simulation box which does not contain the interplanetary shock, and there is therefore no need
to discriminate between the interplanetary shock and the bow shock. Along the y and z directions,
however, two bow shock positions need to be defined, one for positive coordinates, and one for
negative coordinates.
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Figure 5.15: From top to bottom: a) A “slice” of the magnetic field, along with the result of
the tests (1 is True and 0 is False), and the final position of the bow shock. You can see that
the algorithm found a shock downstream of Earth, which in the x direction does not have
any meaning and is discarded. b) A slice of the electric current along with its automatically
detected local maxima. c) The different tests (“j large” is True if j > 1.7×< j >; “close to
planet” excludes the few coordinate close to the edges of the simulation box, “b grad up”
tests for the direction of the magnetic field’s gradient) and their summary, “test up” is True
if all the other tests are True.

The magnetopause

For slices along the x and z directions, the magnetopause is defined as a local maximum of the
current density where the coordinate is comprised between 15 and 80 di from the centre of the planet.

The top panel of figure 5.16 represents the density along the x direction, at y = z = 0, for x
between -100 and 150. This figure is also made at time t = 210 Ω

−1
ci , a few time dumps before the

shock / shock collision. On the left side, we can recognise the turbulent interplanetary sheath. There
is then a stretch of quiet solar wind, before we see the bow shock, the turbulent magnetosheath,
and finally the location of the planet, where the density falls to zero in the code. In this case, the
magnetopause is defined as the maximum of current density for 15di < |x|< 80di. The test on the
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Figure 5.16: From top to bottom: A “slice” of the density (blue) and its gradient (orange),
along with the result of the tests (1 is True and 0 is False; in green if x > 0 and red if x < 0),
and the final positions of the magnetopause (red vertical bar). On this slice along the x
direction, the “bottom” position of the magnetopause is given the value 0, to be discarded.
A slice of the electric current density along with its automatically detected local maxima.
Here the magnetopause position corresponds to a local maximum of current density located
between 15 and 80 di.

coordinate (in green and red) is made in order to avoid the very strong currents that exist where the
magnetic dipole is created. The final location of the magnetopause is marked with a red vertical bar.
You can notice that there is a result at x = 0, this is a value chosen to then be discarded by the rest of
the algorithm: indeed, in the x direction, the magnetopause is upstream of the planet and there is no
magnetopause downstream.

Figure 5.17 is similar to 5.16 and the magnetopause along the z direction (at x = y = 0) is defined
in the exact same way as along the x direction: as the location of the maximum electric current for
15di < |z|< 80di.

Figure 5.18 shows the difference between the current structures in the (xy) and (xz) planes: while
the magnetopause corresponds to a well defined current layer in the (xz) plane (left hand-side figure),
the more complex current structures in the (xy) plane (right hand-side figures) do not allow such a
clear identification of the magnetopause. This makes the peak current method impractical. Therefore
we use a different approach in this plane (see figure 5.19), which is to define the magnetopause as the
middle of the strong gradients of density, empirically defined as larger than 10% of the maximum
density gradients in the box. On the top panel of figure 5.19, the gradient of density is represented
with an orange line. The threshold test (∂n/∂y > 0.1×max(∂n/∂y) is represented in green for
y > 0 and red for y < 0. The final result (red vertical bar) is located at the middle of the longest
stretch of this test being true.
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Figure 5.17: From top to bottom: A “slice” of the density (blue) and its gradient (orange),
along with the result of the tests (1 is True and 0 is False; in green if z > 0 and red if z < 0),
and the final positions of the magnetopause (red vertical bar). A slice of the electric current
density along with its automatically detected local maxima. Here the magnetopause position
corresponds to a local maximum of current density located between 15 and 80 di.

Figure 5.18: Current density at time t = 210 Ω
−1
ci (soon before the shock/shock collision).

Two planes are shown: the equatorial plane (xy) and the noon-midnight meridian plane
(xz).
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Figure 5.19: From top to bottom: A “slice” of the density (blue) and its gradient (orange),
along with the result of the tests (1 is True and 0 is False; in green if y > 0 and red if y < 0),
and the final positions of the magnetopause (red vertical bar). A slice of the electric current
density along with its automatically detected local maxima. Here the magnetopause position
corresponds to the middle of a strong density gradient; the current structures being too
complex in this plane to be used with coherent results.

The interplanetary shock
The interplanetary shock is straightforwardly defined as the location of the largest velocity gradient
in the box. On 5.20, we can see the velocity (top panel) and its gradient (bottom panel) along
the x direction. This detection is made at the very edge of the simulation box (y = max(y)− 2,
z = max(z)−2). This allows us to simplify the test greatly by excluding the planet’s geomagnetic
environment from the cut along the x direction. The physical structures are the sheath, from x' 100
to x' 300 and the magnetic cloud, from x' 300 to x' 800.

The leading edge of the magnetic cloud
Similarly to the previous interplanetary shock’s detection, the cut used for the detection of the
magnetic cloud leading edge is taken at the very edge of the simulation box (y = max(y)− 2,
z = max(z)−2). The leading edge of the magnetic cloud, is defined as a local maximum of current
density where the following conditions are met (see figure 5.21):

• There is a strong negative gradient of density (magnetic clouds are less dense than sheaths)
• There is a strong gradient of magnetic field (in our simulations, the magnetic field in the cloud

is larger than in the sheath, this is not systematically true in observations)

Figure 5.21 shows, from top to bottom: the density, the magnetic field, the current, the density
gradient ∂n/∂x, the threshold test on the density gradient (true if ∂n/∂x is larger than its average
value), the magnetic field’s amplitude gradient ∂ |BBB|/∂x and the threshold test on its gradient (true if
∂ |BBB|/∂x is larger than its average value). Finally, the location of the magnetic cloud’s leading edge
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Figure 5.20: From top to bottom, a slice of the plasma velocity and its gradient. The
vertical red line shows the position of the interplanetary shock.

is marked with a vertical red line.

It is still a matter of debate what type of discontinuity is the leading edge of a magnetic cloud. In
our simulation, we could satisfy ourselves with an empirical definition based on a local maximum of
current density, but it is much more complicated to agree on a specific definition with observational
data (see figure 2.2 on page 41).
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Figure 5.21: From top to bottom: a slice of the density, a slice of the magnetic field
amplitude, a slice of the electric current density, the gradient of the density, a threshold
test for a negative density gradient, the gradient of the magnetic field, a threshold test for a
strong positive gradient of magnetic field. The vertical red bar shows the position of the
leading edge.



5.5 From 3D data to numbers: boundary detection and boxes 123

One last test
An additional test has been made in order to make the process of boundaries detection robust. For
each time dump, the boundary selection is first made according to the steps described above. Then,
the newly found boundary positions are compared to the ones found for the previous time dump:
if the position is too far away from the previous one, then its location is declared wrong, and the
above tests are made once more, excluding the absurd location. Most time dumps do not need this
last verification, which is the reason it is useful: it efficiently detects an odd result from a series of
good ones.

Summary
Figure 5.22 shows the density in the noon-midnight meridian plane (xz). All the different boundaries,
as detected by the algorithms described above are displayed as markers: red dots for the bow shock
and magnetopause, cyan crosses for the interplanetary shock and magnetic cloud leading edge. The
magnetosheath and interplanetary sheath are clearly recognisable.

Figure 5.22: Density at time t = 210 Ω
−1
ci (soon before the shock/shock collision), in the

noon-midnight meridian plane (xz). Red dots mark the positions of the bow shock and
magnetopause as detected by the algorithms described in this section. Cyan diagonal
crosses mark the position of the interplanetary shock, and the cyan “+” mark the position
of the leading edge.
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5.5.2 Simple tracking: the “boxes method”
In order to probe the evolution of the magnetosheath during its interaction with the sheath, we
focused on six regions, that we will from now on denote “boxes”. To construct their positions, we
made use of the boundaries that were detected as explained in subsection 5.5.1. This allows us to
think about them as representing different regions of the magnetosheath, which a fixed location in
the simulation could not do, owing to the movements of the magnetosheath itself. As we will see in
section 7.3.2, measures at fixed locations can sometimes be confusing because they do not always
represent the same region.

The first box is constructed so that its centre is along the Sun-Earth line, midway through the
magnetosheath. The size of its edges is a few grid cells shorter than the thickness of the magne-
tosheath, so that the bow shock and magnetopause are safely excluded from the box. This box
will be referred to as “nose”. The four other boxes also have their centres midway through the
magnetosheath on the lines starting from Earth’s centre and going respectively along the y direction
towards the positive or negative values of y, and along the z direction towards the positive or negative
values of z. They are respectively called “ydusk”, “ydawn”, “zup” and “zdown”. Finally, a box
called “upstream” is placed upstream of the bow shock on the Sun-Earth line. Figure 5.23 shows the
position of theses boxes in relation to each other and to the geomagnetic frontiers.

In the following chapter we will make use of these boxes to display the evolution of physical
quantities inside of the magnetosheath. For example, if we wish to investigate the evolution of the
density, we average the plasma density in each of the boxes, and display the evolution of the six
numbers thus obtained against time (e.g. see figure 6.10 on page 139).
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Figure 5.23: Position of the boxes at time t = 210 Ω
−1
ci . Note: the boxes are actual cubes,

but on this figure the axes do not all have the same scaling. Approximate positions of the
bow shock and magnetopause have been drawn (black and blue lines) on top of the figure to
guide the eye.
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Note: In this chapter, we present and discuss the results obtained from our LatHyS
simulations of the interaction between the magnetosheath and the interplanetary sheath.
First we analyse how the interplanetary shock changes as it traverses the bow shock and
propagates in the magnetosheath (section 6.2). We then analyse how the magnetosheath
evolves under the new upstream conditions imposed to it by the arrival of the interplanetary
shock and sheath (section 6.3). Next, we see how the position of the geomagnetic frontiers
– the bow shock and the magnetopause – react to the passage of the sheath (section 6.4).
Finally, we explain a strong and peculiar asymmetry in the plane perpendicular to the
interplanetary magnetic field (section 6.5).
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6.1 Introduction and strategy
As described in chapter 5, we set up the planet’s magnetic environment (magnetosphere/magnetopause/bow
shock with an Alfvén Mach number of Mbow shock

A = 4.5) on one side of the 3D PIC-hybrid simulation
box and the magnetic cloud/sheath/shock on the other side (the magnetic cloud – driven shock has
MIP shock

A = 3.1). Both shocks having a similar strength leads to them having a strong influence
on each other. We can now observe the collision between the two collisionless shocks, and the
interaction of the sheath with the magnetosheath.

Figure 6.1: Evolution of the magnetic field’s amplitude in a cut taken along the X direction.
The Y axis represents both the amplitude of the field, and the time, each new line from top to
bottom representing a later state of the magnetic field.

Figure 6.1 represents, on the y axis, both the amplitude of the magnetic field and its evolution
in time. Because both are on the same axis, it is useful for gaining a qualitative intuition of the
unfolding of the simulation, but unpractical if we wish to obtain quantitative information from it.
Let us start by explaining the line at the top of the figure: it represents, at time t = 210 Ω

−1
ci , the

amplitude of the magnetic field along the x direction, for a slice taken at y = z = 0 (on the Sun-Earth
line). On this top line, we can recognise, from left to right: a small part of the turbulent sheath,
the interplanetary shock, a stretch of quiet solar wind, the bow shock, the magnetosheath, and the
beginning of the terrestrial dipole. On this figure, the location of the magnetopause can be guessed
visually as the place at which the gradient of the magnetic field changes abruptly towards the right
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side of the box, at x ∼ 34 di. The line directly under this top line represents the magnetic field’s
amplitude at time t = 211 Ω

−1
ci , the next line is the magnetic field’s amplitude at time t = 212 Ω

−1
ci

and so on as the rest of the figure is constructed in the same manner.

We can see the evolution of the simulation at a glance by looking from the top to the bottom
of the figure: the interplanetary shock propagates through the pristine solar wind until it collides
with the bow shock between times t = 216 Ω

−1
ci and t = 217 Ω

−1
ci . From that time of collision, the

position of the bow shock clearly recedes Earthward until t = 228 Ω
−1
ci , when it reverses its direction

of motion and expands sunward. In the latest times displayed (lower part of the figure), the magnetic
cloud starts appearing on the left side.

A careful reading of figure 6.1 thus gives us a preview of the consequences of the magnetosheath-
sheath interaction. After the two shocks collide around 216.5 Ω

−1
ci , we can see the following

interesting phenomena:

• The propagation of the interplanetary shock through the magnetosheath does not appear to
be as straightforward than in the solar wind prior to the collision: the planet’s magnetic
environment seems to have an influence on the interplanetary shock.

• The interplanetary shock, in turn, seems to heavily influence the planet’s magnetic environ-
ment:

– Both the bow shock and the magnetopause first recede, pushed back by the increased
pressure in the sheath. Then, before the leading edge of the magnetic cloud reaches the
magnetosphere, the bow shock expands again, and the magnetopause position seems to
reach a minimum stable value.

– The magnetic field amplitude in the magnetosheath becomes larger than it was in both
the magnetosheath and the sheath.

– The level of magnetic fluctuations in the magnetosheath is significantly enhanced during
the passage of the sheath.

The three next sections will detail the first three points raised from figure 6.1.
In section 6.2 we analyse the propagation of the interplanetary shock inside the magnetosheath and
answer the following questions: is it slowed down? does it keep its shape?
After having looked at how the magnetosheath changes the interplanetary shock, we explore the
impact of the interplanetary shock and the following sheath on the magnetosheath:
In section 6.3, we discuss the response of the magnetosheath to the passage of the sheath in terms of
the changes of the plasma and electromagnetic parameters inside of it.
In section 6.4, we look at the evolution of the positions of the bow shock and magnetopause after
they encounter the interplanetary sheath.
Finally, a fourth section 6.5 will treat something that a 1D view could not catch: a strong asymmetry
in the (xz) plane during the passage of the sheath.
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6.2 Propagation of the IP shock in the magnetosheath
6.2.1 From the bow shock to the magnetopause

Figure 6.2 shows the position of the interplanetary (IP) shock (red line) as it crosses the bow shock
(purple vertical dashed line) and propagates in the magnetosheath along the Sun-Earth line. The
position of the interplanetary shock outside of the magnetosheath has been given for reference (blue
line). On this plot, the positions and times are given respectively in di = 93 km and Ω

−1
ci = 1.0 s

(pristine solar wind values).

Figure 6.2: Blue line: position of the unperturbed interplanetary shock, as followed outside
of the magnetosheath. Red line: position of the interplanetary shock as followed along
the Sun-Earth line (y = z = 0) until it reaches the magnetopause at t = 220 Ω

−1
ci . The two

dashed vertical lines indicate the arrival of the interplanetary shock at the nose of the bow
shock (red) and, later, at the nose of the magnetosheath (blue).

At time t = 216 Ω
−1
ci , the IP shock’s position is in advance as compared to the reference. This

is not a physical effect, but an inaccuracy of the detection method. This is easily explained with
figure 6.3: as the IP shock gets very close to the bow shock, the two shocks become almost a single
discontinuity, and the position of the IP shock, defined as a local maximum of the velocity gradient
becomes ill-defined.

Figure 6.2 indicates that the IP shock slows down as soon as it penetrates inside the magne-
tosheath, and then does not seem to slow down any more: the slope changes once and for all at
t = 216.5 Ω

−1
ci . This result is consistent with observations from Koval et al. (2005), Koval et al.

(2006a), Pallocchia et al. (2010) and simulations from Koval et al. (2005), Koval et al. (2006b),
Samsonov et al. (2006) and Pallocchia et al. (2010). We can estimate the velocity of the interplanetary
shock vIS

prior prior to the interaction with the magnetosheath:

vIS
prior = 8.8 di/Ω

−1
ci = 7.9 ·102 km/s (6.1)
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Figure 6.3: Propagation of the interplanetary (IP) shock along the Sun-Earth line. The
blue line represents the velocity and the orange line represents its gradient. The IP shock
position, which is defined as a local maximum of the velocity gradient, is represented with a
deep blue vertical bar. From top to bottom, the different plots are cuts at different simulation
times. At t = 216 Ω

−1
ci , we can see that the detection of the IP shock, based on a local

maximum of velocity gradient, is inaccurate because the IP shock and the bow shock are
almost on top of each other.

We can also estimate the velocity of the interplanetary shock vIS
msh once it is propagating inside

the magnetosheath:

vIS
msh = 7.0 di/Ω

−1
ci = 6.3 ·102 km/s (6.2)
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From this we can deduce two things:

• The ratio between the velocity of the interplanetary shock outside of the magnetosheath and
inside of the magnetosheath is of vIS

msh/vIS
prior = 0.8. This is coherent with Koval et al. (2006a),

which reported that the new speed of the interplanetary shock in the magnetosheath is 0.73 to
0.97 of its value in the solar wind.

• It takes, in our simulation, 3.5 Ω
−1
ci for the interplanetary shock to go from the bow shock

to the magnetopause and there is a ratio of 1/16th between the simulation and the reality.
Therefore, in reality, it should take roughly 56 seconds for an interplanetary shock (under
the conditions simulated here) to cross the magnetosheath. This is quite a short time (for
example, Villante et al. (2004) assumes a transit time of 1-2 minutes) because our shock is
quite a strong shock (MA = 3.1).

From this deceleration of the interplanetary shock inside the magnetosheath, we can make the
simple following logical conclusion: If the interplanetary shock slows down as soon as it crosses
the bow shock and enters the magnetosheath, since the bow shock is curved, a natural consequence
should be a resulting curvature of the interplanetary shock. Indeed, while the part of the interplane-
tary shock that already crossed the bow shock at its nose is travelling at a slower velocity; the rest
of the interplanetary shock that has not yet crossed the bow shock still travels at full speed. This
phenomenon can be seen at a glance by comparing figure 6.4 (before the collision) and figure 6.5
(after the collision).

Figure 6.4: Density and Magnetic field (with magnetic field lines) in the equatorial (xy)
plane, soon before the shock/shock collision. On the left hand-side plot, a vertical green
line marks the position of the interplanetary shock outside of the magnetosheath.
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Figure 6.5: Idem, soon after the shock/shock collision. The vertical green line makes the
curvature of the interplanetary shock inside of the magnetosheath obvious.

Figure 6.4 is a zoom on the magnetosheath which shows the density and the magnetic field in
the (xy) plane just before the shock-shock collision. On the left side of the plots, at x' 65 di, we
recognise the interplanetary shock. A green vertical straight line has been drawn on the shock front
on the density plot. We can see that the shock is planar.

Figure 6.5 shows the density and the magnetic field in the (xy) plane just after the shock-shock
collision. By drawing the straight green line again from the interplanetary shock’s position outside
of the magnetosheath, we can see the shock is slightly curved: the closer to y = 0 the shock is, the
more its position is lagging behind the rest of the interplanetary shock’s. This figure is very similar
to figure 5 in Spreiter and Stahara (1994), which stated that the interplanetary shock was nearly
planar in the magnetosheath, and to figure 5 in Koval et al. (2005), which emphasised the apparition
of a curvature of the interplanetary shock inside the magnetosheath. While the two authors reported
very similar results, they worded them very differently. We think that they did so because their
expectations were different: while Spreiter and Stahara (1994) probably expected a markedly curved
shock, Koval et al. (2005) noted a strong difference between their results and the arguments of Szabo
et al. (2003) and Szabo (2004) which stated that the front of interplanetary shock waves travelling
through the magnetosheath were most likely unperturbed.

6.2.2 On the flanks of the magnetopause

Following the same method, we now direct our attention to the propagation of the interplanetary
shock on the flanks of the magnetosheath. Figure 6.6 is constructed in the same way as figure 6.2 (the
red and blue lines are the same) but looks at later times. Two lines have been added to represent the
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propagation of the interplanetary shock along the flanks of the magnetopause: an orange line, which
marks the interplanetary shock’s position in the equatorial plane, at z = 0 and y = 90 di; and a green
line, which marks the interplanetary shock’s position at y = 0 and z = 80 di: above the northern pole.
These locations have been chosen to cross the magnetosheath close to the magnetopause without
crossing the latter. In figure 6.6 it clearly appears that in the (xy) plane the interplanetary shock
(orange line) slows down compared to the unperturbed shock (blue line): the orange line passes
durably under the blue line. In the (xz) plane (green line), on the other hand, the shock first slightly
slows down (the green line passes under the blue line), before accelerating (the green line passes
under the blue line).

Figure 6.6: Blue line: position of the unperturbed interplanetary shock, as followed outside
of the magnetosheath. Red line: position of the interplanetary shock as followed along
the Sun-Earth line (y = z = 0) until it reaches the magnetopause at t = 220 Ω

−1
ci . Green

line: position of the interplanetary shock in the noon-midnight meridian plane along the
line y = 0, z = 80. Orange line: position of the interplanetary shock in the equatorial
plane along the line y = 90, z = 0. The two dashed vertical lines indicate the arrival of
the interplanetary shock at the nose of the bow shock (red) and, later, at the nose of the
magnetosheath (blue)

Figure 6.7 shows the macroscopic result of this asymmetric acceleration of the interplanetary
magnetic shock in the magnetosheath: both in the (xy) and (xz) plane the interplanetary shock front
is curved. In the plane which contains most of the interplanetary magnetic field (in this case, the
equatorial (xy) plane), the shock slows down near the magnetopause and becomes concave. In the
plane perpendicular to the interplanetary magnetic field (in this case, the noon-midnight meridian
(xz) plane), the shock accelerates slightly and becomes convex.

Our simulation points toward the same conclusion as Koval et al. (2005, 2006b), in which
observations coupled with MHD modelling suggest that the interplanetary shock front is curved.
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Figure 6.7: Left panel: Current density in the equatorial (xy) plane. Right panel: Current
density in the noon-midnight meridian (xz) plane. These slices are taken at time t = 230Ωci,
as the sheath has penetrated quite deeply into the magnetosheath.

While the concave shape we observe in the interplanetary magnetic field’s plane – resulting from a
deceleration of the shock at the nose of the magnetosheath – has been noted by Koval et al. (2005),
there exist, to our knowledge, no mention of a convex shape in the plane perpendicular to the
interplanetary magnetic field.

We offer the following qualitative explanation, of which figure 6.8 is an illustration: In our
simulations, most of the magnetic field in the solar wind are along the y direction. The field lines,
pushed by the solar wind onto the geomagnetic dipole will be compressed at the center of the
magnetopause and stretched on the wings of the magnetopause in the (xy) plane. Magnetic tension
builds up in the thus stretched magnetic field lines, until they slip around the magnetopause. The
magnetic tension is released and accelerate particles in the (xz) plane. As already mentioned on page
101 in subsection 5.2.2, this explanation is classically used to explain the faster plasmas velocities
found in the magnetosheath’s wings in the plane perpendicular to the mean IMF, as compared to the
velocities in the plane containing the mean IMF (Chen et al. (1993); Lavraud et al. (2013), Turc et al.
(2015)). Our simulations suggest that the very same explanation leads to a non-trivial curvature of
the bow shock: concave in the plane containing the IMF, convex in the plane perpendicular to the
IMF and a continuum in between.

Using figure 6.6, we can make a rough estimate of the expected delay/advance of the detection
of the interplanetary shock by a satellite that would be placed at 17RE downstream of Earth (corre-
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Figure 6.8: Left side: magnetic field lines piling up on the magnetopause in the (xy) plane.
This piling up leads to a braking of the plasma on the flanks in the (xy) plane. Some field
lines can slip around the magnetopause and slid along the magnetopause at non-zero values
of z. Releasing their magnetic tension, these end up accelerating the plasma in the (xz)
plane.

sponding to −75 di in our simulation), near the magnetopause in the magnetosheath:

• If the satellite is in the same plane as the interplanetary magnetic field (ecliptic plane (xy) in
our simulation), we would expect the interplanetary shock to be decelerated, resulting in a
delay of 32 seconds ( the simulated delay is 2 Ω

−1
ci , times the scaling factor 16 ) compared to

a constant-velocity interplanetary shock.
• If the satellite is in the plane perpendicular to the interplanetary magnetic field (noon-midnight

meridian plane (xz) in our simulation), we would expect the interplanetary shock to be
accelerated, resulting in an advance of 16 seconds ( the simulated advance is 1 Ω

−1
ci , times the

scaling factor 16 ) compared to a constant-velocity interplanetary shock.
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6.3 Evolution of the magnetosheath’s characteristics
In this section, we use the “boxes method” outlined in section 5.5.2. We discuss only a few of the
many plots that can be obtained through this method. We first present a few of them that can be
readily understood, then move on to more complex ones which suggest interesting physics.

6.3.1 The “boxes method”: a reminder
The quantities represented are the average values of the physical parameters found at different
locations inside the magnetosheath. The averaging is made on all of the cells inside the boxes:
"upstream", "nose", "ydusk", "ydawn", "zup", "zdown" as the simulation unfolds. Figure 6.9 is a
redrawing of figure 5.23 (page 125) on which we have coloured the different boxes using the same
colour code used in the remainder of this section: "upstream" in fuchsia, "nose" in blue, "ydawn" in
orange, "ydusk" in red, "zup" in dark green and "zdown" in light green.

Figure 6.9: Position of the boxes at time t = 210 Ω
−1
ci , the different locations have been

given a colour which will be used in the remainder of this chapter: "upstream" in fuchsia,
"nose" in blue, "ydawn" in orange, "ydusk" in red, "zup" in dark green and "zdown" in light
green.

6.3.2 Magnetosheath compression and construction of the plots
Because figure 6.10 is quite easy to understand, we use it here to explain the construction of the plots
using the “boxes method”. This figure is also interesting in its own right.

Figure 6.10 displays the evolution of the density. Dots of different colours represent the density
as measured in different boxes. The evolution of the density at these different locations is shown as
the upstream conditions change. The background colour of the plot is used to represent the upstream
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Figure 6.10: Evolution of the density in the magnetosheath: during pristine solar wind
conditions (blue span), then sheath (red span), then magnetic cloud (yellow span). The
different coloured dots represent the density as measured at different places. “upstream”
is upstream of the bow shock; “nose” is in the middle of the magnetosheath along the
Sun-Earth line; “ydusk/ydawn” are measures taken on each side of the planet in the
equatorial plane, in the middle of the magnetosheath along the y direction, around x = z = 0,

“zup/zdown” are measures taken on each side of the planet in the noon-midnight meridian
plane, in the middle of the magnetosheath along the z direction, around x = y = 0.

conditions: pristine solar wind conditions (blue span), then sheath (red span), then magnetic cloud
(yellow span). The passage of the sheath has been divided into two different colours to represent its
progressive crossing of the magnetosheath. The first transition (from blue to pale red) represents the
arrival of the interplanetary shock at the nose of the bow shock. The second transition (from pale red
to red) represents the arrival of the interplanetary shock at the terminator plane (plane (xy), at x = 0).
Not only x = 0 corresponds to the position of the planet’s centre, it is also the position along x of the
“ydusk/ydawn” and “zup/zdown” boxes. This is why the corresponding curves (orange, red, pale
green and dark green) start changing at the transition from pale red to red.

First, let us look at the density in various places of the magnetosheath during upstream conditions
corresponding to the pristine solar wind (blue span): as expected from the Rankine-Hugoniot equa-
tions (see 1.2.4), the density is higher in the magnetosheath (“nose”, “ydusk”, “ydawn”, “zup” and
“zdown”) than in the solar wind (“upstream”, represented in fuchsia). Then, when the interplanetary
shock collides with the bow shock (transition from the blue to the red span), and afterwards when
the sheath crosses the magnetosheath, the behaviour is again not surprising as we see the density
rising inside the sheath with a slight delay from the upstream conditions, corresponding to the time
the plasma takes to travel from upstream to downstream of the bow shock. The behaviour gets a bit
more surprising around 228 Ω

−1
ci for the nose and between 230 and 235 Ω

−1
ci for the flanks: while
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the upstream conditions are quasi-stationary (the fuchsia dots line up horizontally), the density in the
magnetosheath starts decreasing. This, as we will see in figure 6.1 of the next section, correlates
with the expansion of the bow shock after a first phase of contraction.

A remark on this type of plots: because the size of the boxes on which the average is made is
non-zero, it takes a few points for structures like the interplanetary shock to cross them. For example,
if the size of the box is 12 di, with a shock speed of 8.4 VA, it should take two to three points for the
shock to cross the box, and therefore, two to three points for the quantity averaged in the box to go
from the conditions prior to the shock’s arrival to the conditions after the shock’s arrival. See figure
6.11 for a visual aid. For example, this behaviour is quite recognisable on the fuchsia line (upstream
box) in figure 6.10, between times t = 214 Ω

−1
ci and t = 216 Ω

−1
ci .

Figure 6.11: Left side: the propagating interplanetary shock is drawn in green at 6 different
time dumps. The box on which a parameter are averaged is drawn in purple. Right side:
The corresponding value of the averaged parameter is displayed against time for the six
different time dumps.

A last comment on figure 6.10: While the behaviour of the magnetosheath’s density is almost
symmetrical in the equatorial plane (the orange “N_ydusk” and red “N_ydawn” curves are very
similar), there is a striking difference between the dark green (“zup”) and pale green (“zdown”)
curves. It seems that the southern part of the magnetosheath gets much more compressed than the
northern part during the sheath/magnetosheath interaction. We will come back on this in section 6.5.

6.3.3 Energy transfers

The energy is distributed between the electromagnetic field (EEE,BBB) and the particles. Particles
essentially have three types of energies, all of them kinetic, which are usually classified in terms of
collective/random/individual motions. They correspond to bulk flow motion, thermal motion and
individual accelerated particles. In this subsection, we try to gain some insight into the transfers of
energy between these different parts of the plasma.
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Average work of the electric field
The term jjj ·EEE, often called Joule-heating, is the work per unit volume and per unit time performed
by the Lorentz force on the particles. Indeed, if we call ẇ this quantity, we have:

ẇ =
N

∑
i=1

fff Lvvvi =
N

∑
i=1

qi(vvvi×BBB+EEE) · vvvi

=
N

∑
i=1

qiEEE · vvvi =

(
N

∑
i=1

qivvvi

)
·EEE

ẇ = jjj ·EEE

(6.3)

In the previous equations, i represents an individual particle and N the total number of particles.

A positive jjj ·EEE means that some energy is transferred from the fields to the particles, while a
negative jjj ·EEE means that the fields extract energy from the particles. There is, unfortunately, no
easy way to know which type of particle motion (bulk flow, thermal, individual) is concerned by the
energy exchange, because of the difficulty of disentangling transport (e.g. advection) and creation
(e.g. transfer of energy from field to particles). Looking at the amplitude and sign of this quantity
can still give us some precious information. The next three figures: 6.12, 6.13 and 6.14 represent
the quantity jjj ·EEE, or the amount of energy transferred from the electric field to the particles per unit
volume and per unit time.

Figure 6.12: Field-particles energy exchange at different locations of the magnetosheath
before, during, and after the passage of a magnetic cloud-driven sheath.

Let us first focus on the energy exchanges between fields and particles at the “nose” of the
magnetosheath (figure 6.12). During the solar wind conditions (blue span), jjj ·EEE ∼ −20 pW/m3.
The work performed by the Lorentz force on the particles is negative, which means that energy is
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transferred from the particles to the field. When the interplanetary shock arrives at the nose of the
magnetosheath (times 217, 218 and 219 in the pale red span) it seems that the energy first goes
mostly from fields to particles jjj ·EEE > 0 up to almost 200 pW/m3. Afterwards (after time 220), the
energy goes from particles to fields jjj ·EEE < 0 down to an average of −200 pW/m3 in the rest of the
pale red span and red span.

The initial transfer from particles to fields during the solar wind conditions ( jjj ·EEE < 0 in the
blue span) is a sign of the braking of the macroparticles arriving from the solar wind by the fields
in the magnetosheath, i.e. part of their kinetic energy is transferred to the electromagnetic field.
Later on, during the passage of the sheath (red span), the story is the same, but the flow has more
kinetic energy (denser medium and faster macroparticles) and fields are more intense (because the
magnetosheath is more compressed) therefore the values of jjj ·EEE are accordingly greater. Just after
the shock-shock collision (beginning of the pale red span), however, the energy is transferred from
fields to particles. This could correspond to the arrival of the interplanetary shock: particles that
were at a relatively low speed in the magnetosheath may be suddenly accelerated and heated as they
encounter the interplanetary shock. The energy gained by the particles can only come from the
electromagnetic field as the medium is collisionless.

Figure 6.13: Field-particles energy exchange at different locations of the magnetosheath
before, during, and after the passage of a magnetic cloud-driven sheath.

Figures 6.13 and 6.14, which represent the transfers of energy in the flanks, give us another
point of view of the “slingshot” effect noticed in section 6.2 (particles are accelerated in the plane
perpendicular to the interplanetary magnetic field (xz) and decelerated in the plane of the interplane-
tary magnetic field (xy) ). In the (xy) plane, particles seem to lose energy to the electromagnetic
field (during the sheath (red span) 〈 jjj ·EEE〉(xy) ∼−24 pW/m3 < 0), whereas in the (xz) plane particles
seem to gain energy from the field (during the sheath (red span) 〈 jjj ·EEE〉(xz) ∼ 71 pW/m3 > 0). This,
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Figure 6.14: Field-particles energy exchange at different locations of the magnetosheath
before, during, and after the passage of a magnetic cloud-driven sheath.

however, does not seem to work very well for the “z_down” part. The asymmetry between z > 0 and
z < 0 that we noticed earlier is still present: particles seem to gain energy from the field for z > 0
(coherent with the “slingshot” effect), but for z < 0, particles sometimes gain and sometimes lose
energy to the field, as if in this region, there was a mix between the “slingshot” effect and some
braking of the particles.
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Note: The reason jjj ·EEE is called the Joule-heating is because of an underlying assumption
that the final state of energy is thermal. In a quasi-static scenario such as the passage of
electrical current in a wire, this makes sense: as the current goes through the wire, an
amount jjj ·EEE of power is transferred to the electrons as they are accelerated by the electric
field, they almost immediately collide with other electrons, or with the atoms of the wire,
and this power is quickly dissipated as heat. In a collisionless medium such as the one
forming the magnetosheath, it is much less obvious what the energy becomes once it is
transferred from the field to the particles, and calling jjj ·EEE the Joule-heating is more about
tradition than about physics.

Temperature
The previous figures showed jjj ·EEE as it was averaged in the “boxes”. This is a macroscopic view that
does not directly tell us how much energy is transmitted to smaller and smaller scales until it becomes
thermal energy. Figure 6.15 is a representation of the evolution of temperature in the “boxes”. The
part of this figure that we found the most interesting is the time of the “peak” of temperature in
the “nose”: t = 234 Ω

−1
ci . It does not correspond to a peak of jjj ·EEE in figure 6.12, nor to the time of

maximum compression of the magnetosheath (figure 6.10). Instead, it seems that the plasma of the
magnetosheath continues to be heated during the dilatation of the magnetosheath.

Figure 6.15: Evolution of the protons’ temperature at different locations.
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6.4 Evolution of the magnetosheath’s shape
6.4.1 Sub-solar frontiers: numerical result and first interpretation

Figure 6.16: Temporal evolution of the positions along the Sun-Earth line of the bow shock
(multicolored dots) and magnetopause (grey dots). Unperturbed (as if the geomagnetic
environment was absent) positions of the interplanetary shock (gold line) and magnetic
cloud’s leading edge (red line). The multicolored dots and the colorbar represent the
difference between the total pressure in the inside of the magnetosheath and the total
pressure upstream of the bow shock.

Figure 6.16 represents the evolution of the bow shock and magnetopause positions in time,
as they are crossed by the interplanetary shock and the leading edge of the magnetic cloud. The
positions of the interplanetary shock (gold line) and the leading edge of the magnetic cloud (red
line) are not actually tracked inside the magnetosheath and magnetosphere but far away from the
geomagnetic environment: they serve here as a reference. The y-axis represents the time: earlier
times are at the top of the axis, and later times are at the bottom. The x-axis represents the positions
along the Sun-Earth line. The multicoloured points (from blue to yellow) represent the position of
the bow shock. The grey points represent the position of the magnetopause.

When stable under the initial pristine solar wind conditions, the magnetosheath has a size of 21 di

(or 4.8RE ). This is slightly larger than the average of 3.4RE reported by Farris et al. (1991), which is
normal, since our Mach number (MA = 4.1) is slightly lower than the average MA = 5.4 in Farris
et al. (1991). The magnetosheath then shrinks in size as it collides with the interplanetary shock, at
time t = 216.5 Ω

−1
ci . The compression phase that ensues lasts for 39% of the length of the sheath,

and the magnetosheath reaches a minimum thickness of 14 di (or 3.2RE). Then, before any change
in the upstream conditions occur, the bow shock starts expanding at time t = 228 Ω

−1
ci ; the leading

edge of the magnetic cloud only arrives at the bow shock around t = 245 Ω
−1
ci . This expansion phase

lasts for 61% of the duration of the sheath, and the magnetosheath reaches a maximum thickness of
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26 di (or 5.9RE); which is higher than under pristine solar wind conditions. Later on, when we stop
the simulation at time t = 280 Ω

−1
ci , the magnetosheath is deep inside the magnetic cloud and has a

thickness of 61di (or 13.9RE).

We have built into the figure a possible explanation for this dynamic reaction. On the solar
wind side, the dynamic, thermal and magnetic pressures are pushing against the bow shock. On
the other side of the bow shock, the thermal and magnetic pressures are pushing back. It ap-
pears that the difference between these pressures, ∆P = (pressure inside of the magnetosheath−
pressure upstream of the bow shock), is roughly null during the first part of the simulation, before
the interplanetary shock’s arrival. It is therefore natural that the bow shock’s position would be stable
during quiet solar wind conditions. When the interplanetary shock arrives, however, this balance
is thrown off, and the pressure outside of the bow shock is much stronger than the pressure inside.
Two things happen then: the magnetosheath is compressed and heated, naturally adapting to the
new outside conditions and progressively “trying” to regain the balance of forces on both sides of
the bow shock. At the same time, the sheath, which is already made of a hot and dense plasma
advecting a strongly compressed magnetic field, penetrates into the magnetosheah, reinforcing the
thermal and magnetic pressures in the magnetosheath. Because of the mounting pressure inside
of the magnetosheath, at some point the bow shock is pushed back and expands sunward, even
though there are no changes in the upstream conditions. At the magnetopause, however, the plasma
does not penetrate inside the magnetosphere, so only the build-up of pressure due to compression
and heating can be responsible for its pushing back. The magnetopause therefore adapts to the
upstream conditions, and then keeps a stable position. The bow shock seems to find a new position
of equilibrium towards the end of the sheath. Then, as the interplanetary sheath gives way to the
magnetic cloud, the pressure upstream of the magnetosheath suddenly drops and the bow shock
resumes its sunward expansion.

6.4.2 Bow shock double-crossing : what a satellite would measure

This back and forth motion of the bow shock has been clearly observed experimentally in Alfsen
et al. (1984); Šafránková et al. (2007) and Pallocchia et al. (2010): a satellite is in the magnetosheath
close to the bow shock when an interplanetary shock collides with the bow shock. A few seconds
after the impact, the satellite crosses the bow shock – as the latter travels Earthward – and finds itself
in the solar wind. Only a few minutes later, and without any change in the upstream solar wind
conditions, the satellite finds itself in the magnetosheath again after crossing the bow shock a second
time – as the latter travels Sunward.

Figure 6.17 represents what a satellite placed next to the bow shock could observe on such
an occasion. Using a virtual satellite in the simulation (see section 5.4.2 on page 114) placed at
x = 50 di (just behind the bow shock when the magnetosheath has reached a stable position under
pristine solar wind conditions), we observe a double crossing of the bow shock. The chain of events
leading to the measurements taken by the virtual satellite would not be straightforward to understand
if it were data from a real satellite.

On figure 6.17 we represented, from top to bottom: the magnetic field components, the plasma
velocity components, and the plasma density. Between times t ∼ 180 Ω

−1
ci and t ∼ 216 Ω

−1
ci , the

virtual satellite is placed in the magnetosheath, where the velocity is very low and the density very
high. Shortly after 216.5 Ω

−1
ci (time of the shock/shock collision), we observe a sudden peak of the
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Figure 6.17: Measurements made by a virtual satellite placed at x = 50 di, y = z = 0. From
top to bottom: Magnetic field components, velocity components, density.

magnetic field amplitude. The magnetic field at this particular position is very strong because it is
compressed by both shocks at once. As the bow shock recoils under the impact, the virtual satellite
finds itself in the interplanetary medium for a brief period of time (from time t ∼ 220 Ω

−1
ci to time

t ∼ 240 Ω
−1
ci . At this time, the interplanetary medium in which the satellite finds itself is actually

the interplanetary sheath, that we recognise easily with its large velocity. At time t ∼ 245 Ω
−1
ci ,

the satellite crosses the bow shock once more, as the latter expands. As the satellite again finds
itself inside the magnetosheath, it quickly starts measuring the high magnetic field and low density
characteristic of the magnetic cloud, as it propagates through the magnetosheath.

6.4.3 The expansion of the bow shock: another interpretation

Another possible explanation for the back and forth motion of the bow shock, found in Samsonov
et al. (2006) and Pallocchia et al. (2010) is that the interplanetary shock is partly reflected at the
magnetopause. When the reflected interplanetary shock reaches the bow shock again from the Earth
side, it causes the latter to expand. Samsonov et al. (2007) explains both the sunward motion of the
shock as well as the end of the magnetopause’s recession from the reflection of the interplanetary
fast shock further inside the magnetosphere, on the plasmapause or even on the dayside ionosphere.
As we will see, our simulation partly agrees with Samsonov et al. (2006) and Pallocchia et al. (2010),
but contradicts Samsonov et al. (2007).

So far we offered two different explanations for the reversal of the bow shock’s motion: a
build-up of magnetic and thermal pressures inside of the magnetosheath until they eventually become
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large enough to overcome the upstream dynamic pressure (the explanation from subsection 6.4.1);
or a reverse shock that would bounce back on the magnetopause (the explanation from Samsonov
et al. (2006) and Pallocchia et al. (2010)). Using our “boxes method” to track the evolution of the
pressures inside the magnetosheath actually gives us arguments to back up both interpretations:

Figure 6.18: Evolution of the magnetic pressure at different locations in the magnetosheath.

Figure 6.19: Evolution of the thermal pressure at different locations in the magnetosheath.

On the one hand, (looking at the blue dots representing the evolution of parameters in the “nose”
of the magnetosheath) figures 6.18 and 6.19 show a very clear build-up of the magnetic and thermal
pressures inside of the magnetosheath. They both rise quickly after the arrival of the sheath. It
looks like the plasma of the interplanetary sheath, itself hot and carrying a large magnetic field,
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Figure 6.20: Evolution of the dynamic pressure at different locations in the magnetosheath.

penetrates inside the magnetosheath, which is rapidly seen in the “box” measurements. Then the
magnetosheath progressively adapts to the new upstream conditions, until the build-up of pressure
reaches a maximum around t = 228 Ω

−1
ci . At this time, the bow shock stops moving Earthward and

starts moving Sunward (see 6.16). As the shock expands again after t = 228 Ω
−1
ci , the magnetic

pressure falls rapidly as the magnetosheath is less compressed. Surprisingly the thermal pressure
(NkBT ) falls much slower. Since the density (N) does fall rapidly during the expansion of the
magnetosheath (see figure 6.10), this indicates that the magnetosheath is still being heated (and T
rises) after the reversal of the bow shock’s motion (see section 6.3.3).

On the other hand, figure 6.20 indicates a sharp drop of dynamic pressure inside the “nose” of
the magnetosheath, without any change in their upstream counterparts. This happens before the bow
shock’s expansion, which is marked by a small partial recovery of the dynamic pressure. This sharp
drop could easily be explained by the apparition of a reflected shock wave at the magnetopause: if
a substantial amount of particles starts travelling sunward, while a large amount is still travelling
Earthward, the average of their velocities should indeed drop, also leading to a drop in dynamic
pressure.

Since we do not see this reflected shock wave on any 2D cut, we offer a softer explanation: the
drop in velocity does not necessarily need the presence of an actual reflected shock wave, as the
simple reflection of a large amount of particles travelling at sub-alvenic speeds could also explain it.
Figure 6.21 is a zoom on figure 6.16 on which we added the hypothetical trajectory of a particle that
would be reflected at the magnetopause and reach back the bow shock to participate in the reversal
of its motion. The velocity required for this trajectory is:

x_bow_shock−x_magnetopause
time_bow_shock− time_magnetopause

=
39−32 di

228−219 Ω
−1
ci
' 0.8 V SW

A (6.4)

In the last equation V SW
A represents the Alfvén speed in the solar wind. The Alfvén speed

is simply 1 di× 1Ωci, which we can estimate with the solar wind parameters at the beginning of



150 Chapter 6. Numerical Simulations: Results & discussions

Figure 6.21: Zoom on figure 6.16: Temporal evolution of the positions along the Sun-
Earth line of the bow shock (multicolored dots) and magnetopause (grey dots), as they are
impacted by the arrival of the interplanetary shock (gold line). A dashed black arrow has
been added to mark the hypothetical trajectory of particle that would be reflected at the
magnetopause and reach back the bow shock to participate in its expansion.

the simulation. To know whether or not counter-streaming particles following the dashed-line
trajectory drawn on figure 6.21 are subalfvénic, we need an estimate of the Alfvén speed inside the
magnetosheath V MS

A at the time of their counter-propagation. Let us use time t = 222 Ω
−1
ci : with

B∼ 70 nT and n∼ 40cm−3, we obtain V MS
A ∼ 2.7V SW

A . This explains why we do not see a reverse
shock on the subsolar line. Particles counter propagating from the magnetopause would travel at a
subalfvénic speed (vcounter-stream):

vcounter-stream ' 0.3 V MS
A (6.5)

Our results therefore partially agree with Samsonov et al. (2006) and Pallocchia et al. (2010):
some reflection happens at the magnetopause, which then can participate in the reversal of the bow
shock’s motion. While both authors simulated the magnetopause as a solid, fixed boundary and
observed a reversed fast shock, our magnetopause is self-consistently simulated and we do not
observe a reverse fast shock but suggest the reflection of particles which travel at a subalfvénic speed.
Moreover, we agree with Šafránková et al. (2007) in stating that the change of plasma conditions
(in particular the mounting pressure) inside the magnetosheath is also responsible for the rever-
sal of the bow shock motion, rather than making the reflected particles the only sufficient explanation.

6.4.4 What about a reflection beyond the magnetopause?
Samsonov et al. (2007) showed that the receding motion of the magnetopause and the bow shock
could be both interrupted by a reflection of the interplanetary shock beyond the magnetopause on the
numerical boundary of their model. They then precised that in reality, a first partial reflection would
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Figure 6.22: Figure from Samsonov et al. (2007). The positions of the bow shock (BS) and
magnetopause (MP) are respectively represented by purple triangles and red squares. The
position of the interplanetary shock is represented with blue crosses. The x-axis shows the
time (in minutes) and the y-axis shows the position (in RE). A reflection of the interplanetary
shock takes place at the numerical boundary, at 4RE .

take place at the plasmapause, followed by another reflection on the dayside ionosphere. Since figure
6.22 from Samsonov et al. (2007) closely resembles our simulation results, it is worth exploring their
interpretation.

On figure 6.23, made from our simulation results, we represented two hypothetical trajectories
for reflected particles. Trajectory A (black dashed line) assumes particles are reflected back from the
magnetopause and reach the bow shock at the time of the reversal of its motion. Trajectory B (red
dashed line) assumes particles are reflected back beyond the magnetopause. Only the B2 part of the
trajectory is really relevant for the current argument: it links the points where the magnetopause and
bow shock motions change. The B1 part is just an example of where the particles could reflect: here,
they would be reflecting on the absorbing surface of the obstacle used in our simulation. In practice,
in our simulation we lose track of the interplanetary shock once it crosses the magnetopause, so
we do not actually know where a hypothetical reflection would take place. The B2 part, however,
simply corresponds to Samsonov et al. (2007)’s conclusions. As mentioned earlier, if a number
of particles are reflected back, we should see a change in the averaged velocity in the “nose” box
obtained with the box method: as counter streaming particles reach the box, the velocity unose should
start decreasing. This gives us an easy way to decide between trajectories A and B: if the change of
unose takes place around t = 222−223 Ω

−1
ci , trajectory A is favoured, while if the change takes place

around t = 225−226 Ω
−1
ci , then B is favoured. A quick glance at the blue scattered dots representing

unose on figure 6.24 allows us to conclude in favour of hypothesis A and disagree with Samsonov
et al. (2007).
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Figure 6.23: Zoom on figure 6.16. Two different hypothetical trajectories have been marked
on the figure: trajectory A (black dashed line) assumes particles are reflected back from
the magnetopause and reach the bow shock at the time of its expansion. Trajectory B (red
dashed line) assumes particles are reflected back beyond the magnetopause. Corresponding
horizontal dashed lines show the estimated times at which we these hypothesis would lead
to a change in the evolution of the velocity in the “nose”, as computed with the “boxes
method”.

Figure 6.24: Evolution of the plasma velocity at different locations in the magnetosheath.
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In conclusion, we offer the following explanation for the bow shock’s motion reversal: Two
concomitant processes explain this reversal. On the one hand, there is a build-up of thermal and
magnetic pressure inside of the magnetosheath due to the mixing of the plasma from the magne-
tosheath and interplanetary sheath. On the other hand, a significant amount of particles are reflected
on the magnetopause and travel back towards the bow shock, thus diminishing the total dynamic
pressure differential between the two sides of the bow shock. Together, these two processes lead to
a reversal of the bow shock’s motion, without the need for any change in the upstream conditions.
We are currently investigating the question of which process dominates and should address it in an
upcoming paper.

Note: If we look more closely at figures 6.18 and 6.19, we see an acceleration of the
increase of magnetic and thermal pressure right around the peak of average velocity. This
could be interpreted as an effect of the counter streaming flow of particles, which could
be the source of an instability – e.g. two-stream instability (Farley (1963)) or counter
filamentation (Dieckmann et al. (2009)) – which could reinforce the build-up of magnetic
and thermal pressure in the magnetosheath. This warrants a closer investigation in the near
future.

6.4.5 Flanks of the magnetopause
Figure 6.25 depicts the evolution of the position of the bow shock (top four scatter-lines) and the
position of the magnetopause (bottom four scatter-lines). The dark green line represents the northern
boundaries’ locations: for x= y= 0 and for z> 0 (above the nothern pole). The light green represents
the southern boundaries’ locations: for x = y = 0 and for z < 0 (below the southern pole). Similarly,
the red and orange lines depict the duskward (y > 0) and dawnward (y < 0) locations of the bow
shock and magnetopause in the ecliptic plane (x = z = 0) .

At first glance, the story appears to be quite similar to what it was along the Sun-Earth line.
Both the bow shock and magnetopause are compressed by the arrival of the interplanetary shock.
Shortly after, the bow shock starts expanding into the solar wind before the upstream pressure con-
ditions have changed (before the arrival of the magnetic cloud), and the magnetopause stops receding.

However, at least three notable differences can be listed:

First, the bow shock locations do not start expanding at the same time for different locations:
the southern (z_down) bow shock location starts expanding at t = 231 Ω

−1
ci , before the y_dawn bow

shock location at t = 233 Ω
−1
ci , then the z_up location, at t = 234 Ω

−1
ci and eventually, the y_dusk

location, at t = 235 Ω
−1
ci . The fact that the expansion along the y direction falls behind the expansion

along the z direction can be understood from the end of the previous section: 6.2.2. Indeed, if looking
at figure 6.6 on page 135, we can see that the bow shock propagates faster in the (xz) plane than in
the (xy) plane, leading to earlier changes in the (xz) compared to the (xy) plane. The z_up location,
however, does not quite seem to follow this explanation.

This leads us to the second remarkable result on this figure: the peculiar behaviour of
z_bow_shock_up/down. The bow shock position in the south recedes much more than its northern
counterpart, which does not move much under the impact of the sheath. A strong asymmetry seems
to develop in the (xz) plane. We will discuss this further in section 6.5.
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Figure 6.25: Evolution of the bow shock and magnetopause positions: during pristine solar
wind conditions (blue span), then sheath (red span), then magnetic cloud (yellow span). The
passage of the sheath has been divided in two different colors to represent its progressive
crossing of the magnetosheath. The first transition (from blue to pale red) represents the
arrival of the interplanetary shock at the nose of the bow shock. The second transition (from
pale red to red) represents the arrival of the interplanetary shock at x = 0. The colors of the
dots represent different boundaries: y_bow_shock_dusk is the position of the bow shock at
x = z = 0 and y positive, y_bow_shock_dawn is for y negative. z_bow_shock_up/down are
the positions of the bow shock for x = y = 0 and z positive/negative. The same terminology
is used for the magnetopause positions.

Finally, contrarily to the magnetopause motion along the Sun-Earth line, the magnetopause
location in the ecliptic plane seems to go back and forth: first it recedes under the pressure of the
interplanetary sheath, then it expands back out. This is not the case in the (xz) plane.
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6.5 Asymmetries in the (xz) plane
We have noted in a few figures, such as 6.25 on page 154; or 6.10 on page 139, that a strong
asymmetry seems to form in the noon-midnight meridian (xz) plane: the southern part of the
magnetosheath is more compressed than its northern part during the interaction with the sheath. This,
as far as we know, is unheard of, and will need experimental confirmation. This section presents our
interpretation of this phenomenon:

6.5.1 An effect of a change of velocity direction

Figure 6.26: 2D representation of the velocity in the noon-midnight meridian (xz) plane.
Flow lines are represented in blue. The white dashed line around x = 150 di marks the
leading edge of the magnetic cloud, while broken white dashed line at the far right end
of the figure marks the location of the interplanetary shock outside of the magnetosheath.
Most of the simulated magnetosheath is interacting with the interplanetary sheath on this
time dump.

Figure 6.26 represents the velocity in the noon-midnight meridian (xz) plane. It is made at
time t = 233 Ω

−1
ci , when the interplanetary sheath (delimited on each side by a white dashed line

representing respectively the leading edge of the magnetic cloud and the shock front) has penetrated
deeply through the magnetosheath. We can see the asymmetry quite clearly: the southern half of the
magnetosheath is much smaller than the northern half. From the drawing of the flow lines of the
velocity (in blue), it appears that the asymmetry comes from the direction of the plasma flow inside
the interplanetary sheath. From the solar wind to the sheath, the plasma changes direction (from
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solely x to mostly x and a non-negligible z component), and the magnetosheath adapts to this change.

6.5.2 On the origin of the change of velocity direction
Figure 6.27 is a zoom on figure 5.11, centred on the sheath. From top to bottom we see the magnetic
field components, the electric field components, the velocity components and the density. The
velocity clearly changes direction from the solar wind to the sheath, with the apparition of a uz

component of roughly 120 km/s. It is consistent with the apparition of a non zero Ex component of
the electric field; since most of the magnetic field consists of its By component.

Figure 6.27: 1D representation of the LatHyS-simulated sheath. From top to bottom:
magnetic field components, electric field components, velocity components, and ion density.

The surprise comes from the fact that Rankine-Hugoniot equations, applied between the so-
lar wind and the sheath, would predict a null velocity along the z direction, and yet we obtain
uz ∼ 120 km / s. Indeed, the Rankine-Hugoniot equation that derives from Maxwell-Faraday, and
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ultimately, from Ohm’s law (EEE =−uuu×BBB): [uxBz−uzBx] = 0, indicates that if Bz = 0 and uz = 0 in
the solar wind, and Bz = 0 and Bx 6= 0 in the sheath, we should expect uz = 0 in the sheath:

uSH
z =

1
Bx︸︷︷︸
6=0


ux

=0︷︸︸︷
Bz +

=0︷︸︸︷
uz Bx

SW

−

ux

=0︷︸︸︷
Bz

SH


=⇒ uSH
z = 0

(6.6)

Equation (6.6), based on ideal MHD, almost reads: 0 = 0. Therefore, terms that are usually
neglected (non-MHD) can become important, and may explain why our simulation returns uSH

z 6= 0.

In order to explain this velocity along z we need look at the non-MHD terms in Ohm’s law (see
equation (5.4)). If we can explain the appearance of the x component of the electric field at the
shock, then through the drift velocity uuu = EEE×BBB

B2 , since BBB is mostly along eeey, we could explain the
appearance of the uz component. Indeed, once particles are set in motion in the z direction, since
they evolve without collisions, there is no reason why the would not continue their course along z.
Let us therefore focus on the creation of Ex within the shock1.

The first term we shall look at to create Ex is the pressure term: ∇∇∇nekBTe
ene

. In LatHyS, ne is equal
to the ionic density ni (plasma neutrality) and Te is computed from ne with a polytropic coefficient of
2, which leads to ne/Te =Constant. Figure 6.27 shows a strong increase of plasma density from
solar wind to sheath, by a factor of roughly 3. The electronic temperature is therefore also multiplied
by 3, which leads to the multiplication of the pressure by a factor of roughly nine. The electronic
temperature in the solar wind is of approximately 150 kK. The thickness of the shock is of a couple
di, which each represent 93 km. This is also roughly the thickness expected for the interplanetary
shock, given that β = 0.5 (Pinter (1980)). In order of magnitude, we therefore have:

∇∇∇nekBTe

ene
∼ 8× kBT SW

e

2die
∼ 8×1.4 ·10−23×1.5 ·105

2×9.3 ·104×1.6 ·10−19 ∼ 0.5 mV (6.7)

An Ex of 0.5 mV, together with a By of 20 nT should give rise to velocity along uz of:

uz ∼
ExBy

B2
y
∼ 0.5 ·10−3

20 ·10−9 ∼ 25 km/s (6.8)

The second term we want to look at is the contribution of the Hall term:

(∇∇∇×BBB)×BBB
eneµ0

∼
B2

y

2dieneµ0
∼ (20 ·10−9)2

2×9.2 ·104×1.6 ·10−19×6 ·106×4π ·10−7 ∼ 1.8 mV (6.9)

This would correspond to:

uz ∼
ExBy

B2
y
∼ 1.8 ·10−3

20 ·10−9 ∼ 90 km/s (6.10)

The addition of these two terms would give a uz of a little over 100 km/s, which is indeed what
we see on figure 6.27.

1In the remainder of the sheath, it is the old “chicken or egg” paradox: Ex, uz and By coexist, but it is
impossible to say which causes which.
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6.6 Summary
In this chapter, we have used a 3D global PIC-hybrid simulation to study the interaction of a magnetic
cloud – driven sheath with the geomagnetic environment. This is the first time that a numerical
simulation included both a self-consistent treatment of the magnetopause (and bow shock) as well a
self-consistent creation and propagation of the interplanetary shock. It is also the first time that a
sheath has been included in numerical simulations. The magnetic cloud was set-up with a strong
(50 nT) northward magnetic field, and travelled at a velocity of ∼ 675 km/s. The solar wind with
which the cloud interacts was given a magnetic field of 10 nT, mostly in the y direction in the ecliptic
plane (85◦ from the x direction). The solar wind’s velocity was chosen to be a standard 400 km/s,
with a density of 6 ions/cm3. These parameters give the bow shock an Alfvén Mach number of
Mbow shock

A = 4.5, and the magnetic cloud – driven shock a MIP shock
A = 3.1. Having chosen these two

shocks a similar strength insures that they affect each other significantly.

First, we have seen how the geomagnetic environment impacts the interplanetary shock. Section
6.2 confirms some earlier conclusions by Koval et al. (2005), Koval et al. (2006a), Samsonov et al.
(2006), Samsonov et al. (2007) and Pallocchia et al. (2010): the interplanetary shock is curved in
the magnetosheath, as a result of its braking. Along the Sun-Earth line, the interplanetary shock’s
velocity inside of the magnetosheath is 0.8 times what it was in the solar wind prior to its encounter
with the bow shock. Our simulation also also contains a novel result: the part of the shock that
slides along the magnetopause in the plane perpendicular to the interplanetary magnetic field can
actually be accelerated at a larger velocity than in the solar wind: in the conditions of our simulation,
a satellite placed at 17 Earth radii downstream of Earth and near the magnetopause in the magne-
tosheath would encounter the shock with an advance of 16 seconds compared to the scenario where
the interplanetary shock would have kept its initial velocity.

Second, we have seen in sections 6.3, 6.4 and 6.5 how the interplanetary shock/sheath impacts
the geomagnetic environment:

In section 6.3, we gave a view of the evolution of different plasma values in the magnetosheath.
We noted, for example, a fourfold increase in the magnetosheath density in the nose of the magne-
tosheath while in the flanks, the density was multiplied by two. We also explored energy exchanges
between fields and particles and noted, in chronological order: a strong braking in the nose of the
magnetosheath; with jjj ·EEE ranging from −20 pW/m3 during quiet solar wind conditions down to
an average of −200 pW/m3 during the passage of the interplanetary sheath. On the flanks, we
found that particles were loosing energy to the fields in the ecliptic plane (during the sheath passage,
〈 jjj ·EEE〉 ∼−24 pW/m3) but gaining energy in the noon-midnight meridian plane 〈 jjj ·EEE〉 ∼ 71 pW/m3.

Section 6.4 explored the same question as Samsonov et al. (2007): how do the geomagnetic
boundaries along the Sun-Earth line react to the passage of an interplanetary shock. We have found
a different answer from Samsonov et al. (2007): while the authors of this study found that the
interplanetary shock was reflected inside the magnetosphere, propagated Sunward and then only
caused a reversal of the bow shock’s motion; we have found that particles from the sheath were
reflected on the magnetopause without causing a shock, and helped the reversal, without being its
only cause. Our results are therefore more in line with Samsonov et al. (2006) and Pallocchia et al.
(2010) albeit a bit different: while these authors observed a reverse fast shock after the reflection of
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the interplanetary shock on the magnetopause, we only seem to observe a subalfvénic (MA ∼ 0.3)
counter-streaming flow. Our 3D simulation allowed us to also look at the motions of the bow shock
in ecliptic and noon-midnight meridian plane. While we did not go into as much details as for the
Sun-Earth line, we observed a couple of asymmetries: the most obvious one was the very different
behaviour between the southern and northern hemispheres, the cause of which we explored in
section 6.5. A less obvious but surprising one is an asymmetry between the (xy) and (xz) plane: the
magnetopause in the ecliptic plane exhibits a back and forth motion not seen in the noon-midnight
meridian plane.

Finally, section 6.5 introduced and explained a phenomena that, to our knowledge, had not
been previously reported: at high angles (∼ 85◦) between the shock normal and the interplanetary
magnetic field, we see a non-negligible velocity component (uz ' 120 km/s) appear behind the
shock in the direction perpendicular to the plane of the interplanetary magnetic field and the shock
normal. This velocity component has important consequences on the geomagnetic environment,
by preferentially compressing one side of the magnetosheath. We offered the following causes for
the arising of this component: the principal cause – with a contribution of ∼ 90 km/s – is the Hall
term in Ohm’s law; the secondary cause - with a contribution of ∼ 25 km/s – is the electron pressure
gradient term in Ohm’s law.
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In a few words

We ran the first 3D PIC-hybrid of an interaction between an interplanetary shock/sheath
and a global magnetopause/bow shock structure. It is also the first simulation of any kind
to include a sheath, created by a self-consistent interplanetary shock. The bow shock and
magnetopause were also self-consistently simulated.

At the beginning of its interaction with the magnetosheath, the interplanetary shock
slows down noticeably (to 80 % of its initial speed). Then, on the flanks of the
magnetopause, the interplanetary shock slows down in the plane of the interplanetary
magnetic field (to ∼ 80% of what an unperturbed propagation would be), but accelerates in
the plane perpendicular to the interplanetary magnetic field (up to∼ 120% of its initial speed).

When the shock and the sheath penetrate into the magnetosheath, they heavily compress it,
leading to a strong rise in density (∼ 4×) and fostering strong energy exchanges between
fields and particles (average jjj ·EEE of −200 pW/m3, which is ∼ 10× more than during quiet
upstream conditions).

During the passage of the interplanetary sheath, the magnetosheath gets compressed down to
67% of its initial size, then expands back to 123% of its initial size before the arrival of the
magnetic cloud. We explain this by two complementary causes: on the one hand, the rise of
total pressure in the magnetosheath as it reacts to the elevated upstream pressure and mixes
with the interplanetary sheath; and on the other hand, the apparition of a counter-streaming
subalfvénic flow after the interplanetary shock reaches the magnetopause. The bow shock
has a similar behaviour on the flanks of the magnetopause. The magnetopause motion is
different from place to place: while at the nose and in the noon-midnight meridian plane it
recedes then finds a new place of equilibrium, in the ecliptic plane the magnetopause has a
back and forth motion.

Additionally, in the sheath, non-MHD terms in the Ohm’s law give rise to an important
velocity component (∼ 120 km/s) in the plane perpendicular to the interplanetary magnetic
field, leading to a strong asymmetry in the magnetosheath’s compression.



7. Conclusions

Note: This last chapter is divided in two main parts. First, in section 7.1, we give a brief
overview of the argument developed in this thesis as well as a summary of our main results.
Finally, in sections 7.2 and 7.3 we present some thoughts on how some of our methods
could be developed, and some of our results built upon. When applicable, we presented
some preliminary results.
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7.1 Overview
7.1.1 Context

It is well-known that magnetic clouds are the most geoeffective structures in the heliosphere. While
not entirely sufficient, the most common and robust explanation for this fact is the likelihood that
magnetic clouds present few hours-long stretches of strong southward interplanetary magnetic field
(see Tsurutani et al. (2020) and references therein). Magnetic clouds, however, are not the only
drivers of geomagnetic activity. Shocks and their associated sheaths preceding the clouds also
account for a large fraction of geomagnetic storms (Huttunen and Koskinen (2004); Yermolaev et al.
(2010)). While their geoeffectiveness can often be understood in terms of the presence of strong
southward interplanetary Bz (Lugaz et al. (2016)), geomagnetic activity driven by sheaths cannot
solely be explained by this, as it is different from geomagnetic activity driven by magnetic clouds
(e.g. Kilpua et al. (2017a) and references therein). The main candidates to explain these differences
are sheaths’ high dynamic pressure and levels of turbulence.

7.1.2 Spectral analysis of space data
Sheaths themselves are not very well-known yet, and one of the main aspects that needs advancement
in knowledge is the wave content of sheaths. Recently, there has been a push to know more about
this (e.g. Kilpua et al. (2017b); Ala-Lahti et al. (2018); Good et al. (2020); Kilpua et al. (2020)).
The first half of the work presented in this thesis (chapters 3 and 4) is a part of this line of investigation.

In chapter 4 we found that, in sheaths driven by magnetic clouds, the power of magnetic fluctua-
tions was generally an order of magnitude above fluctuations in the solar wind (Psh = 9.3±10.8 >
0.8±1.0 = Psw), and that they were less anisotropic/more compressible (Ash = 5±3 < 10±6 = Asw,
CSh = 0.15±0.08 > 0.07±0.04 =CSW ). Looking at the relationship between these features (power
Psh and anisotropy Ash) and the environment of the sheaths, we found that sheaths with powerful,
quite isotropic magnetic fluctuations were most likely to be driven by fast magnetic clouds with typi-
cal velocities larger than 750 km/s, interacting with an already turbulent solar wind with a magnetic
fluctuation power typically larger than 1 nT2, and with a high shock Alfvén Mach number (typically
above 4). The relations with the shock angle and β upstream are a little more complex. Downstream
of quasi-perpendicular shocks and high-beta (β > 1.1) solar wind, the observed sheaths show a trend
toward isotropy but also a weak fluctuation power, while downstream of quasi-perpendicular shocks
and low-beta (β < 1.1) solar wind, both fluctuation power and anisotropy cover a wide range of
values.

While it is still not clear how important it is, many authors believe that fluctuations in the
interplanetary medium can play a role in geomagnetic activity (Borovsky (2003); D’Amicis et al.
(2007); Jankovičová et al. (2008); Yermolaev et al. (2018); Bonde et al. (2018)). Our results, showing
the level and type of fluctuations in sheaths, are a first step to answering both the questions of the
peculiarity of sheaths’ impact on the geomagnetic environment and of the role of fluctuations in this
impact.

7.1.3 Global numerical simulations
The interaction of sheaths with the geomagnetic environment is not very well-known either. Recently,
observational studies have come up to study this interaction (e.g. Kilpua et al. (2017a) and references
therein, or Kilpua et al. (2019); Kalliokoski et al. (2020)). While there are a few global MHD
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simulations of the interaction of an (artificially injected) interplanetary shock with the geomagnetic
environment (Koval et al. (2005, 2006b); Samsonov et al. (2006, 2007); Šafránková et al. (2007);
Pallocchia et al. (2010)), so far there have been no global hybrid simulations of the interaction of a
shock with the geomagnetic environment, and much less global hybrid simulations also including
a sheath (as a consequence of a self-consistently formed shock). The second half (chapters 5 and
6 of the work presented in this thesis aimed to bridge this gap, as we performed the first global
hybrid-PIC simulation including an self-consistently generated interplanetary shock and its sheath.

In chapter 6, we explored the propagation of an interplanetary shock inside the magnetosheath,
and the consequences these two structures had on each other. Similarly to Koval et al. (2005);
Samsonov et al. (2006) and Pallocchia et al. (2010), we found that the interplanetary shock trav-
elling in the magnetosheath slows down to 80% of its speed in the solar wind, which is not as
much as was previously estimated by Villante et al. (2004), which concluded with a velocity in the
magnetosheath of 25-33% of the velocity in the solar wind. While already reported, this result is
quite counter-intuitive: the shock barely slows down, while the solar wind ions almost stop. This
slowing down leads to a small but noticeable curvature of the transmitted interplanetary shock in the
magnetosheath. Further along the propagation of the transmitted interplanetary shock, we found that
the shock front could be accelerated, close to the magnetopause, in the plane perpendicular to the
interplanetary magnetic field (Placed inside of the magnetosheath next to the magnetopause at 17
Earth radii downstream of Earth we would encounter the interplanetary shock with an advance of 16
seconds compared to if we were placed outside of the magnetosheath altogether). We qualitatively
attributed this acceleration to the so-called “slingshot” effect (Chen et al. (1993), Lavraud et al.
(2013) and Turc et al. (2015)). This is a new result, that was not seen in previous MHD simulations
of interplanetary shocks propagating in the magnetosheath; for example, Šafránková et al. (2007)
explicitly reported that in their MHD simulations, the interplanetary shock was slowed down in both
the plane of the interplanetary magnetic field and in the plane perpendicular to it. This is actually
quite surprising, because the “slingshot” effect is an MHD effect.

Along the Sun-Earth line, we explored the inward motion of the bow shock (the magnetosheath
contracts to 67% of its initial thickness), followed by an outward motion. Šafránková et al. (2007)
reported that the bow shock’s outward motion was due to modifications of the magnetosheath’s
parameters, while Samsonov et al. (2006) and Pallocchia et al. (2010) attributed this outward motion
to a reflection of the interplanetary shock (either as a reverse fast shock or as rarefaction wave) on
the inner boundary of their numerical model. Samsonov et al. (2007) went further in the analysis
and showed that the fast shock would actually travel through the magnetosphere, with a first partial
reflection/transmission at the plasmapause then reach the ionosphere where the rest of the shock’s
energy could be reflected as well. In our simulation, we found that both explanations (the variation
of the magnetosheath parameters along with a reflection of the interplanetary shock) concurred to
explain the outward motion of the bow shock. However, we clearly showed that the reflection of the
interplanetary particles on the magnetopause was sufficient to explain the outward motion, as there
was no reflection further inside the magnetosphere. We did not observe the presence of a reverse
fast shock, which points towards the reflection of particles counter-streaming at subalfvénic speeds.
Taking advantage of our 3D simulations, we also observed a similar behaviour of the bow shock
on the flanks of the magnetopause. The motion of the magnetopause appeared different from place
to place: while at the nose and in the noon-midnight meridian plane it recedes then finds a new
place of equilibrium, in the ecliptic plane the magnetopause has a back and forth motion. We also
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estimated a lower contraction of the magnetosheath on the flanks than on the nose: on the flanks, the
magnetosheath contracts on average to 84% of its initial thickness.

Finally, we found that, in the sheath, non-MHD terms in the Ohm’s law gave rise to a substantial
electric field along the x direction (Ex ' 2.3 mV), which together with the interplanetary magnetic
field gave rise to a non-negligible velocity component in the plane perpendicular to the interplanetary
magnetic field. This component was mostly due to the Hall term (78% of the non-MHD Ex), and
secondarily, to the electron pressure term (22% of the non-MHD Ex). The marked change of direction
of the flow in the sheath led to a strong asymmetry in the magnetosheath’s compression.

Table 7.1 summarises which of the results obtained through our simulations have been previously
obtained with MHD simulations, and which demanded an hybrid PIC code. More subtle is the
case of the acceleration/braking of the interplanetary shock, which; if it corresponds indeed to the
“slingshot” effect, should be observable in MHD simulations, but has not yet – to our knowledge
– been reported. Note that the assymetry brought about by non-ideal terms in Ohm’s law could in
theory appear in Hall-MHD simulations of an interplanetary shock/sheath. This has never – to our
knowledge – been reported.

MHD Hybrid PIC
Braking/acceleration of IP shock in MSH ? 3

Compression of MSH, calculation of jjj ·EEE 3 3

Compression / Expansion of MSH 3 3

Counter-streaming subalfvénic ion population 7 3

Assymetry appearing in non-ideal Ohm’s law 7 3

Foreshock & interaction with IP shock/sheath (in progress) 7 3

Table 7.1: Our Hybrid PIC results versus MHD results from the litterature
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7.2 Spectral analysis of space data: Perspectives
7.2.1 Other fluctuations in the sheaths

In chapters 3 and 4 we focused on the fluctuations of the magnetic field. This is mostly because on
the ACE mission, the magnetic data is far superior to the particles data in at least three different
aspects: There are much less data gaps, the temporal resolution is much better (1 s for the magnetic
field, and about 1 min for particles data), and the time interval between two measurements is constant.

There is however, no theoretical reason why the fluctuations of the magnetic field should be given
more attention than the fluctuations of the other quantities. With the better quality of measurements
offered by new generation missions such as MMS, there is much to learn by directing our attention
to other types of fluctuations.

When thinking about the role of fluctuations in geomagnetic activity, magnetic and dynamic
pressure fluctuations may play a different role: while magnetic fluctuations could increase the prob-
ability of magnetic reconnection, the fluctuations of dynamic pressure could send pressure pulses
directly in the magnetosphere through the magnetopause without any need for plasma exchange at
the frontier. We do not yet know well the fluctuations inside sheaths, however. In Kilpua et al. (2013),
the authors performed a wavelet analysis of both the magnetic fluctuations and the fluctuations of the
dynamic pressure inside sheaths. In order to improve upon this first study and compare the power in
these two types of fluctuations, we believe that one should arrange the analysis so that the results
have the same units.

We based our way to do this on what is usually done in solar wind turbulence studies: comparing
the local Alfvén speed ( B√

µ0ρ
) to the local velocity. We found it more natural, however, to multiply

these two quantities by
√

ρµ0 so that they could both be expressed in nanoteslas (nT). This, in turn,
allows the result of a wavelets analysis (as presented in chapter 3) to be expressed in nT2. Since the
unit of our wavelets analysis of a signal f is the square of the original signal’s unit ([W ( f )] = [ f ]2),
and (

√
ρu)2 = Pdyn it is not unreasonable to call the fluctuations of

√
ρu the fluctuations of the

dynamic pressure.

We mentioned that the particles data were only available with a rate of ∼ 60 seconds. In order to
make comparisons possible between magnetic fluctuations and fluctuations of dynamic pressure, we
had to degrade the magnetic data by interpolating them to the particles data.

In figure 7.1, we have plotted, for the 14-12-2006 event, the quantity: P(t) =
∫ fmax

fmin
W ( f , t)(x)d f ,

where W is the result of the wavelets analysis used in chapter 4 and fmin and fmax correspond to
the limits set by the data resolution and the spin of the satellite. P(t) can therefore be seen as the
instantaneous energy per unit volume contained in the fluctuations between the frequencies fmin and
fmax. From top to bottom, the figure shows the fluctuations of the magnetic field, the fluctuations of
the dynamic pressure, and the temperature. At first sight, then, we find similar results to Kilpua
et al. (2013), both types of fluctuations have elevated power just after the shock front, and next to
the magnetic cloud’s leading edge. Contrary to Kilpua et al. (2013), we also have the ability to
quantitatively compare the energy in both types of fluctuations: in this particular case, magnetic
fluctuations seem stronger than dynamic pressure fluctuations by a factor of roughly 5. The evolution
of the temperature inside the sheath is also valuable information, as it indicates where the dissipation



166 Chapter 7. Conclusions

Figure 7.1: P(t) =
∫ fmax

fmin
W ( f , t)(x)d f . Comparison between the energy contained in the

magnetic fluctuations and the fluctuations of the dynamic pressure inside the 14-12-2006
sheath.

to lower scales happens. In this case, it seems strong in the first half of the sheath before taking a
sharp drop. Next to the magnetic cloud’s leading edge, however, a small rebound of the temperature
seems to be consistent with the elevated levels of magnetic and pressure fluctuations.

As more and more particle data of good quality (good resolution, few gaps) are recorded by
MMS, this type of analysis should yield interesting results in the future.
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7.3 Global numerical simulations: Perspectives
7.3.1 Pushing the macroscopic analysis further

The simulation we presented in chapter 6 still has lots to teach us, and we plan to continue working
on it. Let us give an example of the type of information we are still hoping to obtain:

It would be interesting to explore the transfers of energy between the particles and the fields.
To learn more about this, the tools we have already developed could help. Figure 7.2, for example,
compares the Lorentz force in the (xy) plane and the (xz) plane. It is visible that the Lorentz force
acts as a brake along the magnetopause in the (xy) plane: it has positive values, represented in red.
The behaviour in the (xz) plane is more difficult to read, as it is heavily unhomogeneous. We plan
to learn more about the causes an effects of the interplanetary shock’s deformation by splitting the
Lorentz force into its two components (magnetic pressure and tension), and analysing its evolution
over time.

Figure 7.2: Lorentz force along x (JJJ×BBB) · eeex in the ecliptic plane (left panel) and noon-
midnight meridian plane (right panel)

LatHyS also allows the user to save the particles’ information, at some extra cost in computing
time and memory. We could learn more about the energisation processes from a study of the phase
space, as well as study more precisely the population of reflected subalfvénic particles that our
results hinted at in chapter 6.
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7.3.2 Fluctuations in the magnetosheath
Sheaths have two main characteristics that make them differ greatly from magnetic clouds: their high
dynamic pressure, and their high levels of fluctuations. In the previous chapter 6, we have studied
effects that are mostly a consequence of the sheath’s dynamic pressure. However, it is believed that
the fluctuations contained in sheaths may also play a role in their geomagnetic impact.

In this section, we present some early results pertaining to the crossing of the bow shock by the
fluctuations contained in the sheath: First, we use the “boxes method” to study the general trends of
the evolution of turbulence over time inside the magnetosheath, as it interacts with the shock, sheath
and magnetic cloud. Then, we use observational analysis methods on the LatHyS data to compare
the fluctuations inside of the interplanetary sheath as simulated in LatHyS to the fluctuations found in
observations using the ACE satellite (see chapter 4). Finally, we look at the magnetic field recorded
by virtual satellites at different places in the magnetosheath, and use Morlet wavelets to analyse the
magnetic fluctuations.

Evolution of the turbulence: general trends
In order to have an idea of the general trends of the evolution of turbulence during the passage of
the interplantary sheath through the magnetosheath, we plot (figure 7.3) the root mean square of the
magnetic field.

Figure 7.3: Evolution of the root mean square of the magnetic field (rms(B)) at different
locations.

For each component j of the magnetic field, we compute the root mean square of the field in the
“boxes”, rmsB j:

rms(B j) =

√
〈 (B j(rrr)−〈B j(rrr)〉)2 〉 (7.1)
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In this equation, rrr goes through all the cells in each of the “boxes”.

The quantity rms(BBB) is then defined as:

rms(BBB) =
√

∑
j=[x,y,z]

rms(B j)2 (7.2)

Figure 7.3 tells us that as the sheath goes through the magnetosheath, the level of turbulence
increases strongly. It starts dropping as the bow shock starts moving sunward (from 229 Ω

−1
ci in the

“nose”, and slightly later for the other “boxes”). For now, we do not know why there is a drop in
rms(BBB) just prior to the shock-shock interaction. This will be investigated.

Another interesting quantity for turbulence studies is the normalised rms, or rms(BBB)/〈|BBB|〉, often
noted rmsBoB.

Figure 7.4: Evolution of the normalised root mean square (rms(B)/〈B〉) of the magnetic
field at different locations.

Figure 7.4, which shows rmsBoB, tells us that the turbulence regime in the magnetosheath is
actually stronger prior to the interaction with the interplanetary sheath, which is surprising and could
be, if proven to be correct, really interesting.

The definition of rmsB and rmsBoB in our boxes however, raises an important question: since
the rms is computed spatially on dynamic data, it can be quite flawed. As sketched on figure 7.5,
while the definition of the fluctuations δB seem perfectly natural in the situation represented on the
left panel, the steady rise of magnetic field sketched on the right panel, which would not generally be
considered as turbulent, would be interpreted by the rms calculations as heavily turbulent. A direct
consequence of this definition problem is visible on figure 7.3: the magnetic cloud is depicted by
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Figure 7.5: The purple square represent a “box” from the “boxes method”. The black line
crossing it represents the magnetic field. Two situations are represented: fluctuations as
we expect them, and a problematic situation. Both panels would lead to high values of the
rmsB and rmsBoB.

the rmsB as highly turbulent. What is happening, however, is simply that the magnetic field varies
slowly and steadily, which leads to large difference, on average, between the mean magnetic field in
the “box” and the local magnetic field at each grid cell. More work is planned to find a more correct
way of describing the general evolution of turbulence in the magnetosheath.

Comparison of the simulated sheath with ACE data

Figure 7.6 shows the data from a virtual satellite placed at x = 0, and as far away as possible from
the geomagnetic environment (y = 300, z = 0). This means that the virtual satellite observes the
passage of the sheath and magnetic cloud unchanged by any interaction with the magnetosheath.
This figure can therefore serve as a reference for the amount of fluctuations in the pristine solar wind,
the interplanetary sheath, and the magnetic cloud.

The upper panel of figure 7.6 is a representation of the magnetic field amplitude over time, along
with its components (Bx in blue, By in orange, and Bz in green). Superimposed on this upper plot are
three coloured spans: blue in the solar wind, red in the sheath, and yellow in the magnetic cloud.
These spans mark three relatively homogeneous regions for each of which we drew a spectrum
obtained from a Morlet wavelet transform. Inside of each span, a smooth line of the same colour as
the span is superimposed on the signal. This line represents the mean value of the signal, which is
necessary to compute the wavelets. In the solar wind and sheath, this mean value has been computed
as a linear fit of each magnetic field components, while in the magnetic cloud, it has been computed
with a sliding window of 11 points large, in order to not mathematically mistake the natural slow
variation of the magnetic field with fluctuations.

The three corresponding spectra are represented on the lower panel of figure 7.6. Similarly to
what was done in chapter 4, the spectrum of the fluctuations perpendicular and parallel to the mean
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Figure 7.6: (LatHyS results.) Upper two plots (upper panel): Magnetic field amplitude
against time. Components of the magnetic field against time. The three coloured spans
represent homogeneous regions on which we perform a spectral analysis. Blue span: solar
wind, red span: sheath, yellow span: magnetic cloud. Bottom three plots (bottom panel):
Spectra of the magnetic fluctuations in the solar wind region, sheath, and magnetic cloud.
The total is represented in blue, the power in the parallel component of the fluctuations is
represented in orange, and the power in the perpendicular component of the fluctuations is
represented in green.

magnetic field were computed and represented separately. The parallel fluctuations are represented
in orange, and the perpendicular fluctuations in green. Their sum is represented in blue. The
frequency range is chosen as follows (the reasoning is the same as explained on page 64, in chapter
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4): the smallest frequency corresponds to twice the inverse of the averaging window, and the largest
frequency is half the inverse of the maximum resolution.

It is instructive to compare the bottom three plots of 7.6 to the three plots of figure 4.3, on page 65.
Useful to remember, and making conversions easy, is that in our simulations, Ωci ' 1Hz. The range
of frequencies studied in this simulated sheath and in the earlier observational analysis are not the
same, as in LatHyS we are looking at frequencies roughly ten times higher than those we had using
ACE data. This is simply because the simulation box is at a reduced scale from reality, therefore
we have to probe smaller areas and faster variations. Since the power of the magnetic fluctuations
decreases with frequency, the power of the fluctuations in the range of frequency displayed for the
simulated sheath (figure 7.6) should be lower than in the range of frequency displayed for the real
sheath (figure 4.3). Actually, if we were to prolong the spectra on figure 4.3 to reach f = 0.4 Hz
(assuming no change of slope, since it is the inertial range), we would find: PSDSW' 1 ·10−1 nT/Hz,
PSDSh ' 3 ·100 nT/Hz, and PSDMC ' 5 ·10−2 nT/Hz. These are the same order of magnitude as
what we obtain in LatHyS, albeit twice to three times larger. On figure 7.6, we can note that the
variation of the power in the fluctuations from region to region follows the same pattern as the
one reported in chapter 4: the power in the sheath is roughly an order of magnitude above the
power in the magnetic cloud and solar wind, which resemble each other. In terms of power, then,
our simulated sheath seems to behave realistically. In terms of anisotropy and slope, however, the
fluctuations in LatHyS are very different from the observations. Indeed, on our results from LatHyS,
the magnetic fluctuations barely present any slope, and the behaviour of the power of the parallel and
perpendicular components of the magnetic field are very different from what they are observational
data. Worthy of note, however, is the fact that just like in the observations, the parallel power (orange
dots in figure 7.6) seems to dominate in the sheath, whereas it is not the case in the solar wind and
magnetic cloud. This indicates the presence of more compressible waves in the sheath than in the
rest of the simulation box.

In the remainder of this subsection, we will put aside the fact that the fluctuations in the
unperturbed simulated sheath only superficially fit with observations, and simply think about them
as a reference for the fluctuations outside of the magnetosheath. Seen as an input, we will investigate
what these fluctuations become once they interact with the magnetosheath.
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Spectra from virtual satellites
Here, we use the data from the restricted fleet of satellites presented in figure 5.14 (page 115). They
were chosen to be as close as possible to the centre of the boxes presented in figure 5.23 (page 125).
Of course, since the shape of the magnetosheath changes overtime, so too do the positions of the
boxes. This means that the virtual satellites, which stay at fixed locations, cannot strictly stay in the
centre of the boxes and the corresponding magnetosheath regions. The virtual satellites therefore
explore slightly different parts of the magnetosheath as the data evolve. This is exactly the situation
we face when using data from real satellites.

Magnetic fluctuations in the nose of the magnetosheath

Figure 7.7: This figure is constructed in the same way as figure 7.6: the upper two plots
represent the magnetic field as measured by a virtual satellite placed in the “nose” of the
magnetosheath, and the three lower plots are the power spectrum density of the magnetic
field computed in the three different regions (solar wind, sheath, magnetic cloud).

Figure 7.7 shows an analysis of the magnetic data measured by a virtual satellite placed in the
nose of the magnetosheath. We can compare figure 7.7 with figure 7.6, which serves as a reference.
In the solar wind, the power of the magnetic fluctuations is PSDunperturbed

SW ∼ 3 · 10−1 nT2/Hz,
whereas in the nose of the magnetosheath during the solar wind upstream conditions, we obtain
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PSDnose
SW ∼ 2 · 101 nT2/Hz. The fluctuations gain almost two orders of magnitude from the solar

wind to the magnetosheath during pristine solar wind upstream conditions. In the unperturbed
sheath, we have PSDunperturbed

Sh ∼ 3 nT2/Hz, whereas in the nose of the magnetosheath during the
sheath upstream conditions, we obtain PSDnose

SW ∼ 1 · 102 nT2/Hz. The ratio between the level of
fluctuations in the magnetosheath and upstream of it is now closer to a few dozens. This is interesting:
while the sheath upstream conditions lead unquestionably to a large amount of fluctuations in the
magnetosheath, the increase between downstream and upstream of the bow shock is less during the
sheath interval (multiplication by ∼ 30) than during the solar wind interval (multiplication by ∼ 70).
Our simple interpretation is that it may be harder to compress fluctuations that are already quite
compressed.

Magnetic fluctuations on the flanks of the magnetosheath

Figure 7.8: This figure is constructed in the same way as figure 7.6: the upper two plots
represent the magnetic field as measured by a virtual satellite placed in the “ydusk” region
of the magnetosheath, and the three lower plots are the power spectrum density of the
magnetic field computed in the three different regions (solar wind, sheath, magnetic cloud).

The same analysis can be performed at the other virtual satellites’ positions in the magnetosheath
(“ydusk”, “ydawn”, “zup” and “zdown”). Figure 7.8 shows the analysis for the “ydusk” satellite.
The power is generally an order of magnitude less than in the “nose”, but interestingly, the magnetic
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cloud interval seems to raise the level of fluctuations in the magnetosheath (“ydusk”) to levels almost
as high as the sheath interval does. We find similar responses at the other locations. Could this mean
that a magnetic cloud crossing the magnetosheath leads to high fluctuation levels on the flanks? This
is definitely an interesting question for future work.

7.3.3 Implementing realistic fluctuations in LatHyS
We noted earlier that the level of fluctuations observed in the simulation’s results is not as high as
it would be in reality, even if we take into account the fact that we are analysing fluctuations at a
relatively high frequency, compared to what we did in chapter 4. We have also shown that apart
from their power, the characteristics of the fluctuations were not consistent with observations: their
anisotropy and slope did not look like what we find in observations.

The reason for these limitations is quite simple: the only fluctuations explicitly included in
LatHyS are thermal fluctuations and some new fluctuations are generated self-consistently by the
interplanetary shock. In reality, in the solar wind, a vast amount of fluctuations are not created locally
but transported from their place of creation, which may be other discontinuities, or directly the solar
corona. For obvious reasons, neither the Sun nor other discontinuities are present in our simulation,
therefore lessening the amount of fluctuations present in our simulated solar wind.

In order to address these limitations, we want to include a spectrum of Alfvén-like fluctuations
in LatHyS, entering the simulation box with the solar wind. So far, we have developed a module to
inject a monochromatic Alfvén wave in the simulation, which is compatible with our injection of a
magnetic cloud. Figure 7.9 shows an example of a monochromatic wave modeled in LatHyS. The z
components of the magnetic field and the plasma velocity oscillate with a 180◦ phase shift.

We also have developed a simple model, coded in Fortran but not yet included in LatHyS, of a
signal which exhibits a Kolmogorov-like spectrum. In figure 7.10, the signal B drawn on the top
panel is built using the following formula:

B(t) =
n

∑
j=1

(
j
n

)5/3

cos
(

2π
t

tmax

j
n
+φ( j)

)
(7.3)

In this formula, j is the mode, n is highest mode. On figure 7.10 we can see towards the highest
frequencies that n has been chosen to be smaller than the total number of points. This is to avoid
aliasing by forcing the description of sub-grid sized modes. t is the time, tmax is the duration of the
simulation, and φ( j) is a random phase for the mode j. This random phase avoids unnatural wave
interference between the different modes.

Once we include formula (7.3) into the module that generates figure 7.9, the solar wind in
LatHyS will be injected with a turbulence spectrum resembling what we observe in the solar wind.
We then expect the fluctuations in LatHyS to be more realistic, not only in the solar wind, but also in
the sheath and magnetosheath. This will allow two types of studies:

The first one is that it will allow us to explore with relatively small simulations the processes
of the creation of waves in the sheath. We do not need to simulate the geomagnetic environment,
and can simply use a relatively long box (e.g. Nx = 1500,Ny = Nz = 32) and try and reproduce
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Figure 7.9: A monochromatic Alfvén wave in LatHyS.

with numerical simulations the results obtained in chapter 4. For example: how does the level
of fluctuations in the sheath react to the level of fluctuations in the preceding solar wind? To the
magnetic cloud’s velocity? etc.

The second will be a more realistic study of the transfer of fluctuations from upstream of the
bow shock to the magnetosheath. Essentially, we want to push further the preliminary study shown
in subsection 7.3.2, but with fluctuations that more closely mirror those found in the observational
data of solar wind intervals and sheaths.

7.3.4 Quasi-parallel case

Another way that fluctuations can be generated upstream of the bow shock is the presence of a
foreshock. An ionic foreshock can be obtained in LatHyS simply by changing the orientation
of the interplanetary magnetic field so that some part of the bow shock becomes a quasi-parallel
shock. A question that our simulations could answer is the question of the interaction between an
interplanetary shock and the foreshock: would it lead to more fluctuations in the sheath? Would this
in turn lead to a different, maybe stronger, geomagnetic impact?
These questions will not be easy to answer, as changing the interplanetary magnetic field’s direction



7.3 Global numerical simulations: Perspectives 177

Figure 7.10: Top panel: signal hand-built to contain fluctuations resembling a Kolmogorov-
like spectrum. Bottom panel: PSD of the above signal.

has a strong impact on both the magnetosheath and the interplanetary sheath; but for the same reason,
trying to answer them should prove rewarding.

We have started running these types of simulations. Figure 7.11 shows a couple of the last snap-
shots we obtained from a quasi-parallel simulation. We hope to be able to resume it in the near future.
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Figure 7.11: Simulation of the collision between two quasi-parallel shocks. Top panels
display the density in the (xy) plane. Bottom panels display the current density in the (xz)
plane. Left panels: time 210, Right panels: time 221, just prior to the shock-shock collision.



A: On the concept of fluctuations

Mystery. You’re always surrounded by them. But if you tried to solve them all, you’d
never get the machine fixed. - Zen and the art of motorcycle maintenance - Robert M.
Pirsig, 1974

Limits of this definition
The concept of fluctuations implies, in itself, an arbitrary point of view on the physics at play: talking
about the fluctuations of, for example, BBB means dividing this quantity in two different parts: the mean,
and the fluctuations. This is called the Reynolds decomposition, in which we write BBB = BBB0 +δBBB.
This allows us to talk about how the physics is different parallel to the mean magnetic field BBB0,
or perpendicular to it. It also allows one to make mathematical developments, by assuming, for
example, that |δBBB � |BBB|. This conceptual separation between mean and fluctuations is based on
the underlying hypothesis that there is a mean magnetic field, that there are fluctuations, and that
the physics of these two quantities is different. This hypothesis seems natural nowadays, and that is
probably because it is extremely productive.

It may seem natural to define the magnetic fluctuations in this way, and it is indeed a very
common way to do so, but it came to our attention during this work that this approach is limited in
some aspects. This paragraph intends to show some of the problems created by this definition.

What is the mean magnetic field? What are the magnetic fluctuations?
When writing BBB = BBB0 +δBBB, the divide between fluctuations and mean magnetic field is arbitrary. If
we look at the magnetic spectrum on figure 12, we see that defining the magnetic fluctuations as
anything happening above a certain frequency, and of the mean magnetic field as anything happening
below the said frequency does not seem very natural after all. Yet, the definition of this frequency is
extremely important, for something so arbitrary.
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B0

δ B

Where?

Figure 12: Power spectrum density of the magnetic field on the 14 December 2006. Marked
on the plot is one of the infinite possibilities for the choice of the frequency under which the
field is called the “mean field” and above which the “fluctuations” are defined.

The problem with a rectangle window
In order to define the mean magnetic field, it is then usual to use a sliding rectangular window, i.e.:

〈Bx,y,z〉(t) =
1
T

∫ t+T

t
Bx,y,z(τ)dτ

This, however, is quite a poor low-pass filter. To show this, let us take, for example, the
rectangular window – type average of cos(ωt), ω being an arbitrary pulsation:

〈cos(ωt)〉T =
1
T

∫ t+T

t
cos(ωτ)dτ

=
1

ωT
[sin(ωτ)]t+T

t

=
1

ωT
(sin(ω(t +T ))− sin(ωt))

〈cos(ωt)〉T =
1

ωT
((cos(ωT )−1)sin(ωt)+ cos(ωt)sin(ωT ))

This expression generally behaves as one would expect from a low-pass filter:

At low frequencies (ωT � 1):

cos(ωT )→ 1

sin(ωT )→ ωT

=⇒ 〈cos(ωt)〉T → cos(ωt)
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At high frequencies (ωT � 1):

1
ωT
→ 0

=⇒ 〈cos(ωt)〉T → 0

For intermediate frequencies, however, the average produced with a moving rectangular
window associates the signal to a relatively complicated function:

〈cos(ωt)〉T =
1

ωT
(sin(ω(t +T ))− sin(ωt))

A complex, “real-world” signal containing a mix of components at all frequencies is therefore
transformed in a relatively peculiar way by a rectangle window.

Some concerns about the use of a moving frame
Another concern is to do calculations of fluctuations from a rotating frame.
A very simple example shows how that might be a problem. Let us study an idealised magnetic field
of constant magnitude, rotating around the z-axis:

B = B0(cos(ωt)eeex + sin(ωt)eeey)

In the (eeex, eeey) frame, this magnetic field is rotating. Therefore a spectral analysis would show a
component for the pulsation ω . In the rotating frame (eeeB = BBB/B0, eeeθ = eeeB×eeez), the field is constant.
Therefore a spectral analysis would show nothing.

Another way to think about what this is in terms of energy. Indeed, seeing some components at a
certain frequency after a spectral analysis means that the fluctuations of the magnetic field contain
some energy. If we do the same analysis in a rotating frame, the frame itself carries a part of this
energy, and therefore the spectral analysis returns no component at the frame’s rotating frequency.
This means that the PSD in the moving frame should therefore be lower than the PSD in the fixed
frame, which can be seen in figure 13.

In practice, this concern has a very simple solution: we should only do the spectral analysis on
frequencies quite far above the “frequency” of rotation of the moving frame that follows the mean
magnetic field. As can be seen in figure 13, for example, the PSD in the rotating frame and in the
cartesian frame are essentially equal to each other at high frequencies.



182 Chapter 7. Conclusions

Figure 13: The PSD shown were created from the spectral analysis of the whole of the
14-12-2006 event. In blue: PSD(Bx)+PSD(By)+PSD(Bz). In orange: PSD(BBB · bbb0)+
PSD(BBB ·bbb1)+PSD(BBB ·bbb2) where the bbb j vectors are those defined in equation (4.2)

Toward a more rigorous definition?

There are probably many avenues to make these definitions “cleaner”. I did not yet figure out a way
to avoid the definition of a mean magnetic field, but the projection on said BBB0 can be avoided. This
should eliminate the concern of the rotating frame. I present this idea for the sake of discussion, but
because it involves some hypotheses on the physics, I would not necessarily recommend to use it as is.

Statement:

We could define the anisotropy as:

A =
power(|δBBB|)

2 · power(δ |BBB|)
(4)
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Explanation:

• power(|δBBB|)' power(δB⊥)

In the solar wind, it is generally the case – as made clear by figure 4.3: the perpendicular power
(grey line) is almost equal to the total power (blue line)), and 4.4: our previous way of defining the
anisotropy shows that the parallel fluctuations are generally much smaller than the perpendicular
fluctuations – that the power in the perpendicular fluctuations represents most of the power.

• δ |BBB| ' δB||

|BBB|= |(B0 +δB||)eee||+δB⊥eee⊥|

=
√

(B0 +δB||)2 +δB2
⊥

= (B0 +δB||)

√
1+

δB2
⊥

(B0 +δB||)2

' B0 +δB|| if B0� δB⊥

(5)

From this, we have:

δ |BBB|= |BBB|−B0 ' δB|| (6)





B: Moissard et al. 2019

Note: Here, we reproduce Moissard et al. (2019) as published in JGR Space Physics.
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Abstract Interplanetary coronal mass ejections are at the center of the research on geomagnetic
activity. Sheaths, highly fluctuating structures, which can be found in front of fast interplanetary coronal
mass ejections, are some of the least known geoeffective solar transients. Using Morlet transforms, we
analyzed the magnetic fluctuations in a list of 42 well-identified and isolated magnetic clouds driving a
sheath and shock (Masías-Meza et al., 2016, https://doi.org/10.1051/0004-6361/201628571. We studied the
fluctuations inside sheaths by defining two quantities: the power and the anisotropy. With a simple
statistical approach we found that sheaths, in particular, those driven by a fast magnetic cloud,
encountering a highly turbulent solar wind, and forming a high Alfvén Mach number shock have high
levels of turbulent energy (∼10 times compared with the solar wind) as well as a low anisotropy
(approximately halved compared with the solar wind) of their fluctuations. On the other hand, the effect of
the shock angle and plasma beta in the solar wind are less straightforward: If the shock is quasi-parallel or
the beta in the solar wind is high, both the turbulent energy in the sheaths and the anisotropy of the
fluctuations are reduced; but for quasi-perpendicular shocks or low beta solar wind the turbulent energy
and anisotropy can take any value.

Plain Language Summary Solar flares are sometimes linked with the emission of
interplanetary structures, which may collide with Earth. When this happens, it can lead to temporary
changes in the magnetic field of Earth and possibly affect human technology. These effects are a subset of
what is known as geoeffectiveness. We do have an idea of which types of structures may or may not have
consequences on Earth, and, for example, magnetic clouds are quite well known for their large impact
on the Earth magnetic field; however, we still struggle to understand the consequences of some puzzling
interplanetary structures called sheaths. These can often be found preceding a magnetic cloud when the
latter is fast enough to generate a shock wave. We think that one of the reasons these sheaths keep having
surprising effects on the Earth's magnetic field is because they, themselves, are not yet very well known.
The present paper aims at characterizing one of the key properties of sheaths: their magnetic fluctuations,
that is, the rapid temporal variation of the magnetic field. We found that those fluctuations are indeed
quite particular in sheaths: They have markedly more energy than in the usual solar wind (about 10 times
more) and tend to change direction all the time. Conversely, in the solar wind, some directions seem to be
privileged and the energy is relatively low. In this paper, we also show that these particular properties of
the magnetic fluctuations are all the more pronounced when the magnetic cloud driving the sheath is
moving faster and when the solar wind in front of the sheath already has strong fluctuations and magnetic
pressure. This work gives us a better insight into the dynamics of the sheath, which may eventually improve
our understanding of their geoeffectiveness.

1. Introduction
It has been extensively shown in the literature that magnetic clouds are the most geoeffective transient
structures found in the solar wind (Kilpua et al., 2017; Wilson, 1987; Yermolaev et al., 2012; G. Zhang &
Burlaga, 1988). This stems from the high probability of a magnetic cloud to present a long-lasting negative
Bz component (Burlaga, 1991), which is a well-documented cause of geomagnetic storms (Dungey, 1961;
Gonzalez & Tsurutani, 1987; Gonzalez et al., 1994; Kilpua et al., 2012; Russell et al., 1974; Tsurutani et al.,
1992; Zhang & Moldwin, 2014), the explanation being that it favors magnetic reconnection at the nose of
the magnetopause (Dungey, 1961; Gonzalez et al., 1989; Turc et al., 2014). However, this is not enough, as
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magnetic storms on Earth are not all caused by magnetic clouds, and not all magnetic clouds cause magnetic
storms.

When a magnetic cloud has a velocity higher than the characteristic speeds (sound speed or Alfvén speed)
of the solar wind in which it is traveling, its interaction with the solar wind is likely to form a shock wave
propagating away from the Sun. Between the shock front and the leading edge of the cloud we find a sheath,
which is a highly turbulent region (Kilpua et al., 2017). Huttunen and Koskinen (2004) have shown that,
between 1997 and 2002, 45% of the 53 intense (as defined by the geomagnetic index Dst < −100 nT) mag-
netic storms observed on Earth were caused by a turbulent sheath region or postshock stream, thus exposing
in a particularly convincing way the important role played by interplanetary coronal mass ejection (ICME)
sheaths but pointing out the fact that it is not always possible to separate their effect from the ICMEs follow-
ing them, when there is one. More than half of the magnetic clouds are accompanied by a sheath (Chi et al.,
2016), and the role of these sheaths is increasingly regarded as important (Echer et al., 2008; Kilpua et al.,
2017; Tsurutani et al., 1988). For example, out of the 73 solar storms (defined by Dst < −50 nT) of Solar Cycle
23 (1997 to 2005), Huttunen et al. (2005) identified eight events—composed of both a magnetic cloud and a
sheath—where the magnetic storm was clearly caused by the sheath and not the magnetic cloud. Gonzalez
et al. (2007) found similar results studying Solar Cycle 23: Sheaths were responsible for the generation of
24% of the intense storms (Dst < −100 nT) during the cycle, and magnetic clouds accompanied by a sheath
for 14%.

The reasons that may lead to the geoeffectiveness of sheaths are still unclear. Tsurutani et al. (1990)
emphasized the high probability of a sheath to include southward magnetic field due to the numerous
large-amplitude turnings of the magnetic field. The geoeffectiveness of sheaths has also been suggested to be
linked to their most obvious traits: high density, high dynamic pressure, high magnetic field, high variability
of the magnetic field (Yermolaev et al., 2012), or high Alfvén Mach number (Guo et al., 2011; Kilpua et al.,
2017; Myllys et al., 2016). These traits, especially the high dynamic pressure, high level of fluctuations of the
magnetic field, and high Alfvén Mach number, are known to increase solar wind-magnetosphere coupling
(Kilpua et al., 2017).

Another visible trait of sheaths is their turbulence. Their internal structure, however, is still mostly
unknown, and the role it plays in their geoeffectiveness could be underestimated. Indeed, it is known that
the turbulence in the solar wind plays a role in the efficiency of its coupling with the magnetosphere: For
example, Tsurutani et al. (1988) noted that, surprisingly, some major storms seem to be caused by something
else than a long-lasting southward magnetic field and pointed at turbulence, waves, and discontinuities as
drivers of geomagnetic activity; Borovsky (2003) showed correlations between the amplitude of turbulence
in the solar wind and different geomagnetic activity indices; Jankovičvá et al. (2008) did a similar study with
similar conclusions and introduced the anisotropy of the fluctuations in the discussion; Osmane et al. (2015)
compared the ultralow frequency (ULF) fluctuations of the interplanetary magnetic field and the AL index
(amplitude lower for the auroral electrojet index) and concluded that, by enhancing viscous interaction
between the solar wind and the magnetosphere, fluctuations can drive geomagnetic activity. Those studies,
which strongly link the level of turbulence in the solar wind in general with geoeffectiveness, suggest that
the turbulence in sheaths may play a major part in geoeffectiveness.

Before even considering geoeffectiveness, more information is needed to uncover as much as possible about
the waves and fluctuations in sheaths. Only a few studies have been performed on the subject. For example,
Kataoka et al. (2005) evidenced the importance of the shock parameters in influencing the structure of the
sheaths of ICMEs. Kilpua et al. (2013) showed that the power of the ULF waves evolved within sheaths
with respect to the distance with the shock and the leading edge of the magnetic cloud. Shaikh et al. (2017)
found in two cases that sheaths were home not only to turbulence but also to ordered local structures such
as magnetic islands, which are strong candidates to explain multisteps Forbush decreases (a rapid decrease
of the detected galactic cosmic rays). And recently, a statistical study by Ala-Lahti et al. (2018) suggested
that, in sheaths, mirror modes could stem from the shock compression, making the Alfvénic Mach number
the key parameter governing the structure of sheaths.
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Figure 1. Observation from ACE spacecraft of a typical magnetic cloud event, centered on the sheath. From top to
bottom are |B| the amplitude of the magnetic field, Bx,y,z its components, V the bulk flow velocity, Np the proton
density, Tp the proton temperature, and the plasma Beta. On this plot, and for all subsequent analysis of this event: the
solar wind region spans from 14 December 2006 5:04 UT to 14 December 2006 14:14 UT, the sheath region spans from
14 December 2006 14:14 UT to 22:52 UT and the magnetic cloud region spans from 14 December 2006 22:52 UT to 15
December 2006 7:25 UT. Vertical purple bars separate the three different regions of the event, from left to right: the
solar wind, the sheath, and the magnetic cloud. The dashed vertical bar shows another possible choice for the
leading edge.

In the present paper we aim at characterizing the turbulence in the sheaths of magnetic clouds by
considering the following questions:

− How does the spectral content of sheaths differ from the ones of the solar wind and magnetic clouds?
− What are the main parameters influencing the fluctuations in sheaths?

The following paper is organized as follows: In section 2, we present the list of events used as well as the
means to retrieve the corresponding data. In section 3, we present a method to characterize the turbulence in
sheaths, before showing in section 4 how the fluctuations in sheaths differ from those in their surrounding
media. Section 5 draws a picture of what the fluctuations depend on and we conclude with section 6.

2. Data Description
In order to avoid mistaking phenomena arising from the sheaths themselves for phenomena arising from
its interaction with another preceding event, it is important to study well-identified and isolated (far from
any other event) magnetic cloud-driven sheaths. Masías-Meza et al. (2016) built a list containing 44 such
events that we used for the present study. We used the data from the ACE spacecraft and in particular from
the Magnetic Field Experiment with a 1-s resolution measurement of the magnetic field components and
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from the Solar Wind Electron Proton Alpha Monitor (SWEPAM), with a 64-s resolution measurement of the
velocity, density, and temperature (Stone et al., 1998). Both can be downloaded from the website (https://
cdaweb.sci.gsfc.nasa.gov/index.html/). Two of the events (“18 March 2002” and “23 March 2002”) from
Table A.1 of Masías-Meza et al. (2016) do not have available data at 1-s resolution and have therefore been
excluded from the present study.

Figure 1 shows an example of a typical event in the list. After a period of quiet solar wind the satellite encoun-
ters a shock, which marks the beginning of a highly turbulent sheath with high magnetic field amplitude,
high velocity, high density, and high temperature. The time of the shock is easily identifiable by the simulta-
neous jumps of several quantities: We used the date and time given by the IPshock Database (http://ipshocks.
fi/) when the shock is referenced there, and we defined it manually when not. The sheath itself is followed
by a smoothly rotating magnetic field at a low plasma beta: the magnetic cloud. The transition between the
sheath and magnetic cloud is called the leading edge of the magnetic cloud. The time of the leading edge
of the magnetic cloud is somewhat more difficult to define, possibly controversial. It depends on criteria
such as drop of the ratio of the plasma pressure to the magnetic pressure 𝛽, drop of the proton temperature
Tp, beginning of a smooth rotation of the magnetic field B, and drop of the proton density Np. Ambiguities
arise when some of these criteria are not satisfied at the same moment. In these cases, we decided on a time
and date for the leading edge ourselves. Because, as illustrated in Figure 1, the area surrounding the lead-
ing edge is not always clearly belonging to either the sheath or the magnetic cloud, we excluded ambiguous
areas and focused only on zones unambiguously belonging to one or the other.

This led, for every event, to the definition of three regions: solar wind (SW), sheath (Sh) between the two
solid lines, and magnetic cloud (MC) after the dashed line as illustrated in Figure 1.

As can be seen in Figure 1, we arbitrarily decided to analyze the data on a duration that depends on the
length of the sheath: If TSh is the duration of the sheath, we analyzed the data for a total time of 3 × TSh,
with the solar wind in the first third, the sheath being placed in the middle, and the magnetic cloud in the
last third. The same choice was made for every event.

3. Method: Analysis of a Single Event
3.1. Definition of the Fluctuations
We defined the fluctuations of the magnetic field as the variation around quantities averaged with the help
of a sliding window (similarly to Tao et al., 2015) of TW = 15-min length. The duration of the window has
been chosen to follow the slower variations of the magnetic field while not filtering the faster ones:

⟨Bx,𝑦,z⟩(t) = 1
TW ∫

t+TW ∕2

t−TW∕2
Bx,𝑦,z(𝜏)d𝜏

𝛿Bx,𝑦,z(t) = Bx,𝑦,z(t) − ⟨Bx,𝑦,z⟩(t)
(1)

A good indicator of the nature of the fluctuations is the difference of behavior between fluctuations of the
component of B, which is aligned with the average magnetic field B0 =< B >, hereafter 𝛿B||, and the
fluctuations of the components that are perpendicular to B0, hereafter 𝛿B⟂.

In order to define those two quantities, we produced a moving orthonormal frame as described in equation 2:

b0 =
B0
|B0|

b1 =
e𝑗 × B0

|e𝑗 × B0|
b2 =

B0 × (e𝑗 × B0)
|B0 × (e𝑗 × B0)|

(2)

In equation (2), for every region, ej is automatically chosen from [ex, ey, ez] to maximize the quantity ||ej×B0||.
Indeed, if the angle between ej and B0 is too small, the definition of the frame may be prone to error or high
variability from a time step to the next (Duff et al., 2017). ej itself is not perpendicular to B0.
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Figure 2. Morlet wavelets of the 14 December 2006 event. The vertical axis
represents the frequency of waves. The horizontal axis represents the time.
The color palette represents the amount of energy per unit volume and
per unit frequency of the magnetic field: blue and green represent “low”
energy content, while yellow and shades of red represent “high” energy
content. Toward the top of the figure, the red line represents the
gyrofrequency of protons fc = 𝜔c∕2𝜋 based on the value of B0.

This comoving frame allowed us to define the parallel and perpendicular
fluctuations by simple projections of 𝛿B on its axes:

𝛿B|| = (B − B0) · b0

𝛿B⟂1 = (B − B0) · b1

𝛿B⟂2 = (B − B0) · b2

(3)

3.2. Spectra
We applied the previous steps to the “14 December 2006” event shown in
Figure 1 and used it to define the tools used in our statistical study.

Following the idea presented in de Wit et al. (2013), we used a Morlet
wavelet transform (Torrence & Compo, 1998) to produce the spectra of
𝛿B||, 𝛿B⟂1, and 𝛿B⟂2, respectively noted (𝛿B||), (𝛿B⟂1) and (𝛿B⟂2).
We then defined || = (𝛿B||), and ⟂ = (𝛿B⟂1) + (𝛿B⟂2) as well
as  = || +⟂, which represents the total energy per unit volume and
unit frequency of the fluctuations of B.

Figure 2 represents the temporal evolution of (𝑓, t) for the same event
as in Figure 1 (“14 December 2006”): The horizontal axis represents the
time, the vertical axis represents the frequency, and the colors represent

the intensity  of the fluctuations, (J·m−3 ·Hz−1). We can see that the sheath region corresponds with a rise
of  . The green horizontal bar near 10−1 Hz is due to the satellite spin (Stone et al., 1998). As we averaged
out the low frequencies through equation (1), we can see that the fluctuation spectra contains low power
under 10−3 Hz. Then, there are two natural limits for the frequencies:

• A maximal limit to exclude the spin of the satellite fmax = 5 · 10−2 Hz < fspin.
• And a lower limit which comes from the definition of the mean field B0: fmin = 2∕(15min.) = 3 · 10−3 Hz
> 2∕TW . The factor 2 here was arbitrarily chosen to keep the analysis away from mathematical artifacts
due to the edges of the sliding window, which arise below and around 1∕TW .

Outside of these limits, the spectrum was not considered. Those limits also correspond to what is usually
called the ULF bandwidth, which is relevant to interplanetary shocks (Kajdič et al., 2012), to the study of
sheaths (Kilpua et al., 2013), and to the interaction of the solar wind with the terrestrial magnetosphere
(Alimaganbetov & Streltsov, 2018; Kepko et al., 2002; Osmane et al., 2015). One can also see, at the shock,
approximately at 14:21, that every frequency presents a heightened  . The same thing can be seen around
5:38 when a small structure is encountered in the magnetic cloud. One problem with our definition of
fluctuations (equation (1)) is that it does not apply well to jumps, such as shocks, large discontinuities, or
small-scale structures. The Morlet transform is also particularly susceptible to these sudden changes and
they should therefore be avoided in the analysis.

Figure 3 represents the power spectrum density () of the magnetic fluctuations and their components,
by integration on time of (𝑓, t) over time in each different region (solar wind, sheath, magnetic cloud),
excluding the immediate surroundings of the shock and the leading edge. The power spectrum density of
the parallel fluctuations || is represented in green, of the perpendicular fluctuations ⟂ in gray and
the total in blue.

⟂,||( 𝑓 ) =
1

Tregion ∫Tregion

⟂,||(t, 𝑓 )dt (4)

In Figure 3, we can see two clear trends. First, the fluctuation spectrum has much more power in the sheath
than in the other regions investigated. We also note that the fluctuations in the solar wind preceding the
sheath and in the following magnetic cloud have, on average, a similar power. And second, the gap between
the green and the gray dotted lines is smaller in the middle panel than in the first one, which suggests more
isotropic (or compressible) fluctuations in the sheath. On the other hand, the gap is very large in the right
panel, the parallel power being so low that the total power is almost equal to the perpendicular power: The
fluctuations in the magnetic cloud are very anisotropic (or almost incompressible).
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Figure 3. Spectrum of the fluctuations of the magnetic field (or power spectrum density) on each region of the 14
December 2006 event. The vertical axis represents the energy per unit volume and per unit frequency, and the
horizontal axis represents the frequency. In blue is the total energy , in gray the energy of the fluctuations
perpendicular to the mean magnetic field ⟂, and in green is the energy of the fluctuations parallel to the mean
magnetic field ||. The cyan vertical bars mark the frequency limits inside of which the analysis was performed. A
blue dashed line represents a linear fit of the spectrum between the frequency limits; the corresponding slope is
reported in the upper-right corner.

3.3. Definition of Relevant Zones
As seen in the previous section 3.2, the Morlet transform, along with our definition of the fluctuations, does
not apply well to jumps. The first consequence is that we did not analyze the data directly close to the shock
or the leading edge of the magnetic cloud. Sheaths are made of a mixture of waves and small-scale structures,
which occasionally form strong jumps. The second consequence, therefore, is that the best we could do was
to avoid any visible and rapid jumps. For example, we show in Figure 4a possible selection of zones avoiding
such jumps in the sheath of the “14 December 2006” event. The first zone, in red, starts slightly away from
the shock and stops just before a rapid drop of Bz. The second zone, in pale blue, starts after this drop and
stops before a large rise of both By and Bz. The third zone, in yellow, stops just before a small area where the
amplitude of the mean magnetic field |B0| (in orange) does not follow the rapidly varying magnetic field |B|
(in blue). Lastly, the fourth zone, in blue, stops before a series of large variations of all the components of B.
This choice allowed for a better analysis of the fluctuations without the inclusion of drastic changes.

Also, another type of problem is that some events include some unusual features: For example, there can
be more organized structures within the sheath, some of them resembling flux ropes. The source for this
is currently not understood. Likewise, short, highly turbulent zones can sometimes be found in a magnetic
cloud, or a small area in the solar wind may occasionally be heavily perturbed by the shock. The definition
of zones allowed us to exclude such unusual features from our analysis. No solution has been found yet to
automate this choice of zones, which had to be made manually for every region of every considered event.

It is also possible to perform the analysis without introducing zones and therefore including every discon-
tinuities and unusual features in the calculations. Tests show that this does not affect the general trends for
the power and anisotropy but that the selection of zones enables a better separation of the different regions,
which in turn improves their characterization. For example, without the selection of zones, the analysis of
a magnetic cloud containing a short but strong discontinuity would yield values intermediate between a
magnetic cloud and a sheath, and the same goes for a sheath including a small flux rope.

3.4. Definition of the Power and the Anisotropy of the Fluctuations
We used the wavelets analysis described in the section 3.2 on every zone, and, from it, we computed two
quantities: The power Pzone and the anisotropy Azone. The power Pzone represents the average quantity of
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Figure 4. Here is a zoom on the sheath of the 14 December 2006 event, the sheath is delimited by the two purple
vertical bars. Four different zones (in red, blue, yellow, and purple) were chosen manually to avoid jumps in the data.

energy per unit volume found in a zone between frequencies fmin and fmax and is defined as follows:

Pzone (⟂,||) =
1

Tzone ∫Tzone
∫

𝑓max

𝑓min

(⟂,||)(t, 𝑓 )d𝑓dt (5)

The anisotropy A measures the amount by which the measurements differ from the isotropic case:

Azone =
Pzone⟂

2 · Pzone||
(6)

The factor 2 at the denominator allows A = 1 to represent the isotropic case, and A > 1 to represent stronger
perpendicular fluctuations than parallel fluctuations.

Each region contains a few zones, and each of these are henceforth characterized by two scalar quantities:
Pzone and Azone. For each region we defined Pregion and Aregion as an average on the zones in that region:

Pregion =
∑

[zone∈region](Tzone · Pzone)∑
[zone∈region]Tzone

Aregion =
∑

[zone∈region](Tzone · Azone)∑
[zone∈region]Tzone

(7)

These quantities, defined for each region, are noted accordingly (PSW, PSh, PMC, ASW, ASh, and AMC). The
results of this analysis for the “14 December 2006” event are given in Table 1.

Table 1 is a concise and more quantitative way of representing the already mentioned properties of the
fluctuations in the “14 December 2006” event: Compared to the solar wind, there is an augmentation of the

Table 1
Power and Anisotropy of the Different Regions of the “14 December 2006”
Event

PSW PSh PMC
0.7 1.1 0.1 (nT2)
ASW ASh AMC
5.1 1.5 85.3
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Figure 5. Every event is labeled by a number from 1 to 42 represented on the horizontal axis. The vertical axis is the
value of the power P, which is the average quantity of energy per unit volume for a region of the event. The values of P
vary between 0.01 and 100 nT2. The power of the fluctuations PSW in the solar wind preceding the sheath is
represented in blue, PSh in the sheath in red, and PMC in the magnetic cloud in yellow.

power in the sheath (PSW < PSh) as well as a decrease of the anisotropy (ASW > ASh). The fluctuations have a
totally opposite behavior in the magnetic cloud, where their power drops (PMC < PSh), and their anisotropy
increases dramatically (AMC ≫ ASh,ASW).

4. Power and Anisotropy in the 42 Events of Masías-Meza Et Al. (2016)
4.1. Power
Figure 5 presents, on the vertical axis, the values of PSW (blue squares), PSh (red diamonds), and PMC (yellow
dots) for every event, labeled from 1 to 42 on the horizontal axis. We can observe that the values for the
magnetic clouds (PMC) and the solar wind (PSW) are spread over approximately 1 order of magnitude, while
they approximately span 2 orders of magnitude in the sheaths (PSh). We see a clear trend that the power of
the fluctuations in the sheaths is higher by approximately an order of magnitude than in the other parts of
the events. The average and standard deviation of the results are provided in Table 2.

In Table 2 we see that the distributions are quite spread, but there is a very clear trend that the sheaths
contain about an order of magnitude more power in their fluctuations than the other regions. Solar wind
and magnetic clouds seem to contain a similar range of power, which may seem quite surprising. We have
no clear explanation but one possibility could be the following: when looking at Figure 1, we see indeed less
fluctuations in the magnetic cloud compared with the solar wind, but this is mostly due to the high value
of the mean magnetic field in the cloud, which may let us think that the fluctuations are smaller, by visual
comparison. Also, it is quite common to plot or talk about the relative strength of fluctuations dB∕B0, which
is indeed lower in magnetic clouds.

4.2. Anisotropy
Figure 6 presents, on the vertical axis, the values of ASW (blue squares), ASh (red diamonds), and AMC
(yellow dots) for every event, labeled from 1 to 42 on the horizontal axis. Values of the anisotropy, range
from 1 (isotropic case) to almost 91 (very anisotropic case). The values for each region (solar wind, sheath,
or magnetic cloud) roughly spread over an order of magnitude. We can see that the sheaths tend to have a
lower anisotropy (red diamonds), ranging from ∼1 to 13, than the solar wind preceding them (blue squares),
ranging from ∼4 to 20. The magnetic clouds (yellow dots) tend to have a much higher anisotropy, with AMC
starting from 8 and reaching up to 91. Interestingly, some of the intervals of the solar wind (cyan stars) with
higher values of A actually contain, upon close inspection, flux ropes. Most of these flux ropes are quite

Table 2
Average Power of the Magnetic Field Fluctuations and Its Standard
Deviation in the Different Parts of the 42 Events in Square Nanoteslas

PSW PSh PMC Unit
0.8 ± 1.0 9.3 ± 10.8 1.0 ± 1.8 (nT2)
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Figure 6. Every event is labeled by a number from 1 to 42 represented on the horizontal axis. The vertical axis is the
value of A, the anisotropy of the fluctuations of the magnetic field. In blue we represent A in the solar wind preceding
the sheath, in red we represent the value of A in the sheath, and in yellow we represent A in the magnetic cloud. In
light blue, we represented the cases where the solar wind preceding the sheath was, in fact, a flux rope.

small and were understandably not identified as magnetic clouds, and one of them was an actual magnetic
cloud (Case 30, in Masías-Meza et al.'s, 2016, list).

The results are summarized in Table 3, which shows that despite quite spread distributions, there is a very
clear trend that the fluctuations in the sheath are much more isotropic than in the solar wind, whereas the
fluctuations in the magnetic cloud are much more anisotropic than in any other region. We also provide
the values of the compressibility, defined as the ratio of the power of the parallel fluctuations over the total
power C = P||

P , and computed using the same method as the power and anisotropy. The compressibility is a
commonly used quantity that represents the same physics as the anisotropy. Indeed, because almost all the
power of the fluctuations is contained in the perpendicular fluctuations, the compressibility and anisotropy
have almost inverse behaviors. Therefore, the last results show that the plasma in sheaths is much more
compressible than in the preceding solar wind and even more so than in the following magnetic cloud.

Our results for the solar wind and magnetic clouds match those of Leamon et al. (1998), who studied the
power and the anisotropy of the fluctuations of a single event, but differ for the sheath. The differences
noted for the sheath are easy to understand: First, Leamon et al. (1998) studied a single event, which may
well have been a sheath with a relatively high anisotropy but still contained within the standard devia-
tion given in Table 3. Second, they were not particularly interested in the sheath and used only a few fixed
1-hr-long windows to describe it: As seen in section 3.3 of the present paper, this is likely to be insufficient
to study the highly complex fluctuations of the sheath. Another paper (Hu et al., 2013) reported variations
from upstream to downstream of interplanetary shocks that are very similar to ours: Lower anisotropy and
increased fluctuation power after the shock were found.

5. Correlations Between Sheaths' Fluctuations and Events' Main Parameters
So far in this paper, we chose two main parameters to characterize the fluctuations: the anisotropy and
power, A and P. In Figure 7, every event is represented by a red dot in the (ASh, PSh) plane. We can see that

Table 3
Anisotropy and Compressibility: Average Value and Standard Deviation in
the Different Parts of the Events

ASW ASh AMC
10 ± 6 5 ± 3 36 ± 23
CSW CSh CMC
0.07 ± 0.04 0.15 ± 0.08 0.02 ± 0.01
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Figure 7. For every event, a red dot is placed on the diagram shown above with, on the vertical axis the anisotropy in
the sheath and on the horizontal axis the power in the sheath.

the cloud of red dots is not forming any clear pattern: The values of ASh vary apparently randomly between
1 and 13 regardless of the value of PSh. In other words, the anisotropy does not depend on the power and
therefore is not caused by a strong P. This test is important because it proves the nonredundancy of the
chosen parameters P and A to characterize the fluctuations.

In the previous section, we have evidenced two main characteristics of the fluctuations in sheaths: high
power PSh and low anisotropy ASh. We now analyze the dependency of the sheath's fluctuations (as repre-
sented by their power PSh and anisotropy ASh) on the surrounding media. Proxies for the surrounding media
of the sheaths are (see definitions in Appendix A):

• parameters characterizing the solar wind: plasma density NSW, magnetic field magnitude BSW, ion velocity
VSW, Mach number in the solar wind MSW

A , dynamic pressure in the solar wind PSW
dyn, state of the fluctuations

described by {PSW, ASW}
• parameters characterizing the shock: Mach number MA, the ratio of thermal and magnetic pressure in the

solar wind 𝛽up, and the angle between the magnetic field in the solar wind and the shock's normal 𝜃Bn
• parameters characterizing the magnetic cloud: NMC, BMC, VMC, MMC

A , PMC
dyn, {PMC, AMC}

Note that PSW, ASW, PMC, and AMC were computed on the solar wind and magnetic cloud regions, while all
the other “SW” and “MC” parameters were computed on the “up” and “leading edge” interval as defined in
Appendix A.

Among the different combinations that we tested, we show only the correlations which we deemed
interesting. No clear conclusion could be extracted from the others.

In Figure 8 we compare the fluctuations in the sheaths with the fluctuations in the solar wind that precedes
them, using ASW and PSW as proxies for the state of the fluctuations in the solar wind. We can see that the
anisotropy in the sheath does not depend on the fluctuations already present in the solar wind: Indeed, in
panels (a) and (c), we can see that both solar wind anisotropy and power can correspond to any value of the
anisotropy in the sheath. This is also the case for the power in the sheath, which mostly does not seem to
depend on ASW. Indeed, panel (b) shows that high values of PSh are not reached when ASW is high but only
for a hardly significant number of cases, whereas values of PSh span the whole range when ASW is low. The
correlation between PSh and PSW, in panel (d) is, on the other hand, stronger. Indeed, a linear fit roughly
indicates a significant link between PSh and PSW, while also making clear that PSW is not the only factor
at play (regression coefficient R2 = 0.42). This may indicate that the power of the fluctuations in the solar
wind has an effect on the fluctuations in the sheath. It is therefore suggested that highly turbulent sheaths
are preceded by highly turbulent solar wind.

We now concentrate on the effect of the shock's parameters on the sheath's fluctuations. Indeed, the shock,
by dissipating energy, is a priori the main reason for the existence of the turbulent sheath (Kataoka et al.,
2005). We now analyze (Figure 9) the sheath anisotropy and power as a function of the shock's main
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Figure 8. The four panels represent the state of the fluctuations in the sheath (PSh, ASh) versus the state the
fluctuations in the solar wind (PSW, ASW) for every event. (a) ASh versus ASW. (b) PSh versus ASW. (c) ASh versus PSW.
(d) PSh versus PSW, a linear regression is made (black line).

parameters MA, 𝛽up, and 𝜃Bn (see appendix for definitions). In Figure 9a we observe that for low values of
the Alfvén Mach number (MA < 4 or so) ASh can take on any value. The values of ASh seem to be more con-
strained at higher values of MA. In panel (b), we see that for MA < 4 or so, most PSh do not reach higher
values that 10 nT2. At higher values of MA, the power tends to be high, which is expected due to the energy

Figure 9. The two upper panels (a, b) represent the state of the fluctuations in the sheath against the shock's Mach
number with a linear fit in panel (b), the two middle panels (c, d) represent the fluctuations in the sheath against the
Beta upstream of the shock, and the two panels on the bottom (e, f) represent the fluctuations against the 𝜃Bn. Blue
dashed vertical bars are visual aids showing a rough threshold of MA and 𝛽.
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Figure 10. (a–l) The 12 panels represent the anistropy ASh and the power PSh of the fluctuations in the sheath plotted
against different velocities. From top to bottom, those velocities are the velocity upstream of the shock, the velocity just
downstream of the shock, the velocity of the leading edge of the magnetic cloud, the velocity of the shock, the
difference between the velocities downstream and upstream of the shock, and the difference between the velocity of
the leading edge and the velocity upstream of the shock.
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dissipated by the shock, and the anisotropy tends to be low. We can see, though, that the regression coef-
ficient of the linear fit in panel (b) is—maybe surprisingly—quite low, indicating that the shock's Mach
number is not the main factor in producing the magnetic fluctuations in the sheath. Rather, it seems that
the value MA ∼ 4 serves as a threshold for the state of the fluctuations downstream of the shock. Looking at
panels (c) and (d), one can see that for 𝛽up > 1.1 or so are associated with a smaller range of values for both
ASh and PSh, whereas almost any type of fluctuations can be found at 𝛽up < 1.1 or so. A possible interpre-
tation is that high 𝛽up events are plasmas dominated by the physics of thermal agitation, which is isotropic
and potentially containing only weak magnetic fields, whereas low 𝛽up events are dominated by the mag-
netic field, with potentially opposite consequences. Similarly, the range of values accessible to ASh and PSh
seems to be constrained by 𝜃Bn. For 𝜃Bn < 45◦ (indicative of quasi-parallel shocks) there is a limited number
of events but the trend shows that ASh < 7 and PSh < 15 nT2. Whereas for higher values of 𝜃Bn (indicative
of quasi-perpendicular shocks), ASh and PSh explore the whole range of values. The fact that quasi-parallel
shocks show a relatively low level of turbulence in the sheath is rather surprising (Treumann, 2009) but may
be understood by a low compression by the shock of the magnetic field present in the solar wind due to the
geometry.

We analyze in Figure 10 the dependency of the sheath fluctuations on different velocities relevant to the
events' description (see the appendix). Indeed, the velocity of the event admits several definitions: the veloc-
ity of the solar wind upstream of the shock Vup, the velocity in the sheath downstream of the shock Vdown,
the velocity in the beginning of the magnetic cloud VLE, and some combinations of the previous velocities:
Vshock, Vdown −Vup, VLE −Vup. On all of the panels we can see a similar pattern: As the velocity increases, ASh
can take on a smaller range of value, while PSh tends to increase. This pattern is similar to the one observed
in Figure 9 with MA, which is not surprising: The velocities can serve as a proxy for the energy to be dissi-
pated by the shock. The only case where this trend is not observed is in panel g), where ASh seems to not
be constrained by the value of VShock. It is quite clear on the two bottom panels (k) and (l) that VLE − Vup
presents the best correlations with the anisotropy and power in the sheath. It is also worthy of note that the
magnetic cloud's leading edge velocity VLE ( panels e and f) shows to be also quite a good predictor of the
characteristics of the fluctuations.

6. Discussion and Conclusions
In this paper we focused on characterizing the magnetic fluctuations in magnetic clouds' sheaths, which are
presently largely unknown. We started from a catalog of 44 isolated magnetic clouds, which are not disturbed
by preceding and following events and identified by Masías-Meza et al. (2016). We mainly used 1-s magnetic
field data from ACE near L1. We applied the Morlet wavelets transform on zones carefully defined in order
to avoid jumps and unusual features in order to estimate the proper power spectral density of components
parallel and perpendicular to the mean magnetic field. Two quantities were computed to characterize the
fluctuations: The total power P and the anisotropy A = P⟂

2P||
(section 3). It was found that P reaches an average

value of about 10 nT2 in the sheaths, significantly exceeding, by a factor of about 10, the corresponding power
in the preceding solar wind and the following magnetic cloud. Conversely, the anisotropy A takes its smallest
values in sheaths, 5 on average and sometimes close to the isotropy level (A = 1), while it ranges around 10
in the preceding solar wind and reaches the largest values in magnetic clouds, 36 on average and sometimes
almost 100 (section 4). In terms of the compressibility defined as C = P||

P , the plasma in sheaths (∼ 0.15
on average) is more compressible than in the preceding solar wind (∼ 0.07) and much more than in almost
incompressible magnetic clouds (∼ 0.02). Section 5 reveals that there is no correlation between power and
anisotropy in sheaths. Therefore, isotropy is not necessarily a consequence of powerful fluctuations. P and
A can be regarded as independent quantities, which justifies the use of both to describe the characteristics
of the fluctuations of sheaths.

We then estimated the role of the surrounding media on the characteristics of the fluctuations in sheaths.
In line with Kilpua et al. (2013), our results show that one of the most significant parameters is the speed of
the magnetic clouds: Larger powers are found in sheaths driven by faster magnetic clouds (VLE > 750 km/s),
their velocity VLE being estimated at their leading edge. The anisotropy in sheaths also reacts to the cloud
velocity: It can take any value within a wide range from 1 to 14 in sheaths related to slow clouds, but it
is confined in the range 1–5, that is, closer to isotropy when the sheaths are associated with fast clouds.
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Conversely, we found no correlation of sheath characteristics with the amplitude of the cloud magnetic field.
Finally, we can give the following interpretation of the increased power: The enhanced kinetic energy carried
by fast magnetic clouds is dissipated in the sheath, giving rise through turbulent processes to small-scale
structures, such as these powerful magnetic fluctuations observed in the sheaths.

Another significant parameter for the sheath fluctuations is the turbulence of the pristine solar wind
upstream the shock. The magnetic fluctuation power in the sheaths increases with that of the solar wind,
with the most powerful sheaths (typically above 10 nT2) observed after intervals of highly turbulent solar
wind (typically above 1 nT2). Conversely, the sheath anisotropy does not seem to be affected by the solar wind
power or anisotropy. Also parameters such as the solar wind density or dynamic pressure do not seem to
play a role for sheath fluctuations. Therefore, it seems that a high level of magnetic fluctuations preexisting
in the solar wind likely represents a good seed for turbulence in the sheath downstream of the shock.

We estimated the influence of the parameter 𝛽 computed in the solar wind just upstream of the shock. Below
a threshold value of about 1.1, the fluctuation power and anisotropy in the sheath cover a wide range of val-
ues without any obvious correlation. Above this threshold value of 1.1, both the sheath power and anisotropy
reduce to weak values. In this case, the thermal energy exceeds the magnetic energy and therefore the mag-
netic fluctuations might become a secondary effect, possibly less powerful and guided than in presence of a
strong magnetic field.

We also analyzed the dependency of the sheath's characteristics on the parameters of the shock. We found
that both sheath power and anisotropy correlate only poorly with the shock velocity unlike the cloud veloc-
ity. The shock Mach number appears to be a more relevant parameter separating the events in two groups
apart a threshold value around 4. Below it, the fluctuation power is low and the anisotropy varies over a
wide range, while above it, the sheath fluctuations become more powerful and isotropic. Indeed, the shock's
Alfvén Mach number acts as a proxy for the energy dissipation at the shock and plays, in this regard, a simi-
lar role to the cloud velocity. The shock angle also seems to play a role. Downstream of a quasi-perpendicular
shock (𝜃Bn > 45◦), both the fluctuation power and anisotropy in the sheaths cover a wide range of values.
Downstream of quasi-parallel shocks (𝜃Bn < 45◦), there is a trend toward more isotropy, which is expected.
However, the fluctuation power goes down to low values, which is the opposite of what we find behind
the terrestrial bow shock (Blanco-Cano et al., 2006; Du et al., 2008; Narita et al., 2006). The low num-
ber of quasi-parallel shocks in our set of data does not allow us to make any conclusion. The latter effect
(low power) might be linked to a weaker compression of the interplanetary magnetic field in quasi-parallel
than in quasi-perpendicular configurations, leading to weaker magnetic fields in the sheath and maybe to
weaker fluctuations. Such an effect would require to be more deeply investigated.

In summary, in clouds' sheaths, the magnetic fluctuations which are the most powerful and the closest
to isotropy are likely to be driven by fast magnetic clouds with typical velocities larger than 750 km/s as
estimated at their leading edge, interacting with an already turbulent solar wind with a magnetic fluctuation
power typically larger than 1 nT2, and with a high Alfvén Mach number at shock (typically above 4). The
relations with the shock angle and 𝛽 upstream are a little more complex. Downstream of quasi-perpendicular
shocks and high-𝛽 solar wind, the observed sheaths show a trend toward isotropy but also a weak fluctuation
power, while downstream of quasi-perpendicular shocks and low-𝛽 solar wind, both fluctuation power and
anisotropy cover a wide range of values.

Interestingly, Leamon et al. (1998) studied an ICME encountering an undisturbed, slow solar wind. The
magnetic cloud in that paper has quite a low speed and a high beta prior to the sheath. Therefore, the sheath
in Leamon et al. (1998) has all the ingredients to present a high anisotropy, and a low power, which is what
the authors found.

In the case of the solar wind, it has been shown that fluctuations with large-amplitude and low anisotropy
imply a good coupling of the solar wind with the magnetosphere (Jankovičvá et al., 2008). Our results suggest
that turbulent sheaths preceding magnetic cloud present a high energy content of their fluctuations, as well
as a low anisotropy, which may favor their geoeffectiveness.

Future observational work will be needed in order to further investigate the evolution of fluctuations inside
the sheaths themselves. Indeed, it will be interesting to compare the evolution of the fluctuations of the
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Figure 11. Characterizing the fluctuations in sheaths by two numbers (power and anisotropy), we find that, compared
with the solar wind, sheaths have high power and low anisotropy. This is further enhanced when certain parameters
are found in the magnetic cloud, shock and solar wind surrounding the sheaths.

magnetic field with other fluctuations such as the velocity or dynamic pressure fluctuations. It is also of
importance for geoeffectiveness to estimate the fluctuation characteristics between the different sheath
regions from the shock to the cloud's leading edge (as suggested by Kilpua et al., 2013).

7. Summary
From a list of 42 isolated events (Masías-Meza et al., 2016), we characterized the fluctuations in the three
regions (solar wind, sheath, and magnetic cloud) based on their power and anistotropy, which appear as
two independent parameters. Figure 11 gives a brief summary of the results.

• The fluctuations have much more power in the sheath (PSh ∼9 nT2) than in the preceding solar wind and
following magnetic cloud (PSW ≃ PMC ∼ 0.9 nT2), by an order of magnitude.

• The fluctuations seem to be more isotropic (and thus more compressible) in the sheath (ASh ∼ 5, or corre-
spondingly CSh ∼ 0.15) than in the solar wind (ASW ∼ 10, or CSW ∼ 0.07), and are much more anisotropic
(and thus more incompressible) in the magnetic cloud (AMC ∼ 36, or CMC ∼ 0.02)

The parameters that have the strongest influence on the power and anisotropy of the fluctuations in the
sheaths of these events, are mainly the following:

(i) the speed of the magnetic cloud,
(ii) the Alfvén Mach number of the shock, as those parameters increase, the power and isotropy of the

fluctuations in the sheath increase.
(iii) the preexisting fluctuation power in the solar wind to which the power in the sheath is roughly

proportional but not the anisotropy.
(iv) the angle between the shock's normal and the magnetic field upstream of the shock,
(v) the beta of the solar wind,

which have a somewhat more subtle role. 𝛽 ∼ 1 in the solar wind serves as a threshold above which
both the power and the anisotropy of the fluctuations in sheaths drop significantly. Similarly, quasi-parallel
shocks have both low power and anisotropy whereas any values of PSh and ASh can be found next to
quasi-perpendicular shocks.

Appendix A: Definition of the Events' Main Parameters
We define in this sections the parameters against which the power and anisotropy of sheath are plotted in
section 5. Some of these parameters depend on upstream and downstream (to the shock) values. We define
the interval of time upstream as Δtup = [tshock − 30min, tshock − 15min] and the interval of time downstream
as Δtdown = [tshock+15min, tshock+30min]. These intervals are defined as such in order to be the same length
as the sliding window we use for all our averages and away from the transition layers by the same length.
Any quantity Q computed on the interval Δtup or Δtdown is respectively noted Qup or Qdown.
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Figure A1. The three red vertical bands marked “up,” “down,” and “LE” represent the small areas of 15-min length
used to compute most of the event's main parameters. For this particular event “upstream” is defined, manually, away
from the shock to avoid a zone that is not representative of the pristine solar wind ahead of the event.

For a dozen of cases, taking data just upstream and downstream of the shock seemed flawed because of, for
example, the presence of a structure just in front of the shock. In those cases, we defined manually upstream
in the “pristine” solar wind. Any quantity used to describe the solar wind is then computed on the interval
of time Δtup.

Another area of interest is just after the leading edge of the magnetic cloud: ΔtLE = [tleading edge +
15min, tleading edge + 30min]. Quantities representative of the magnetic clouds are computed in the interval
of time ΔtLE. Any quantity Q computed on the interval ΔtLE is noted QLE.

Those areas are represented in Figure A1

Parameters describing the solar wind, defined on Δtup.

NSW = ⟨N⟩up

BSW = ⟨|B|⟩up

VSW = Vup = ⟨|V |⟩up

V up
A = ⟨vA⟩up =

⟨
B√

𝜇0Npmp

⟩

up

Mup
A =

Vup

V up
A

(A1)

PSW and ASW are the ones defined in section 3.4
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Parameters describing the magnetic cloud, defined on ΔtLE.

NMC = ⟨N⟩LE

BMC = ⟨|B|⟩LE

VMC = VLE = ⟨|V |⟩LE

V LE
A = ⟨vA⟩LE =

⟨
B√

𝜇0Npmp

⟩

LE

MLE
A =

VLE

V LE
A

(A2)

PMC and AMC are the ones defined in section 3.4.

Parameters describing the shock. We use the definitions given at https://ipshocks.fi/documentation to define
the main shocks' parameters: Alfvén Mach (MA), plasma beta upstream of the shock (𝛽), the angle between
the normal of the shock, and the magnetic field upstream of the shock (𝜃Bn).

shock normal

n̂ =
(Bdown − Bup) × ((Bdown − Bup) × (V down − V up))
|(Bdown − Bup) × ((Bdown − Bup) × (V down − V up))| (A3)

shock speed

Vshock =
||||||

Ndown
p V down − Nup

p V up

Ndown
p − Nup

p
· n̂

||||||
(A4)

Alfvén Mach number

MA =
|V up · n̂ − Vshock|

V up
A

(A5)

Upstream plasma beta

𝛽up = ⟨𝛽⟩up =
⟨2𝜇0kBNp(Tp + Te)

B2

⟩

up
(A6)

shock theta

𝜃Bn = 180◦

𝜋
arccos

( |Bup · n̂|
|Bup| |n̂|

)
(A7)

A few more definitions

Velocities
Vdown = ⟨|V |⟩down

Vdown − Vup = ⟨|V |⟩down − ⟨|V |⟩up

VLE − Vup = ⟨|V |⟩LE − ⟨|V |⟩up

(A8)
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