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ABSTRACT 

 

This dissertation aims to characterize the mass transfer between liquid steel and another liquid phase 

in the case of an industrial argon gas bottom blown ladle used in metallurgical processes. In this study, 

we consider only the influence of the flow generated by the gas injection on the mass transfer. To do 

so we use a reduced-scale water experiment of the process developed in ArcelorMittal Maizières 

Research using air, water and oil at ambient temperature as fluids model. Besides, we use Direct 

Numerical Simulation with dynamic adaptative mesh to reproduce the water experiment with the Free 

Software library Basilisk. We first study the hydrodynamics of the experiment by measuring the open-

eye area and the fragmentation of the oil layer due to the air injection. Our experimental and numerical 

results reveal that the open eye area increases following the air flow rate and also show fragmentation 

of the oil layer at the same critical air flow rate in agreement with the literature. 

In the second part of this dissertation, we measure experimentally the mass transfer of thymol 

between the water and oil phase while the air flow rate varies. Our experimental results show that the 

mass transfer presents an abrupt increase when the air flow rate is above a critical value in accord with 

the literature. Moreover, the transition of the different mass transfer regime appears to be correlated 

with the continuous fragmentation of the oil layer into oil droplets. In order to simulate the complex 

water experiment mass transfer configuration, several assumptions need to be done. Furthermore, 

due to the exceedingly thin concentration boundary layer induced by the low experimental diffusion 

coefficient of thymol in water, we considered a higher diffusion coefficient in the simulation. The 

numerical results represent qualitatively well the mass transfer configuration of the water experiment 

with variation of the concentration essentially at the water-oil interface. However, from the limited 

amount of numerical results, we do not clearly observe an abrupt increase of the mass transfer as 

observed experimentally. Finally, using a boundary layer theory we established correlations to predict 

the mass transfer. These correlations give a good prediction of the first mass transfer regime for each 

specific experimental configuration.  On the other hand, using these correlations to extrapolate the 

numerical results to the low experimental diffusion coefficient leads to an overestimation of the 

experimental mass transfer results. 

 

Keywords: multiphase flow, reduced-scale experiment, Direct Numerical Simulation, hydrodynamics, 

mass transfer.  
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RESUME 

 

L’objectif de cette thèse est de caractériser le transfert de masse entre l’acier liquide et une autre 

phase liquide dans le cas d’une cuve industrielle agitée avec injection d’argon utilisée dans les procédés 

sidérurgiques. Lors de cette étude on considère uniquement l’influence de l’écoulement généré par 

l’injection de gaz sur le transfert de masse. Pour ce faire on utilise une maquette à eau du procédé 

développée à ArcelorMittal Maizières Research utilisant de l’air, de l’eau et de l’huile à température 

ambiante. De plus, on utilise une simulation directe avec maillage adaptatif dynamique avec le code 

Basilisk pour reproduire la configuration de la maquette. Dans un premier temps on étudie 

l’hydrodynamique de la maquette en mesurant la surface de l’« open eye » et la fragmentation de la 

couche d’huile sous l’effet de l’injection d’air. Nos résultats expérimentaux et numériques montrent 

que la surface de l’« open eye » augmente avec le débit d’air en accord avec les résultats de la 

littérature. On observe aussi que la fragmentation de la couche d’huile a lieu pour des débits similaires 

dans l’expérience et la simulation.  

Dans la deuxième partie de cette thèse, on mesure expérimentalement le transfert de masse du 

thymol entre l’eau et l’huile lorsque le débit d’air varie. Les résultats expérimentaux montrent que le 

transfert de masse augmente de manière abrupte lorsque le débit d’air dépasse une valeur critique en 

accord avec les résultats de la littérature. De plus, la transition entre les différents régimes de transfert 

de masse est corrélée à la fragmentation en continu de la couche d’huile en gouttes d’huile. Pour 

simuler cette configuration de transfert de masse complexe plusieurs hypothèses ont dû être 

effectuées. En raison de la trop faible taille de la couche limite de concentration due à la faible valeur 

du coefficient de diffusion du thymol dans l’eau on considère un coefficient de diffusion plus élevé 

dans la simulation. Les résultats numériques représentent qualitativement bien la configuration du 

transfert de masse de la maquette avec une variation de la concentration principalement le long de 

l’interface eau huile. Cependant, à partir de la quantité limitée de simulations on n’observe pas 

d’augmentation abrupte du transfert de masse comme dans les résultats expérimentaux. Enfin, des 

corrélations pour prédire le transfert de masse ont été établis à partir d’analyse basée sur la théorie 

de la couche limite. Ces corrélations donnent de relativement bonne prédiction du premier régime de 

transfert de masse pour chaque expérience. Néanmoins, en utilisant ces corrélations l’extrapolation 

des résultats numériques vers le faible coefficient de diffusion correspondant au cas expérimental 

surestime les résultats expérimentaux.  

 

Mots-clefs : écoulement multiphasique, maquette, Direct Numerical Simulation, hydrodynamique, 

transfert de masse.  
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1 INTRODUCTION 

 

Multiphase flows are very common in our surrounding environment either in a natural or 

industrial context, ranging from the fall of a rain droplet to numerous processes in the metallurgical 

industry (Guthrie [1]). In these phenomena, the fluids can be seen as the carrier of chemical species or 

heat between fluids. The phenomena of advection and diffusion of a chemical species can be named 

as mass transfer. In nature, the mass transfer of carbon dioxide at the ocean interface through the air 

bubbles and water droplets is an important phenomenon in the global Carbon dioxide exchange 

(Siegenthaler & Sarmiento [2], Deike et al. [3]). In addition to multiphase flow interaction and mass 

transfer, a chemical reaction can occur at the interface between the fluids. This chemical reaction 

between fluids can be broken down into three stages: transport by advection of reactive species 

toward the interface, transport by molecular diffusion through the concentration boundary layer, and 

finally the chemical reaction at the interface. The global kinetics of the chemical reaction is governed 

by the kinetics of the slowest stage.  

In the steel industry mass transfer can be found in numerous steps of the two different steel 

production routes. The first one is presented in Figure 1.1 showing a schematic of the overall blast 

furnace steelmaking process from the raw material on the left to the final product before the 

continuous casting operation on the right. A schematic of the second process used to produce steel is 

shown in Figure 1.2. In this process, an electric arc furnace is used to melt recycled steel, and no blast 

furnace is used anymore. At the end of these two processes, the obtained steel can be differentiated 

from cast iron by its carbon content which should not overcome a maximum value of 2% by weight. 

During the process of steelmaking, an important amount of slag is generated. The slag is a by-product 

of the process and is usually a mixture of metal oxides and silicon dioxide. It can be used in various 

ways during the different steps of the process of steelmaking. During the secondary metallurgy or 

refining step, it can be used to promote chemical reactions with the liquid steel to adjust the liquid 

steel composition or to minimize re-oxidation of the liquid steel (Szekely et al. [4]). 

 

Figure 1.1: Overview of the steelmaking process using a blast furnace from the worldsteel association [5]. 
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Figure 1.2: Overview of the steelmaking process using an electric arc furnace from [5]. 

During the refining step, the adjustment of the liquid steel composition at high temperature is done in 

a cylindrical shape ladle and gas injection is generally used to promote stirring and homogenization of 

the liquid steel. Then, we are in presence of a multiphase flow (Richardson [6]) and at the liquid-steel-

slag interfaces several chemical reactions are occurring (Riboud & Vasse, [7]). In this dissertation, we 

are particularly interested in the desulfurization of liquid steel by chemical reaction with slag under 

argon gas bubbling in a ladle (Lachmund et al. [8], Ishida et al. [9]). The aim is to lower the sulphur 

concentration in the liquid steel and limit the argon gas stirring time to obtain better mechanical 

properties for the steel. Because of the high temperature considered in the process, it is generally 

accepted that the chemical reaction at the interface is not the limiting step. Then, the steps governing 

the global kinetics of the chemical reaction are the convective and diffusive transport or mass transfer 

of reactive species. Therefore, to improve the characterization of the global kinetics of the chemical 

reactions in the refining step, we will focus in this study on the characterization of the mass transfer 

of reactive species between the liquid steel and slag phase. Ultimately, the obtained mass transfer 

characterization could be used as input data of a thermodynamic model not considered in this study 

to predict the evolution of the composition of the different phases of the process.  

Due to the complex nature of the industrial process involving multiple phases, multiple physical 
phenomena and a large variety of time and length scales, it is important to establish representative 
reduced size experiments of the process. Indeed, it is easier to characterize the various phenomena 
involved in the process with a reduced scale experiment. It is important to stress that for a large 
steelmaking ladle, one cannot have simultaneously a similarity in more than one dimensionless 
number. This is a recipe for failure as there are many more numbers than just the Reynolds number: 
the numbers involving diffusion (Péclet), gravity (Froude) or surface tension (Weber) are all essential 
and differ between experimental setups. Thus, only a large-scale trial-and-error approach would 
remain for development in the absence of global models or simulations of the entire process. This 
makes the numerical simulation critically important to establish and improve global models of the 
process. 
 
The existence of small scales such as chemical diffusion boundary layers and small regions where 
capillarity is of great influence such as near dynamic contact lines limits the progress of numerical 
simulation of the process. The existence of tiny scales is a formidable barrier to Direct Numerical 
Simulation (DNS). It operates in discretized space with grids or meshes of typical size ∆𝑥. 
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If 𝜀 is the size of the small scales, and 𝐿 the size of the large scales, then ∆𝑥 < 𝜀 is required and the 
typical number of grid points is 

 𝑁 ~ (
𝐿

∆𝑥
)

𝑑

, (1.1) 

   

where 𝑑 is the dimension of the simulation. To some degree this can be mitigated by relatively new, 
efficient numerical methods such as Lattice Boltzmann, Phase Field, Front Tracking, Level Sets or 
Volume of Fluid. All of these methods have their successes and all are subject to the constraint in 
equation (1.1) in terms of the computational work needed (Tryggvason et al. [10], Deising et al. [11], 
Gibou et al. [12], Karlin et al. [13], van der Sman & Van der Graaf [14]). Indeed, we explain below how 
it is possible to use the asymptotic of thin boundary layers to lower the cost of computation.  
 
To illustrate the difficulty caused by thin boundary layers we consider the example of bubbly flows 
with chemical diffusion. In that case, thin diffusion boundary layers arise because the Péclet number 
comparing advection and diffusion, 𝑃𝑒 = 𝑈𝑑/𝐷  is high, where 𝑈  is a characteristic scale for the 
relative velocity of the droplet and the carrier fluid, 𝑑 is the bubble diameter and 𝐷 is the diffusivity. 
The Péclet number can be rewritten 𝑃𝑒 = 𝑅𝑒𝑆𝑐 where the Reynolds number is 𝑅𝑒 = 𝑈𝑑/𝜈, 𝑆𝑐 = 𝜈/𝐷 
with usual notations. Since there are two fluids in this example, boundary layers can arise inside or 
outside the bubble. It is relatively straightforward to write an equation for the developing boundary 

layer that leads to the estimate 𝛿𝑐~𝑑𝑃𝑒−1/2 for its thickness. For the fluid flow obeying the Navier-
Stokes equation, a similar estimate yields a viscous, momentum boundary layer thickness 

𝛿𝑣~𝑑𝑅𝑒−1/2. For 𝑆𝑐 ≫ 1, typical of many systems, we have 𝛿𝑐 𝛿𝑣⁄ ~ 𝑆𝑐−1/2 ≪ 1. In other words, 
even when one has enough computer power to resolve the purely fluid dynamics problem of a rising 
bubble, resolving the mass transfer problem is much harder. Computational grids must not only resolve 
the small viscous layer thickness 𝛿𝑣 but also the chemical layer thickness 𝛿𝑐. 
 

In this dissertation, we will then try to characterize the mass transfer of the industrial process with a 

reduced scale experiment and its DNS. We will limit ourselves to consider only the effect of the flow 

on the mass transfer of chemical species. To be able to do DNS of this complex process we will use a 

dynamic adaptive mesh getting refined only on the region where the error on the fluid fraction or the 

velocity is above specific thresholds. These adaptive methods are implemented in the Basilisk Free 

Software library (Popinet [15], [16]). Furthermore, the computationally intensive three-dimensional 

simulations will require to take advantage of the parallelisation implemented in Basilisk to run on large 

numbers of cores on HPC at low Schmidt numbers 𝑆𝑐𝑚,𝑛𝑢𝑚 ∈ [1,40]. Then, we will extrapolate the 

results to the experimental Schmidt number 𝑆𝑐𝑚,𝑒𝑥𝑝~1000 using a boundary layer theory. 

We divide this study into two parts, the first part will be addressing the global characterization of the 

flow behaviour using experimental and numerical methods. The second part will tackle the mass 

transfer characterization of the process through experimental and numerical experiments. In each 

part, we will follow the same approach by first describing the physical model, then presenting the 

numerical model used before presenting both the experimental and numerical results obtained. 

Finally, we will try to compare our results with results from the literature to check the validity of our 

scale model results in the case of an industrial ladle. 



   

PART I - HYDRODYNAMIC CHARACTERIZATION 
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2 PHYSICAL MODEL- HYDRODYNAMIC CHARACTERIZATION 

 

The industrial process that we want to characterize involves multiple physical interactions 

between the fluids. In addition to the stirring generated by the gas injection, possible effects of the 

temperature and ferro static pressure at the operating conditions are to be considered. In some 

regions of the ladle, phase change of the slag layer can occur due to the possible important variations 

of the flow and temperature condition across the ladle. In this part, we will focus on the effect of the 

fluid flow induced by the gas injection on the slag layer. The plume region beyond the penetration 

distance is bounded by conical and parabolic plume profiles. At the free surface, the deformed zone 

where the gas bubbles reach the free surface is called the spout region and the slag-free region is called 

the “open-eye” (cf. Figure 2.1-(a)-(b)). In this zone, liquid steel interacts directly with ambient gas. On 

the edge of the open eye the flow direction is in the opposite direction than in the plume centre and 

generate shearing of the slag layer as can be seen in Figure 2.1-(b). When the shearing of the slag layer 

is high enough it is in this particular zone that formation of slag droplets can be observed. 

 
 

(a) (b) 
Figure 2.1: Schematic of a metallurgical gas stirred ladle. a): Global view; b) Zoom on the region delimited by a rectangle in 
the global view. 

 

2.1 LITERATURE REVIEW 
 

In the liquid-metal experiments and especially in the industrial ladle the high temperatures and 

possible important static pressure effects make experiments complicated and costly. Furthermore, the 

liquid metals are not transparent and so X-ray methods must be used to be able to measure some flow 

characteristics. This explains why fewer studies use liquid metals as opposed to water or similar fluids. 

Because the entire process is still not fully understood with a global theory working both with reduce 

scale and industrial ladles it is important to characterize its main parameters with reduced-scale 

models using various fluids. In this part of the dissertation, our main interest is the hydrodynamic 

characterization of the flow effect on the slag layer and so we will focus on the open eye and slag 

droplet formation. Indeed, these two phenomena are suspected to act directly on the mass transfer 

between the liquid steel and slag. In the following, for clarity, we will use the index 𝑚 for either metal 

or water and the index s for either slag or the equivalent phase. 

Gas injection 

Liquid steel 

Slag layer 

Bubble plume 

Open eye 

Spout 

y 

x 

Slag 

droplets 0 

𝐴𝑝 

𝐴𝑒 
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2.1.1 Open eye characterization  

 

Open eye characterization is a straightforward way of characterizing the influence of the gas injection 

on the slag layer. We can see by comparing Figure 2.2-(a) and Figure 2.2-(b) why we have to be cautious 

when extrapolating the results obtained from water experiment to liquid metal experiments especially 

for the industrial ladle case. In the water experiment case, the oil layer is not deformed apart from the 

open eye region (cf. Figure 2.2-(a)). This is not the case for the industrial ladle where we can see that 

the slag is at a solid-state in some regions (cf. Figure 2.2-(b)). 

We will start by mentioning the study of the industrial ladle case in the literature, in Yonezawa & 

Schwerdtfeger [17] the authors established from their measurement with a mercury-oil experiment 

and few measurements with an industrial ladle of 350 ton a first try of correlation to predict the open 

eye area. In the study of Valentin et al. [18] the authors measured the open eye area with automated 

infrared camera measured in the industrial case. Then Wu et al. [19] tried to use correlations 

established with water experiments for the previous industrial results but the authors obtained only a 

limited agreement. From water experiments, Subagyo et al. [20] revised the correlation of [17] by 

accounting for the conic shape of the bubble plume to give this correlation 

 
𝐴𝑒

(ℎ𝑚 + ℎ𝑠)2
= 𝑎 + 𝑏 (

𝑄

𝑔ℎ𝑠
5)

𝑐

 , (2.1) 

   

where 𝑎 and 𝑏 are numerical constants, 𝐴𝑒 is the open eye area, ℎ𝑚 is the height of the bath of liquid 

steel equivalent phase, ℎ𝑠 is the height of the bath of slag equivalent phase and 𝑄 is the gas flow rate. 

Then, Iguchi et al. [21] established empirical correlations considering the effect of the physical 

properties of gas and liquids on the open eye area. 

Krishnapisharody & Irons [22] measured the slag eye area for a different couple of fluids as a function 

of the gas flow rate, bath depth and thickness of the slag layer. They used a mechanical model based 

on the principles of momentum conservation to establish a correlation when 𝐴𝑒 𝐴𝑝⁄ > 1, where 𝐴𝑝 is 

the cross sectional bubble plume area at a height equal to ℎ𝑚  and can be computed according to 

Krishnapisharody & Irons [23] with 

 𝐴𝑝 = 1.41ℎ𝑚
2 (

𝑄

𝑔ℎ𝑠
5

)

0.4

 , (2.2) 

   

In [22] the authors established the following correlation for the dimensionless open eye area of the 

general form 

 
𝐴𝑒

ℎ𝑚
2 = 𝛼 + 𝛽 (

𝜌𝑚

∆𝜌
)

1/2

(𝐹𝑟𝑠)1/2 , (2.3) 

   

where 𝛼 and 𝛽 are numerical constants, 𝜌𝑚  is the density of the liquid steel equivalent phase and  

∆𝜌 = 𝜌𝑚 − 𝜌𝑠 is the density difference between the liquid steel and slag equivalent phase, 𝑈𝑝 is the 

velocity of the plume and 𝐹𝑟𝑠 is the Froude number in the slag layer defined by 

 𝐹𝑟𝑠 =
𝑈𝑝²

𝑔ℎ𝑠

 (2.4) 

   

Because the plume velocity is not an operating variable, it has to be computed. In [22] the authors 

computed it from the gas flow rate value with the correlation of Castello-Branco & Schwerdtfeger [24] 
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 𝑈𝑝 = 17.4𝑄0.244𝑑𝑖𝑛𝑗
−0.0288 (

𝜌𝑔

𝜌
)

0.0218

ℎ𝑚
−0.08. (2.5) 

   

where 𝑈𝑝  is expressed in 𝑐𝑚/𝑠, 𝑄  is the gas flow rate at the Standard Temperature and Pressure 

conditions expressed in 𝑐𝑚3/𝑠 , ℎ𝑚  and 𝑑𝑖𝑛𝑗  are expressed in 𝑐𝑚 . Later, Peranandhanthan & 

Mazumdar [25] proposed a revised version of the correlation (2.3) expected to give better results for 

the industrial ladle case. The authors considered the effect of the Reynolds number on the open eye 

area giving this correlation 

 
𝐴𝑒

ℎ𝑚
2 = 𝑎2 (

𝜌𝑚

∆𝜌
)

𝑏2

(𝐹𝑟𝑠)𝑐2 (
1

𝑅𝑒𝑠

)
𝑑2

 , (2.6) 

   

where 𝑅𝑒𝑠 is the Reynolds number in the slag layer given by 

 𝑅𝑒𝑠 =
ℎ𝑠𝑈𝑝

𝜈𝑠

 (2.7) 

   

As the correlation (2.3) was built for the case of a thin slag layer, in Krishnapisharody & Irons [23] the 

authors established another correlation considering this time the case of a thick slag layer when 

𝐴𝑒 𝐴𝑝⁄ < 1. More recently, Liu et al. [26] have done some measurement of the open eye area with a 

water experiment with one or two porous plugs. The authors reported an increase in the open eye 

area when the angle between the two porous plugs is increased. 

In order to summarize the study in the literature, we can say that to characterize the open eye 

phenomena in the slag layer the following parameters are to be considered: 

- Gas flow rate; 
- Height of the bath of liquid-steel-equivalent phase; 
- Thickness of the slag-equivalent phase layer; 
- Viscosity and density of the slag-equivalent phase layer. 
 

  
(a) (b) 

Figure 2.2:Top view of the ladle with the open eye of the top phase delimited for two experiments. a): water/oil model 
experiments obtained at 𝑄 = 130𝑙/ℎ  from [26]; b): industrial ladle (170-t) experiments obtained at 𝑄 = 15000 𝑙 ℎ⁄  at 
Standard Temperature and Pressure conditions from [18]. 
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2.1.2 Slag detachment and entrainment phenomena 

 

At a certain value of steel/slag interfacial velocity, the formation of slag ligaments can occur. Then at 

a greater or equal steel/slag interfacial velocity, fragmentation of slag ligaments into slag droplets in 

liquid steel can be observed. This phenomenon can be seen in Figure 2.3 where we can see oil droplets 

in the water phase in the case of a gas stirred ladle covered with thick oil layer from the experiments 

of Lin & Guthrie [27]. The phenomena of slag detachment and entrainment at a critical gas flow rate 

have been reproduced with several experimental setups of water experiments model: with a 

submerged hose (Feldbauer & Cramb [28]), a submerged cylinder (Hagemann et al. [29]), a submerged 

ramp/weir (Hagemann [30], Savolainen et al. [31]) or by gas injection observed in the measurements 

of Kim & Fruehan [32], Xiao et al. [33], Mietz et al. [34], Wei & Oeters [35] and Iguchi et al. [36], [27]. 

For the industrial ladle case, Lachmund et al. [8] tried to characterize the slag droplet formation by 

immersing a steel slab with drilled holes into the ladle during gas injection. The solidified steel samples 

were then analysed with X-ray methods to identify emulsified slag droplets. The authors reported a 

mean diameter of emulsified droplets of 1𝑚𝑚.  

We detail here the influence of the physical properties of the slag layer in the phenomena of slag 
droplets formation: 
 
- Influence of slag viscosity on fragmentation: 
 
In reference [32] the authors found that a decrease in oil viscosity does not change the oil droplets 

formation in the low gas flow rate regime as can. But in the high gas flow rate regime, more droplets 

are formed for the oil with low viscosity. Calabrese et al. [37, 38] and Wang & Calabrese [39] reported 

from experimental measurements with agitation generated by a Rushton turbine that the equilibrium 

size of the largest oil droplets and the mean diameter of oil droplets increases when oil viscosity 

increases.   

- Slag thickness influence on fragmentation: 

As the oil layer becomes thicker, the rate of formation of oil droplets increases due to the formation 

of more active and stronger circulation inside the oil layer and increase of interfacial area by giving a 

smaller diameter for the plume eye. However, [32] reported that the critical gas flow rate for entraining 

the oil droplets in the water does not change much with oil layer thickness.  

-Slag-steel interfacial tension influence on fragmentation: 

Interfacial tension is found to be an important parameter for the detachment and entrainment of oil, 

the greater the interfacial tension is the higher is the critical gas flow rate for oil detachment and 

entrainment. In reference [39], the authors reported from their measurement that at constant 

conditions of agitation the relative influence of interfacial tension decreases as the oil viscosity 

increases. 

Now, we focus on studies where the authors tried to characterize the slag droplets detachment with a 

criterion based on either critical interfacial speed or gas flow rate. In reference [34], [35], the authors 

proposes from a force balance analysis applied to water experiment that the entrainment should occur 

for a critical entrainment speed given by 

 𝑢𝑖,𝑐𝑟𝑖𝑡 = (
8

𝜌𝑠

)
1 2⁄

[
2

3
𝑔𝜎𝑚𝑠∆𝜌 cos(𝜑)]

1 4⁄

 , (2.8) 
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where 𝜎𝑚𝑠 is the interfacial tension between water and oil and 𝜑 is the angle of the liquid interface 

relative to the direction of gravity.  

In reference [33], the authors established with a water-oil model a criterion based on a critical modified 

Weber number given by 

 𝑊𝑒𝑐 =
𝑢𝑖,𝑐𝑟𝑖𝑡

2𝜌𝑠

√𝑔𝜎𝑚𝑠∆𝜌
 (2.9) 

   

The authors predict that when 𝑊𝑒𝑐 ≥ 12.3 detachment of oil droplets should occur.  

In Kim et al. [40] the authors made a dimensional analysis with their water experiment using different 

combination of fluids to find the critical gas flow rate for upper layer entrainment. From their analysis, 

the authors obtained a relation for the critical gas flow rate following this expression 

 
𝑄𝑐𝑟𝑖𝑡

(𝑔ℎ𝑚
5)

1 2⁄
= 𝑐2 (

𝜎𝑚𝑠

𝜌𝑠𝑔ℎ𝑚
2)

𝑎2

(
∆𝜌

𝜌𝑠

)
𝑏2

 , (2.10) 

   

where 𝑎2, 𝑏2 and 𝑐2 are numerical constants determined from the experiments. In order to summarize 

the study in the literature, we can say that to characterize the phenomena of slag entrainment in the 

open eye region the following parameters need to be considered: 

- Critical flow rate for detachment and or entrainment of slag droplet; 
- Entrainment rate of slag droplet; 
- Residence time of slag droplet in the steel phase; 
- Average slag droplet diameter. 

 

 

Figure 2.3: Example of a thick slag layer fragmentation into droplets due to gas injection for a gas flow rate 𝑄 = 0.4 𝑙/𝑚𝑖𝑛  
from the water experiment of [27]. 
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2.2 EXPERIMENTAL MODEL 
 

In this study to simplify the problem, we do not consider the influence of the temperature on physical 

and chemical properties of fluids. So, we will consider that the process is operated at constant 

temperature and that no phase change is occurring. 

2.2.1 Geometrical scaling 

 

In this study, we are interested in reproducing the flow behaviour of an industrial ladle and will 

consider the data in [8] for 180 tons ladle which is the typical capacity used in an industrial plant. 

Because in this part we focus only on the hydrodynamic aspect of the process, we do not consider the 

molar concentration of a chemical species nor diffusion coefficient in the dimensional analysis. We 

neglect the influence of the viscosity and density of the gas on the process due to the high density and 

viscosity ratio between steel and argon gas. From the process variables, we can establish with 

Buckingham 𝜋 theorem eight non-dimensional parameters. 

 
𝑓 (

𝜇𝑚

𝜌𝑚𝑈𝐿
,

𝜇𝑠

𝜌𝑠𝑈𝐿
,
𝐿𝑔

𝑈²
,

𝜎𝑔𝑚

𝜌𝑚𝑈𝐿²
,

𝜎𝑚𝑠

𝜌𝑚𝑈𝐿²
,

𝜌𝑠

𝜌𝑚

,
ℎ𝑚

𝐿
,
ℎ𝑠

𝐿
) = 0 , 

 

   

where  𝐿 is a characteristic length, 𝑈 is a characteristic speed, ℎ𝑚 is the steel height and ℎ𝑠 is the slag 

height. From the non-dimensional parameters, we can recognize the expression of the Reynolds, 

Froude and Weber numbers. 

 𝑓(𝑅𝑒𝑚
−1, 𝑅𝑒𝑠

−1, 𝐹𝑟−2, 𝑊𝑒𝑚
−1, 𝑊𝑒𝑠

−1, 𝑟−1, 𝐻𝑚 , 𝐻𝑠) = 0 , (2.11) 

   

where 𝑊𝑒𝑚 = 𝜌𝑚𝑈²𝐿 𝜎𝑚𝑠⁄  is the Weber number of the steel equivalent phase, 𝑅𝑒𝑚 = 𝜌𝑚𝑈𝐿 𝜇𝑚⁄  is 

the Reynolds number of the steel equivalent phase, 𝑟 = 𝜌𝑚 𝜌𝑠⁄  is the density ratio, 𝐻𝑚 = ℎ𝑚 𝐿⁄  is the 

ratio of the height of the bath of liquid steel equivalent phase and 𝐻𝑠 = ℎ𝑠 𝐿⁄  is the ratio of the height 

of the slag equivalent phase. In the following, we consider as characteristic length the horizontal size 

of the ladle 𝐿𝑥. If we assume that within the gas flow rate range considered in the industrial case, we 

are in presence of a bubble plume, the vertical rising velocity due to the bubble plume in the liquid 

steel can be approximated and as a characteristic velocity scale we can write 

 𝑈 = (𝑔²𝑄)1/5 (2.12) 

   

Further details about this approximation will be given in 2.3.2 equation (2.32). We consider this 

velocity as the characteristic velocity. Now, considering the expression of (2.12) we can rewrite the 

Froude number as a function of the gas flow rate to obtain the expression of the modified Froude 

number 𝑁 

 
√𝐹𝑟 =

𝑈

√𝑔ℎ𝑚

 , 
 

 𝑁 = (
𝑄

𝑔1/2ℎ𝑚
5/2

)

1/5

. (2.13) 

   

We consider the same values for the properties of the fluids and the size of the ladle as in [8]. We 

gather the parameters of the size in Table 2.1 and the physical properties of the fluids in Table 2.2. and 

then compute the corresponding dimensionless parameters in Table 2.3. It leads to high Reynolds and 

Weber numbers meaning that the inertial force is much more important that the viscous one. Also, 

the surface tension effect can be neglected compared to the fluid inertia in the industrial ladle. 
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Characteristic parameter Industrial ladle case 

𝒉𝒎 (𝒎) 3.2 
𝒉𝒔 (𝒎) 0.08 
𝑳𝒙 (𝒎) 3.3 

𝒅𝒊𝒏𝒋 (𝒎) 0.13 

𝑸 (𝒎𝟑𝒔−𝟏 (𝑺𝒕𝒂𝒏𝒅𝒂𝒓𝒅 𝑻𝒆𝒎𝒑𝒆𝒓𝒂𝒕𝒖𝒓𝒆 𝒂𝒏𝒅 𝑷𝒓𝒆𝒔𝒔𝒖𝒓𝒆)) 4.2 10−3  − 4.3 10−2 
Table 2.1: Geometrical dimensions of an industrial ladle from [8].  

Industrial fluid properties at 1600°C Argon Liquid steel slag 

𝝆 (𝒌𝒈. 𝒎−𝟑)  0.26 6800 2800 

𝝁 (𝑷𝒂. 𝒔) 7.3 10−5 5.4 10−3 0.1 

𝝈𝐠𝐦 (𝑵. 𝒎−𝟏)  1.5 
  

𝝈𝒎𝒔 (𝑵. 𝒎−𝟏) 
 

1.2 
 

𝝈𝒈𝒔 (𝑵. 𝒎−𝟏) 
  

0.5 

Table 2.2 Physical properties of the fluids at 1600 °C in the industrial configuration from [8]. 

Dimensionless number Expression Liquid steel 

𝑹𝒆𝒎 𝜌𝑚𝑈𝐿𝑥 4𝜇𝑚⁄  106 
𝑵 

[𝑄 (𝑔1 2⁄ ℎ𝑚
5 2⁄ )⁄ ]

1/5
 1.6 10−1 − 2.9 10−1 

𝑾𝒆𝒎 𝜌𝑚𝑈²𝐿𝑥 4𝜎𝑚𝑠⁄  104 
𝒓 𝜌𝑚 𝜌𝑠⁄  2.43 

𝑯𝒎 ℎ𝑚 𝐿𝑥⁄  0.97 
𝑯𝒔 ℎ𝑠 𝐿⁄  0.024 

Table 2.3: Order of magnitude of the dimensionless number for the liquid steel phase in the industrial case computed from 
data in [8]. 

To determine the corresponding value of the gas flow rate for a scaled model of the industrial ladle we 

could use a similitude based either on the Reynolds, Weber or Froude number. In the case of the gas 

stirred ladle the turbulent flow behaviour is governed by the large scales of the turbulence. The 

operating variables that govern the flow are then the gas flow rate and the height of the bath of the 

steel equivalent phase. So, we can consider that the effects of the viscosity and the surface tension 

have only a minor influence on global flow behaviour. In that case, we choose to use a similitude based 

on the modified Froude number 

 𝑁 = (
𝑄

𝑔1/2ℎ𝑚
5/2

)

1/5

 (2.14) 

   

To determine the industrial gas flow rate, we start from the modified Froude number similitude 

 (𝑁)𝑖𝑙 = (𝑁)𝑟𝑙  ,  

 
𝑄𝑔,𝑖𝑙 = (

ℎ𝑚,𝑖𝑙

ℎ𝑚,r𝑙

)

5 2⁄

𝑄𝑔,𝑟𝑙  , 
(2.15) 
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where we denote with the indices 𝑖𝑙 and 𝑟𝑙 respectively the industrial and the reduced scale ladle. If 

we take as geometric scale the ratio of the height of the liquid steel bath 𝜆 = ℎ𝑚,𝑖𝑙 ℎ𝑚,𝑟𝑙⁄  we can re-

express (2.15) to determine the industrial gas flow rate as a function of the model gas flow rate 

 𝑄𝑖𝑙 = 𝜆5 2⁄ 𝑄𝑟𝑙  (2.16) 

   

In the following, we will use a model with a geometric scale ratio of 𝜆 ~ 1/12 with an industrial ladle 

with the dimensions of Table 2.1. 

2.2.2 Experimental procedure 

 

We want to establish a model that allows reproducing the main flow characteristics that can be 

observed in an industrial ladle with the easiest experimental setup possible. To achieve this goal, 

following the geometrical scaling based on the modified Froude number detailed above we use a cubic 

water experiment at ambient temperature based on the model used by [32]. The choice of a cubic 

model instead of a cylindrical model is done to simplify the creation of the numerical simulation based 

on the water experiment (cf. 3.6). This experiment is an improved version of the one established by 

De Oliveira Campos [41] at the end of his PhD where the author could perform some first measurement 

of the open eye. 

Figure 2.4 displays a sketch of the experimental setup of the water experiment, it is a square section 

transparent ladle made with acrylic glass, with a single bottom centred circular air injection hole. The 

ladle is partially filled with water and a layer of oil is floating on top of the water. Air flow is injected 

from a compressed air network and can be varied through an automate controlling the valve opening. 

The main geometric parameters of the ladle can be found in Table 2.4.  

As in the industrial process, it is a three-phase model where air phase represents the argon gas, water 

represents the liquid steel, and the oil layer represents the liquid slag. The choice of water can be 

justified because of its kinematic viscosity 𝜈𝑤 = 10−6 𝑚². 𝑠−1 which is very close to the liquid steel 

one 𝜈𝑚 = 7. 10−7 𝑚². 𝑠−1. The oil phase is a 50-50% in volume mixture of cottonseed oil and paraffin 

oil. The fluids follow the ones used in [32] and allow us to study both hydrodynamics and later on mass 

transfer as will be detailed in 6.3. All the physical parameters of the fluids can be found in Table 2.5. 

As can be seen in Table 2.5 the physical properties of our oil mixture differ slightly from the one of [32] 

because of the variations of physical properties between oil producers. Furthermore, if we look at 

Table 2.6 we can see that we reproduce the same main non-dimensional number relevant in our case 

than in [32]. 
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Figure 2.4: Schematic of the experimental setup of our water experiment. 

Characteristic parameter Experimental case Kim et al. [32] 

𝒉𝒘 (𝒎) 0.2 0.445 
𝒉𝒐 (𝒎) 0.007 0.015 
𝑳𝒙 (𝒎) 0.27 0.456 

𝒅𝒊𝒏𝒋 (𝒎) 2.35 − 7.9 10−3 4.76 10−3 

𝑸 (𝒍𝒎𝒊𝒏−𝟏) 0.6 − 7  0.5 − 10  

𝑽𝒘 (𝒍) 14.58 75 
𝑽𝒐 (𝒍) 0.49 2.5 

Table 2.4: Main geometrical parameters of our experimental model and the one of [32]. 

Fluid properties at 20°C Air Water Oil mixture 
our experiment 

Oil mixture 
Kim et al. [32]  

𝝆 (𝒌𝒈. 𝒎−𝟑)  1.225 998 920 886 

𝝁 (𝑷𝒂. 𝒔) 1.85. 10−5 1.00. 10−3 7.9. 10−2 3.3. 10−2 

𝝈𝒂𝒘 (𝑵. 𝒎−𝟏)  7.20. 10−2 
  

 

𝝈𝒘𝒐 (𝑵. 𝒎−𝟏) 
 

2.55. 10−2 
 

1.81. 10−2 

𝝈𝒐𝒂 (𝑵. 𝒎−𝟏) 
  

3.17. 10−2  

Table 2.5: Physical properties of fluids used in our water experiment and the one for the oil mixture used in [32]. 

Dimensionless 
number in Water 

Expression Experimental 
case 

Kim et al. [32] 

𝑹𝒆𝒘 𝜌𝑤𝑈𝐿𝑥 4𝜇𝑤⁄  104 104 
𝑵 [𝑄 (𝑔1 2⁄ ℎ𝑤

5 2⁄ )⁄ ]
1/5

 10−1 10−1 

𝑾𝒆𝒘 𝜌𝑤𝑈²𝐿𝑥 4𝜎𝑤𝑜⁄  102 103 
𝒓 𝜌𝑤 𝜌𝑜⁄  1.09 1.13 

𝑯𝒘 ℎ𝑤 𝐿𝑥⁄  0.74 0.98 
𝑯𝒐 ℎ𝑜 𝐿⁄  0.035 0.034 

Table 2.6: Order of magnitude of the dimensionless number for our experimental model and the one of [32]. 

Air injectionFlow meter

Video camera

20cm

27cm

0.7cm

Water

Oil

Air

Open eye

Spout

y

x
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To characterize the flow behaviour while varying the air flow rate we use a high-speed camera Motion 

Blitz EoSens Cube 6 Mikrotron® with a resolution of 1280 ∗ 1024 𝑝𝑖𝑥𝑒𝑙 and a sensibility of 2500 ISO 

with an objective AF NIKKOR 1:2.8 Nikon® positioned in front of the ladle. To record the top view of 

the water experiment, a normal camera Nikon® P200 with a resolution of 1980 ∗ 1080 𝑝𝑖𝑥𝑒𝑙 and a 

sensibility of 1600 ISO is used. This allows us to do 2D visualisation characterization of both the face 

view and the top view at the same time for a given air flow rate. Even though, we do not have 

synchronisation of the two video recordings because no simple way of automatizing the start of the 

recording for each device has been found. An example of the top view and the face view obtained with 

an injection diameter 𝑑𝑖𝑛𝑗 = 7.9 10−3𝑚 and respectively at an air flow rate of 𝑄 = 0.6𝑙/𝑚𝑖𝑛 and  

𝑄 = 0.4𝑙/𝑚𝑖𝑛 can be seen in Figure 2.5 and Figure 2.6. 

 

 

Figure 2.5: Top view of the water experiment used in our experiment at 𝑄 = 0.6𝑙/𝑚𝑖𝑛 with 𝑑𝑖𝑛𝑗 = 7.9 10−3𝑚. 

 

Figure 2.6: Face view of the water experiment used in our experiment at 𝑄 = 0.4𝑙/𝑚𝑖𝑛 with 𝑑𝑖𝑛𝑗 = 7.9 10−3𝑚. 



2-Physical model- hydrodynamic characterization 
 

15 
 

2.2.2.1 Uncertainty quantification 

 

As the air flow rate is the main varying parameter in our experiment it is important to quantify the 

variation from the setting point value to the real value. The constructor of the air regulator gives a 

difference of ∆𝑄 𝑄⁄ = ± 0.18% from 𝑄 ∈ [0,2] 𝑙/𝑚𝑖𝑛 and ∆𝑄 𝑄⁄ = ± 0.9% from 𝑄 ∈ [2,10] 𝑙/𝑚𝑖𝑛. 

But we wanted to check this incertitude within our experimental configuration. As no standard 

measurement devices were present, we choose to use a rudimentary method and measured the 

emptying time of a bottle of 1𝑙  of water positioned above the injection orifice. Then from the 

measured emptying time we could calculate the measured gas flow rate and compare it with the 

setting point value. Of course, this method is subject to measurement errors, but it can give at least a 

rough estimation of the error between the setting point value and the real value of the air flow rate. 

From Figure 2.7 we can see that in accord with the constructor, the relative error on the air flow rate 

appears to be lower between 𝑄 ∈ [0,2] 𝑙/𝑚𝑖𝑛 than for 𝑄 ∈ [2,10] 𝑙/𝑚𝑖𝑛. However, there is almost a 

factor ten of difference from our measurement compared to the error given by the constructor. If we 

compare the measurement that we have done for two different trials, we can see that globally we get 

the same relative errors on the gas flow rate with a maximum variation between the two trials of 4% 

and a minimum of less than 0.5%.  If we consider that we might overestimate the relative incertitude 

due to important incertitude of measurements, and take an error margin of ±40%  with our 

measurements it would lead to a relative error on the gas flow rate around ∆𝑄 𝑄⁄ = ± 5% in the range 

considered. The relative difference in the parameters of the water experiment introduced by 

experimental measurement can be found in Table 2.2.  

 

Figure 2.7: Relative error between the setting point value of the air flow rate and the measured air flow rate as a function of 
the setting point value of the air flow rate for two different trials. 

 

∆𝑉/𝑉𝑤 

(%) 
∆𝑉/𝑉𝑜 

(%) 

∆𝐿/ℎ𝑤 

(%) 

∆𝐿/ℎ𝑜 

(%) 
∆𝑄/𝑄 

(%) 
0.7 21 0.5 14 8 

Table 2.7: Values of the absolute incertitude of the parameters necessary to compute the mass transfer coefficient.  
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2.2.2.2 Comparison between water and industrial ladle 

 

In this part, we will discuss the possible assumptions that we can do in our water experiment in order 

to reproduce the flow of the industrial ladle. First, we want to check if we have to consider the 

compressible effects for the gas injection. To do so we compute the Mach number at the injector given 

by 

 𝑀𝑎 =
𝑢0

𝑐
 , (2.17) 

   

where 𝑢0  is the velocity in the gas injector given by 𝑢0 = 4𝑄/𝜋𝑑𝑖𝑛𝑗²  and 𝑐  is the sound speed 

computed with 𝑐 = √𝛾𝑅𝑇/𝑀 where 𝛾 is the adiabatic index, 𝑅 = 8.31 𝐽/(𝐾. 𝑚𝑜𝑙) is the universal gas 

constant, 𝑇 the temperature of the gas and 𝑀 the molar mass of the gas. Considering an injection 

diameter for the water experiment and the industrial ladle of respectively 𝑑𝑖𝑛𝑗,𝑟𝑙 = 0.79 𝑐𝑚  and 

𝑑𝑖𝑛𝑗,𝑖𝑙 = 4 𝑐𝑚 , this gives for the air and argon case  at operating conditions respectively  

𝑐𝑎𝑖𝑟 = 343 m/s and 𝑐𝐴𝑟 = 807𝑚/𝑠. We can compute the following 𝑀𝑎 range for min and max air flow 

rates values for each case: 

- Air/water experiment case 6.3 10−3 ≤ 𝑀𝑎 ≤ 3.8 10−2 ≤ 1 ; 

- Argon/steel industrial case 5.6 10−3 ≤ 𝑀𝑎 ≤ 1.1 10−1 ≤ 1 . 
 

So, in both cases, the Mach number is too small to have to consider a possible shock wave effect in the 

injection region. 

Now, we are interested to characterize the static pressure and temperature exerted by the liquid steel 

equivalent phase on the injected gas effect. Indeed, a gas density variation can occur as the bubbles 

are rising in the ladle. With a simple computation, we will check how this can affect gas density. For 

both air/water and liquid steel/argon we consider ambient gas at atmospheric pressure and injected 

gas as a perfect gas so we can write from the perfect gas law 

 𝜌 = 𝑃𝑀/𝑅𝑇 (2.18) 

   

where 𝑃  is the absolute value of the static pressure generated by the height of the bath. 
  

- air/water case: 
We consider ℎ𝑤 = 0.2𝑚  and ℎ𝑜 = 0.01𝑚  respectively for the height of water and oil and  

𝑇 = 20°𝐶. It will generate a gas density variation of ∆𝜌𝑏𝑢𝑏𝑏𝑙𝑒 = (𝜌𝑔,𝑡𝑜𝑝 − 𝜌𝑔,𝑏𝑜𝑡𝑡𝑜𝑚)/𝜌𝑔,𝑡𝑜𝑝~2% 

from the injection hole to the free surface.  

- Argon/steel case: 

We consider ℎ𝑚 = 3.3𝑚 and ℎ𝑠 = 0.17𝑚 respectively for the height of steel and slag. For the 

industrial case, we can consider that the injected gas is already at the steel temperature of 

𝑇 = 1600°𝐶. If we proceed in the same manner than previously for the argon gas, it will cause a 

gas density change of ∆𝜌𝑏𝑢𝑏𝑏𝑙𝑒 = (𝜌𝑔,𝑡𝑜𝑝 − 𝜌𝑔,𝑏𝑜𝑡𝑡𝑜𝑚)/𝜌𝑔,𝑡𝑜𝑝~229% from the injection hole to 

the free surface.  

From this short computation, it appears that we can neglect the density variation of gas due to static 

pressure for the air/water case but not for the argon/steel industrial configuration. 
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2.3 PHENOMENOLOGICAL ANALYSIS 
 

In the following, we consider the specific case of the water-oil gas stirred ladle, but all the development 

can be used with another choice of fluids. 

2.3.1 Kinetic energy dissipation 

 

A rising bubble plume can be considered as a thermal plume with an average buoyancy flux given by 

 J(ζ) = ∬ (ρ𝑤 − ρ𝑎)𝑔𝑤𝑓𝑎
𝑧=ζ

 𝑑x 𝑑y ,  

where 𝑓𝑎 is the gas fraction or “void fraction”, 𝑤 the vertical speed. The gas fraction diffuses not in a 

molecular way but only through the advection term, so it obeys 

 𝜕𝑡𝑓𝑎 + 𝒖 ⋅ 𝛻𝑓𝑎 = 0  

As the field 𝒖 is incompressible, the quantity 𝑓𝑎 is conserved and the flux 𝐽 is independent of 𝜁 and 

equal to 𝐽 = (𝜌𝑤 − 𝜌𝑎)𝑔𝑄 where 𝑄 is the volume flux of injected gas given by 

 𝑄 = ∬ 𝑤(𝑥, 𝑦, 0)
𝑆𝐼

 𝑑𝑥 𝑑𝑦 , (2.19) 

where 𝑆𝐼 is the injector surface. If we consider a cuboid domain of size 𝐿𝑧 × 𝐿𝑥 × 𝐿𝑦 with 𝐿𝑥 = 𝐿𝑦 we 

can integrate the kinetic energy equation in the Boussinesq approximation 

 𝐿𝑧𝐿𝑦𝐿𝑧ϵ = ∭(𝜌𝑤 − 𝜌𝑎)𝑔w𝑓𝑎  𝑑x 𝑑y 𝑑z (2.20) 

   

Considering that 𝜌𝑎 ≪ 𝜌𝑤 we get the average kinetic energy dissipation expression 

 𝜖/𝜌𝑤 ≃
𝑔𝑄

𝐿𝑥
2

 (2.21) 

 

2.3.2 Bubble plume structure 

2.3.2.1 Generalities on the bubble plume 

 

Two theories of the bubble plume are possible: the first one is a bubble column where the bubbles do 

not interact with each other, the second one is a bubble plume. In our configuration the first theory 

can be seen at a low air flow rate, the second one at a high air flow rate as can be seen in Figure 2.8-

(a) and (b). We assume a Froude number scaling where the quantities used in the dimensionless 

analyses are the gravity 𝑔 and the flow rate 𝑄. All the other quantities are established with these two 

quantities. 
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(a) (b) 
Figure 2.8. Zoom of the face view on the bubble plume from our water experiment with 𝑑𝑖𝑛𝑗 = 2.35 10−3𝑚 and two different 

air flow rates. a): 𝑄 = 0.2𝑙/𝑚𝑖𝑛; b):𝑄 = 0.5𝑙/𝑚𝑖𝑛. 

 

2.3.2.2 Bubble plume – Boussinesq approximation 

 

Figure 2.9: Bubble plume basic geometry 

Within the Boussinesq approximation the quantity 𝑓𝑎 is small and we consider an average density of 

the water-air bubbles mixture 

 𝜌 = 𝜌𝑤 − (𝜌𝑤 − 𝜌𝑎)𝑓𝑎 ≃ 𝜌𝑤(1 − 𝑓𝑎) (2.22) 
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This density variation is taken into account only on the gravity term of the equations, this is the 

Boussinesq approximation (Tritton [42]). The only dimensional quantity is 𝑔𝑄 which is reducing one 

degree of freedom of the dimensional analysis. The dimensional analysis (Monin & Yaglom [43]) based 

on 𝑔𝑄 give a unique solution for the characteristic speed at the height 𝑧 

 𝑤′(𝑧)  ∼ (
𝑔 𝑄

  𝑧 
)

1/3

 (2.23) 

We can write a scaling for the flow rate 

 Q ∼ 𝑓𝑎(𝑧)𝑤′(𝑧)ℓ2(𝑧) , (2.24) 

where ℓ is the plume width, 𝑓𝑎 the average void fraction at the height z. We can also write 

 ℓ(𝑧) ∼ θ𝑧 , (2.25) 

where 𝜃 is the angle from the vertical axis of the plume, [43] give a value of 14° in the case of the 

thermal plume. Because 𝐽 should stay constant we can write 

 𝑄 ∼ 𝑓𝑎(𝑔𝑄/𝑧)1/3𝑧2 , (2.26) 

 and get 

 𝑓𝑎 ∼ 𝑔−1/3𝑄2/3𝑧−5/3. (2.27) 

 

 

2.3.2.3 Rectilinear bubble column 

 

In this model the bubbles of diameter 𝑑𝑏 are considered to not interact with each other and rise in a 

sort of “tube” of constant width ℓ ∼ 𝑑𝑏. We do not use the Boussinesq approximation anymore. By 

dimensional analysis at high 𝑅𝑒 we got 

 𝑤𝑏 ∼ (𝑔𝑑𝑏/𝐶𝐷)1/2 , (2.28) 

where 𝐶𝐷 is a drag coefficient. If the bubbles rise in a line separated by ℓ(𝑧) we got 𝑓𝑎 = 𝑑𝑏/ℓ(𝑧) from 

(2.24) and (2.28) we can write 

 𝑄 ∼ (𝑔𝑑𝑏)1/2𝑑𝑏
3/ℓ(𝑧) ∼ 𝑤𝑏𝑑𝑏

3/ℓ(𝑧) . (2.29) 

Knowing the bubble size, we can deduce 

 ℓ(𝑧) ∼ (𝑔𝑑𝑏)1/2𝑑𝑏
3𝑄−1, (2.30) 

valid if ℓ(𝑧) > db so if (𝑔𝑑𝑏)1/2𝑑𝑏
2𝑄−1 < 1 the bubbles coalesce to form a larger bubble of size 

 𝑑𝑏 ∼ 𝑔−1/5𝑄2/5, (2.31) 

and thus, we find for the velocity 

 𝑤 ∼ 𝑔2/5𝑄1/5. (2.32) 

This assumes that bubbles do not break up and do not get scattered horizontally by turbulence and 

that the Weber number given by 𝑊𝑒𝑄 ∼ ρ𝑤𝑔3/5𝑄4/5 σ⁄  stays moderate. In our experiment at an air 

flow rate 𝑄 = 0.6𝑙/𝑚𝑖𝑛 we obtain the following value of the critical Weber number 𝑊𝑒𝑄 = 15.4.  
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From Figure 2.8 we can see that in our water experiment, the transition between the plume and 

column regime occurs between at 𝑄 = 0.3𝑙/𝑚𝑖𝑛. When the bubbles start to break up, the bubble 

plume regime should be dominant. 

 

2.3.2.4 Velocity scaling in the bubble plume 

 

Without gas injection, the water-oil interface is horizontal and situated at a height ℎ𝑤 (cf. Figure 2.10). 
As already introduced before, we use the expression of the rising velocity of the rectilinear bubble 

column (2.32) to compute the modified Froude number given by 

 
√𝐹𝑟 =

𝑈

√𝑔ℎ𝑤

 , 
 

 𝑁 = (
𝑄

𝑔1/2ℎ𝑤
5/2

)

1/5

. (2.33) 

   

The two previous bubble plume models can be summed up with the following expression for the 

velocity at the height ℎ𝑤 

 𝑤(ℎ𝑤) = 𝑁5𝛼√𝑔ℎ𝑤 , (2.34) 

where 𝛼 = 1/3 for the bubble plume and 𝛼 = 1/5 for the rectilinear bubble column. If we do not 

neglect the air influence, the modified Froude number can be given by 

 𝑁𝑎𝑤 =
𝜌𝑤

(𝜌𝑤 − 𝜌𝑎)
 (

𝑄

𝑔1/2ℎ𝑤
5/2

)

1/5

. (2.35) 

2.3.3 Open eye model 

2.3.3.1 Basic geometry 

 

  

(a) (b) 
Figure 2.10: Open eye model. (a) Face view. Oil surface is situated between the curve 𝑧(𝑥, 𝑦) and horizontal line at height 
𝑧∞ + ℎ𝑜 . (b) Top view. The 𝛺 domain is squared of dimension 𝐿𝑥 × 𝐿𝑥  and the open eye is the circle 𝐶  of radius 𝑟0 . The 
integration surface is 𝛺𝑆 = 𝛺 −  𝐶. 
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2.3.3.2 Water-oil surface geometry 

 

The water-air bubble mixture interface is the height 𝑧(𝑥, 𝑦) determined by 

 𝑧(𝑥, 𝑦) = 𝑧𝑀𝑍(𝑥, 𝑦) + 𝑧∞ , (2.36) 

𝑧(𝑥, 𝑦) is experimentally modelized with a Gaussian function (Schlichting [44]), then we can write 

 Z(𝑥, 𝑦) = 𝑒−𝑟2/ℓ𝑥
2

 , (2.37) 

with 𝑟2 = 𝑥2 + 𝑦2  and ℓ𝑥 = ℓ(ℎ𝑤) = 𝑐ℓℎ𝑤   where 𝑐ℓ  is a coefficient to be determined and the 

relation is valid only for 𝑟 > 𝑟0. We can get the maximum water height with a Bernouilli relation when 

𝑟 > 𝑟0 

 (𝜌𝑤 − 𝜌𝑜)𝑔𝑧(𝑥, 𝑦) =
1

2
ρ𝑤𝑤2(𝑥, 𝑦, ℎ𝑤) (2.38) 

Consequently, the velocity obeys also follows the Gaussian relation 

 𝑤(𝑥, 𝑦, 𝑧) = 𝑤𝑀𝑒−𝑟2/(2ℓ𝑥
2) , (2.39) 

where the maximum of (2.39) 𝑤𝑀 ∼ 𝑤′(ℎ𝑤) is given by the equations of 2.3.2. The coefficient ℓ𝑥 is 

related to the coefficient 𝑏𝑤 from Ezzamel et al. [45] by 

 𝑤(𝑥, 𝑦, 𝑧) = 𝑤𝑀𝑒−𝑟2/𝑏𝑤
2
 (2.40) 

Starting from the above equations we get for a rectilinear bubble column 

 𝑧𝑀 =
1

2

ρ

Δρ𝑜

𝑔−1/5𝑄2/5, (2.41) 

using (2.38) and (2.23) for a bubble plume we obtain 

 𝑧𝑀 =
1

2

ρ

Δρ𝑜

𝑔−1/3𝑄2/3ℎ𝑤
−2/3

. (2.42) 

We can condense the two previous expressions within a unique expression of the form 

 𝑧𝑀 =
1

2

𝜌

𝛥𝜌𝑜

𝑁𝛼ℎ𝑤 , (2.43) 

where α = 1/5 for the bubble plume and α = 1/3 for the rectilinear bubble column. 

 

2.3.3.3 Oil layer shape 

 

We have the dynamic height of the top of the oil layer given by 

 𝑧𝑜 = 𝑧𝑀𝑍(𝑥0/ℓx, 𝑦0/ℓy) , (2.44) 

and 𝑟0
2 = 𝑥0

2 + 𝑦0
2, the height of the oil layer without gas injection is given by 

 ℎ𝑜 = 𝑉𝑜/𝐿𝑥
2  . (2.45) 

We can compute 𝑟0 with 
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 𝑉𝑜 = 𝑧𝑜𝐿𝑥
2 − ∬ 𝑧𝑀𝑍(𝑥/ℓ𝑥 , 𝑦/ℓ𝑦)𝑑𝑆

Ω𝑆

 (2.46) 

So, we can write 

 (ℎ𝑜 − 𝑧𝑜)𝐿𝑥
2 = −𝑧𝑀𝐼𝑍 , (2.47) 

with 𝐼𝑍 the height integral on ΩS 

 𝐼𝑍 = ∬ 𝑍
𝛺

𝑑𝑆 − ∬ 𝑍
𝐶(𝑟0)

𝑑𝑆 . (2.48) 

We note 

 𝐼0 =
1

ℓ𝑥
2

∬ 𝑍
Ω

𝑑𝑆 (2.49) 

In the case of a Gaussian function (2.48) can be rewritten 

 

𝐼𝑍 = 𝐼0ℓ𝑥
2 − ∫ 𝑑θ ∫ 𝑒−𝑟2/ℓ𝑥

2
𝑟

𝑟0

0

𝑑𝑟 

= 𝐼0ℓ𝑥
2 + πℓ𝑥

2(𝑒−𝑟0
2/ℓ𝑥

2
− 1) (2.50) 

And finally using the above relations we can compute the height 

 𝑧𝑀 =
𝑉𝑜

𝑒−𝑟0
2/ℓ𝑥

2
(𝐿𝑥

2 − ℓ𝑥
2) − 𝐼0ℓ𝑥

2 + πℓ𝑥
2
 (2.51) 

It is easy to recognize the error function 

 𝐼0 = (∫ 𝑒−𝑠2
𝑑𝑠

𝐿𝑥
2ℓ𝑥

−
𝐿𝑥

2ℓ𝑥

)

2

= π𝐸𝑟𝑓 (
𝐿𝑥

2ℓ𝑥

)
2

 (2.52) 

𝐼0 is nearly constant for Lx ≫ ℓ𝑥. Indeed, we have 𝑙𝑖𝑚
𝐿𝑥/ℓ𝑥→∞

𝐼0 = 𝜋, so in a first-order approximation, 

we got 

 𝑧𝑀 =
ℎ𝑜

𝑒−𝑟0
2/ℓ𝑥

2  (2.53) 

   

2.3.3.4 Open eye correlation 

 

From relations (2.43) and (2.53) we can write from the open eye area 𝐴𝑜 = 𝜋𝑟𝑜
2 

 𝐴𝑜 = 𝛼𝜋ℓ𝑥² [ln(𝑁10) − 𝑙𝑛 (
𝛥𝜌

𝜌𝑤

ℎ𝑜

ℎ𝑤

)] , (2.54) 

which can be rewritten 

 𝐴𝑜 = 𝐶𝐴 ln (
𝑁

𝑁𝑐

) , (2.55) 

where 𝐶𝐴 = 10𝛼𝜋𝑐ℓ
2ℎ𝑤

2  and 𝑁𝑐 is the critical modified Froude number for the open eye formation 

given by 
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 𝑁𝑐 = (
𝛥𝜌

𝜌𝑤

ℎ𝑜

ℎ𝑤

 )
1/10

. (2.56) 

 

2.3.4 Transition to an oil droplet detachment flow regime 

 

We define the Weber number for the water-oil model with 

 𝑊𝑒𝑜𝑤 =
𝜌𝑤𝑈2𝑑

𝜎𝑜𝑤

 , (2.57) 

where the horizontal speed 𝑈  is approximated by 𝑈 = 𝑤(ℎ𝑤) given by (2.34) and where 𝑑  is the 

wavelength used to study the instability of the flow in the horizontal direction. In the following, we 

consider that 𝑑 = 𝐿𝑥/4, we can then write 

 𝑊𝑒𝑜𝑤 = 𝑁10𝛼𝐵𝑜𝑜𝑤𝑟∆

𝑑

ℎ𝑤

 , (2.58) 

where 𝑟∆ ~ 𝜌𝑤/(𝜌𝑤 − 𝜌𝑜) and the Bond number at the oil/water interface is given by 

 𝐵𝑜𝑜𝑤 =
(𝜌𝑤 − 𝜌𝑜)𝑔ℎ𝑤

2

𝜎𝑜𝑤

 . (2.59) 

Within the assumption that the transition occurs at a critical Weber number 𝑊𝑒𝑐𝑟𝑖𝑡 = 1 we got the 

following expression for the critical modified Froude number for the oil droplet detachment flow 

regime 𝑁𝑐𝑟𝑖𝑡  

 𝑁𝑐𝑟𝑖𝑡 = (𝐵𝑜𝑜𝑤𝑟∆

𝑑

ℎ𝑤

)
−1/10𝛼

 (2.60) 

An alternative model for the Weber number gives 

 𝑊𝑒𝑜𝑤 =
𝜌𝑤𝑈2𝑀𝑖𝑛(ℎ𝑜, 𝑑)

𝜎𝑜𝑤

 , (2.61) 

where ℎ𝑜 is the height of the oil layer. It would lead in the typical case of ℎ𝑜 < 𝑑 

 𝑁𝑐𝑟𝑖𝑡 = (𝐵𝑜𝑜𝑤𝑟∆

ℎ𝑜

ℎ𝑤

)
−1 10𝛼⁄

. (2.62) 
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2.4 SUMMARY 
 

In this chapter, we have first introduced the open eye and the fragmentation of the slag layer as the 

main hydrodynamic phenomenon that we are interested to characterize in this dissertation. We then 

reviewed the studies with water and liquid metal experiments in the literature concerning these two 

aspects. Because of its ease of use and its low operating cost we choose to use a scaled water 

experiment to reproduce the flow of the industrial process. Our water experiment follows a modified 

Froude number similitude with an industrial ladle and, the choice of the fluids followed the one used 

in [32]. 

Finally, we have done a phenomenological analysis in order to estimate the kinetic energy dissipation 

and the rising velocity in the liquid steel phase generated by the gas injection. Finally, we tried to 

characterize the appearance of a regime of fragmentation of the slag equivalent phase into droplets. 
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3 NUMERICAL MODEL- HYDRODYNAMIC CHARACTERIZATION  

3.1 LITERATURE REVIEW 
 

In the literature, the numerical study of the fluid flow in a gas-stirred ladle with a slag layer can be 

classified into three main types depending on the approach used to simulate the bubble plume 

generated by the gas injection. 

The first one is the VOF approach using a VOF formulation to characterize all the fluid interfaces in a 

single-fluid model. In the following studies, only a slice of the steel-slag interface is considered. The 

gas injection is not modelled, and the problem is thus simplified to a three-phase flow configuration 

where the gas is only acting on the slag interface. In Sulasalmi et al. [46] and Ramasetti et al. [47], the 

authors used the commercial code Fluent with imposed inlet velocity to simulate the configuration 

previously explained. In Senguttuvan & Irons [48] the authors presented a quite sophisticated 

assembly of sub-models in order to compute the mass transfer between steel and slag. First, they 

considered a 2D axisymmetric quasi single-phase RANS simulation to be able to compute the inlet 

velocity of the thin slice domain. Then the authors used 3D LES simulation with a subgrid-scale model 

to simulate the fragmentation behaviour of the slag layer. Both simulations were done using the Gerris 

flow solver (Popinet [15], [16]). Despite the successive assumptions of their sub-models the authors 

obtained some interesting results about the fragmentation of the slag layer. 

More recently, in his PhD thesis, De Oliveira Campos [41] tried to simulate a water scaled experiment 

of an industrial ladle using the Thetis code (Vincent et al. [49], Delteil et al. [50]). In his attempt, the 

author tried this time to simulate the three-phase flow with the bubble plume using an LES approach. 

His model gave some interesting results for the low air flow rate regime but had more difficulty with 

the highly deformed interfaces at a high air-flow rate.  

A second approach is based on an averaged Euler-Euler description of the flow. This approach has been 

used in a larger number of studies. In this formulation, a set of coupled equations are solved for each 

phase. The studies found in the literature are mainly simulations of the whole gas-stirred ladle with a 

k-𝜀 turbulence model (Huang et al. [51] Lou & Zhu [52], [53], [54], Cao & Nastac [55]).  

A third approach is based on a Lagrangian description of the bubble plume in order to further simplify 

the flow simulation in a water-oil configuration (Li et al. [56], [57], [58], Liu et al. [59]) or steel slag 

configuration (Liu et al. [60]). 

As we have seen, in the literature most of the simulations are done using commercial codes that can 

be used to simulate the whole industrial process and give an idea of the average flow, provided their 

limitations in accuracy are kept in mind. To our knowledge, no attempt has been made so far to 

perform a DNS simulation of the gas-stirred ladle with a slag layer either for a water-oil or steel-slag 

configuration. As mentioned in Tryggvason et al. [10] the improvement of both the efficiency of codes 

and the increase of the computational power of the computers allow simulating more various 

industrial-like configuration even encompassing complex phenomena such as fragmentation (Fuster et 

al. [61], Ling et al. [62], Aniszewski et al. [63]). 
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3.2 TWO-PHASE MODEL 
 

The Incompressible, variable density, Navier-Stokes equations can be written 

 𝜌 (
𝜕𝒖

𝜕𝑡
+ 𝒖 ∙ 𝛁𝒖) = −𝛁𝑝 + 𝛁 ∙ (2𝜇𝑫) + 𝜎𝜅𝛿𝑆𝒏 , (3.1) 

 
𝜕𝜌

𝜕𝑡
+ 𝛁 ∙ (𝜌𝒖) = 0, (3.2) 

 𝛁 ∙ 𝒖 = 0 , (3.3) 

   

with 𝑫 the deformation tensor 𝑫 = (𝛁𝒖 + (𝛁𝒖)𝑇)/2.  

In the case of a two-phase flow, the volume fraction of the first fluid 𝜒(𝑥, 𝑡) allows to capture the 

interface between the two fluids. It is defined as 

 
𝜒(𝑥, 𝑡) = {

1 𝑖𝑓 𝑥 ∈ fluid 1
0 𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒

 

 

(3.4) 

We can note that the volume fraction of the second fluid is defined implicitly by 1 − 𝜒(𝑥, 𝑡). With this 

relation it is possible to use a single-fluid model to describe the variation of density and viscosity in the 

computational domain with 

 𝜌(𝜒) ≡ 𝜒𝜌1 + (1 − 𝜒)𝜌2, (3.5) 

 𝜇(𝜒) ≡ 𝜒𝜇1 + (1 − 𝜒)𝜇2, (3.6) 

   

where we denote with the indices 1,2 the fluid one and two. We can then replace the variable density 

equation (3.2) with an advection equation for the volume fraction given by 

 𝜕𝜒

𝜕𝑡
+ 𝛁 ∙ (𝜒𝒖) = 0 

(3.7) 

3.3 BASILISK CODE 
 

Basilisk [64] is a Free Software library designed to solve partial differential equations. It is written with 

a modified C programming language called Basilisk C which makes it easy to implement code 

corresponding to the problem modelled from and with the numerous existing modules, scripts, 

functions existing in the source code. The numerical schemes used in Basilisk are based on its ancestor: 

the Gerris flow solver ([15], [16]). We will briefly present the details of the Navier-Stokes centred solver 

[65] of Basilisk used in this study. 
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3.3.1 Temporal discretisation 

 

The scheme used in the time discretization consists in a time-splitting pressure-correction method. The 

time-stepping integration procedure is briefly outlined below. The readers can find a more detailed 

description in [15], [16] and in Lagree et al. [66]. First, the volume fraction 𝜒 and the concentration of 

a diffusive tracer 𝐶 are advanced to a mid-time step, 𝑛 + 1/2 

 

 
𝜒

𝑛+
1
2

− 𝜒
𝑛−

1
2

∆𝑡
+ ∇ ∙ (𝜒𝑛𝒖𝑛) = 0, 

 

(3.8) 

 
𝐶

𝑛+
1
2

− 𝐶
𝑛−

1
2

∆𝑡
+ ∇ ∙ (𝐶𝑛𝒖𝑛) = ∇ ∙ (𝐷𝐶

𝑛+
1
2

), 

 

(3.9) 

   

where 𝐷 is the diffusion coefficient. Then the values of the fluid properties are updated 

 𝜌
𝑛+

1
2

≡ 𝜒
𝑛+

1
2

 𝜌1 + (1 − 𝜒
𝑛+

1
2

)𝜌2 (3.10) 

 𝜇
𝑛+

1
2

≡ 𝜒
𝑛+

1
2

 𝜇1 + (1 − 𝜒
𝑛+

1
2

)𝜇2 (3.11) 

   

After updating the fluid properties values, the prediction-diffusion step is done by solving the equation 

 
𝜌

𝑛+
1
2

∆𝑡
𝒖∗ − ∇ ∙ (𝜇

𝑛+
1
2

𝑫∗) = ∇ ∙ (𝜇
𝑛+

1
2

𝑫𝒏) + (𝜎𝜅𝒏𝛿𝑆)
𝑛+

1
2

+ 𝜌
𝑛+

1
2

(
𝒖𝒏

∆𝑡
− 𝒖

𝒏+
𝟏
𝟐

∙ ∇𝒖
𝒏+

𝟏
𝟐

) , (3.12) 

   

where 𝒖∗ is an auxiliary velocity field and 𝑫∗ is an auxiliary deformation tensor. Solving (3.12) allows 
determining the auxiliary velocity 𝒖∗. In the above expression, the velocity advection term 𝒖𝑛+1 2⁄ ∙

∇𝒖𝑛+1 2⁄  is estimated through the Bell–Colella–Glaz second-order unsplit upwind scheme ([15]). The 

projection–correction step is then computed by solving the Poisson equation 

 ∇ ∙ (
∆𝑡

𝜌
𝑛+

1
2

∇𝑝
𝑛+

1
2

) = ∇ ∙ 𝒖∗ (3.13) 

   

Then the divergence-free velocity field at the new time step 𝑛 + 1 is computed with 

 𝒖𝑛+1 = 𝒖∗ −
∆𝑡

𝜌
𝑛+

1
2

∇𝑝
𝑛+

1
2
 (3.14) 

   

As mentioned previously, the surface tension forces are computed using the CSF approach (Brackbill 
et al. [67]). It is well known that the CSF approach can cause parasitic currents when important density 
or viscosity ratio are considered. However, it is possible to minimise them by using a balanced-force 
description of the surface tension and pressure gradient together with an accurate curvature estimate 
(Popinet [68]). The curvature is computed using a generalised height-function technique which allows 
consistent and accurate estimations. The time integration scheme is explicit with a timestep limited by 
either capillary, advection or diffusion instability depending on the parameters of the problem. 
Furthermore, the viscous term is computed implicitly. 
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3.3.2 Spatial discretisation 

 

We will present briefly the main idea of the spatial discretisation used in Basilisk, for more details the 

reader is invited to refer to van Hooft et al. [69]. The finite-volume method is used to discretise the 

domain using a Cartesian mesh. In the following, we will denote by cell each finite volume of length 

∆𝑥. The structure of the mesh in Basilisk can use an unstructured grid based on a tree hierarchy. 

Depending on error criteria on a scalar field fixed by the user, a cell can be refined or coarsened during 

the simulation. So, ultimately the mesh can be adaptively refined in the region of the flow where the 

errors are higher than a threshold chosen by the user. An example of the discretisation for a quadtree 

in 2D is shown in Figure 3.1 where each cell may be the parent of up to four children cells at each level 

of refinement of the tree hierarchy. The cell at the base and top of the tree are respectively the root 

cell which has no parent and the leaf cell which has no children.  Considering this unstructured mesh, 

the length of a cell at each level of refinement starting from zero and incrementing by one for each 

successive generation of children can be computed by 

 
∆𝑥 =

𝐿0

2𝑙𝑒𝑣𝑒𝑙
 , 

(3.15) 

   

where 𝐿0 is the length of the computational domain and 𝑙𝑒𝑣𝑒𝑙 corresponds to the maximum number 

of cells in one direction of the generation in the tree hierarchy. The minimum mesh size is given using 

(3.15) for the maximum level of refinement of the mesh with 

 
∆𝑥𝑚𝑖𝑛 =

𝐿0

2𝑚𝑎𝑥𝑙𝑒𝑣𝑒𝑙
 

(3.16) 

   

Some constraints are imposed to simplify the calculation of the gradient and flux calculations: 

- The levels of direct neighbouring cells cannot differ by more than one. 

- The levels of diagonally neighbouring cells cannot differ by more than one. 

- All the cells directly neighbouring a mixed cell must be at the same level. 

All the previous explanations concern a two-dimensional grid but can be extended to a three-

dimensional grid where all the cells can be refined into height cells following an octree hierarchy.  

 

Figure 3.1: Example of quadtree spatial discretisation (left) and the corresponding tree representation (right) 
from [15]. 
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3.4 THREE-PHASE MODEL 
   

Because in the context of this study we are in presence of a three-phase flow we cannot use the implicit 

declaration of the second phase. In a two-phase flow, this implicit declaration allows by construction 

to constrain the sum of fluid fraction𝑠  equal to one. Instead, we declare explicitly three volume 

fractions corresponding to each phase. In that case, we want also that the sum of fluid fractions is 

equal to one 

 

∑ 𝜒𝑝(𝑥, 𝑡)

𝑛

𝑖

= 1 , 
 

(3.17) 

   
where 𝑝 is the fluid phase index. To do so we add a constraint on each fluid fractions at each time-step 

by normalizing the fluid fraction with the sum of fluid fractions 

 
𝜒𝑝,𝑛𝑜𝑟𝑚(𝑥, 𝑡) =

𝜒𝑝(𝑥, 𝑡)

∑ 𝜒𝑝(𝑥, 𝑡)𝑛
𝑖

 
 

(3.18) 

   
This way the density and viscosity of each phase follow an equation of the type of (3.7) and the physical 

properties are determined in the domain using arithmetic means 

 

𝜌(𝜒) ≡ ∑ 𝜒𝑝𝜌𝑝

𝑛

𝑖

 

 

(3.19) 

 

𝜇(𝜒) ≡ ∑ 𝜒𝑝𝜇𝑝

𝑛

𝑖

 
 

   
The surface tension effect is considered through a force acting on the interface between two fluids, 

but here we have to consider the possibility that more than one fluid can be the neighbour of a cell. 

Also, in the code, the surface tension is defined as an attribute of the volume fraction which only works 

with a specific couple of fluids as in a two-phase flow. For example, the interfacial tension between 

the water and oil is not the same as the surface tension acting between the water and air phase. That 

is why we decompose the physical surface tension into phase-specific surface tensions only depending 

on the volume fraction considered and not the fluid in contact. Based on the work of Smith et al. [70], 

the implementation of surface tension for three fluids has already been done using the Gerris flow 

solver in Chen et al. [71] and Wallmeyer et al. [72]. In practical in our case, the physical surface or 

interfacial tension is decomposed into the sum of two phase-specific surface tensions 

 𝜎𝑎𝑤 ≡ 𝜎𝑎 + 𝜎𝑤 (3.20) 

 𝜎𝑤𝑜 ≡ 𝜎𝑤 + 𝜎𝑜 (3.21) 

 𝜎𝑎𝑜 ≡ 𝜎𝑎 + 𝜎𝑜 (3.22) 

   

In the end, it gives the following expressions of the phase-specific surface tension 

 𝜎𝑤 ≡ (−𝜎𝑎𝑜 + 𝜎𝑎𝑤 + 𝜎𝑤𝑜)/2 , (3.23) 

 𝜎𝑜 ≡ (𝜎𝑎𝑜 − 𝜎𝑎𝑤 + 𝜎𝑤𝑜)/2 , (3.24) 

 𝜎𝑎 ≡ (𝜎𝑎𝑜 + 𝜎𝑎𝑤 − 𝜎𝑤𝑜)/2 , (3.25) 

   

where the indices 𝑎, 𝑤, 𝑜 denotes the air, water and oil phases. 

Finally, because we have to consider a large density ratio between the air and water phase that can 

lead to convergence issues, we choose to use a momentum conserving VOF advection of the velocity 
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components. As in this study, we consider three phases we extended slightly the original momentum-

conserving code initially established for the two-phase flow Navier-Stokes solver to adapt it to three-

phases. Because within our three-phase formulation each phase has its own fluid fraction the 

momentum of each phase can be given by 

 𝑞𝑝=𝜒𝑝𝜌𝑝𝒖 , (3.26) 

   

where 𝑞 is the phase-specific momentum. 

3.5 NUMERICAL VALIDATION 
 

In the following, we will test our three-phase implementation formulation introduced previously with 

some classical numerical tests. 

 

3.5.1 Three-phase formulation 

 

We reproduce here the classical test of the advection of a circular interface in a vortex. It is a periodical 

reverting flow meaning that after a time equal to the period of the stretching cycle 𝑇 = 15  the 

interface should be back to its initial position. The flow is non-divergent and during the simulation, the 

interface is subject to a maximum stretching at 𝑡 = 𝑇/2. Here, because we want to test our three-

phase formulation, we divide the circular interface into two different VOF tracers 𝑓1 and 𝑓2 (cf. Figure 

3.2). The third VOF tracer 𝑓3 is defined as the outer part of the initial circle on the lower left part of the 

domain. Furthermore, to compare our three-phase formulation with the standard two-phase 

formulation we will also consider the two-phase simulation of the left and right half of the circle 

denoted by the respective VOF tracers 𝑓𝑙𝑒𝑓𝑡 and 𝑓𝑟𝑖𝑔ℎ𝑡 (cf. Figure 3.2). It is a 2D simulation using only 

the advection solver, with a maximum mesh number in one direction of 𝑙𝑣𝑙8 = 28 cells meaning that 

there can be a maximum of 102 cells in the circle diameter.  

 

Figure 3.2: Representation of the fluid fractions at the initial state 𝑡 = 0 for the two phase formulation with 𝑓𝑙𝑒𝑓𝑡  and 𝑓𝑟𝑖𝑔ℎ𝑡 

and for the three phase formulation with 𝑓1, 𝑓2 and 𝑓3.  
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In Figure 3.3 we show the shapes of the interface for the two VOF tracers in the three-phase 

formulation at different times of the periodic stretching. If we look at Figure 3.3-(a) we cannot see any 

obvious difference in the interface between the initial and final shape. If we look more closely at the 

tails at 𝑡 = 𝑇/4, 𝑡 = 𝑇/2 and 𝑡 = 3𝑇/4 we can observe some fragmentation of the VOF tracer for 

phase one into small droplets. If we compare the initial shape and the final shape, we can see that the 

interface presents some waves on the bottom of the linear part of the interface. Now if we look at 

Figure 3.3-(b), we can make the same remark as for the VOF tracer for phase one except that here we 

see no fragmentation into small droplets at 𝑡 = 𝑇/4, 𝑡 = 𝑇/2 and 𝑡 = 3𝑇/4. Also, if we compare the 

initial and final shape, we can observe that the bottom part of the interface of the VOF tracer of phase 

two is stretched to the top. Of course, the position of the half-circle plays a role in its deformation, and 

so the apparent higher deformation of the VOF tracer for phase one may be explained by this reason.  

We now compare the rate of convergence of the errors between the initial and final shapes of each 

VOF tracer with the maximum mesh resolution in Figure 3.4. From the results of Figure 3.4-(a) where 

the convergence rate for the VOF tracer of phase one and its equivalent phase in the two-phase 

formulation is showed we can see that we have less than an order one of convergence for the norm of 

the shape error for the  VOF tracer with the three-phase formulation. A slightly better convergence of 

order one is obtained with the two-phase formulation. The maximum of the shape error stays constant 

at each mesh resolution and for both formulations. Figure 3.4-(b) shows the same behaviour as 

previously with a slightly poorer convergence rate for both formulation confirming the visual 

observations made from Figure 3.3-(b). Now, if we look at Figure 3.4-(c), where only the VOF tracer 

corresponding to the outside part of the circle with the three-phase formulation is shown we can 

observe a slightly better convergence with uniform grid than with adaptive grid. From this, we can see 

that we have a slightly poorer convergence rate for all the VOF tracers with the three-phase 

formulation compare to the two-phase formulation and that the maximum shape error stays constant 

to a relatively high value. 

 

  
(a) (b) 

Figure 3.3: Shapes of the interface for 𝑡 = 0, 𝑡 = 𝑇/4, 𝑡 = 𝑇/2, 𝑡 = 3𝑇/4 and 𝑡 = 𝑇 obtained for a maximum mesh number 
in one direction of 𝑙𝑣𝑙8 = 28 cells . a): VOF tracer for phase one 𝑓1; b): VOF tracer for phase two 𝑓2. 
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(a) 

 
 

 

 

 

 

 

 

 

 

(b) 

 
 

 

 

 

 

 

 

 

 

(c) 

 
Figure 3.4: Convergence rates for the error shape of  the VOF tracer for two-phase and three-phase formulation. a): Left half 
part of the circle corresponding respectively to 𝑓𝑙𝑒𝑓𝑡  and 𝑓1 for the two and three-phase formulation with an adaptive grid; b): 

Right half part of the circle corresponding respectively to 𝑓𝑟𝑖𝑔ℎ𝑡  and 𝑓2  for the two and three-phase formulation with an 

adaptive grid; c): Outside part of the circle corresponding to phase three 𝑓3 for the three phase formulation with adaptive and 
uniform grid. 
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We look now at Figure 3.5, where we show the time evolution of the error on the volume conservation 

of each VOF tracer for different maximum mesh resolutions. If we look at Figure 3.5-(a) we can see 

that the maximum error is obtained at the lowest maximum mesh resolution of 26  cells in one 

direction. When the maximum mesh resolution in one direction is increased, the error on the quantity 

of the VOF tracer of phase one decreases. Now if we look at Figure 3.5-(b) we can observe the same 

global behaviour than previously. Except, that here at the maximum mesh resolution in one direction 

of 28  the quantity of the VOF tracer two decreases of ∆𝑓2 = 4 10−3  at the end of the simulation. 

Finally, we look at Figure 3.5-(c) from which we can observe the same global behaviour than previously 

but a more important decrease of the error when the maximum mesh resolution is increased from 26 

to 28 cells in one direction. 

Moreover, from Figure 3.6 where we compare the conservation of the fluid fraction with the two and 

three-phase formulation, we can see that we have a much more important error with the three-phase 

formulation than with two-phase formulation. 

This test validates the ability of our three-phase formulation to reproduce this classical test within a 

three-phase flow configuration. Of course, we have to take into account that the error on the shape 

between the initial and final state has a lower convergence rate with the three-phase formulation than 

for the two-phase formulation. Also, with the three-phase formulation, a much larger error on the 

conservation of the VOF tracer than with the two-phase formulation is done. This is partly due to the 

use of normalization of each fluid fractions by the sum of the fluid fractions. 
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(c) 

 
Figure 3.5: Time evolution of the error in the conservation of the VOF tracer for different maximum mesh resolutions for three 
phase formulation. a): VOF tracer for phase one 𝑓1; b): VOF tracer for phase two 𝑓2; c): VOF tracer for phase three 𝑓3. 
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(a) (b) 

Figure 3.6:Comparison of the time evolution of the absolute value of the error in the conservation of the VOF tracer for two-
phase and three-phase formulation at a constant maximum mesh resolution of 28  cells. a): Left half part of the circle 
corresponding respectively to 𝑓𝑙𝑒𝑓𝑡  and 𝑓1  for the two and three-phase formulation; b): Right half part of the circle 

corresponding respectively to 𝑓𝑟𝑖𝑔ℎ𝑡 and 𝑓2 for the two and three-phase formulation. 

 

3.5.2 Three-phase surface tension formulation 

 

We now test our three-phase surface tension formulation with the classical test of the spreading of an 

oil lens at a fluid or solid interface. The spreading of an oil lens can be divided into two different cases 

depending on the value of the spreading parameter 𝑆 = 𝜎𝑎𝑤 − (𝜎𝑎𝑜 + 𝜎𝑤𝑜). As can be seen in Figure 

3.7 for the positive value of the spreading parameter a total spreading of the oil lens is expected, and 

when the spreading parameter is negative a partial spreading of the oil lens will happen. We test here 

the spreading of an initially spherical oil lens of diameter 𝐷 = 0.2𝑚 at a water-air interface considering 

that the oil and water phase have the same physical properties and neglecting the effect of gravity  

(cf. Figure 3.8). The physical properties of all the fluids can be found in Table 3.1. 
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Figure 3.7: Schematic of the possible spreading of an oil lens at a solid interface depending on the value of the spreading 
parameter 𝑆 = 𝜎𝑎𝑤 − (𝜎𝑎𝑜 + 𝜎𝑤𝑜). 

 

 

 

Figure 3.8 : Representation of the fluid fractions at the initial state 𝑡 = 0 with 𝑓1  the air fluid fraction, 𝑓2  the water fluid 
fraction and 𝑓3 the oil fluid fraction.  
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Fluid properties Air Water Oil 

𝝆 (𝒌𝒈. 𝒎−𝟑) 1 1000 1000 

𝝁 (𝑷𝒂. 𝒔) 10−2 1.0 1.0 

 
 
Case1 
S < 0 

𝝈𝒂𝒘 (𝑵. 𝒎−𝟏)  6. 10−2 
  

𝝈𝒘𝒐 (𝑵. 𝒎−𝟏) 
 

7.010−2 
 

𝝈𝒂𝒐 (𝑵. 𝒎−𝟏) 
  

5.0. 10−2 

 
 
Case2 
S > 0 

𝝈𝒂𝒘 (𝑵. 𝒎−𝟏)  8.0. 10−2   

𝝈𝒘𝒐 (𝑵. 𝒎−𝟏)  3.0. 10−2  

𝝈𝒂𝒐 (𝑵. 𝒎−𝟏)   3.0. 10−2 

Table 3.1: Physical parameters of the fluids used in the simulation. 

This simulation is axisymmetric, and we consider an adaptive grid with a maximum mesh resolution in 

one direction of 28 cells, so there can be a maximum of 51 cells in the diameter of the oil lens. By 

adjusting the surface tensions and interfacial tension values we will be able to consider the cases of 

the partial and total spreading of the oil lens. To do so we use the relations (3.23), (3.24) and (3.25) to 

obtain the phase-specific values required by our numerical model from the physical surface and 

interfacial tension values of Table 3.1. 

3.5.2.1 Partial spreading 

 

We first consider the partial spreading case occurring for a negative value of the spreading parameter. 

We can see in Figure 3.9 the interface of the oil lens at different instants from the initial spherical shape 

in Figure 3.9-(a) to a partial equilibrium shape. We can see that globally the shape of the oil lens 

reaches its equilibrium shape after ten time-units, then its shape does not evolve much. Figure 3.10 

shows a zoom on the left part of the oil lens and with the different reconstructed interfaces of each 

VOF tracer together with the mesh. From Figure 3.10 we can have a confirmation of the previous 

observation because we can see that the interfaces are not moving too much during the time 

considered. Also, it appears that the three different interfaces are present only in one cell. 

Now, if we look at Figure 3.11-(a) showing the time evolution of the horizontal velocity we can see that 

despite the important noise observed, the maximum horizontal velocity is of the order of 10−2. We 

can also note a large peak of the maximum horizontal velocity near the end of the simulation. if we 

look at Figure 3.11-(b) showing the time evolution of the volume conservation of each VOF tracer we 

can see that the errors committed for the water and air VOF tracers are symmetric and much larger 

than the error for the oil phase.  
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(a) (b) 

  
(c) (d) 

Figure 3.9: Face view of the oil and water VOF interface for the partial spreading case at different instants. The oil interface is 
filled in black. a): 𝑡 = 0; b): 𝑡 = 10; c): 𝑡 = 20; d): 𝑡 = 30. 

  
(a) (b) 

  
(c) (d) 

Figure 3.10: Zoom on the left part of the oil lens with the reconstructed interface of each VOF tracer and the mesh represented. 
The air, water and oil interfaces are coloured respectively in red, green and light blue. a):𝑡 = 20; b):𝑡 = 25; c):𝑡 = 30; 
 d):𝑡 = 35. 
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(a) (b) 

Figure 3.11: Data for the partial spreading case. a): Time evolution of the maximum horizontal velocity; b): Time evolution of 
the error in the conservation of the VOF tracer. 

 

3.5.2.2 Total spreading 

 

We now consider the case of a positive value of the spreading parameter from which total spreading 

of the oil lens should occur. 

We start by looking at Figure 3.12 where the oil and water interface at different instants is displayed 

we can see that after ten time-units the initially circular oil lens flattens significantly. It is flattening 

much more at 𝑡 = 20 but keeps an almost constant height after that time. We do not observe a total 

spreading of the oil lens over the water-air interface for the simulated time considered. From Figure 

3.12 –(c) and (d) we can observe that on the tail of the oil lens, some fragmentation into small droplets 

is occurring. If we look at Figure 3.13 showing the different reconstructed interfaces corresponding to 

each VOF tracer we can see that some small blue circles can be identified. These small blue circles 

correspond to the small oil droplets observed on the tail of the oil lens previously. Furthermore, we 

can note that in this case, we have more than one cell containing the three different interfaces. Now, 

if we look at Figure 3.14-(a) showing the time evolution of the maximum horizontal velocity we can 

see that it presents a large peak after 𝑡 = 10. Also, we can note that before the end of the simulation, 

the maximum horizontal velocity shows some high values hundred times higher than at the beginning 

of the simulation. This could reveal the formation of an instability of the horizontal velocity generating 

a perturbation of the interfaces strong enough to observe oil droplets fragmentation. If we look at 

Figure 3.14-(b) we can see that the volume conservation of each VOF tracer is nearly of the same order 

of 10−7. 

This test validates the ability of our three-phase surface tension formulation to reproduce the two 

cases of the spreading of an oil lens considered. Of course, as we have seen, possible issues on the cells 

containing all the VOF tracers can occur and generate instability leading to an increase of the velocity. 
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(a) (b) 

  
(c) (d) 

Figure 3.12: Face view of the oil and water VOF tracer for the total spreading case at different instants. The oil interface is 
filled in black. a):𝑡 = 0; b):𝑡 = 10; c):𝑡 = 20; d):𝑡 = 30. 

  
(a) (b) 

  
(c) (d) 

Figure 3.13: Zoom on the left part of the oil lens with the reconstructed interface of each VOF tracer and the mesh represented. 
The air, water and oil interface are coloured respectively in red, green and light blue. a):𝑡 = 20; b):𝑡 = 25; c):𝑡 = 30; 
 d):𝑡 = 35. 
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(a) (b) 

Figure 3.14: Data for the total spreading case. a): Time evolution of the maximum horizontal velocity; b): Time evolution of 
the error in the conservation of VOF tracer quantity. 

3.6 NUMERICAL WATER EXPERIMENT 
 

In the following, we briefly detail the numerical setup used to simulate the water experiment (cf. Figure 

3.15). It follows all the dimensions of the water experiment but with only one size of injection diameter 

(cf. Table 3.2). In Figure 3.15 different colours are used to represent the different boundary conditions 

used. A no-slip wall boundary condition is set at the bottom face except at the injector where an inflow 

boundary condition has been set. On the two lateral faces of the ladle, a symmetry boundary condition 

is considered. At the top face of the numerical domain, we consider an outflow condition with special 

treatment to avoid backflow. From Table 3.3 showing the physical properties of the fluids in the 

numerical simulation, the only difference from the water experiment is the value of the air density. In 

the numerical simulation, we take a value ten times higher than for the water experiment to limit 

numerical convergence issues due to a high-density ratio between the water and air phase. The 

influence of the numerical value of the air density has been studied in the work of Esmaeeli & 

Tryggvason [73] and Cano-Lozano et al. [74]. The authors reported a small influence of a higher 

numerical air density on their results. We believe that what is important in our numerical simulation is 

the density difference between the water and the air phase. This density difference remains high even 

for a numerical value of the air density ten times higher than in the water experiment. 

 

Figure 3.15: Schematic of the numerical setup with the boundary conditions indicated with specific colours. 
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Characteristic parameter Numerical case 

𝒉𝒘 (𝒎) 0.2 
𝒉𝒐 (𝒎) 0.007 
𝑳𝒙 (𝒎) 0.27 

𝒅𝒊𝒏𝒋 (𝒎) 7.9 10−3 

𝑸 (𝒍/𝒎𝒊𝒏) 0.6 − 5.5  
Table 3.2: Main geometrical parameters of the numerical simulation. 

Numerical fluid properties Air Water Oil mixture 

𝝆 (𝒌𝒈. 𝒎−𝟑)  12.25 998 920 

𝝁 (𝑷𝒂. 𝒔) 1.85. 10−5 1.00. 10−3 7.9. 10−2 

𝝈𝒂𝒘 (𝑵. 𝒎−𝟏)  7.20. 10−2 
  

𝝈𝒘𝒐 (𝑵. 𝒎−𝟏) 
 

2.55. 10−2 
 

𝝈𝒂𝒐 (𝑵. 𝒎−𝟏) 
  

3.17. 10−2 

Table 3.3: Physical properties of the fluids used in the numerical simulation. 

3.7 ESTIMATION OF THE MESH SIZE REQUIRED 
 

In order to have an idea of the smallest scale that has to be considered in our simulation we consider 

as minimal velocity fluctuation scale the Kolmogorov length scale 

 η = (
ν𝑤

3

ϵ/ρ𝑤

)

1/4

, (3.27) 

From the approximation of the kinetic energy dissipation in the configuration of the water experiment 

established in 2.3 we can directly compute (3.27) from the gas flow rate value 

 η = (
ν𝑤

3

𝑔𝑄 𝐿𝑥
2⁄

)

1/4

, (3.28) 

Pope [75] postulated that Δx ≤ 2.1η  as a criterion to determine minimum mesh size needed to 

resolve Kolmogorov length scale in a DNS simulation. The corresponding minimum number of cells can 

be determined with 

 𝑁𝑚𝑖𝑛 = 𝐿𝑥/(2.1η) (3.29) 

If we apply this with the water model properties it leads at the lowest gas flow rate 𝑄 = 0.6𝑙/𝑚𝑖𝑛  to 

𝑁𝑚𝑖𝑛 = 7,79 102 𝑐𝑒𝑙𝑙𝑠 and η = 165 𝜇𝑚. So, a maximum mesh resolution in one direction of 210 cells 

should be enough to satisfactorily resolve the Kolmogorov length scale. On the other hand, at the 

highest gas flow rate 𝑄 = 6𝑙/𝑚𝑖𝑛  we end up with 𝑁𝑚𝑖𝑛 = 1,38 103 𝑐𝑒𝑙𝑙𝑠 and η = 92.8 𝜇𝑚. In this 

case, a maximum mesh resolution in one direction of 211 cells which corresponds to a maxlevel of 11 

is necessary. 
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3.8 SUMMARY 
 

In this chapter we have first briefly presented the library Basilisk and the VOF method in a standard 

two-phase framework. Then as we are interested in reproducing a three-phase flow we have detailed 

the adjustment necessary to achieve this goal with Basilisk. In our numerical model each fluid is defined 

by one fluid fraction. To ensure that the sum of the fluid fractions in one cell remain between zero and 

one we normalize each fluid fractions by the sum of the fluid fractions. Furthermore, we use a 

decomposition of the physical surface tension into a phase specific surface tension. 

Then, we compared the standard two-phase and our three-phase formulation with the simulation of 

the revert advection through a vortex of the two halves of a circle. From the obtained results we have 

observed a slightly better convergence rate for the two-phase formulation than for the three-phase 

formulation. On the other hand, the error on the conservation of tracer is much higher for the three-

phase formulation than for the standard two-phase formulation. However, the high value of the error 

on the conservation of tracer with the three-phase formulation remain low in comparison to the 

conservation error of standard level-set method.     

Finally, we have tested our decomposition of the physical surface tension into phase specific surface 

tension by simulating the spreading of an oil droplet at an air water interface. We have seen that we 

could reproduce the partial spreading of the oil droplet without apparent problem. For the case of the 

total spreading of the oil droplet we observed at the end of the simulation fragmentation of the oil 

droplet at its edges. Also, an instability seemed to form in this region at the end of the simulation 

characterized by much more important velocity. 
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4 RESULTS- HYDRODYNAMIC CHARACTERIZATION 

4.1 EXPERIMENTAL RESULTS 
 

In this chapter, we will mainly measure the effect of the variation of the air flow rate on the flow. We 

first check the influence of the air injection on the oil physical properties by measuring oil physical 

properties from samples taken before and after three hours of air injection. From the results of Table 

4.1, we can see that there is only a slight difference in the values of the oil physical properties before 

and after three hours of air stirring. From Table 4.1 the most evident impact of the time of air injection 

is observed on the interfacial tension between water and oil with a difference around 6% between the 

two cases. This indicates that the air injection for three hours does not affect too much the physical 

properties of the oil phase. 

 𝝆𝒐 (𝒌𝒈. 𝒎−𝟑) 𝝁𝒐 (𝑷𝒂. 𝒔) 𝝈𝒐/𝒘 (𝑵. 𝒎) 

Before air stirring 0.92 7.91 10−2 2.73 10−2 

After 3h00 air stirring 0.91 7.85 10−2 2.57 10−2 

Table 4.1: Measurement of the oil physical properties used in our experiment before and after 3h00 of air agitation. 

In the following, all the image post-processing has been done using Fiji software (Schindelin et al. [76]) 

which is a distribution of the open-source software ImageJ (Scheider et al. [77]). We will consider the 

parameters of Table 4.2 as the reference parameters for the water experiment and simulation. 

Characteristic parameter Experimental case 

𝒉𝒘 (𝒎) 0.2 
𝒉𝒐 (𝒎) 0.007 

𝒅𝒊𝒏𝒋 (𝒎) 7.9 10−3 

𝑽𝒘 (𝒍) 14.58 

𝑽𝒐 (𝒍) 0.486 
Table 4.2: Main geometrical parameters of our experiment for the reference case. 

 

4.1.1 Oil layer fragmentation 

 

In the following, we will try to characterize the oil layer fragmentation phenomena from images of the 

face view of our water experiment. 

We start by looking at Figure 4.1 showing a zoom on the water-oil interface of the face view of our 

water experiment. The experiment is done with the reference oil volume of 𝑉𝑜 = 0.486𝑙 for different 

air flow rates. From the results of Figure 4.1-(a) we can see that the oil layer is almost flat and no oil 

droplets can be observed in the water at an air flow of 𝑄 = 1𝑙/𝑚𝑖𝑛. If the air flow rate is increased to 

𝑄 = 4𝑙/𝑚𝑖𝑛, the oil layer is not flat anymore and we start to see some oil droplets in the water (cf. 

Figure 4.1-(b)). Increasing the air flow rate to 𝑄 = 5𝑙/𝑚𝑖𝑛 in Figure 4.1-(c) we can see that more oil 

droplets (cf. white circles in Figure 4.1-(c)) can be identified at various heights In the water. If we look 

at Figure 4.1-(d) obtained with the maximum air flow rate considered here 𝑄 = 6𝑙/𝑚𝑖𝑛, we can see 

that the oil layer is more deformed and more oil droplets of various size are detached in the water. It 

seems that more oil droplets are present near the water-oil interface in the regions circled in orange 

corresponding to water-oil emulsion than deeper into the water. We can also note that the colour of 
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the oil droplets seems to vary. Some are nearly transparent in the bottom right and other oil droplets 

have the same colour than the oil layer on the left part near the water-oil interface. 

In Figure 4.2 we take images from the same view but this time we increase the oil volume to  

𝑉𝑜 = 0.722𝑙. From Figure 4.2-(a) corresponding to the low air flow rate value we do not observe oil 

droplets detached and the oil layer is mainly flat. Now, in Figure 4.2-(b) obtained for an air flow rate of 

𝑄 = 4𝑙/𝑚𝑖𝑛 we can see some almost transparent oil droplets circled in white on the left and right side 

of the image. Increasing the air flow rate to 𝑄 = 5𝑙/𝑚𝑖𝑛 in Figure 4.2-(c) we can see more oil droplets 

mostly near the water-oil interface in the regions circled in orange corresponding to a water-oil 

emulsion. Finally in Figure 4.2-(d) obtained at an air flow rate value of 𝑄 = 6𝑙/𝑚𝑖𝑛 we can see an 

important quantity of oil droplets in the entire length. It appears that the oil layer is almost fragmented 

into oil droplets across its entire length forming a water-oil emulsion with bigger oil fragments 

compared than in Figure 4.2-(c).  

We can note that in Figure 4.1 and Figure 4.2 oil droplet detachment is occurring mainly near the 

corner and not the faces of the cubic ladle. Also, the colour of the oil layer changes when the air flow 

rate is increased. In each experiment, there is around thirty minutes of air agitation between the low 

and high air flow rate value. 

In Figure 4.3 we compare the images obtained at 𝑄 = 2𝑙/𝑚𝑖𝑛 with a volume of oil 𝑉𝑜 = 0.486𝑙 after 

two different times of air injection. We can see from Figure 4.3-(a) obtained few minutes after the start 

of air injection that the oil layer colour is almost the same as its original colour and presents no sign of 

oil droplets or water-oil emulsion. If we look at Figure 4.3-(b) obtained after two hours of air injection 

at various air flow rates we can clearly see that the colour of the oil layer has become darker. We can 

also identify some oil droplets near the water-oil interface. Also, we can see in the regions circled in 

orange that a continuous water-oil emulsion with small oil fragments is formed along the water-oil 

interface. 

Now in order to understand why oil droplets of different colours have been identified, we will zoom 

on the left part of Figure 4.1-(c) and (d) in Figure 4.4. From Figure 4.4-(a) we can see that the oil droplets 

near the water-oil interface and at the bottom present different colours and shapes. If we look more 

carefully at the oil droplets circled in white, we can see that they really look like bubbles with a 

spherical shape but at their top, a darker region can be found. In fact, we think that these oil “droplets” 

are mainly composed of water encapsulated by the oil phase that is gathering on their top (cf. Figure 

4.5) explaining why they have nearly the same colour than the water. We choose to rename these oil 

“droplets” as anti-bubbles. If we look at Figure 4.4-(b) obtained at an air flow rate of 𝑄 = 6𝑙/𝑚𝑖𝑛 this 

time it is harder to make the distinction between oil droplets and anti-bubbles. If we look at the water-

oil interface, we can see that a more important amount of oil droplets is trapped at a water-oil 

emulsion region at the bottom of the oil layer. By comparing Figure 4.4-(a) and (b) we can see that the 

height of this water-oil emulsion increases when the air flow rate is increased. 
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Figure 4.1: Zoom of the face view of our water experiment for different air flow rates. The results are obtained with an oil 
volume of 𝑉𝑜 = 0.486𝑙. a): 𝑄 = 1.0𝑙/𝑚𝑖𝑛; b):𝑄 = 4.0𝑙/𝑚𝑖𝑛; c): 𝑄 = 5.0𝑙/𝑚𝑖𝑛; d): 𝑄 = 6.0𝑙/𝑚𝑖𝑛. The white and orange 
circles show respectively the anti-bubbles and the water-oil emulsion. 
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Figure 4.2: Zoom of the face view of our water experiment for different air flow rates. The results are obtained with an oil 
volume 𝑉𝑜 = 0.722𝑙. a): 𝑄 = 1.0𝑙/𝑚𝑖𝑛; b):𝑄 = 4.0𝑙/𝑚𝑖𝑛; c): 𝑄 = 5.0𝑙/𝑚𝑖𝑛; d): 𝑄 = 6.0𝑙/𝑚𝑖𝑛. The white and orange circles 
show respectively the anti-bubbles and the water-oil emulsion. 
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Figure 4.3: Zoom of the face view of our water experiment at the same air flow rate. The results are obtained with an oil 
volume 𝑉𝑜 = 0.486𝑙. a): after the start of air injection; b): after 2 ℎ of air injection. The orange circles show the water-oil 
emulsion. 

 

 

 

 

 

 

(a) 

 

 

 

 

 

 

 

(b) 

 
Figure 4.4: Zoom of the face view of our water experiment for different air flow rates. The results are obtained with an oil 
volume of  𝑉𝑜 = 0.486𝑙. a): 𝑄 = 5.0𝑙/𝑚𝑖𝑛; b): 𝑄 = 6.0𝑙/𝑚𝑖𝑛. The white and orange circles show respectively the anti-bubbles 
and the water-oil emulsion. 
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Figure 4.5: Schematic of an a) air bubble; b) oil droplet; c) anti-bubble. 
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4.1.2 Open eye 

 

We record the images of the top surface of the water experiment with a video camera with an 

acquisition speed of 30 𝑓𝑝𝑠. By this mean it is possible to follow the highly dynamical deformation of 

the oil layer under the influence of gas injection. In the left image of Figure 4.6 showing an 

instantaneous image of the top view of the ladle, we can clearly identify the open eye of the oil layer 

contour with a yellow line and the bubbles spout contour in orange. On the other hand in the right 

picture of Figure 4.6 showing a time-averaged intensity image of the open eye of the oil layer, it is 

harder to identify the open eye and the bubbles spout contour. This is due to the small colour 

difference between the oil and the water phase and the presence of trapped bubbles along the oil 

layer. For these reasons, it has not been possible to extract automatically the open eye contour, so we 

choose to rather plot manually the open eye contour for four frames separated by approximately 1.8s 

for each air flow rate.  

 

Figure 4.6: Instantaneous and average open-eye image at 0.6l/min, colour code: yellow: eye contour; orange: spout zone 

 

4.1.2.1 Reproducibility test 

 

We first test the reproducibility of our experimental method to capture the open eye area by 

comparing the results obtained with the same configuration done on different trials. From the results 

of Figure 4.7, we can observe a good reproducibility with an error between the two trials contained 

within the error bar. This indicates that both the agitation of the oil layer, image acquisition and post-

processing of the images with ImageJ are reasonably reproducible. 



4-Results- hydrodynamic characterization 
 

52 
 

 

Figure 4.7: Open eye area as a function of the injected air flow rate with standard deviation measured from our experiments 
obtained with the same configuration but measured on two different trials. 

4.1.2.2 Measurement 

 

Now, If we look on Figure 4.7 and Figure 4.8, we can see that for the range of air flow rates considered, 

the open-eye area is continuously increasing until 𝑄 = 5𝑙/𝑚𝑖𝑛, then it tends to increase more slowly 

at a high air flow rate. It appears also from Figure 4.8 that the size of the injection diameter has only a 

limited influence on the open eye area value. We can also note that the open eye area standard 

deviation seems to be higher at high air flow rate than at low air flow rate and of comparable 

magnitude between the two injection diameters. 

 

Figure 4.8: Open-eye area with standard deviation as a function of air flow rate measured from our experiments for two 
different injection diameters. 

Now, we fix the injection diameter to the reference size of 𝑑𝑖𝑛𝑗 = 7.9 𝑚𝑚 and we vary the oil volume. 

We can see from Figure 4.9 that the open eye area value decreases when the oil volume is increased 

compared to the results obtained with the reference oil volume of 𝑉𝑜 = 0.486𝑙. As one would expect, 

increasing the oil volume increases the height of the oil layer and thus, increases the resistance to open 
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eye formation. We can also note that the open eye area evolution as a function of the air flow rate for 

both oil volume can be perfectly fitted by a logarithmic function. As described by the open-eye model 

in 2.3 the open-eye area can be given by 

 𝐴𝑜 = 𝐶𝐴 ln (
𝑁

𝑁𝑐

) , (4.1) 

where 𝐶𝐴 = 10𝛼𝜋𝑐ℓ
2ℎ𝑤

2  and the critical Froude number for open eye formation is 

 𝑁𝑐 = (
𝛥𝜌

𝜌𝑤

ℎ𝑜

ℎ𝑤

)
1/10

 . (4.2) 

From the expression of the modified Froude number we have 𝐶𝐴,𝑄 = 2𝐶𝐴 where 𝐶𝐴 ≃ 0,0063𝑚² from 

our experimental results. Taking 𝛼 = 1/3 within the bubble plume assumption and 𝑐ℓ = 0,081 we 

find 𝐶𝐴 ≃ 3.310−4𝑚². We are a bit far from the experimental results, the open eye in the experiment 

is much wider than the theoretical one. An important discrepancy source comes from the 𝑐ℓ 

estimation. 

 

 

Figure 4.9: Open-eye area with standard deviation as a function of air flow rate measured from our experiments for two 
different oil volumes. 
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4.2 NUMERICAL RESULTS 
 

In the following, we will try to characterize the hydrodynamics of the water experiment from the 

numerical simulation.  

4.2.1 Mesh convergence 

 

We will start the study of the numerical results by measuring the effect of the refinement of the mesh 

on the flow. From Figure 4.10 where we show the maximum mesh resolution in a slice of the domain, 

we can see that the mesh is much more refined in the bubble plume region and at the water-air 

interface than in the bottom corner. 

If we compare Figure 4.10-(a) and (b) even if the bubble plume region appears to be more refined we 

do not see a huge difference when increasing the maximum mesh resolution in one direction by a 

power two from 29 to  210 cells. If we look at Figure 4.12-(a) we can see the influence of the maximum 

mesh resolution in one direction on the injected air flow rate. As the maximum mesh resolution is 

increased the relative difference with the setting point value of the air flow rate decreases from 10% 

to 1% with a maximum number of cells in one direction of respectively 29 and 211 cells. This can be 

explained by a better discretization of the circular injector by cubic cells when the mesh resolution is 

increased.  

Now we are interested to visually check the changes in the grid when the mesh resolution is increased. 

Figure 4.11 shows the air and oil interfaces at the same air flow rates but two different maximum mesh 

resolutions in one direction. Comparing Figure 4.11-(a) and (b) we can see that globally the bubble 

plume and the oil layer look the same, but the large amount of air fragments that can be seen in Figure 

4.11-(a) seems to have decreased in Figure 4.11-(b). If we look at the histogram of the number of 

bubbles in Figure 4.12-(b) this observation is not confirmed. When the maximum mesh resolution in 

one direction is increased the number of bubbles is also increasing but, the equivalent diameter of the 

bubbles decreases making them harder to identify visually. The bubbles with a smaller equivalent 

diameter than the minimum grid size are not physical in fact they are air fragments artificially formed 

by our numerical model.  

We will look now to the effect of mesh refinement on the kinetic energy. In Figure 4.13 we have plotted 

the phase-specific evolution of the kinetic energy as a function of time for three different mesh 

resolutions. If we look at Figure 4.13-(c) where the water kinetic energy is displayed we do not see a 

real difference when increasing the maximum mesh resolution in one direction. If we look now at 

Figure 4.13-(a) we can see a difference in the transient regime between zero and two seconds where 

the kinetic energy at a mesh resolution of 𝑙𝑒𝑣𝑒𝑙 = 10  corresponding to a minimum grid size of  

∆x = 264 μm presents a more abrupt increase than the others. If we look now at Figure 4.13-(b) where 

the oil kinetic energy is displayed, we can see again some differences during the transient regime 

especially with the higher mesh resolution of a 𝑙𝑒𝑣𝑒𝑙 = 11 corresponding to a minimum grid size of 

∆x = 132 μm. The kinetic energy increases seem to be delayed compared to lower mesh resolutions. 
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(a) (b) 

Figure 4.10:Front view of the simulation where we display the maximum mesh resolution in one direction at the same air flow 
rate 𝑄 = 0.6𝑙/𝑚𝑖𝑛. The minimum and maximum values are coloured respectively with blue and red colour. a): minimum grid 
size of ∆𝑥 = 527 𝜇𝑚  at 𝑡 = 8.1𝑠; b): minimum grid size of ∆𝑥 = 264 𝜇𝑚 at 𝑡 = 8.1𝑠. 

  
(a) (b) 

Figure 4.11: Front view of the simulation where we display instantaneous air and oil interfaces coloured respectively in green 
and red obtained at the same air flow rate 𝑄 = 0.6𝑙/𝑚𝑖𝑛. a): minimum grid size of ∆𝑥 = 527 𝜇𝑚 at 𝑡 = 8.1𝑠; b): minimum 
grid size of ∆𝑥 = 264 𝜇𝑚 at 𝑡 = 8.1𝑠. 

  
(a) (b) 

Figure 4.12: Comparison of data obtained at the same air flow rate of 𝑄 = 0.6𝑙/𝑚𝑖𝑛. a): Volume of air injected as a function 

of time for different maximum mesh resolutions in one direction. The setting point value of the air flow rate is 𝑄 = 10−5 𝑚3/𝑠; 
b): Histogram of the number of bubbles as a function of their equivalent diameter at 𝑡 = 3𝑠, the solid lines represent the 
minimum grid size for the lower mesh resolution. 
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(a) (b) 

 

 

(c)  
Figure 4.13: Comparison of the phase-specific Kinetic energy obtained at the same air flow rate of 𝑄 = 0.6𝑙/𝑚𝑖𝑛  with 
different mesh resolutions. a): Kinetic energy of the air phase; b): Kinetic energy of the oil phase; c): Kinetic energy of the water 
phase 

. 

4.2.2 Instantaneous results 

 

In the following, we will compare visually the effect of the air flow rate value on the fluids by comparing 

images at three different air flow rates. First, we look at images from the front view of the simulation 

in Figure 4.14. If we compare Figure 4.14-(a), (b) and (c) we can clearly see a difference in the size and 

shape of the air bubbles in the plume. As the air flow rate is increased the size of the bubbles is also 

increasing, the number of air fragments increases drastically, and it is more difficult to distinguish 

separated bubbles. If we look now at the oil phase we can see that when the air flow rate is increased 

from Figure 4.14-(a) to Figure 4.14-(c) the oil layer gets more agitated, this can be illustrated by the 

formation of ligaments in Figure 4.14-(b) or by gravity waves perturbing the oil layer in Figure 4.14-(c). 

When the agitation is strong enough it will cause a fragmentation of the oil layer into oil droplets of 

significant size that are transported at various height in the water in Figure 4.14-(c). If we look now to 

Figure 4.15 where we show a top view of the simulation with the oil interface displayed we can see 

that the size of the open eye increases when the air flow rate is increased. If we compare Figure 4.15-

(b) and Figure 4.15-(c) the difference is less striking between 𝑄 = 2.5𝑙/𝑚𝑖𝑛 and 𝑄 = 5.5𝑙/𝑚𝑖𝑛 than 

when comparing with Figure 4.15-(a) corresponding to the low air flow rate. 
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If we look at Figure 4.15-(a) and Figure 4.15-(c) we can see that more irregularities on the edge of the 

open eye can be seen at a high air flow rate and it seems that the edge is not smooth anymore in Figure 

4.15-(c).  

We look now at Figure 4.16, where we have plotted a comparison of the time evolution of the kinetic 

energy for different air flow rates. From the results of the kinetic energy of the water in Figure 4.16-

(a) we can see that as one would expect, the kinetic energy increases when the air flow rate increases 

and that the transient regime is much more abrupt at high air flow rate. Also, it seems that the kinetic 

energy obtained for an air flow rate 𝑄 ≥ 2.5𝑙/𝑚𝑖𝑛  has not totally converged toward a pseudo 

permanent regime for the time considered. If we look now at the kinetic energy of the oil phase in 

Figure 4.16-(b) we can see that the transient regime is appearing and finishing quicker for high air flow 

rate than low air flow rate. Also, the value of the kinetic energy presents a difference of a factor ten 

between an air flow rate of 𝑄 = 0.6𝑙/𝑚𝑖𝑛 and 𝑄 = 5.5𝑙/𝑚𝑖𝑛. We also observe more fluctuations of 

the kinetic energy at a high air flow rate than at a low air flow rate. 

 

  
(a) (b) 

 

 

(c)  
Figure 4.14: Front view of the instantaneous air and oil interfaces coloured respectively in green and red obtained with a 
minimum grid size of ∆𝑥 = 527 𝜇𝑚 . a): 𝑄 = 0.6𝑙/𝑚𝑖𝑛  at 𝑡 = 8.1𝑠 ; b): 𝑄 = 2.5𝑙/𝑚𝑖𝑛  at 𝑡 = 8.1𝑠 ;c): 𝑄 = 5.5𝑙/𝑚𝑖𝑛  at  
𝑡 = 8.1𝑠. 
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(a) (b) 

 

 

(c)  
Figure 4.15: Top view of the instantaneous oil interface coloured in red obtained with a minimum grid size of ∆𝑥 = 527 𝜇𝑚. 
a): 𝑄 = 0.6𝑙/𝑚𝑖𝑛 at 𝑡 = 8.1𝑠; b): 𝑄 = 2.5𝑙/𝑚𝑖𝑛 at 𝑡 = 8.1𝑠; c): 𝑄 = 5.5𝑙/𝑚𝑖𝑛 at 𝑡 = 8.1𝑠. 

  
(a) (b) 

Figure 4.16: Comparison of the phase-specific Kinetic energy obtained with a minimum grid size of ∆𝑥 = 527 𝜇𝑚 but with 
different air flow rates. a): Kinetic energy of the water phase; b): Kinetic energy of the oil phase. 
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4.2.2.1 Oil layer fragmentation 

 

In the following, we will try to characterize the oil fragmentation from the numerical simulation. As 

previously seen the phenomenon of fragmentation of the oil layer happen only at a particularly high 

air flow rate. However, we have to keep in mind that because we start the simulation with a flat oil 

layer, the formation of the open eye due to the first bubbles reaching the free surface will generate an 

important fragmentation of the oil layer. As in the real experiment, the oil fragments are expected to 

merge back to the oil layer after a certain time. 

In Figure 4.17 we have represented a zoomed face view of the oil interface at an air flow rate of 𝑄 =
4.5𝑙/𝑚𝑖𝑛 at different instants. We start by looking at Figure 4.17-(a) where we can see that the oil 
interface is highly agitated and we can identify an oil droplet detached near the left wall, and two oil 
sheets. The main oil sheet is located on the front side and a smaller one can be identified in the back 
of the oil layer. From Figure 4.17-(b) representing the same view but 0.1𝑠 later we can see that two 
ligaments are forming, one in the front and another one in the back of the oil layer. If we look at Figure 
4.17-(c) we can see that the ligament at the front of the oil layer is getting thinner and an oil droplet 
seems to be formed at its end. We can also remark that holes on the oil sheet on the right side of the 
front of the oil layer are forming. Finally, in Figure 4.17-(d) we can see still see the ligament in the front 
of the oil layer which has still not yet been fragmented into droplets. Also, oil ligaments have succeeded 
to the oil sheet previously identified due to the action of the holes formed. A similar phenomenon has 
been observed in the simulation of the atomisation of a spray in a quasiplanar in the study of Ling et 
al. [62]. 
 

Now we will verify the influence of the air flow rate on the oil droplets formation. In Figure 4.18 we 

have plotted histograms of the number of oil droplets as a function their equivalent diameter for 

different air flow rates. The results of Figure 4.18-(a) are obtained at 𝑡 = 3.1𝑠 that is just after the open 

eye in the oil layer has been formed. From Figure 4.18-(a) we can see that when the air flow rate is 

increased the number of oil droplets is also increasing. The oil droplets presenting an equal or smaller 

equivalent diameter than the minimum grid size can be considered as oil fragments. If we look at the 

results obtained at an air flow rate of 𝑄 = 4.5𝑙/𝑚𝑖𝑛 we can also note that the amount of physical oil 

droplets of equivalent diameter higher than 10−3𝑚 increased compared to lower air flow rate. This 

corresponds to the large oil fragments that are formed during the formation of the open eye (cf. Figure 

4.14-(c)). Now, if we look at the results of Figure 4.18-(b) obtained at 𝑡 = 9.7𝑠 we can see that the 

number of oil droplets presents a sharper Gaussian distribution than previously. We can also note that 

the number of physical oil droplets has decreased except for the high air flow rate of 𝑄 = 4.5𝑙/𝑚𝑖𝑛 

where more small oil droplets can be observed. This illustrates the fact that after that the open eye 

has been fully formed most of the large oil fragments are merging back the oil layer.  
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(b) 

 
 

 

 

(c) 

 
 

 

 

(d) 

 
Figure 4.17: Zoom of the face view with the oil interface represented in red at different instants. The images are obtained from 
a simulation at an air flow rate of 𝑄 = 4.5𝑙/𝑚𝑖𝑛 and with a minimum grid size of ∆𝑥 = 527 𝜇𝑚 . a): 𝑡 = 9.6𝑠; b): 𝑡 = 9.7𝑠; 
c): 𝑡 = 9.8𝑠; d): 𝑡 = 9.9𝑠. 

  
(a) (b) 

Figure 4.18: Histogram of the number of oil droplets as a function of their volume for different air flow rates and at different 
instants. Results obtained from simulations with a minimum grid size of ∆𝑥 = 527 𝜇𝑚.  a): 𝑡 = 3.1𝑠; b): 𝑡 = 9.7𝑠.  
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4.2.2.2 Open eye of the oil layer 

 

To capture the open eye numerically first we do simulations of the water experiment with the same 

configuration, then we post-process the generated images of the top view of the oil interface with the 

software ImageJ to get the open eye area. As we can see from Figure 4.19 the oil interface is coloured 

in red and the other phase in blue making the distinction between the two-phase much more easier 

compared to the images from the experimental data. Taking advantage of this we can obtain the 

temporal evolution of the open eye area from the numerical images.  

  
(a) (b) 

Figure 4.19: Top view of the numerical simulation at 𝑄 = 0.6 𝑙 𝑚𝑖𝑛⁄  with a minimum grid size of ∆𝑥 = 527 𝜇𝑚 . 
(a) Oil interface coloured in red before post-processing. (b) Oil interface after the segmentation step of the post-processing 
with ImageJ. 

4.2.2.2.1 Reproducibility test 

 

We first test the reproducibility of our numerical method to capture the open eye area by comparing 

the results obtained with the same configuration done on different trials. From the results of Figure 

4.20, we can observe a good reproducibility with a small error especially before five seconds. After five 

seconds of the simulation, the fluctuations of both trials increase and the same for the error between 

them. This indicates that both the agitation of the numerical simulation and image post-processing of 

the images with ImageJ are reasonably reproducible. 

 

Figure 4.20: Time evolution of the numerical open eye area for two different trials with a minimum grid size of ∆𝑥 = 527 𝜇𝑚  
and at an air flow rate of 𝑄 = 0.6𝑙/𝑚𝑖𝑛.  
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4.2.2.2.2 Measurement 

 

Figure 4.21 shows the time evolution of the numerical open eye at an air flow rate of 𝑄 = 0.6𝑙/𝑚𝑖𝑛 

for different mesh resolutions. From the results of Figure 4.21, we can see that the convergence of the 

open eye area value between a mesh resolution of 𝑙𝑒𝑣𝑒𝑙9 and 𝑙𝑒𝑣𝑒𝑙10 corresponding to a minimum 

grid size of respectively ∆x = 527 μm and ∆x = 264 μm is relatively good. We can identify the same 

fluctuations behaviour between the two mesh resolution even if the fluctuation seems to be more 

pronounced in 𝑙𝑒𝑣𝑒𝑙10 mesh resolution than in the 𝑙𝑒𝑣𝑒𝑙9 mesh resolution. Besides, we can see that 

the transient regime is the same for all the mesh resolution. Unfortunately, as we increase the 

maximum mesh resolution, the timestep decreases and so the computation becomes more CPU 

intensive. That is why we do not have more data corresponding to the pseudo permanent regime for 

the 𝑙𝑒𝑣𝑒𝑙11 mesh resolution to compare with the lower mesh resolution cases. 

In the following, we show the results obtained with a constant mesh resolution of 𝑙𝑒𝑣𝑒𝑙9 

corresponding to a minimum grid size of respectively ∆x = 527 μm. A global comparison of the time 

evolution of the open eye area for different air flow rates is shown in Figure 4.22. From the results of 

Figure 4.22 first, it is important to mention that the data gaps observed for 𝑄 = 1.5 𝑙/𝑚𝑖𝑛  and  

𝑄 = 2.5 𝑙/𝑚𝑖𝑛 are due to a problem of format of the generated images and are left as it is and not 

interpolated from the non-missing data. We can see that globally the open eye area follows the 

increase in air flow rate and that ten seconds of simulation seem to be enough to reach a pseudo 

permanent regime. Furthermore, the convergence toward an asymptotic value is slower for high air 

flow rate than for low air flow rate and presents more oscillations. If we look at the data for  

𝑄 ≤ 2.5 𝑙/𝑚𝑖𝑛  we can see an important change in the slope of the transient regime and on the 

asymptotic value of the pseudo permanent regime when the air flow rate is increased. For  

𝑄 > 2.5 𝑙 𝑚𝑖𝑛⁄  a small difference between each air flow rate can be observed, for example, it is hard 

to make the distinction between  𝑄 = 3.5 𝑙/𝑚𝑖𝑛 and  𝑄 = 4.5 𝑙/𝑚𝑖𝑛 curves both for the transient 

regime and the pseudo permanent regime. 

 

Figure 4.21: Time evolution of the numerical open eye area with different maximum mesh resolutions in one direction at an 
air flow rate of 𝑄 = 0.6𝑙/𝑚𝑖𝑛.  
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Figure 4.22: Time evolution of the open-eye area for different air flow rates with a minimum grid size of ∆𝑥 = 527 𝜇𝑚. 

 

4.2.3 Time-averaged results 

 

In the following, we show the results obtained with a constant mesh resolution of 𝑙𝑒𝑣𝑒𝑙9 

corresponding to a minimum grid size of ∆x = 527 μm. We will now try to characterize the flow with 

time-averaged variables. First, we compare images of time-averaged scalar fields. Because from the 

previous instantaneous images comparison, we did observe an important difference in the open eye 

size between 𝑄 = 2.5𝑙/𝑚𝑖𝑛  and 𝑄 = 5.5𝑙/𝑚𝑖𝑛  we will only show images corresponding to  

𝑄 = 0.6𝑙/𝑚𝑖𝑛 and 𝑄 = 5.5𝑙/𝑚𝑖𝑛. 

We first look at the time-averaged fluid-fraction fields. In Figure 4.23 we show the time-averaged air 

fluid fraction for the minimum and maximum air flow rate. We can see that the maximum values of 

the air fluid fraction can be found at the injector and at the free surface. Above the injector, in the 

bubble-plume region, we can see that the time-averaged air fraction has intermediate values. We can 

then identify the average contour of the bubble plume and the spout at the free surface. If we compare 

Figure 4.23-(a) and Figure 4.23-(b) we can see that when the air flow rate is increased the average 

contour of the bubble plume gets wider and the average height of the spout at the free surface gets 

higher. The fact that the contour of the open eye cannot be clearly identified unlike the free surface is 

due to the continuous movement of the bubbles inside the bubble plume blurring the contour of the 

average air fraction. If we look at Figure 4.24 showing the time-averaged oil fluid fraction we can see 

that as the air flow rate increases the size of the open eye delimited by the oil layer increases. We can 

also note that its contour gets more blurred showing that the oil layer is more agitated at a high air 

flow rate (cf. Figure 4.24-(b)).   

Now we look at the time-averaged velocity field. In Figure 4.25 we compare the time-averaged 

horizontal velocity in a slice in the middle of the domain where the minimum and maximum values are 

coloured in blue and red respectively. We can see from Figure 4.25-(a) and Figure 4.25-(b) that the 

minimum and maximum values are located at the same height for the two different flow rates. As 

expected, this height corresponds to the water-oil interface and is generated when the bubble plume 

reaches the oil layer initiating radial and vertical perturbation on it from the open eye to the wall of 

0.0E+00

1.0E-02

2.0E-02

3.0E-02

4.0E-02

0 2 4 6 8 10 12

O
p

en
-e

ye
 a

re
a

(m
²)

Time (s)

0.6l/min 1.5l/min

2.5l/min 3.5l/min

4.5l/min 5.5l/min



4-Results- hydrodynamic characterization 
 

64 
 

the domain. We look now at Figure 4.26 showing the time-averaged vertical velocity from the same 

view than before. We can see that the maximum vertical velocity corresponding to an upward velocity 

is located more or less at the centre of the bubble plume. Away from the bubble-plume centre the 

vertical velocity slowly decreases to finally reach a downward vertical velocity at the wall (cf. Figure 

4.26-(b)). This illustrates the generation of recirculation loops in the water along the wall of the domain 

due to the bubble plume reaching the oil layer. The vertical velocity decreases abruptly when reaching 

the water-air interface or free surface. 

 

 

 

 
(a)  (b) 

Figure 4.23: Time-averaged air fluid fraction in a slice in the middle of the domain. The results are obtained with a minimum 
grid size of ∆𝑥 = 527 𝜇𝑚 . Maximum and minimum value are represented respectively with red and blue colours.  
a): 𝑄 = 0.6𝑙/𝑚𝑖𝑛; b): 𝑄 = 5.5𝑙/𝑚𝑖𝑛.  

  
(a) (b) 

Figure 4.24: Time-averaged oil fluid fraction in a slice in the middle of the domain. The results are obtained with a minimum 
grid size of ∆𝑥 = 527 𝜇𝑚  . Maximum and minimum value are represented respectively with red and blue colours. 
a): 𝑄 = 0.6𝑙/𝑚𝑖𝑛; b): 𝑄 = 5.5𝑙/𝑚𝑖𝑛.  
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(a) (b) 

Figure 4.25: Time-averaged horizontal velocity in a slice in the middle of the domain. The results are obtained with a minimum 
grid size of ∆𝑥 = 527 𝜇𝑚  . Maximum and minimum value are represented respectively with red and blue colours. 
a): 𝑄 = 0.6𝑙/𝑚𝑖𝑛; b): 𝑄 = 5.5𝑙/𝑚𝑖𝑛.  

  
(a) (b) 

Figure 4.26:Time-averaged vertical velocity in a slice in the middle of the domain. The results are obtained with a minimum 
grid size of ∆𝑥 = 527 𝜇𝑚 . Maximum and minimum value are represented respectively with red and blue colours. 
a): 𝑄 = 0.6𝑙/𝑚𝑖𝑛; b): 𝑄 = 5.5𝑙/𝑚𝑖𝑛.  
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In order to characterize the flow with more quantitative data, we selected several positions of the 

domain where we will interpolate the value of velocity through all the cells (cf. Figure 4.27) along 

horizontal lines. The origin of the axis is taken as the centre of the injector. 

 

 

Figure 4.27: Schematic of the numerical domain. The blue horizontal lines represent the horizontal profile lines. 

First, we look at Figure 4.28 where we have plotted the evolution of the time-averaged vertical velocity 

along the horizontal position for different air flow rates and at various heights of the domain (cf. Figure 

4.27). We can see that for all the heights considered, the vertical velocity presents globally the same 

trend with a Gaussian function shape with a maximum value at the centre of the domain. Furthermore, 

as expected the higher vertical velocity is obtained for the higher gas flow rate 𝑄 = 5.5𝑙/𝑚𝑖𝑛 at a 

height 𝑦 = 0.05𝑐𝑚 that is just above the injector. By comparing Figure 4.28-(a),(b),(c) and (d) we can 

see that when the height gets closer to the water-oil interface the vertical velocity decreases. If we 

look closely at Figure 4.28-(c) and Figure 4.28-(d) we can see that near the minimum and maximum 

horizontal position the average vertical velocity has negative value meaning that the velocity is 

oriented downward as previously seen in Figure 4.26. From Figure 4.28-(d) and -(b) obtained at the 

height of the oil layer at the initial state we can remark that as the air flow rate increases the negative 

peak of the average velocity move further to the extremity of the domain. 

Now, we consider the evolution of the horizontal component of the time-averaged velocity along the 

horizontal position in Figure 4.29. In Figure 4.29-(a),(b) and (c) we can observe similar behaviour of the 

time-averaged horizontal velocity with globally positive value on the left side of the air injector and 

negative value on the right side of the air injector. This behaviour illustrates the effect of the 

recirculation loop forming on both sides of the bubble plume after the revert of the velocity. We can 

also note that the values of the time-averaged horizontal velocity between each air flow rate are not 

that much different. If we look now at Figure 4.29-(d) corresponding to the height of the oil layer at 

the initial state we can see that the time-averaged horizontal velocity follows an opposite trend with 

positive value on the right side of the air injector and the opposite on the left side. This illustrates the 

behaviour of the velocity near the water-oil interface. We can also note that there is a factor ten of 

difference with the value of the horizontal velocity at a lower height. 
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(a) (b) 

  
(c) (d) 

Figure 4.28: Time-averaged vertical velocity along the horizontal position for different air flow rates and with a minimum grid 
size of ∆𝑥 = 527 𝜇𝑚 . The interpolation is done along different lines at a given vertical position. a): 𝑦 = 0.05𝑐𝑚 ; 
b): 𝑦 = 0.1𝑐𝑚; c): 𝑦 = 0.15𝑐𝑚; d): 𝑦 = 0.2𝑐𝑚. 
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(a) (b) 

  
(c) (d) 

Figure 4.29: Time-averaged horizontal velocity value along the horizontal position for different air flow rates with a minimum 
grid size of ∆𝑥 = 527 𝜇𝑚 . The interpolation is done along different lines at a given vertical position. a): 𝑦 = 0.05𝑐𝑚 ; 
b): 𝑦 = 0.1𝑐𝑚; c): 𝑦 = 0.15𝑐𝑚; d): 𝑦 = 0.2𝑐𝑚. 
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4.3 COMPARISON OF THE RESULTS 
 

In the following, we compare our numerical and experimental results concerning the evolution of the 

open eye area. Unfortunately, we have obtained only time-averaged results for the water experiments. 

4.3.1 Open eye 

 

In Figure 4.31 we plotted the numerical open eye area evolution together with the experimental 
average open eye area for each air flow rate. From Figure 4.31 we can see that the numerical results 
are closer to the experimental results at a high air flow rate than at a low air flow rate. Typically starting 
from 𝑄 = 3.5 𝑙/𝑚𝑖𝑛 an increasingly good agreement with the experiment is found. For all air flow rate, 
the transient regime is finished around 5 𝑠 after the simulation start. We can then consider a pseudo 
permanent regime after this time and compute the numerical average open eye and standard 
deviation from 𝑡 = 5𝑠 to 𝑡 = 10 𝑠. We can also identify some pseudo periodical fluctuations of the 
open eye area from 𝑄 = 4.5 𝑙/𝑚𝑖𝑛. These pseudo periodical fluctuations seem to be correlated with 
the waves on the oil layer observed at the free surface from the face view of Figure 4.17. 

In Figure 4.30 we compare the average numerical open eye area computed when the pseudo 
permanent regime is attained and the experimental results obtained as described in 4.1.2. We can see 
that the numerical results globally overestimate the open eye area compared to the experimental 
results and again that the tendency is more pronounced at low air flow rate than at high air flow rate. 
The fact that a smaller difference between the numerical and experimental results is observed at high 
air flow rate could be explained by the longer simulation time required to obtain a more stable open 
eye at a high air flow rate. Otherwise, several assumptions can be made in order to explain this 
difference: 

- The three-phase formulation for the fluid fractions and surface tensions used in our simulation 
introduces a systematic error at the cells containing the three phases; 

- The fact that we used a value of the air density ten times higher than in the water experiment; 

- The choice of a free-slip boundary condition for the left and right faces which reduces the 
dissipation and thus increases the average kinetic energy. 

 

Figure 4.30: Comparison of the experimental and numerical average open-eye area with standard deviation. The simulation 
results are obtained with a minimum grid size of ∆𝑥 = 527 𝜇𝑚. 
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(a) (b) 

  
(c) (d) 

  
(e)  

Figure 4.31: Comparison of the experimental and numerical open-eye area with a minimum grid size of ∆𝑥 = 527 𝜇𝑚 .  
(a) Q=0.6l/min; (b) Q=1.5l/min; (c) Q=2.5l/min; (d) Q=3.5l/min; (e) Q=4.5l/min; (f) Q=5.5l/min 
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4.4 SUMMARY 
 

In this chapter, we have first observed visually the phenomenon of oil fragmentation occurring mainly 

at the corner of our cubic water model. It appears that the value of the specific critical gas flow rate at 

which this phenomenon can be observed seems to be constant for the two oil volumes considered in 

our experiments. In addition to the formation of oil droplets, we have also exhibited the formation on 

the water-oil interface of oil films encapsulating water with a spherical shape to form what we call 

anti-bubbles. The visual observations showed also that a water-oil emulsion is forming at the water-

oil interface. The height of this water-oil emulsion and its aspect depends on the air flow rate and the 

time of air injection. Despite the measurement of the oil physical properties which showed only a small 

variation after two hours of air injection further tests should be done in order to confirm the 

observations made. Then from our measurement of the open eye area at various air flow rate, we have 

reported no influence of the size of the injection diameter. We have also reported an increase in the 

open eye area when the air flow rate is increased. Moreover, for a constant air flow rate, an increase 

of the oil volume leads to a smaller open-eye area. 

In a second time, we have observed from our instantaneous numerical results that we reproduced 

qualitatively well the global flow behaviour with a bigger open eye, more oil droplets and larger air 

bubbles at high air flow rate than at low air flow rate. Concerning the numerical open eye obtained 

with the simulation, we observed a mesh convergence that would need to be confirmed for longer 

simulation time at the maximum mesh resolution which is the more computationally intensive. From 

the time-averaged numerical results, we have seen that the average vertical velocity in the water 

presents a Gaussian shape with a maximum aligned with the centre of the injection diameter. The 

average velocity is decreasing as we get closer to the water-oil interface. On the walls, downward 

average vertical velocity has been observed confirming the formation of a recirculation loop on the 

sides of the central bubble plume. 

Finally, from the comparison of the numerical and experimental average open eye area, we have seen 

that the numerical results tend to overestimate the experimental open eye area, especially at a low air 

flow rate. The main assumptions made to explain this deviation from the experimental results are first 

the longer simulation time required at a high air flow rate to observe a more stable open eye; a 

systematic error introduced by our three-phase formulation for the fluid fractions and surface tensions 

at the cells containing the three phases. 
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5 TOWARD INDUSTRIAL APPLICATION- HYDRODYNAMIC 

CHARACTERIZATION 

 

In this chapter, we want to compare our water experimental results of the open eye area 

presented in 4.1.2 with results from the literature obtained with various fluids and sizes of the ladle. 

In the following, because we will compare experiments with different fluids for clarity reasons, we will 

denote the physical properties of the steel and slag equivalent phase for both water and liquid metal 

experiments with the respective indices 𝑚 and 𝑠.  

5.1 OPEN-EYE EXPERIMENTS IN THE LITERATURE 
 

Because of the inherent difficulty of doing measurement in the industrial process, we found only one 

study in the literature where the open eye area is measured in an industrial ladle configuration. First, 

we consider the industrial experiment with liquid steel with slag in a 350-ton ladle of Yonezawa & 

Schwerdtfeger [17]. In the same study, the authors did also some experiments with mercury and silicon 

oil to reproduce the liquid steel and slag behaviour. In Thunman et al. [78] experiments with a 

rectangular shape ladle using Ga-In-Sn alloy and 𝑀𝑛𝐶𝑙2-glycerol to simulate liquid steel and slag are 

done. Wu et al. [19] used the same alloy to simulate the liquid steel but with a cylindrical ladle and 

used HCl to represent the slag phase. The other option is to use a water experiment giving a much 

easier experimental condition but might be less representative of the liquid steel slag behaviour. For 

the water experiment study of the open eye, we will consider our experimental results and the one of 

Krishnapisharody & Irons [22]. In the study of [22], the authors measured the open-eye area for 

different fluids. All the physical properties of the fluids for the aforementioned studies can be found 

in Table 5.1.  

In Table 5.2 we compute the viscosity ratio 𝑚 = 𝜇𝑚/𝜇𝑠, the density ratio 𝑟 = 𝜌𝑚/𝜌𝑠 together with the 

bath height ratio ℎ𝑚/𝐿𝑥 and the slag height ratio ℎ𝑠/𝐿𝑥 with the horizontal size of the ladle 𝐿𝑥. We 

can see from Table 5.2 that the viscosity ratio is close to the steel-slag value for almost all the 

experiments except the water experiment using motor oil of [22] and the experiment of [19]. In the 

experiment of [19] using Ga-In-Sn alloy, the choice of the HCl to represent the slag layer leads to a 

much higher viscosity of the Ga-In-Sn alloy than the HCl which should be the opposite in order to 

reproduce the industrial configuration. Now, if we look at the density ratio, we can see that the water 

experiments have a lower density ratio than in the industrial configuration. While, for the liquid metal 

experiments, the density ratio is higher than in the industrial configuration[17]. If we look now at the 

geometric ratio we can see that in all the experiments the ratio of the height of the bath to the 

horizontal dimension of the ladle is smaller than in the industrial case especially in the experiments of 

[22]. For the ratio of the height of the slag layer to the height of the bath we can see that in most of 

the experiments the value is not far from the industrial configuration corresponding to a thin slag layer. 

The experiment of [19, 78] presents ten times higher values of this ratio than in the industrial 

configuration, so it may lead to a difference of behaviour than the other experiments.  
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 Fluids 𝑻  
(°𝑪) 

𝝆𝒎 
(𝒌𝒈𝒎−𝟑) 

𝝆𝒔 
(𝒌𝒈𝒎−𝟑) 

𝝁𝒎 
(𝑷𝒂. 𝒔) 

𝝁𝒔 
(𝑷𝒂. 𝒔) 

𝑳𝒙 
(𝒎) 

𝒉𝒎 
(𝒎) 

𝒉𝒔 
(𝒎) 

𝒅𝒊𝒏𝒋 

(𝒎) 
Our experiment Water-

oil  
20 998 920 10−3 0.079 0.27 0.20 0.007 7.9 10−3 

Krishnapisharody 
et al. [22] 

Water-
paraffin 
oil 

20 1.0 103 870 10−3 0.065 0.42 0.21 0.01 3.0 10−3 

Krishnapisharody 
et al. [22] 

Water-
motor 
oil 

20 1.0 103 880 10−3 0.29 0.42 0.21 0.01 3.0 10−3 

Krishnapisharody 
et al. [22] 

CaCl2-
motor 
oil 

20 1.4 103 870 6.2 10−3 0.065 0.42 0.21 0.01 3.0 10−3 

Yonezawa 
 et al. [17] 

Hg- 
paraffin 
oil 

20 1.4104 960 1.5 10−3 0.048 0.29 0.225 0.01 1.5 10−3 

Yonezawa 
 et al. [17] 

Steel-
slag 

1600 6.8 103 2800 5.4 10−3 0.104 4.4 3.5 0.05 9.0 10−2 

Thunman 
 et al. [78]  

Ga,In, 
Sn-
glycerol 

20 6.4 103 1300 2.2 10−3 0.055 0.25 0.18 0.018 5.0 10−3 

Wu et al. [19]  Ga,In, 
Sn-HCl 

20 6.4 103 1060 6.0 10−3 0.001 0.24 0.145 0.015 6.0 10−3 

Table 5.1: Main physical and geometrical properties of the steel and the slag equivalent phase for our experiment and the 
experiment of [17, 19, 22, 78]. 

 Fluids 𝒎 𝒓 𝒉𝒎

/𝑳𝒙 
 

𝒉𝒔

/𝒉𝒎 

Our experiment Water-oil 
mixture 

1.3 10−2 1.09 0.74 0.035 

Krishnapisharody  
et al. [22] 

Water-paraffin 
oil 

1.5 10−2 1.15 0.5 0.048 

Krishnapisharody  
et al. [22] 

Water-motor 
oil 

3.4 10−3 1.14 0.5 0.048 

Krishnapisharody  
et al. [22] 

CaCl2-motor oil 9.5 10−2 1.61 0.5 0.048 

Yonezawa et al. 
[17] 

Hg- silicon oil 3.2 10−2 14.2 0.78 0.044 

Yonezawa et al. 
[17] 

Steel-slag 5.3 10−2 2.43 0.80 0.014 

Thunman et al. [78] Ga,In,Sn-
glycerol 

4.0 10−2 4.89 0.72 0.100 

Wu et al. [19]  Ga,In,Sn-HCl 6 6.04 0.60 0.103 
Table 5.2: Main dimensionless characteristic of the steel and the slag equivalent phase for our experiment and the experiment 
of [17, 22].  
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5.2 COMPARISON OF THE OPEN-EYE AREA 
 

In the following, we will use two correlations to try to predict the evolution of the open-eye area as a 

function of the gas flow rate for the water and liquid metal experiments. The first one is the one of 

[22] who used a mechanical model based on the principles of momentum conservation to establish a 

correlation valid for a thin slag layer 

 
𝐴𝑒

ℎ𝑚
2 = 𝛼 + 𝛽 (

𝜌𝑚

∆𝜌
𝐹𝑟𝑠)

1/2

, (5.1) 

   

where 𝐴𝑒 is the open-eye area, 𝛼 and 𝛽 are numerical constants, ℎ𝑚 is the height of the bath of the 

steel equivalent phase, 𝜌𝑚 is the density of the liquid steel equivalent phase and ∆𝜌 is the difference 

of density between the steel and slag equivalent phase. 𝐹𝑟𝑠 is the Froude number in the slag layer 

defined by 

 𝐹𝑟𝑠 =
𝑈𝑝²

𝑔ℎ𝑠
, (5.2) 

   

where 𝑈𝑝 is the plume velocity and ℎ𝑠 is the height of the equivalent slag layer. Because the plume 

velocity is not an operating variable, we have to compute it from the gas flow rate value with the 

correlation of Castello-Branco & Schwerdtfeger [24] 

 𝑈𝑝 = 17.4𝑄0.244𝑑𝑖𝑛𝑗
−0.0288 (

𝜌𝑔

𝜌
)

0.0218

ℎ𝑚
−0.08. (5.3) 

   

where 𝑈𝑝 is expressed in 𝑐𝑚/𝑠, 𝑄 is the flow rate of gas of density 𝜌𝑔 at the nozzle exit and taken at 

the temperature and pressure of the operating conditions and expressed respectively in 𝑐𝑚3/𝑠 and 

𝑘𝑔/𝑚3 , ℎ𝑚  and 𝑑𝑖𝑛𝑗  are expressed in 𝑐𝑚 . The other correlation that will be used is the one 

established in 2.3.3 that can be written in a dimensionless form as 

 
𝐴𝑒

ℎ𝑚
2

= 𝐶𝐴 ln (
𝑁

𝑁𝑐
) + 𝑏, (5.4) 

where 𝐶𝐴 = 10𝑎𝜋𝑐ℓ
2 and 𝑏 are constant and 𝑁 is the modified Froude number given by 

 𝑁 = (
𝑄

𝑔1/2ℎ𝑚
5/2

)

1/5

. (5.5) 

   

𝑁𝑐 corresponds to the critical value of the modified Froude number for the open eye formation given 

by 

 𝑁𝑐 = (
𝛥𝜌

𝜌𝑚

ℎ𝑠

ℎ𝑚
)

1/10

. (5.6) 

We gather the measurements of the open-eye area for all experiments and plot it in a dimensionless 

form against a function of the gas flow rate depending on the correlation used. 
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5.2.1 Formulation of Krishnapisharody et al. [22] 

 

In Figure 5.1 we plot the dimensionless open-eye area as a function of the Froude number. We can see 

from Figure 5.1 that most of the water experiments with cross symbols show a similar evolution of the 

open-are as a function of the Froude number. On the other hand, the liquid metal experiments with 

empty symbols present a lower dimensionless open eye area than for the water model and with more 

dispersion. We can note that the results of the experiments of [78] and [19] using Ga-In-Sn alloy are 

giving sensibly different results. If we look at the industrial results in plain red symbol, we can see that 

within this dimensionless formulation, almost no experiments can superpose with the industrial 

results. 

Now in Figure 5.2, we show the same plot than previously but with only the water experiments. From 

Figure 5.2 we can see that the results of [22] obtained with 𝐶𝑎𝐶𝑙2-paraffin oil deviates the most 

importantly from all the other results. We try to fit our experimental results with the correlation (2.3) 

established by [22] to obtain the following relation at the temperature and pressure of the operating 

conditions 

 
𝐴𝑒

ℎ𝑚
2 = −0.67 + 0.28 (

𝜌𝑚

∆𝜌
𝐹𝑟𝑠)

1/2

. (5.7) 

   

We can see in Figure 5.2 that the correlation (5.7) gives a good agreement with our results. It seems 

that the results of [22] obtained with water-paraffin oil and water-motor oil do not present a linear 

increase at high value of the Froude number, unlike our results.  

In Figure 5.3 we display the same type of plot as previously but with only the liquid metal experiments. 

We try to fit the industrial results of [17] with the correlation (2.3) established by [22] to obtain at the 

temperature and pressure of the operating conditions 

 
𝐴𝑒

ℎ𝑚
2 = −0.11 + 0.14 (

𝜌𝑚

∆𝜌
𝐹𝑟𝑠)

1/2

. (5.8) 

   

We can see that the fit of the industrial results can give an approximate prediction of the results of 

[78] obtained with Ga-In-Sn and the one of [17] obtained with mercury. On the other hand, the results 

of [19] present an important deviation compared to the other results. This deviation could be explained 

by the combined effect of a much lower viscosity of the slag equivalent phase and a higher density 

ratio than in the steel-slag configuration. Furthermore, the height of the equivalent slag layer in [19] is 

ten times higher than in the experiment of [17] and almost the same as the experiment of [78]. But as 

the results of [78] are similar to the results of [17] we cannot say that the height of the slag layer is the 

reason for the deviation of the results of [19]. 
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Figure 5.1: Dimensionless open-eye area as a function of the slag Froude number for our experiment and the experiments of 
Krishnapisharody et al. [22], Yonezawa & Schwerdtfeger [17], Thunman et al. [78] and Wu et al. [19]. 

 

Figure 5.2: Dimensionless open-eye area as a function of the slag Froude number for our water experiment and the 
experiments of Krishnapisharody et al. [22]. The solid line represents the fit with the correlation (2.3)  of our results. 
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Figure 5.3: Dimensionless open-eye area as a function of the slag Froude number for liquid metals experiments of Yonezawa 
& Schwerdtfeger [17], Thunman et al. [78] and Wu et al. [19]. The solid line represents the fit with the correlation (2.3) of the 
results of [17]. 

 

5.2.2 Formulation established in 2.3.3 

 

Now we will proceed in the same manner than previously but with the formulation of the correlation 

established in 2.3.3. We start by looking at Figure 5.4 where we have plotted the evolution of the 

dimensionless open-eye area as a function of the ratio of the modified Froude number to the critical 

modified Froude number for the formation of the open eye. We can observe in Figure 5.4 that the 

water experiments can almost be gathered on the same line while for the liquid metal experiments 

more dispersion can be observed. We can clearly see that the evolution of the open eye area as a 

function of the ratio of the modified Froude number to the critical modified Froude number for the 

liquid metal experiments follows a lower slope than the water experiments. 

We replot the data for our water experiment and the one of [22] in Figure 5.5 from which we can 

remark that except the experiment obtained with 𝐶𝑎𝐶𝑙2-parrafin oil, the results of the experiments 

can be well predicted by the fit of our results using the correlation (5.4) giving 

 
𝐴𝑒

ℎ𝑚
2

= −1.6 ln (
𝑁

𝑁𝑐
) + 1.95 . (5.9) 

Now, in Figure 5.6 we replot the data for all the liquid metal experiments. We can note from Figure 5.6 

that unlike with the previous formulation of [22] this time the industrial results of [17] are closer to 

the results of [19] than the other experiments. We try to fit the industrial results of [17] with the 

correlation (5.4) and obtain the following correlation 

 
𝐴𝑒

ℎ𝑚
2

= 0.3 ln (
𝑁

𝑁𝑐
) + 0.55 . (5.10) 
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Figure 5.4: Dimensionless open-eye area as a function of the ratio of Froude number for our experiment and the experiments 
of Krishnapisharody et al. [22], Yonezawa & Schwerdtfeger [17], Thunman et al. [78] and Wu et al. [19]. 

 

Figure 5.5: Dimensionless open-eye area as a function of the ratio of Froude number for our water experiment and the 
experiment of Krishnapisharody et al. [22]. The solid line represents the fit with the correlation (5.4)  of our results. 
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Figure 5.6: Dimensionless open-eye area as a function of the ratio of Froude number for liquid metals experiments of Yonezawa 
& Schwerdtfeger [17], Thunman et al. [78] and Wu et al. [19]. The solid line represents the fit with the correlation (5.4) of the 
results of [17]. 
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5.3 SUMMARY 
 

In this chapter first, we have seen the difficulty to find fluids that have approximately the same physical 

properties at ambient temperature than the liquid steel and slag at high temperature. The experiments 

with liquid metal with low melting point appears to be a good compromise giving easier experimental 

procedure than in the industrial case with more similar physical properties than for the water 

experiments. Then we have seen that is possible to gather the open eye area for the various 

experiments in a dimensionless form using either the formulation of [22] or the correlation (5.4). 

However, with these two formulations, an important difference in the value of the dimensionless open 

eye area between the water and the liquid metal experiments could be observed. No superimposition 

of the water and liquid metal experiments has been achieved. Compared to the water experiments the 

liquid metal experiments present a much lower slope for the evolution of the dimensionless open eye 

area as a function of the gas flow rate. 

Finally, from the obtained results we can say that the formulation of [22] appears to give a better 

estimation of the dimensionless open eye area than with the correlation (5.4) with less dispersion of 

the results along the x-axis. Comparison with more experimental results especially for liquid metal 

experiments would allow to further increase the precision of the two formulations and their range of 

application. 



   

PART II - MASS TRANSFER CHARACTERIZATION 
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6 PHYSICAL MODEL- MASS TRANSFER CHARACTERIZATION 

6.1 MASS TRANSFER THEORY 
 

Without source or sink terms the time variation of the concentration of a chemical species 𝐴 diluted 

in a fluid can be described by  

 
𝜕𝑐

𝜕𝑡
= −𝛻 ∙ 𝑭 ,  

 𝑭 = 𝒖𝑐 − 𝐽 ,  

 
𝜕𝑐

𝜕𝑡
= 𝛻 ∙ 𝐽 − 𝛻 ∙ (𝒖𝑐) , (6.1) 

   

where 𝑐 is the concentration, 𝐹 is the concentration flux by molecular diffusion, 𝒖 is the fluid velocity, 

and 𝐽 is the concentration flux by molecular diffusion. Because we are considering incompressible 

fluids in this study, we can rewrite (6.1) 

 
𝜕𝑐

𝜕𝑡
= 𝛻 ∙ 𝐽 − 𝒖 ∙ 𝛻𝑐 (6.2) 

   

In presence of a gradient of concentration, the concentration flux by molecular diffusion can be 

described by the first law of Fick, which defines the concentration flux by molecular diffusion of a 

component A in an isothermal, isobaric system 

 𝐽 = −𝐷𝑝

𝜕𝑐

𝜕𝑥
 , (6.3) 

 𝑁𝑚 = 𝐽𝑀 = −𝜌𝐷𝑝∇𝑥 ,  

   

where 𝑁𝑚  is the mass flux, 𝐷𝑝  is the diffusivity of a chemical species in fluid 𝑝 and 𝑥  is the mass 

fraction. In the case of two immiscible fluids, the chemical species diluted in one fluid present a 

discontinuity at the interface due to a solubility difference between the two fluids (cf. Figure 6.1). At 

equilibrium, the discontinuity of the concentration of a chemical species diluted in fluid 1 is described 

by the partition law 

 𝑃 =
𝐶2,𝑖

𝐶1,𝑖

 , (6.4) 

   

where 𝑃 is the partition coefficient, 𝐶1,𝑖 is the concentration at the interface from fluid one side and;  

𝐶2,𝑖 is the concentration at the interface from fluid two side.  
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Figure 6.1: Sketch of the evolution of the concentration of a chemical species dissolved in fluid one at an interface between 
two immiscible fluids. The red line corresponds to the interface between the two fluids and the concentration boundary layer 
are represented with the discontinuity of the concentration at the interface introduced by the difference of solubility of the 
chemical species. The scale of the sketch is chosen for visual interpretation. 

Since these governing equations are linear with respect to concentration, the time-averaged flux 

across the interface must be proportional to the concentration difference at the system boundaries 

for each concentration resistance we can write 

 𝐽 ̅ =
(𝐶1,𝑖 − 𝐶1,∞)

𝑅1

 (6.5) 

 𝐽 ̅ =
(𝐶2,𝑖 − 𝐶2,∞)

𝑅2

  

   

where 𝐽 ̅  is the time-averaged concentration flux by molecular diffusion, the proportionality 

coefficients 𝑅1 and 𝑅2 are respectively the mass transfer resistance in fluid one and in fluid two, 𝐶1,∞ 

is the concentration in the bulk fluid one, 𝐶2,∞ is the concentration in the bulk fluid two. Using an 

analogy of the Ohm law for an electrical circuit we can proceed in the same manner to determine the 

total resistance to compute the diffusive flux. Combining the above equations (6.4) and (6.5), we can 

write the following global diffusive flux equation from the fluid one side 

 𝐽 ̅ =
(𝐶1,∞ − 𝐶2,∞ 𝑃⁄ )

𝑅1 + 𝑅2/𝑃
 (6.6) 

The value of the mass transfer resistance 𝑅  depends on the diffusion coefficient 𝐷𝑝  and the fluid 

motion that affects the concentration boundary layer at the interface 𝛿𝑐,𝑝 . The mass transfer 

coefficient in each fluid can be determined from the mass transfer resistance by 𝐾𝑝 = 1/𝑅𝑝 . 

Depending on the value of the mass transfer resistance 𝑅1, 𝑅𝑖 and 𝑅2, three different cases can be 

considered: 

  

𝐽 ̅

𝐶2,∞ 

𝐶2,𝑖 

𝐶1,𝑖 

𝐶1,∞ 

𝛿𝑐,1 

𝛿𝑐,2 

Fluid 2 

Fluid 1 
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- 1) Transport regime: 

The concentrations at the interface are near equilibrium and depend on the relative values of 

𝑅1 and 𝑅2/𝑃. The global mass transfer is then governed by the transport of chemical species 

to the interface. We can make a distinction between three cases: 

 

- 1-a) Transport regime in fluid 1: 

When 𝑅1 ≫ 𝑅𝑖 + 𝑅2/𝑃 the gradient of concentration in the concentration boundary layer of 

fluid one is dominant, and the expression of the global diffusive flux is given by 

 𝐽 ̅ =
(𝐶1,∞ − 𝐶2,∞ 𝑃⁄ )

𝑅1

 (6.7) 

- 1-b) Transport regime in fluid 2: 

When 𝑅2/𝑃 ≫ 𝑅1 + 𝑅𝑖 the gradient of concentration in the concentration boundary layer of 

fluid two is dominant, and the expression of the global diffusive flux is given by 

 𝐽 ̅ =
(𝐶1,∞ − 𝐶2,∞ 𝑃⁄ )

𝑅2/𝑃
 (6.8) 

- 1-c) Combined transport regime: 

When 𝑅1~ 𝑅2/𝑃 the gradient of concentration in the concentration boundary layer of fluid 

one and two is of equal importance and the expression of the global diffusive flux is given by 

 
1

𝐽 ̅
=

𝑅1

(𝐶1,∞ − 𝐶2,∞ 𝑃⁄ )
+

𝑅2/𝑃

(𝐶1,∞ − 𝐶2,∞ 𝑃⁄ )
 (6.9) 

   

6.2 LITERATURE REVIEW 

6.2.1 Mass transfer models 

 

Rather than being directly computed, the mass transfer coefficient is usually estimated by using 

macroscopic correlations or simplified models. Most of these models are used for mass-transfer of 

species across a gas-liquid interface, for example, the CO2 exchange at the ocean surface in geophysics 

flow. For the liquid-liquid mass transfer case, no general model exists and depending on the viscosity 

ratio of the fluids, the limiting case could either be a fluid-solid mass transfer model or fluid-gas model. 

Because of the lack of liquid-liquid mass transfer model, we will give some details about common gas-

liquid mathematical models of mass transfer. 

6.2.1.1 Free surface model 

6.2.1.1.1 Film model 

 

We start with the simplest mass transfer model described by Lewis and Whitman [79] using the 

following assumptions: laminar boundary layer, steady-state flow, instantaneous equilibrium 

condition of the fluid at the interface, mass flux occurs on both sides of the interface. Film theory is 
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based upon the presence of a conceptual film of fluid that offers the same resistance to mass transfer 

as exists in the entire flowing fluid, as shown in Figure 6.1. 

In other words, all resistance to mass transfer is assumed to exist in a boundary layer fluid film in which 

the chemical species transport is entirely done by molecular diffusion. The average mass transfer 

coefficient within this model can be given by  

 𝐾𝑙 =
𝐷𝐴,𝑙

𝛿𝑐,𝑙

=
𝜈𝑙

𝑆𝑐𝑙𝛿𝑐,𝑙

 (6.10) 

   

where 𝐾𝑙  is the time-averaged liquid mass transfer coefficient and 𝛿𝑐,𝑙  is the thickness of the 

concentration boundary layer on the liquid side, 𝑆𝑐𝑙  the Schmidt number in the liquid phase. The 

Schmidt number comparing the viscous diffusion rate to the molecular diffusion rate and is given by 

 𝑆𝑐 =
𝜈

𝐷
 (6.11) 

   

However, the overly simplistic nature of film theory does not physically explain convective mass 

transfer in a flowing fluid, and so other theories and models have been postulated to describe this 

phenomenon. 

 

6.2.1.1.2 Penetration model 

 

Higbie [80] took into consideration the fact that the mass transfer across the interface can be unsteady 

in his model. Here the fluid in contact with the interface is periodically renewed by fluid coming from 

the bulk and each new fluid packed remains for the same constant time 𝜏 in contact with the interface. 

This time is a function of the turbulence level of the system. For the mass transfer coefficient at the    

liquid side we have 

 𝐾𝑙 = √
𝐷𝐴,𝑙

𝜋𝜏
= √

𝜈𝑙

𝑆𝑐𝑙𝜋𝜏
 (6.12) 

   

A major weakness of penetration theory is that the exposure time of fluid at the surface 𝜏 cannot be 

theoretically predicted and must be determined experimentally.  

 

6.2.1.1.3 Surface renewal model 

 

The previous penetration model has been reinterpreted by Danckwerts [81], to correct the fact that 

the time 𝜏 should not be a constant but rather follow a normal probability distribution. 

 𝐾𝑙 = √
𝐷𝐴,𝑙

𝜏̅
= √

𝜈𝑙

𝑆𝑐𝑙𝜏̅
 (6.13) 

   

Various models exist to determine 𝜏̅ the mean time between surface renewals.     
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Fortescue & Pearson [82] proposed a large eddy model and postulated that 𝜏̅ is the mean turnover 

time of the largest eddies of a turbulent flow 

 

 𝜏̅ ≈
Λ

𝑢′
 (6.14) 

   

where Λ is a measure of turbulence macroscale in the liquid bulk and 𝑢′ is the r.m.s. of large scale 

velocity fluctuation in the liquid bulk. 

 𝐾𝑙 ≈ √
𝐷𝐴,𝑙𝑢

′

Λ
= 𝑐𝑢′𝑆𝑐𝑙

−
1
2𝑅𝑒𝑡

−
1
2 𝑤ℎ𝑒𝑟𝑒 𝑐 = 𝑐𝑡𝑒 (6.15) 

   

where 𝑅𝑒𝑡 = 𝑢′Λ 𝜈⁄  is the turbulent Reynolds number. Suppose Λ is a typical length scale of the large 

eddies which may be taken equal to the integral length scale defined from a spatial correlation 

function, analogous to the integral time scale.  

Banerjee et al. [83] and Lamont & Scott [84] proposed a small eddy model which postulates that the 

viscous dissipation range small-scale eddies is controlling 𝜏̅ 

 𝜏̅ ≈ √
𝜈

𝜀𝑖

 (6.16) 

   

where 𝜀𝑖  is the turbulent energy dissipation rate close to the interface and can be expressed in terms 

of large-scale characteristics through Taylor’s relationship (Batchelor [85]) 

 𝜀 ∝
𝑢′3

Λ
 (6.17) 

   

This yields to 

 𝐾𝑙 ≈ √
𝐷𝐴,𝑙𝜀𝑖

𝜈𝑙

= 𝑐𝑢′𝑆𝑐𝑙
−

1
2𝑅𝑒𝑡

−
1
4 𝑤ℎ𝑒𝑟𝑒 𝑐 = 𝑐𝑡𝑒 (6.18) 

   

Theofanous et al. [86] justified the difference between the two models by explaining that the 

preponderance of the large eddies is expected at low turbulent Reynolds number while small eddies 

are preponderant at high turbulent Reynolds number. 

 

6.2.1.1.4 Surface divergence model 

 

The inherent difficulty of measuring 𝜏̅ depending on the experiments and the flow configuration, limit 

the use the Surface Renewal (S.R.) models. McCready et al. [87] proposed another approach using the 

advection-diffusion equation to suggest that gas/liquid mass transfer is controlled by surface-normal 

motions. These surface-normal motions have the form of a stagnation flow described similarly than 

can be found in Chan & Scriven [88]. The important simplification is that at high Schmidt number the 

interface parallel motions have a negligible effect compared to the interface-normal motions. This 

means that only near-surface (viscous and concentration boundary layer) motions need consideration. 

This model is called the Surface Divergence model and the velocity field used in the advection-diffusion 

equation is the first term in Taylor series expansion 
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 𝑣𝑖 = − (
𝜕𝑢𝑖

𝜕𝑥
+

𝜕𝑤𝑖

𝜕𝑧
) 𝑦 = −𝜔𝑦 , (6.19) 

   

where 𝑢𝑖, 𝑣𝑖 and 𝑤𝑖 are the near-surface velocities in the x, y, and z directions, the terms between 

parenthesis is called the ‘surface divergence’ strength and is labelled 𝜔.  The Surface divergence model 

has been extensively used for air-water gas transfer predictions (Banerjee & Macintyre [89]; McKenna 

& McGillis [90]; Magnaudet & Calmet [91]; Jirka [92]; Turney & Banerjee [93]). 

 

6.2.1.2 Solid surface model 

 

Kader & Yaglom [94], Calmet & Magnaudet [95], and Shaw & Hanratty [96] have considered the case 

of mass transfer in the configuration of a fluid confined with a solid. 

 

6.2.2 Experimental measurement of liquid-liquid mass transfer 

 

Considering the difficulty to make measurements of the mass transfer between liquid steel and slag in 

the case of an industrial steel ladle, cold models using low melting point metal or water are generally 

used to characterize the mass transfer. 

 

6.2.2.1 Water experiments 

 

Kim & Fruehan [32] and Mietz et al. [97], Asai et al. [98] and more recently by De Oliveira Campos [41] 

performed measurements of the liquid steel equivalent phase mass transfer with a gas stirred water 

experiment. In [32] the authors studied with a cylindrical ladle at ambient temperature the mass 

transfer of thymol from the water to the oil phase. The authors measured the influence of the oil 

properties (viscosity, surface tension, oil volume) as well as diameter and position of the injection 

orifice on the mass transfer. From their study, the authors concluded that an increase of the water 

mass transfer coefficient can be obtained for an increase in the air flow rate. They also reported that 

an increase in the oil viscosity leads at high air flow rate values to a lower value of the water mass 

transfer coefficient. According to the authors, different mass transfer regimes can be identified 

depending on the air flow rate value (cf. Figure 6.2). The mass transfer regime change is explained by 

the authors by the break-up of the oil layer into droplets and the entrainment of these oil droplets into 

the water causing an increase of the oil/water interfacial area. 

Then [97] measured on a cylindrical ladle at ambient temperature the mass transfer of Iodine between 

water and cyclohexane using a photometer. The authors have done experiments with three different 

diameters of ladle and kept the aspect ratio of the height of the bath to the ladle diameter to ℎ𝑤 𝐿𝑥⁄ =

0.9 and consider a volume of oil of 𝑉𝑠 = 0.1𝑉𝑤. The authors also concluded that the increase of the gas 

flow rate generates an increase in the mass transfer capacity coefficient for all the size of ladle (cf. 

Figure 6.3). The authors made the same explanation of the change in the rate of evolution of the 

capacity coefficient in water than [32] that it is due to slag emulsification.  
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Figure 6.2: Product of the water mass transfer coefficient with interfacial area as a function of the air flow rate for a water/oil 
model from the experiment of Kim & Fruehan [32]. 

.  

Figure 6.3: Capacity coefficient as a function of the air flow rate for a water/cyclohexane model with three different ladle 
diameters from the experiment of Mietz et al. [97]. 

6.2.2.2 Liquid metals experiments 

 

Experiments with liquid metals, unfortunately, are less frequent and only a limited amount of studies 

are accessible in the literature. Hirasawa et al. [99], Ishida et al. [9] and performed some 

measurements with liquid metals at high temperature. First, [9] used a reduced scaled industrial ladle 

of 2.5 ton using the same fluids as in the industrial process to measure the mass transfer of sulphur 

between liquid steel and slag. The authors reported also a change in the evolution of the capacity 

coefficient when the gas flow rate is above a critical value (cf. Figure 6.4). 

Then, in [99] the authors studied on a cylindrical copper/slag model at high temperature (1250°C) the 

influence of the height of the slag layer ℎ𝑠, the height of the metal bath ℎ𝑚 as well as the crucible 

diameter on the mass transfer of silicon between liquid copper and slag. According to the authors, 

different regimes of mass transfer depending on the gas flow rate value have been identified (cf. Figure 

6.5). Again, the difference between the different regimes is explained by the break-up of the slag layer 

into droplets and the entrainment of these droplets in the liquid copper phase. On the other hand, 

Lachmund et al. [8] measured the mass transfer of sulphur between liquid steel and slag but this time 

with an industrial ladle and reported only one mass transfer regime in the gas flow rate range 

considered. 
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Figure 6.4: Capacity coefficient or product of the mass transfer coefficient in steel with interfacial area per volume of steel as 
a function of the gas flow rate for a liquid steel/slag 2.5 ton ladle from the experiment of Ishida et al. [9].  

 

Figure 6.5: Variation of the copper mass transfer coefficient as a function of gas flow rates in a high-temperature copper/ slag 
cylindrical model from the experiment of Hirasawa et al. [99]. 

 

To summarize, we can see that from the water and liquid metal experiments different mass transfer 

regimes are observed when the gas flow rate is increased. On the other hand, in an industrial ladle 

configuration, the different studies in the literature do not agree on the occurrence of mass transfer 

regime change. 
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6.3 EXPERIMENTAL MODEL 
 

We are interested here in the experimental modelling of the mass transfer of sulphur between liquid 

steel configuration by using a water experiment. We use the same geometrical and physical model of 

the process as the one presented in section 2.2 except that now we dissolve a chemical tracer in the 

water phase. This experiment is an improved version of the one established by De Oliveira Campos 

[41] during the end of his PhD. In this study, the author could perform measurements of the mass 

transfer of thymol from the water to the oil phase with a slightly smaller water experiment than in our 

study. 

6.3.1 Experimental Procedure  

 

We follow again the work of Kim & Fruehan [32] on the choice of the fluids to reproduce the 

configuration of the industrial process and use thymol (𝐶10𝐻14𝑂) as a chemical tracer dissolved in the 

water phase. The main reason for the choice of thymol is because it is expected to reproduce the mass 

transfer of the reaction of the desulfurization process in an industrial ladle. Indeed, thymol has a low 

diffusion coefficient in water and a high partition coefficient between the oil and water. 

To proceed we use thymol powder with a solubility at saturation in the water at ambient temperature 

of 𝐶𝑤,0 = 0.9𝑔/𝑙 (Karaffa [100]) that we put in a water tank. We heat the solution to get a better 

dissolution of the thymol around its melting point which is 𝑇°𝑓𝑢𝑠𝑖𝑜𝑛 = 49.6°𝐶according to Haynes 

[101]. All the chemical properties of thymol can be found in Table 6.1. Then we mix the solution to 

homogenize the thymol in the water and before filling the ladle with the solution we wait that the 

temperature of the solution returns to ambient temperature. Before pouring the solution in the ladle 

we roughly filter the solution with a metallic sieve to avoid surfactant of size  𝑑 > 2𝑚𝑚 in the solution. 

It is important to mention that when the solution is ready it is as transparent as water and no obvious 

presence of surfactants can be seen. Just before the start of air injection, we add the oil mixture on 

top of the free surface. When the air injection is started, we record thymol concentration variation in 

water, by taking two samples of water every ten minutes with a calibrated pipette of 3𝑚𝑙. The samples 

are taken on the same spot located on the border of the open eye and around 4 𝑐𝑚 below the free 

surface which is oil-free (cf. Figure 6.6). As the diffusivity of thymol in water is low, we measure the 

evolution of the concentration for three hours. The concentration of thymol in the water samples is 

measured indirectly with a light refractometer (Rudolph J357). 

To compute the values of the diffusion coefficient of thymol in fluids we use the Stokes-Einstein law 

which allows to determine the diffusion coefficient of spherical particles through a liquid at low 

Reynolds number knowing the temperature, the viscosity of the fluid and the equivalent radius of the 

particle considered. First, we compute the equivalent radius of the spherical particle knowing the 

diffusive mass and density of thymol by equalling the volume of this spherical particle to the diffusive 

volume we can write 

 𝑟𝑡ℎ = (
3𝑀𝑡ℎ

4𝜋𝜌𝑡ℎ𝑁𝐴

)
1/3

 (6.20) 

where 𝑀𝑡ℎ (𝑘𝑔 𝑚𝑜𝑙⁄ )  is the diffusive mass of thymol 𝜌𝑡ℎ (𝑘𝑔 𝑚3⁄ )  is the density of thymol and  

𝑁𝐴 = 6.022 1023 𝑚𝑜𝑙−1 is the Avogadro constant. 
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Then we can use the Stokes-Einstein law in the fluid medium 

 𝐷𝑡ℎ,𝑘 =
𝑘𝐵𝑇

6𝜋𝑟𝑡ℎ𝜇𝑘

 (6.21) 

where 𝑟𝑡ℎ (𝑚) is the equivalent radius of the particle 𝜇𝑘  (𝑃𝑎 𝑠⁄ ) is the dynamic viscosity of the fluid, 

𝑇 (𝐾) is the temperature of the fluid and 𝑘𝐵 = 1.38 10−23 𝐽𝐾−1 is the Boltzmann constant. As we can 

see from Table 6.2, the values in our model are of the same order than in the one in the industrial 

process for sulphur diffusion from liquid steel to the slag phase as can be seen in Table 6.3. In both 

cases, the diffusion coefficient value in the slag equivalent phase is lower than the one in the steel 

equivalent phase. However, we can notice that in the water experiment case the diffusion coefficient 

of thymol in the oil phase is hundred times lower than in the water phase which is not the case of the 

diffusion coefficient of sulphur in slag.  

 

 

Figure 6.6: Top view of the water experiment with thymol dissolved in water at 𝑄 = 5.0𝑙/𝑚𝑖𝑛 with 𝑑𝑖𝑛𝑗 = 7.9𝑚𝑚, the red 
cross is approximatively the sample spot. 

𝑪𝒘,𝟎 (𝒈 𝒍⁄ ) 𝑴𝒕𝒉 (𝒈/𝒎𝒐𝒍) 𝝆𝒕𝒉 (𝒈/𝒍) 
 

𝑺𝒕𝒉,𝒘 (𝒈 𝒍⁄ )  𝑻°𝒇𝒖𝒔𝒊𝒐𝒏 (°𝑪) 

0.9 150.2 960 0.9 49.6 

Table 6.1: Main chemical properties of Thymol at ambient temperature according to PubChem, [100]) [101]. 

𝑫𝒕𝒉,𝒘 (𝒎²/𝒔) 𝑫𝒕𝒉,𝒐 (𝒎²/𝒔) 
 

𝑷𝒕𝒉,𝒐/𝒘  𝜷𝒕𝒉,𝒘/𝒐 

6.8. 10−10 6.8. 10−12 350 8.5. 10−2 

Table 6.2: Parameters of the mass transfer of the thymol between water and oil in our model where the diffusion coefficient 
of thymol in the water phase is taken from Reid et al.[102] and for the oil phase is computed using (6.21). 

𝑫𝑺,𝒎 (𝒎²/𝒔) 𝑫𝑺,𝒔 (𝒎²/𝒔) 
 

𝑷𝑺,𝒔/𝒎  𝜷𝑺,𝒎/𝒔 

4.4. 10−9 2.8. 10−10 350 0.109 

Table 6.3: Parameters of the mass transfer of the sulphur between liquid steel and slag in an industrial ladle where the diffusion 
coefficients are taken from Gaye [103]. 

x 
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6.3.1.1 Uncertainty quantification 

 

The accuracy of the light refractometer (Rudolph J357) for the refraction indices is 𝑛 ± 2. 10−5. In 

order to obtain the thymol concentration with the light refractometer, a custom scale from six 

solutions of known concentration of thymol using the same water than in the water experiment is 

made before the measurement. We can see from Figure 6.7 that the light refractometer accuracy 

induces an error on the measured concentration value of 𝐶 ± 0.1𝑔/𝐿 considering the error bar on the 

refractive index value. This is due to the small variation of the refraction indices at the considered 

thymol concentration range in water. The variation from the maximum and minimum concentration is 

about 2. 10−4, it is only ten times higher than the light refractometer accuracy. 

Considering the values of the relative incertitude in Table 6.4 we can see that the limited accuracy of 

the light refractometer leads to an important relative error on the concentration of thymol especially 

at low values of the concentration of thymol in water. We can also note the effect of the size difference 

between the height of the water bath and the height of the oil layer leading to more important relative 

error for on the geometrical parameters of the oil layer. For the other variables, the relative error is 

contained to less than fifteen per cent of the value. 

 

Figure 6.7: Custom scale established from measurements of solutions of known thymol concentration with error bars 
representing the measurement error. 

∆𝐶/𝐶𝑤,0 

(%) 

∆𝐶/𝐶𝑤,𝑚𝑖𝑛 

(%) 

∆𝑉/𝑉𝑤 

(%) 
∆𝑉/𝑉𝑜 

(%) 

∆𝐿/ℎ𝑤 

(%) 

∆𝐿/ℎ𝑜 

(%) 
∆𝑡𝑠𝑎𝑚𝑝𝑙𝑒/𝑡𝑠𝑎𝑚𝑝𝑙𝑒  

(%) 

11 50 0.7 21 0.5 14 10 
Table 6.4: Values of the absolute incertitude of the parameters necessary to compute the mass transfer coefficient. 
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6.4 PHENOMENOLOGICAL ANALYSIS 
 

We will now try to characterise the behaviour of the liquid-liquid mass transfer of the water 

experiment based on the results of the previous hydrodynamic phenomenological analysis in 2.3.  

6.4.1 Average concentration evolution model 

 

We detail here the general solution of the evolution of the concentration of thymol in the water 

experiment without making assumptions of the model used in the study of Kim & Fruehan [32]. The 

mass transfer equation of thymol in each phase gives 

 
𝑑𝐶𝑤

𝑑𝑡
= −

𝐾𝑤𝐴

𝑉𝑤

(𝐶𝑤 − 𝐶𝑤′) = 𝐽 < 0 (6.22) 

 
𝑑𝐶𝑜

𝑑𝑡
= −

𝐾𝑜𝐴

𝑉𝑜

(𝐶𝑜 − 𝐶𝑜′) = −𝐽 > 0 (6.23) 

   

where 𝐶𝑤 (g/𝐿)  and 𝐶𝑜 (g/𝑙)  are respectively the concentration of thymol in water and oil bulk, 

𝐶𝑤′ (g/𝑙) and 𝐶𝑜′ (g/𝑙) are respectively the concentration of thymol at the interface on water and oil 

side, 𝐾𝑤(𝑚/𝑠) and 𝐾𝑜(𝑚/𝑠) are respectively the mass transfer coefficient of thymol in water and oil, 

𝑉𝑤(𝑚3) 𝑎𝑛𝑑 𝑉𝑜(𝑚3) are respectively the water and oil volume and 𝐽 (𝑔/𝑚3𝑠) is the diffusive flux. The 

partition coefficient of thymol comparing the solubilities of thymol in water and oil at equilibrium can 

be given by 

 𝑃 =
𝐶𝑜′

𝐶𝑤′
 (6.24) 

   

Using mass balance for thymol between water and oil from (6.22), (6.23) we can write 

 
𝑉𝑤𝑑𝐶𝑤

𝑑𝑡
+

𝑉𝑜𝑑𝐶𝑜

𝑑𝑡
= 0 (6.25) 

   

After time integration we can write 

 𝑉𝑤𝐶𝑤 + 𝑉𝑜𝐶𝑜 = 𝑉𝑤𝐶𝑤,0 , (6.26) 

   

where 𝐶𝑤,0 (g/𝑙)  is the initial concentration of thymol in water bulk. Using (6.25) and (6.26) we can 

rewrite (6.22) and (6.23) 

 
𝑉𝑜

𝑉𝑤

 
𝑑

𝑑𝑡
[

𝐶𝑜

𝐶𝑤,0

] = −
1

𝜏𝑤

(1 −
𝑉𝑜𝐶𝑜

𝑉𝑤𝐶𝑤,0

) +
𝐶𝑜′

𝜏𝑤𝑃𝐶𝑤,0

 , (6.27) 

 
Τ𝑜

Τ𝑤𝑃
 

𝑑

𝑑𝑡
[

𝐶𝑜

𝐶𝑤,0

] =
𝐶𝑜′

𝜏𝑤𝑃𝐶𝑤,0

−
𝐶𝑜

𝜏𝑤𝑃𝐶𝑤,0

 , (6.28) 

   

with Τ𝑤 = 𝑉𝑤 𝐾𝑤𝐴⁄  and Τ𝑜 = 𝑉𝑜 𝐾𝑜𝐴⁄ , combining (6.27) and (6.28) we can obtain 

 𝑑

𝑑𝑡
[

𝐶𝑜

𝐶𝑤,0

] = −
1

Τ𝑤

 
1 + 𝛽

1 + 𝛼
 

𝐶𝑜

𝐶𝑤,0

+
1

Τ𝑤

 
𝑉𝑤 𝑉𝑜⁄

1 + 𝛼
 , 

(6.29) 

   

with 𝛼 = 𝐾𝑤 𝑃𝐾𝑜⁄  a case-specific constant as we do not know a priori 𝐾𝑤 and 𝐾𝑜 and 𝛽 = 𝑉𝑤 𝑉𝑜𝑃⁄  a 

constant depending only on the fluid quantity and nature. Equation (6.29) is an ordinary differential 

equation which has a solution expressed by  
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 𝐶𝑜

𝐶𝑤,0

= 𝐺𝑒−𝜆𝑡 +
𝑉𝑤

𝑉𝑜

 
1

1 + 𝛽
 , 

 

   

with B a constant on ℝ  and 𝜆 =
1

Τ𝑤

1+𝛽

1+𝛼
. At 𝑡 = 0 we know that 𝐶𝑜,0 = 0 so we can write 

 
𝐺 = −

𝑉𝑤

𝑉𝑜

 
1

1 + 𝛽
 , 

 

   

to obtain the solution for the thymol concentration in the oil phase 

 
𝐶𝑜 =

𝑉𝑤

𝑉𝑜

 
𝐶𝑤,0

1 + 𝛽
(1 − 𝑒−𝜆𝑡) . 

(6.30) 

   

Using (6.26) and (6.30) we can obtain the time expression of  thymol concentration in the water phase 

 
𝐶𝑤 = 𝐶𝑤,0 −

𝐶𝑤,0

1 + 𝛽
(1 − 𝑒−𝜆𝑡) . 

(6.31) 

   

Following (6.31), we can see that the concentration of thymol follow an exponential decay from the 

initial value 𝐶𝑤,0  to an equilibrium value of 𝐶𝑤,0 − 𝐶𝑤,0 (1 + 𝛽⁄ ). The concentration decay time is 

given by 

 𝑇𝑐 = 1 𝜆⁄   

 
𝑇𝑐 = Τ𝑤

1 + 𝛼

1 + 𝛽
 

 

   

𝛼 and 𝛽 need to be small to have a minimum concentration decay time around 𝑇1~ 𝑉𝑤 𝐾𝑤𝐴⁄ . In the 

water experiment of [32], the authors consider that the assumption that 𝛼 ≪ 1  is suitable to 

reproduce the mass transfer configuration of the desulfurization process meaning that the steel phase 

mass transfer is controlled by the steel phase mass transfer resistance. With these assumptions and 

from their measurement of the mass transfer of thymol from water to the oil phase they determined 

using  (6.24) and (6.26) the following expression to determine the mass transfer coefficient from the 

water concentration 

 
1

[𝐶𝑤(1 +  𝛽) −  𝐶𝑤,0𝛽]

𝑑𝐶𝑤

𝑑𝑡
=

𝐾𝑤𝐴

𝑉𝑤

 ,  

   

and after integration we obtain 

 
𝑙𝑛 [

𝐶𝑤

𝐶𝑤,0
(1 +  𝛽) −  𝛽]

1 +  𝛽
=

𝐾𝑤𝐴

𝑉𝑤

𝑡 . 
(6.32) 

   

With relation (6.32), it is possible to compute directly the product of the mass transfer coefficient with 

interfacial area per volume unit as a function of the measured thymol concentration in water. Because 

of its simplicity, we will use this formulation to determine the mass transfer coefficient in the 

experimental results. 

6.4.1.1 Comparison of three typical cases 

 

In the following comparison, we denote by the indices 𝑤 both the water and liquid steel phase and use 

the indices 𝑜 for both the oil and slag phase. 
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We gather the main quantities characterizing the mass transfer for three cases corresponding to two 

water experiments and an industrial ladle experiment in Table 6.5.  

Notation Expression Our 
experiment 

Kim & 
Fruehan 

[32]  

Lachmund et al. 
(Industrial ladle) 

[8]  

𝒎 𝜇𝑤/𝜇𝑜 1.3 10−2 3.0 10−2 5.4 10−2 

𝒓 𝜌𝑤/𝜌𝑜 1.1  1.1 2.4 

𝑫𝒓 𝐷𝑤/𝐷𝑜 100 43 16 

𝑺𝒄𝒎 𝜈𝑤/𝐷𝑤  1.5 103 1.5 103 1.8 102 

𝑺𝒄𝒔 𝜈𝑜/𝐷𝑜 1.3 107 2.4 106 1.3 105 

𝑷 𝐶𝑜′ 𝐶𝑤′⁄  350 350 350 

𝜷 𝑉𝑤/𝑃𝑉𝑜  8.5 10−3 8.5 10−3 8.6 10−2 

Table 6.5: Main dimensionless physical properties of the steel equivalent phase and the slag equivalent phase for our 
experiment and the experiments of [8, 32]. The partition coefficient ratio has been considered as a constant value 
corresponding to the case of thymol between water and oil as it is not given nor measured in most of the industrial case. 

6.4.2 Concentration boundary layer structure 

 

We consider the water-oil interface covered by boundary layers, the velocity on the interface is on 

average 𝑈𝐼(𝑥) where 𝑥, 𝑦 is an orthogonal system of curvilinear coordinates following the surface. 

Velocity outside the boundary layer is 𝑈0,𝑤  and we can guess that 𝑈0,𝑤  is proportional to 𝑤𝑀  the 

vertical velocity of the bubble plume. The surface is located at 𝑦 = 0. The boundary layer structure is 

described in Figure 6.8. 

  

(a) (b) 

Figure 6.8: Boundary layer structure. (a) Momentum boundary layers. The average velocity on the interface is 𝑈𝐼(𝑥). In the oil 
layer 𝑅𝑒𝑜,𝑤 is low and so a laminar regime of Nusselt type is considered. The water layer has a high 𝑅𝑒𝑜,𝑤 so a turbulent 

regime is considered. (b) Concentration boundary layers. The values on the interface are determined by a partition law at 
equilibrium with 𝐶𝑜

′ = 𝑃𝐶𝑤
′ . For easier reading 𝑃 ratio is not represented scaled on the figure. 
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The transport equation of thymol concentration in water or oil is 

 
𝜕𝐶

𝜕𝑡
+ 𝑈 ⋅ ∇𝐶 = 𝐷𝑝∇2𝐶 (6.33) 

The partition law at the interface is replaced by a Dirichlet condition 

 𝐶(𝑥, 0) = 𝐶𝑝
′  , (6.34) 

where 𝑝 represents the generic indices of phase which can be 𝑤 or 𝑜 and with 𝐶𝑤
′ = 0 𝑎𝑛𝑑 𝐶𝑜

′ = 1. 

Far from the interface we have 𝐶(𝑥, 𝑦) → 𝐶𝑝,∞(𝑡). The 𝐶 quantity is a passive scalar, meaning that the 

velocity field 𝑈(X, t) is given and is not influenced by 𝐶 . We can modify 𝐷𝑝  without affecting the 

velocity field solution. We suppose that the flow is stationary and that the possible oil droplets do not 

get deformed too rapidly. This assumption will be verified below. Within a boundary approximation 

expressed by Schlichting [44] we have 

 𝑈(𝑥, 𝑦)
𝜕𝐶

𝜕𝑥
= 𝐷

𝜕2𝐶

𝜕𝑦2
 (6.35) 

We make the following assumption 

 𝐶(𝑥, 𝑦) = 𝐶𝑝,∞𝑓[𝑦/𝛿𝑐,𝑝(𝑥)] , (6.36) 

where δ𝑐,𝑝  is the concentration boundary layer thickness of the p phase. We simplify the velocity 

profile 

 𝑈(𝑥, 𝑦) = 𝑈𝐼(𝑥) + ω𝑝(𝑥)𝑦 , (6.37) 

where 

 𝜔𝑤(𝑥) =
𝜕𝑈(𝑥, 0−)

𝜕𝑦
 , 𝜔𝑜(𝑥) =

𝜕𝑈(𝑥, 0+)

𝜕𝑦
 . (6.38) 

Then we have 

 
𝜕𝐶

𝜕𝑥
= 𝐵(𝑥, 𝑦)

𝜕2𝐶

𝜕𝑦2
 , (6.39) 

and the diffusion coefficient is equal to 

 𝐵(𝑥, 𝑦) =
𝐷𝑝

𝑈𝐼(𝑥) + ω𝑝(𝑥)𝑦
 . (6.40) 

If we consider 𝑥 as a time we have a diffusion problem with a diffusion coefficient dependant on y and 

t. Because 𝑈𝐼  is positive, this coefficient is positive for small 𝑦 but negative for 

 𝑦 > 𝑦𝑝(𝑥) = 𝑈𝐼(𝑥)/|ω𝑝(𝑥)| (6.41) 

Moreover, for the water phase 𝐷𝑤  changes sign converging toward infinity, meaning that the 

boundary layer cannot exist for  𝑦 > 𝑦𝑝(𝑥). Because of this, we find two limits for the water case, the 

first one is a free surface limit, the other one is a rigid surface. For the oil layer case, we find only one 

limit which is the free surface one. 
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6.4.2.1 Free surface limit 

 

In the following, we consider only one fluid delimited by a free surface, this development is valid for 

the two phases. We take in each phase the self-similar variable applied to the concentration boundary 

layer 

 η =
|𝑦|

δ𝑐,𝑝(𝑥)
, 𝑓′ =

𝑑𝑓

𝑑η
, δ𝑐,𝑝

′ =
𝑑δ𝑐,𝑝

𝑑x
 (6.42) 

We are in the limit of 𝑈𝐼 ≫ 𝜔𝑝 and |𝑦| ∼ δ𝑐,𝑝. Equation (6.39) can be reduced to a separated variables 

equation 

 𝑈𝐼δ𝑐,𝑝
′δ𝑐,𝑝 =

𝐷𝑝

η
(ln 𝑓′)′ (6.43) 

The solution is 

 δ𝑐,𝑝(𝑥)  ∼ [∫
𝐷𝑝

𝑈𝐼(𝑠)
d𝑠

𝑥

0

]

1/2

 (6.44) 

where we are neglecting the multiplying factors 2 and 3. The mass transfer coefficient per surface unit 

is 

 𝐾𝑝,𝐼(𝑥)~
𝐷𝑝

δ𝑐,𝑝(𝑥)
 (6.45) 

Therefore, the following scaling law 𝐾𝑝,𝐼 ∼ 𝐷𝑝
1/2𝑓(𝑅𝑒) ∼ 𝑆𝑐−1/2𝑓(𝑅𝑒) . We can define a 

characteristic velocity by 

 
1

𝑢𝐼

≔  
1

𝐿
∫

1

𝑈𝐼(𝑥)
d𝑥

𝐿

0

, (6.46) 

where 𝑥 = 0 and 𝑥 = 𝐿 are the beginning and end position of the boundary layer. For a droplet of size 

𝑑 or a wave of the same wavelength 𝑑 we can take 𝐿 ∼ 𝑑. So, we can write 

 𝐾𝑝,𝐼 ∼ (
𝐷𝑝𝑢𝐼

𝑑
)

1/2

, (6.47) 

valid for each phase in agreement with the free surface theory of 6.2. To go further we must have an 

estimation of the interfacial velocity 𝑢𝐼. 

 

6.4.2.2 Rigid surface limit 

 

This development is valid only for the water phase. When 𝑈𝐼 ≪ 𝜔𝑤 the Equation (6.39) can be reduced 

to a separated variable equation 

 𝜔𝑤δ𝑐,𝑤
′δ𝑐,𝑤

2 =
𝐷𝑤

η2
(ln 𝑓′)′ (6.48) 
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The solution is 

 δ𝑐,𝑤 = [∫
𝐷𝑤

𝜔𝑤(𝑥)
d𝑥]

1/3

, (6.49) 

where we are neglecting the multiplying factor 2 and 3. The mass transfer coefficient per surface unit 

is 

 𝐾w,ω =
𝐷𝑤

δ𝑐,𝑤

 . (6.50) 

Therefore, the following scaling law can be written 𝐾𝑤,𝜔 ∼ 𝐷𝑤
2/3 ∼ 𝑆𝑐−2/3 . We can define the 

following characteristic shear stress 

 
1

ω
 =

1

L
∫

1

ω𝑤(𝑥)
d𝑥

𝐿

0

 , (6.51) 

where 𝑥 = 0 and 𝑥 = 𝐿 are the beginning and end position of the boundary layer. For a droplet of size 

𝑑 or a wave of the same wavelength 𝑑 we can take 𝐿 ∼ 𝑑. So, we can write 

 𝐾w,ω ∼ (
𝐷𝑤

2ω

𝑑
)

1/3

. (6.52) 

To go further we must have an estimation of the characteristic shear stress ω. 

 

6.4.3 Momentum boundary layer structure 

 

If we compare the mass transfer coefficients of the two limiting cases for the water phase, we got 

 
𝐾𝑤,𝐼

𝐾𝑤,ω

∼ (
𝑢𝐼

3

𝐷𝑤𝑑ω𝑤²
)

1/6

 (6.53) 

To go further, we need a relation between 𝑢𝐼 and ω by analysing the momentum boundary layers. The 

tangential viscous shear continuity leads to 

 𝜇𝑤𝜔𝑤 = 𝜇𝑜𝜔𝑜 (6.54) 

   

6.4.3.1 Possible cases in oil and water 

 

For each phase we could consider three cases depending on the flow regime: turbulent (T), laminar 

boundary layer (BL) and Nusselt profile (N). We end up with nine cases, but in the water or liquid steel 

phase 𝑅𝑒𝑤 ≃ 104 , so only the turbulent case is possible. Then, the three cases to be considered are a 

turbulent flow regime in the oil phase (TO), a laminar boundary layer in the oil phase (BLO) and a 

Nusselt profile in the oil phase (NO). In the following, we will only consider the Nusselt profile (NO) in 

the oil layer. 
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6.4.3.2 Turbulent boundary layer in water 

 

For a turbulent boundary layer in water, the shear stress is 

 τ𝑤 = ρ𝑢∗
2 , (6.55) 

where u∗ is the shear velocity or friction velocity and can be approximated by 

 𝑢∗ =
𝜅𝑈0,𝑤

𝑙𝑛 𝑅𝑒0,𝑤

 , (6.56) 

where κ is the Von Karman constant and 

 𝑅𝑒0,𝑤 = 𝜌𝑤𝑈0,𝑤ℎ𝑤/𝜇𝑤 . (6.57) 

From the relation (6.55) we get 

 ωw = cT

U0,w
2

νw

, (6.58) 

where the turbulent constant is given by 

 𝑐𝑇 =
κ

ln Re0,𝑤

 . (6.59) 

From (6.52) we can get 

 𝐾𝑤,ω = 𝑆𝑐−2/3(Re/𝑐𝑇)−1/3𝑈0,𝑤 (6.60) 

An alternative to this theory is to consider turbulent fluctuations or eddies in the viscous sub-layer of 

thickness δ∗ = ν/u∗ where each eddy is associated to a small-scale boundary layer described as above, 

but with the eddy scale: 

- the development length of the small-scale boundary layer is the sublayer scale 𝑑 = 𝛿∗ ; 

- the shear in the small-scale boundary layer is ω = u∗/δ∗. 

Then we get 

 𝐾𝑤,ω = 𝑆𝑐−2/3𝑢∗ = 𝑐𝑇𝑆𝑐−2/3𝑈0,𝑤 (6.61) 

This agrees with Kader & Yaglom [94] and Calmet & Magnaudet [95], on the other hand, Shaw & 

Hanratty [96] find an exponent of −0,7 on the Schmidt number. 

6.4.3.3 Nusselt profile in the oil layer 

 

The oil layer can be approximated as a thin film if ℎ𝑜/𝑑 ≪ 1 and a parabolic laminar flow in the oil is 

considered. In this thin film, the mass rate flowing through a slice is null, the oil flow is recirculating 

(Figure 6.9). 
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(a) (b) 
Figure 6.9: Recirculation in the oi layer. (a) Global view. (b) Details of the oil layer with a parabolic profile. 

The flow within the oil layer is parabolic and generated by shearing of water flow from below and from 

a hydrostatic pressure gradient which causes the returning flow in the top part. This case corresponds 

to a Nusselt profile in the oil phase abbreviated NO. The oil flow is thin and is approximated in each 

slice by a Poiseuille parabolic profile also called Nusselt profile 

 𝑢(𝑦′) = 𝑢𝐼[−1 + (3/2)(𝑦/ℎ𝑜)(2 − 𝑦/ℎ𝑜)] , (6.62) 

and the shear in the bottom part is ωo = 3uI/ho which gives 

 𝑦𝑜 =
3ℎ𝑜

2
 , (6.63) 

where ℎ𝑜 is the oil thickness. For this Poiseuille flow in the oil layer we have 

 τ𝑜 = μ𝑜

3𝑢𝐼

ℎ𝑜

 . (6.64) 

Combining this with (6.58) we get 

 𝑢𝐼
𝑁𝑂 =  

𝑐𝑇

3
𝑚𝑅𝑒0,𝑤

ℎ0

𝑑
𝑈0,𝑤 , (6.65) 

where 𝑚 = 𝜇𝑤/𝜇𝑜, we can then get 

 𝑅𝑒𝐼,𝑜
𝑁𝑂 =

[𝑢(ℎ𝑜) − 𝑢(0)]ℎ𝑜

𝜈𝑜

=
𝑐𝑇

2

ℎ0
2

𝑑2

𝑚2

𝑟
𝑅𝑒0,𝑤

2  , (6.66) 

where 𝑟 = 𝜌𝑤/𝜌𝑜. 
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6.4.4 Transport coefficients 

6.4.4.1 In the water phase 

 

From the above assumptions, we can get two possible relations for the transport coefficients 

depending if we consider a laminar boundary layer in the oil phase case or a Nusselt profile in the oil 

phase case. In the Nusselt profile in the oil phase case from (6.47) and (6.65) we have 

 𝐾𝑤,𝐼  =  (
𝑚𝑐𝑇

3
)

1/2

𝑆𝑐−1/2 (
ℎ𝑜

𝑑
)

1/2

𝑈0,𝑤 (6.67) 

We also have from (6.60) 

 𝐾𝑤,ω = 𝑆𝑐−2/3(Re/𝑐𝑇)−1/3𝑈0,𝑤 (6.68) 

The Reynolds number is given by 

 𝑅𝑒 =
𝑤𝑀𝑧𝑆

𝜈𝑤
 (6.69) 

In a general way, we get from (6.53) 

 
𝐾𝑤,𝐼

𝐾𝑤,ω

∼ (
𝑢𝐼

3

𝐷𝑤𝑑ω𝑤
2

)

1/6

, (6.70) 

and get 

 
𝐾𝑤,𝐼

𝐾𝑤,𝜔

∼ (8𝑐𝑇)−1/6𝑚1/2 (
ℎ𝑜

𝑑
)

1/2

𝑆𝑐1/6𝑅𝑒1/3. (6.71) 

The transition between the two behaviours in the Nusselt profile in the oil phase case, if it is additive, 

can be expressed by 𝐾𝑤 = 𝐾𝑤,𝐼 + 𝐾𝑤,𝜔 and so 

 𝐾𝑤
𝑁𝑂/𝑤𝑀  =  𝑎   𝑚1/2𝑆𝑐−1/2 (

ℎ𝑜

𝑧𝑆

)
1/2

+ 𝑏𝑆𝑐−2/3𝑅𝑒−1/3 , (6.72) 

where we have considered 𝑤𝑀/𝑈0,𝑤, 𝑑/𝑧𝑆 as constant factors and where all the other factors have 

reduced to a and 𝑏. Finally, the Sherwood number which can be written using the Schmidt and the 

Reynolds number is given by 

 
𝑆ℎ𝑤 =

𝐾𝑤𝑅𝑒𝑆𝑐𝑤

𝑤𝑀
 

(6.73) 

Then we can rewrite (6.72) to obtain 

 𝑆ℎ𝑤
𝑁𝑂  =  𝑎 𝑚1/2𝑆𝑐1/2𝑅𝑒 (

ℎ𝑜

𝑧𝑆

)
1/2

+ 𝑏 𝑆𝑐1/3𝑅𝑒2/3 (6.74) 

If we consider a classical turbulent boundary layer theory of [94] with a relation of (6.61) type, we get 

 𝑆ℎ𝑤
𝑁𝑂−𝐾𝑌  =  𝑎 𝑚1/2𝑆𝑐1/2𝑅𝑒 (

ℎ𝑜

𝑧𝑆

)
1/2

+ 𝑏 𝑆𝑐1/3𝑅𝑒 (6.75) 

The correlations give 𝑆ℎ = 𝑓(𝑅𝑒, 𝑆𝑐) but the control parameter is the injected gas flow rate from 

which we can be computed the modified Froude number. In order to re-express the correlations with 

the modified Froude number 𝑆ℎ = 𝑓(𝑁, 𝑆𝑐)  we consider that the vertical velocity in the water is 
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described as in 2.3.2 with the rectilinear bubble plume description 𝑈 = (𝑔²𝑄)1/5. Then we can rewrite 

the Reynolds number as a function of the modified Froude number 

 
𝑅𝑒 =

𝑈𝐿𝑥

4𝜈𝑤

, 
 

 𝑅𝑒 = (
𝐿𝑥²𝑔ℎ𝑤

16𝜈𝑤
2

)

1/2

𝑁 . (6.76) 

   

If we consider the Archimedes number given by 

 𝐴𝑟 =
𝑔𝐿𝑐

3𝜌𝑤(𝜌𝑤 − 𝜌𝑔)

𝜇𝑤
2

 , (6.77) 

   

and that 𝐿𝑥~ ℎ𝑤  and neglect the air density compared to the water one 𝜌𝑔 ≪ 𝜌𝑤  we can rewrite 

(6.76) using (6.77) to obtain 

 𝑅𝑒 = (
𝐴𝑟

16
)

1/2

𝑁 (6.78) 

   

Finally we can re-express the correlations (6.74) and (6.75) with the modified Froude number and the 

Archimedes number 

 𝑆ℎ𝑤
𝑁𝑂 =  𝑎2 (

ℎ𝑜𝑚𝐴𝑟

ℎ𝑤16
)

1/2

𝑆𝑐𝑤
1/2𝑁 + 𝑏2 (

𝐴𝑟

16
)

1/3

𝑆𝑐𝑤
1/3𝑁2/3 (6.79) 

 
𝑆ℎ𝑤

𝑁𝑂−𝐾𝑌 =  𝑎3 (
ℎ𝑜𝑚𝐴𝑟

ℎ𝑤16
)

1/2

𝑆𝑐𝑤
1/2𝑁 + 𝑏3 (

𝐴𝑟

16
)

1/2

𝑆𝑐𝑤
1/3𝑁 

(6.80) 

 

6.4.4.2 In the oil phase 

 

In the oil layer, the boundary layer theory in the free surface limit can be applied. Applying (6.47) we 

have in that case 𝐾𝑜 = 𝐾𝑜,𝐼 and  

 Ko  ∼ ( 
𝐷ouI

𝑑
)

1
2

 , (6.81) 

combined with (6.65) it gives 

 𝐾𝑜 = (
𝑐𝑇𝑟ℎ𝑜

3𝑑
)

1/2

𝑆𝑐𝑜
−1/2𝑈0,𝑤  . (6.82) 

The theory is still applicable if the boundary layer thickness is smaller than the thickness given in (6.41), 

(6.64). We get 

 
δ

ℎ𝑜

=
𝐷𝑜

𝐾𝑜ℎ𝑜

∼ 𝑆𝑐𝑜
−1/2

𝑅𝑒𝑜
−1 (

𝑐𝑇𝑚

3
)

−1/2

(
ℎ0

𝑑
)

−1/2

, (6.83) 

which is equal to the inverse of the Sherwood number for the oil. For our experimental configuration, 

we get 

 
δ

ℎ𝑜

= 𝑆ℎ𝑜
−1 ≃ 2 10−4 (6.84) 
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6.4.4.3 Comparison of three typical cases 

 

For a simulation of a given water experiment, where only the 𝑆𝑐  varies it would allow to do an 

extrapolation. It means that we could try to fit 𝑎 and 𝑏 from the simulations at “doable” 𝑆𝑐 values with 

DNS and then extrapolate the results toward the experimental 𝑆𝑐 value. 

In the following comparison, we denote by the indices 𝑤 both the water and liquid steel phase and use 

the indices 𝑜 for both the oil and slag phase. We gather the main quantities characterizing the flow at 

a minimum gas flow rate for two water experiments and an industrial ladle experiment in Table 6.6. 

Table 6.7 gives a comparison of the values of the dimensionless number of interest and Table 6.8 gives 

the values of the mass transfer computations for three different experiments. 

 

Notation Expression Uni
t 

Our 
experiment 

Our 
simulation 

Kim & 
Fruehan 

[32]   

Lachmund et al. 
(Industrial ladle) 

[8]  

𝑸𝒎𝒊𝒏   𝑚3

/𝑠 
1.0 10−5 1.0 10−5 8.3 10−6 5.2 10−3 

𝑼𝟎,𝒘,𝒑𝒍𝒖𝒎𝒆 (𝑔2𝑄/ℎ𝑤)1/3 𝑚/𝑠 7.9 10−2  5.7 10−2 2.5 10−1 

𝑼𝟎,𝒘,𝒓𝒆𝒄𝒕𝒊𝒍𝒊𝒏𝒆𝒂𝒓 (𝑔2𝑄)1/5 𝑚/𝑠 2.5 10−1  2.4 10−1 8.7 10−1 

𝑼𝒘,𝒎𝒂𝒙(𝒚 = 𝒉𝒘)  𝑚/𝑠  1.8 10−1   

𝑹𝒆𝟎,𝒘 𝑈0,𝑤𝐿𝑥𝜌𝑤/4𝜇𝑤  1.7 104 1.2 104 2.7 104 9.0 105 

𝒄𝑻 0.4 ln(𝑅𝑒0,𝑤)⁄   4.1 10−2 4.3 10−2 3.9 10−2 2.9 10−2 

𝒖𝑰
𝑵𝑶 

 
𝑐𝑇

3
𝑚𝑅𝑒0,𝑤

ℎ𝑜

𝑑
𝑈0,𝑤 

𝑚/𝑠 7.2 10−2 3.9 10−2 3.5 10−2 4.0 101 

𝑹𝒆𝒐
𝑵𝑶 𝑢𝐼

𝑁𝑂ℎ𝑜𝜌𝑜/𝜇𝑜  13 3 1 9.0 104 

Table 6.6: Main global and interfacial velocity characterization of the steel equivalent phase and the slag equivalent phase 
established from several correlations from the value of the minimum gas flow rate for our experiment and numerical 
simulation and the experiments of [8, 32].  

Notation Expression Our experiment Kim & Fruehan 
[32] 

Lachmund et al. (Industrial ladle) 
[8] 

𝑩𝒐𝒘,𝒐 ∆𝜌𝑔ℎ𝑜²/𝜎𝑤𝑜 1.2 103 1.1 104 8.0 105 

  ∆𝜌𝑔ℎ𝑤/(𝜎𝑤𝑜 ℎ𝑜⁄ ) 4.1 101 3.8 102 2.0 104 

𝑮𝒂 𝜌𝑤∆𝜌𝑔ℎ𝑤
3/𝜇𝑤² 6.3 109 9.9 1010 3.0 1014 

𝑭𝒓𝒐 𝑢𝐼/√𝑔ℎ𝑜 8.8 10−2 3.3 10−2 1.4 101 

Table 6.7: Main dimensionless numbers for our experiment and the experiments of [8, 32].  
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Notation Expression Unit Our 
experiment 

Kim & 
Fruehan 

[32] 

Lachmund  
et al. 

[8] 

𝑲𝒘,𝑰/𝑲𝒘,𝝎 (8𝑐𝑇)−1/6𝑚1/2(ℎ𝑜 𝑑⁄ )1/2𝑆𝑐𝑤
1/6𝑅𝑒1/3  1.8 1.2 1.1 101 

𝑲𝒘 𝑚1/2𝑆𝑐𝑤
−1/2(ℎ𝑜 ℎ𝑤⁄ )1/2

+ 𝑆𝑐𝑤
−2/3𝑅𝑒−1/3 

𝑚/𝑠 8.4 10−5 6.6 10−5 3.3 10−4 

𝜹𝒄,𝒘/𝑳𝒙 𝐷𝑤/(𝐾𝑤𝐿𝑥)  3.00 10−5 2.3 10−5 4.0 10−6 

𝑲𝒘,𝒆𝒙𝒑   𝑚/𝑠 2.9 10−3 1.6 10−3 2.3 10−1 

𝜹𝒄,𝒐,𝒆𝒙𝒑/𝑳𝒙 𝐷𝑤/(𝐾𝑤,𝑒𝑥𝑝𝐿𝑥)  8.8 10−7 9.5 10−7 5.9 10−9 

𝑲𝒐 (𝑐𝑇𝑟ℎ𝑜 3𝑑²⁄ )1/2𝑆𝑐𝑜
−1/2𝑈0,𝑤 𝑚/𝑠 2.7 10−6 1.4 10−6 1.2 10−4 

  (𝐷𝑜𝑢𝐼/𝐿𝑥)1/2  2.7 10−6 1.4 10−6 1.2 10−4 

𝜶 𝐾𝑤/𝑃𝐾𝑜   8.9 10−2 1.3 10−1 8.1 10−3 

𝑻𝒄 𝑉𝑤/(𝐾𝑤𝐿𝑥²) 𝑠 2.4 102 5.5 103 7.6 103 

Table 6.8: Mass transfer properties of the steel and slag equivalent phase in the case of a Nusselt profile in the slag equivalent 
phase for our experiment and the experiments of [8, 32].  

6.4.5 Mass transfer coefficient in oil droplets 

 

We are considering a small spherical droplet of diameter 𝑑𝑑 detaching from the oil layer and migrating 

back to the oil layer. Meaning that it is rising toward the oil at a velocity 𝑢𝑑. The Archimede number 

for a rising droplet is 

 𝐴𝑟𝑤,𝑜 =
𝜌𝑤(𝜌𝑤 − 𝜌𝑜)𝑔𝑑𝑑

3

𝜇𝑤
2

 (6.85) 

Considering a typical droplet of diameter 𝑑𝑑 = 1𝑚𝑚  size we find 𝐴𝑟𝑤,𝑜  =  1640  which is small 

enough to make the viscous approximation of Stokes drag for the sedimentation velocity given by 

 𝑢𝑑 =
(𝜌𝑤 − 𝜌𝑜)𝑔𝑑𝑑

2

18𝜇𝑤

 (6.86) 

Considering that 𝑢𝑑 ≃ 0,04 𝑚 𝑠⁄  which is of the same order than 𝑈0,𝑤  and could explain why the 

droplet has difficulty to rise the “downward current”. Of course, the bigger the droplet is the easier it 

will rise. The transports coefficients are computed from the flow structure inside the droplet. The flow 

inside is very viscous, the droplet surface velocity is 𝑢𝐼,𝑑 . To compute it we estimate  

𝜔𝑜,𝑑  = 𝑢𝐼,𝑑 𝑑𝑑⁄ , 𝜔𝑜,𝑑  = (𝑢𝑑 − 𝑢𝐼,𝑑) 𝑑𝑑⁄  and use (6.54) because 𝑚 ≪ 1 𝑢𝐼,𝑑 ≃ 𝑚𝑢𝑑  we can get 

𝐾𝑜,𝑑 = (𝐷𝑜𝑢𝐼,𝑑/𝑑𝑑)
1/2

. We can write 

 𝐾𝑤,𝑑 ≃ 𝑎  (
𝐷𝑤

2 ω𝑤

𝑑𝑑

)

1/3

+ 𝑏𝑚1/2  (
𝐷𝑤𝑢𝑑

𝑑𝑑

)
1/2

, (6.87) 

which can be written as 

 𝐾𝑤,𝑑/𝑢𝑑 ∼ 𝑎𝑃𝑒−2/3 + 𝑏 𝑚1/2𝑃𝑒−1/2. (6.88) 

We find 𝑃𝑒 ≔ 𝑆𝑐𝑤𝑅𝑒𝑑 ≃ 6.104 . The concentration decrease time is given with the following 

expression 
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 𝑇𝑐 =
𝑉𝑤

𝐾𝑤,𝑑𝐴𝑑

1 + 𝛼𝑑

1 + 𝛽𝑑

 , (6.89) 

where 𝐴𝑑 = 𝜋𝑑𝑑
2  is the droplet surface, 𝛼𝑑 and 𝛽𝑑 are defined as previously but with the parameters 

of the oil droplet. For our experimental configuration, we consider a droplet of 1mm of diameter and 

we find 𝛽𝑑 ≫ 1 which is expected for a relatively small droplet. 𝛽𝑑 is a capacity ratio, meaning that the 

ability of the droplet to store thymol is much lower than the water one. On the other hand, still within 

our experimental configuration, we find 𝛼𝑑 ≃ 6.9. 10−2  meaning that the transport coefficient 

depends principally on 𝑚, 𝑟 and 𝑆𝑐, so, it is independent of the length scale. We can then do the 

following approximation  

 𝑇𝑐,𝑑 ≃
𝑉𝑑𝑃

𝐾𝑤,𝑑𝐴𝑑

 (6.90) 

For an oil droplet of 1mm size, it gives in our case 𝑇𝑐,𝑑 ≃ 510 𝑠! Meaning that the droplet is saturated 

with thymol concentration and do not contribute to thymol absorption after this time. We should add 

the droplet contribution to mass transfer but only for time 𝑡 ≪ 𝑇𝑐,𝑑. This time has to be compared to 

the rising time. For a droplet at a depth ℎ𝑤/2 the rising time is 𝑇𝑑 = ℎ𝑤/(2𝑢𝑑). For our experimental 

configuration, it is 𝑇𝑑 ≃ 2.3 𝑠. Therefore, the droplet rises before getting thymol saturated. 

6.4.5.1 Comparison of three typical cases 

 

In the following comparison, we denote by the indices 𝑤 both the water and liquid steel phase and use 

the indices 𝑜 for both the oil and slag phase. We gather the main quantities characterizing the mass 

transfer of a slag equivalent droplet for three cases corresponding to two water experiments and an 

industrial ladle experiment in Table 6.9.    

Notation Expression Unit Our 
experiment 

Kim & 
Fruehan 

[32] 

Lachmund et al. 
(Industrial ladle) 

[8] 

𝒅𝒅   𝑚 1.0 10−3 1.0 10−3 1.0 10−3 

𝑽𝒅 𝜋𝑑𝑑
3/6 𝑚3 5.2 10−10 5.2 10−10 5.2 10−10 

𝜷𝒅 𝑉𝑤/𝑃𝑉𝑑  7.9 103 4.1 105 1.5 108 

𝑨𝒓𝒘,𝒐 𝜌𝑤∆𝜌𝑔𝑑𝑑
3/𝜇𝑤²  4.1 102 5.9 102 4.8 103 

𝒖𝒅 (𝜌𝑤 − 𝜌𝑜)𝑔𝑑𝑑
2 18𝜇𝑤⁄  𝑚/𝑠 4.4 10−2 6.2 10−2 4.0 10−1 

𝒖𝑰,𝒅 𝑢𝑑𝜇𝑤/𝜇𝑜 𝑚/𝑠 5.5 10−4 1.9 10−4 2.2 10−2 

𝑻𝒄,𝒅 𝑉𝑑𝑃/(𝐾𝑤2𝜋𝑑𝑑
2) 𝑠 5.1 102 8.9 102 1.8 102 

𝝎𝒐 𝑢𝐼,𝑑/𝑑𝑑 1/𝑠 5.5 10−1 1.9 10−1 2.2 101 

𝝎𝒘 𝑢𝑑/𝑑𝑑 1/𝑠 4.4 101 6.2 101 4.0 102 

𝑲𝒘,𝒅 (𝐷𝑤
2 ω𝑤 𝑑𝑑⁄ )1/3

+ 𝑚1/2 (𝐷𝑤𝑢𝑑 𝑑𝑑⁄ )1/2 

𝑚/𝑠 4.7 10−5 4.2 10−5 5.1 10−4 

𝑲𝒐,𝒅  (𝐷𝑜𝑢𝐼,𝑑 𝑑𝑑⁄ )
1/2

 𝑚/𝑠 1.9 10−6 1.1 10−6 7.8 10−5 

𝜶𝒅 𝐾𝑤/(𝑃𝐾𝑜)  6.9 10−2 1.1 10−1 1.9 10−2 

𝑷𝒆 𝑆𝑐𝑤𝑅𝑒𝑑  6.4 104 9.1 104 9.2 104 

𝑻𝒅 ℎ𝑤/2𝑢𝑑 𝑠 2.3 3.6  4.0 

Table 6.9: Mass transfer properties of a slag equivalent phase droplet for our experiment and the experiments of [8, 32].  
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6.5 SUMMARY 
 

In this chapter, we have first presented the existing mass transfer models in the literature established 

mainly for gas-liquid configuration from the simple film theory to more elaborated model as the 

surface divergence model. Later, we have seen that in most of the experimental studies measuring the 

mass transfer with water or liquid metal experiments different mass transfer regimes were observed 

when the gas flow rate is above a critical value. 

To perform our experimental measurement, we add thymol in the water phase as a chemical tracer. 

According to Kim & Fruehan [32], the use of thymol as a chemical tracer is expected to reproduce the 

mass transfer configuration of the desulfurization process in an industrial ladle. In [32] the authors 

assumed that the ratio of the mass transfer coefficient in the water and oil phase are small. We also 

follow this assumption to determine the mass transfer coefficient of thymol in water from the 

evolution of its concentration in our experiment. 

Finally, we have tried to characterize the various mass transfer configurations through a 

phenomenological analysis. In this analysis, we established correlations to determine the Sherwood 

number as a function of the Reynolds and Schmidt number. These correlations are built from a 

hydrodynamic analysis considering the free surface and rigid surface as the two limiting cases. From 

the liquid steel equivalent phase side only, a turbulent regime is considered while for the slag 

equivalent phase, a laminar boundary layer, parabolic profile or a turbulent flow regime are possible. 

We only treated the case of a parabolic or Nusselt profile in the slag equivalent phase in this 

dissertation.   

  



6-Physical model- mass transfer characterization 
 

108 
 

  



7-Numerical model- mass transfer characterization 
 

109 
 

7 NUMERICAL MODEL- MASS TRANSFER CHARACTERIZATION 

 

The mass transfer numerical model can be thought of as an additional layer to the model used for 

the hydrodynamic characterization. The numerical model used to resolve the flow (cf. 3) is reused here 

to obtain the velocity field. So in the following, we will only give the details necessary to simulate the 

diffusion and advection of a tracer with a velocity field computed following the numerical model of 

chapter 3. The reader is invited to read the chapter 3 for general details of the Basilisk code and the 

numerical model used for the hydrodynamic characterization. 

7.1 LITERATURE REVIEW OF NUMERICAL MASS TRANSFER SIMULATIONS 
 

In the following, we will briefly present different simulations from studies of the literature on DNS of 

mass transfer of chemical species. 

Davidson and Rudman [104] have done VOF-based simulations of mass transfer a deformable interface 

for 2D planar axisymmetric flow. Koynov et al. [105] performed 2D simulations using front 

tracking/front capturing hybrid methods to model reactive mass transfer in bubble swarms. Onea et 

al. [106] developed a VOF model where the authors transformed the physical discontinuous 

concentration field into a continuous numerical field. Marschall et al. [107] build a single field model 

for mass transfer in multiphase flow using a conditional volume-averaging technique and 

concentration jump with the OpenFoam® code. Fleckenstein & Bothe [108] describe a conservative 

VOF method to simulate mass transfer allowing for local volume change. López-Herrera et al. [109] 

used the code Gerris, the ancestor of Basilisk in a different configuration than the other studies to 

simulate advection-diffusion of ionic species with a VOF method for the breakup of a charged liquid 

column. Weiner & Bothe [110] established a subgrid-scale model to be able to predict the mass 

transfer, even for poorly-resolved concentration boundary layers, in the case of convection-dominated 

species transport. More recently, Balcazar et al. [111] proposed a multiple marker level-set model for 

capturing the reactive mass transfer in bubble swarms. 

Globally, we can see that most of the studies mentioned are using VOF methods and are tested with 

the mass transfer from rising bubble. 
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7.2  NUMERICAL MODEL 
 

The time variation of a scalar can be described by the generic scalar transport equation. The 

concentration of a chemical species 𝑐 (mass per unit volume) evolves according to 

 
𝜕𝑐

𝜕𝑡
= 𝛻 ∙ (𝐷𝛻𝑐) − 𝛻 ∙ (𝒖𝑐) + 𝑅 ,  

   

where 𝑅 describes the source or sink of chemical species. As we consider the flow as incompressible 

and that no source or sink of chemical species is present in the domain, we can rewrite the previous 

equation as 

 
𝜕𝑐

𝜕𝑡
= 𝛻 ∙ (𝐷𝛻𝑐) − 𝒖 ∙ 𝛻𝑐 (7.1) 

   

Equation (7.1) combines both parabolic and hyperbolic partial differential equations and cannot be 

solved analytically with complex geometry and flow conditions. We can see that the global transport 

of tracer can be split into two parts:  

- 𝛻 ∙ (𝐷𝛻𝑐) describe the concentration flux, measuring the influence of molecular diffusion on 

𝑐 value; 

- 𝑢 ∙ 𝛻𝑐 describe the advection flux, measuring the influence of the flow velocity on 𝑐. 

𝑐 has no influence on the global flow behaviour and is only advected by the flow, therefore, we call it 

a passive scalar. In Basilisk there are two ways to define such a scalar: 

- Diffusive tracer: is a tracer which is not confined to a specific phase and is transported with 

the flow without taking into account the interface between each phase; 

- VOF tracer: is a tracer attached to a VOF phase and transported with the VOF phase, it cannot 

cross an interface. 

As we want to simulate the mass transfer of thymol dissolved in the water phase to the oil phase, we 

choose to use the VOF tracer formulation to be able to attach the tracer to the water phase. Following 

the formulation of Basilisk described in [109], the concentration of a chemical species in a multiphase 

case can be written 

 𝑇𝑝 = 𝑐𝑓𝑝 , (7.2) 

   

where 𝑐 is the amount of chemical species per unit of volume in the cell and 𝑓𝑝 is the fluid fraction of 

the phase 𝑝 in the cell. We can see that from this expression we cannot have a concentration of tracer 

of a particular phase in another phase. We can use (7.2) to re-express (7.1) in a multiphase case 

 
𝜕(𝑐𝑓𝑝)

𝜕𝑡
= 𝛻 ∙ (𝐷𝛻𝑐) − 𝛻 ∙ (𝑐𝑓𝑝𝒖) (7.3) 

   

We can note from (7.3) that the fluid fraction is not considered in the molar flux part as will be 

explained below. In Figure 7.1 (a) we show the domain Ω where we have only represented the water 

phase 𝑓2 and the oil phase 𝑓3. In Figure 7.1 (b) we consider as a volume of control an interfacial cell 𝐶 

of Ω of size ℎ with an average concentration value at its centre of 𝑐. The dark grey part on the right of 

the cell shows the amount of fluid that will be advected through the face 𝜕𝐶.  The face velocity 𝑢𝑓 and 

the diffusion coefficient 𝐷 are defined at the face 𝜕𝐶. The advection flux of chemical species (white 

arrow in Figure 7.1 (b)) is computed in the same manner as the advection of the fluid fractions (Popinet 
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[16]). The average molar flux added or extracted by molecular diffusion in the cell 𝐶 (blue arrow in 

Figure 7.1 (b)) can be computed as 

 ℎ ∫ 𝛻 ∙ (𝐷𝛻𝑐)
 

𝐶

= ∫ 𝐷𝛻𝑐. 𝒏
 

𝜕𝐶

= ∑ 𝐷𝛻𝑓𝑐

𝑓

 , (7.4) 

   

where 𝛻𝑓𝑐 is the slope-limited normal gradient at the cell faces computed using the centre value of 

the neighbouring cells (Popinet [15]). (7.3) is discretized using a time-implicit backward Euler scheme 

and solved using a multigrid solver.  

  
(a) (b) 

Figure 7.1: a): Schematic of the domain of computation; b): Interfacial cell 𝐶 where we have represented the advection flux of 
chemical species with a white arrow and the diffusion flux with blue arrows. 

The following pseudocode where we split the advection and diffusion of chemical species can be 

established as a global framework of the resolution of (7.3) within Basilisk:  

Pseudocode: 

1)-Advection of the VOF tracer 𝑇𝑝  

If (𝑓𝑝 > 10−12) 

  Set 𝑐𝑝 ≔ 𝑇𝑝/𝑓𝑝 

else 

  Set 𝑐𝑝 ≔ 0 

endif 

2)-Diffusion of the concentration of VOF tracer 𝑐𝑝  

3)-Update the VOF tracer value with the value of the concentration of VOF tracer after diffusion 

set 𝑇𝑝 ≔ 𝑐𝑝𝑓𝑝 

 

 

7.2.1 Diffusion coefficient 

 

For commodity reasons and because of the low value of the diffusion coefficient of the thymol in the 

air phase we set the diffusion coefficient value to 𝐷𝑎 = 0 𝑚²/𝑠 in the air phase. We also simplify the 

model by considering a constant phase-specific diffusion coefficient with the value determined by the 

Schmidt number. The following pseudocode is used to determine the value of the diffusion coefficient: 

  

x 
𝑐 

𝐶 𝜕𝐶 

𝑢𝑓 
ℎ 

Water phase 

𝑓2 = 1 

Oil phase 

𝑓3 = 1 

Ω 

𝐷 
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Pseudocode: 

If air fraction is greater than 10−12 in the central cell or left cell 

  if water or oil fraction is bigger than 0.95 in the central cell and left cell 

    set 𝐷 ≠ 0 

  else  

    set 𝐷 = 0 

endif 

else 

  set 𝐷 ≠ 0 

endif 

 

 

We can see in Figure 7.2 (a) that in all the faces with a black cross the cell is containing a large air phase 

value and the diffusion coefficient is then set to zero. On all the faces where there is no black cross, 

the diffusion of the tracer from the water phase to the oil phase can occur with a constant value of the 

diffusion coefficient. 

7.2.2 Partition law at the interface 

 

We could not add easily the equivalent of the concentration jump at the VOF interface between the 

water phase and the oil phase in Basilisk because it was not implemented. Instead of that, we use a 

Dirichlet condition imposed on the 𝑝 phase side when the fluid fraction value is above a threshold 

value 

 𝑖𝑓 𝑓𝑝 > 0.5, 𝑐𝑝
′ = 0 (7.5) 

   

This is an approximation of the large variation of concentration due to the high value of the partition 

coefficient in our configuration. Figure 7.2 (a) and (b) represent a schematic of a stencil of cells before 

and after applying the Dirichlet condition. We can note by comparing Figure 7.2 (a) and (b) that the 

Dirichlet condition is activated in six cells where the oil or water fluid fraction is validating the 

criteria 𝑓𝑝 > 0.5. Only the lower left cell containing both water and oil in the same quantity is not 

affected by the Dirichlet condition. 

   

   

   

 

   

   

   

 

(a) (b) 
Figure 7.2: Schematic of a stencil of cells where we have represented the fluid fraction by squares of different colours and the 
white stripes represent the tracer in each phase. The black cross on the cell faces indicates that the diffusion coefficient is zero 
at these faces. Colour code: White: air phase; blue: water phase; orange: oil phase. a): Without Dirichlet condition; b): With 
Dirichlet condition. 

X 
X 

X X 

X 

X 
X 

X X 

X 
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7.3 NUMERICAL TESTS 
 

In the following, we will illustrate the previous assumptions of our numerical model through a simple 

example of a three-phase flow. 

It is a 2D simulation with a uniform grid of 128 𝑐𝑒𝑙𝑙𝑠 per direction, we impose a constant velocity as a 

boundary condition at the left face, and we are only solving advection-diffusion equation for fluid 

fractions and tracers. Neither the Navier-Stokes equations nor the surface tension are considered here. 

In the simulation, we implement three fluid fractions 𝑓1, 𝑓2 and 𝑓3 corresponding respectively to the 

air, water and oil phase with one diffusive tracer and a VOF tracer initialized in the water phase (𝑓2) by 

  𝑇2 =  𝑓2 ,  𝐺2 =  𝑓2   

   

So, by definition, the concentration of the two tracers in the water phase at the beginning of the 

simulation is strictly equal to one as can be seen in Figure 7.3. 

 

 
 

(a) (b) 
Figure 7.3: a) Schematic of the configuration of the simulation; b) Minimum and maximum values of the concentration of the 
VOF tracer 𝑇2 or the diffusive tracer 𝐺2 at the beginning of the simulation. The blue colour corresponds to the minimum value 
and the red colour corresponds to the maximum value. 

7.3.1 Advection of the tracers 

 

We first test only the advection of the two tracers with the fluid fractions and do not consider the 

effect of diffusion. If we compare Figure 7.3 and Figure 7.4 (a) we cannot see a possible erroneous 

numerical diffusion of the VOF tracer  𝑇2  in the oil droplet or the air bubble. On the other hand, 

comparing Figure 7.3 and Figure 7.4 (b) we can see on the contour of the oil droplet and the air bubble 

some variation of the concentration of the diffusive tracer 𝐺2. Figure 7.5 confirm the visual observation 

by confirming that the quantity of VOF tracer  𝑇2 in the water phase is constant unlike the quantity of 

diffusive tracer 𝐺2 in the water phase. This justifies using a VOF tracer instead of a diffusive tracer 

which is too diffusive for our configuration. 

Oil 

 𝑓3  

 

Air  𝑓1  

𝐷 = 0  

 

Water  𝑓2  

 𝑇2 , 𝐺2  

 

→ U 



7-Numerical model- mass transfer characterization 
 

114 
 

  
(a) (b) 

Figure 7.4: Comparison of the minimum and maximum values of the concentration of the tracer at the end of the simulation. 
The blue colour corresponds to the minimum value and the red colour corresponds to the maximum value. a): VOF tracer 𝑇2; 
b): Diffusive tracer 𝐺2.  

 

Figure 7.5: Comparison of the quantity of VOF tracer 𝑇2 and diffusive tracer 𝐺2 in the water phase as a function of time.  

 

7.3.2 Advection-diffusion of the tracers 

 

We will now consider the diffusion of the tracers in addition to the advection. In Figure 7.6 we have 

represented the concentration of the tracer in the water phase at the end of the simulation for 

different cases. From Figure 7.6 (a) corresponding to a naïve advection-diffusion of the VOF tracer, we 

can see that the tracer is not uniformly distributed around the oil droplet. The non-constant value of 𝑓2 

on the oil droplet border causes erroneous variations of the concentration of tracer when doing the 

advection-diffusion directly on 𝑇2. In the results of Figure 7.6 (b) we are still doing the advection of the 

VOF tracer 𝑇2, but now we consider only the tracer concentration 𝑐2 for the diffusion 

 
𝑖𝑓 (𝑓2 > 10−12)  

𝑐2 ≔ 𝑇2/𝑓2 
(7.6) 
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After the diffusion of concentration, we update the VOF tracer with the new value of the concentration 

following the pseudocode describing the general framework of the advection-diffusion in 7.2. We can 

see from Figure 7.6 (b) that the concentration of tracer is now uniformly distributed around the oil 

droplet, but because of the threshold on the fluid fraction, no tracer can be found inside the oil droplet. 

If we look now at Figure 7.6 (c) where we show the advection-diffusion of the diffusive tracer 𝐺2 we 

can see that the tracer is uniformly distributed around and inside the oil droplet. 

Looking at Figure 7.8 we can see that the quantity of tracer in the water phase decreases more abruptly 

for the VOF tracer than for the diffusive tracer. This can be explained by the threshold on the fluid 

fraction 𝑓2 < 10−12 which causes large variations of the concentration of the tracer at the border of 

the oil droplet. 

If we look at Figure 7.9 we can see that the quantity of tracer inside the oil droplet is increasing only in 

the case of the diffusive tracer  𝐺2  or when we consider only diffusion of the VOF tracer  𝑇2 . 

If we now look at the air bubble at the top of the domain we can see that no tracer diffuses toward 

the air bubble in Figure 7.6 (a)-(b) unlike in Figure 7.6 (a). This is confirmed by Figure 7.10. If we omit 

the erroneous value due to the interfacial cells, we can see that the quantity of the diffusive tracer  𝐺2 

is increasing much more than for the other case where the value stays around zero. 

Finally, from Figure 7.8, we can see that the variation of the quantity of the VOF tracer in the water 

phase is a bit more abrupt when we impose a Dirichlet condition on its value on the interfacial cells. 

Comparing Figure 7.7  (a) and Figure 7.7 (b) we can observe the interfacial cells where the value of the 

VOF tracer  𝑇2 is set to zero. 

(a) 

 

(b) 

 
(c) 

 

  

Figure 7.6: Comparison of the minimum and maximum values of the concentration of the tracer at the end of the simulation. 
The blue colour corresponds to the minimum value and the red colour corresponds to the maximum value. a): Advection-
diffusion of VOF tracer 𝑇2; b): Advection of VOF tracer 𝑇2 and diffusion of 𝑐2; c): Advection-diffusion of diffusive tracer 𝐺2. 
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(a) (b) 

Figure 7.7: Zoom on the oil droplet interface (in red). Comparison of the minimum and maximum values of the concentration 
of the tracer at the end of the simulation. The blue colour corresponds to the minimum value and the red colour corresponds 
to the maximum value. a): Without Dirichlet condition on the value of 𝑇2; b): With Dirichlet condition on the value of 𝑇2. 

 

Figure 7.8: Comparison of the quantity of VOF tracer 𝑇2 with different assumptions and diffusive tracer 𝐺2 in the water phase 
as a function of time.  

 

Figure 7.9: Comparison of the quantity of VOF tracer 𝑇2 with different assumptions and diffusive tracer 𝐺2 in the oil phase as 
a function of time.  
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Figure 7.10: Comparison of the quantity of VOF tracer 𝑇2 with different assumptions and diffusive tracer 𝐺2 in the air phase 
as a function of time. 

7.4 ESTIMATION OF THE MESH SIZE REQUIRED 
 

As in this part, we are interested to do a simulation of the diffusion of a tracer by solving (7.3), we need 

to know the minimal mesh resolution needed to sufficiently resolve the concentration boundary layer. 

In the following, we will compare two ways of estimating the mesh resolution necessary to resolve the 

concentration boundary layer. 

In the case of homogenous turbulence, the smallest scale of concentration fluctuation is defined as 

the Batchelor length scale (Batchelor [85]) and is given by 

 𝜆𝐵 =
η

𝑆𝑐1/2
 , (7.7) 

where 𝑆𝑐 = 𝜇/𝜌𝐷 is the Schmidt number and η = [ν𝑤
3 (ϵ/ρ𝑤)⁄ ]1/4 is the Kolmogorov length scale. If 

we use the criteria of Pope (Pope [75]) for a well-resolved DNS but this time with the Batchelor length 

scale, we can write 

 Δ ≤ 2.1𝜆𝐵 (7.8)  

    

We can then determine the minimum number of grid points in one direction required to resolve 𝜆𝐵 

using (7.8) with 

 𝑁𝑚𝑖𝑛,𝐵 ≥ 𝑆𝑐1/2𝐿𝑥/(2.1η) (7.9)  

    

Applying (7.9) in the water experiment configuration i.e. a Schmidt number of thymol in the water of 

𝑆𝑐𝑡ℎ,𝑤 = 1.48 103 and for the lowest gas flow rate of 𝑄 = 0.6𝑙/𝑚𝑖𝑛 leads to 𝑁𝑚𝑖𝑛,𝐵 = 3.0 104 cells. 

So, to resolve sufficiently the boundary layer in this case, a maximum mesh resolution of  𝑙𝑣𝑙15 = 215 

cells in one direction would be necessary.  

This estimation of mesh resolution might be too strict but gives a worst-case scenario for the 

simulation. As we can see this estimation of mesh resolution leads to a mesh resolution which is too 

high to reasonably do a DNS. Instead of that, we choose to do a simulation at smaller Schmidt numbers 

than the experimental value and choose values in the range of 𝑆𝑐𝑤 ∈ {1,4,10,40} by adjusting the 

value of the diffusion coefficient for each tracer. In the case of a Schmidt number of 𝑆𝑐𝑤 = 1 and 
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𝑆𝑐𝑤 = 40 and applying (7.9) the maximum mesh resolution in one direction necessary to resolve the 

concentration boundary layer is respectively 𝑙𝑣𝑙10 = 210 and 𝑙𝑣𝑙13 = 213 cells in one direction. 

The second way to estimate the concentration boundary layer thickness is to use the expression of the 

mass transfer coefficient of the film model of Lewis and Whitman [79]. With this model, we can write 

the following expression of the concentration boundary layer thickness 

 𝛿𝑐,𝑤 =
𝐷𝑤

𝐾𝑤

 (7.10) 

   

The only unknown in (7.10) is the mass transfer coefficient. To obtain the mass transfer coefficient 

value we use the correlation corresponding to a Nusselt profile in the oil phase, given by 

 𝐾𝑤 = 𝑚1/2𝑆𝑐𝑤
−1/2(ℎ𝑜 ℎ𝑤⁄ )1/2 + 𝑆𝑐𝑤

−2/3𝑅𝑒−1/3 (7.11) 

 

It is then possible to compute the minimum number of cells in one direction necessary to resolve the 

concentration boundary layer following the Pope criteria (7.8) with 

 𝑁 > 𝑁𝑚𝑖𝑛,𝑑𝑒𝑙𝑡𝑎𝑐 =
𝐿𝑥

2.1𝛿𝑐,𝑤

 (7.12) 

   

We gather all the parameters necessary to compute the mass transfer coefficient of thymol in the 

water from (7.11) in Table 7.1 for the experimental case and the simulation case considering a constant 

air flow rate 𝑄 = 0.6𝑙/𝑚𝑖𝑛. We can see from the results of Table 7.1 that it would require a minimum 

number of cells in one direction 𝑁𝑚𝑖𝑛 = 1.59 104  cells to sufficiently resolve the concentration 

boundary layer for the experimental Schmidt number. This could be sufficiently resolved using a 

maximum mesh number in one direction of 𝑙𝑣𝑙14 = 214 cells. If we look now to the numerical case 

with 𝑆𝑐𝑤 = 1 and 𝑆𝑐𝑤 = 40 the maximum number of cells in one direction necessary to resolve the 

concentration boundary layer is respectively 𝑁𝑚𝑖𝑛 = 1.29 103  and 𝑁𝑚𝑖𝑛 = 2.83 103  cells. 

This corresponds to a maximum mesh number in one direction of 𝑙𝑣𝑙11 = 211 and 𝑙𝑣𝑙12 = 212 cells.   

If we compare these two estimates, we can see that the minimum mesh resolution in one direction 

necessary to resolve the concentration boundary layer given by (7.12) is twice lower than when using 

the estimation obtained with (7.8). Because in our experimental and numerical configuration we do 

not expect to have homogenous turbulence we choose to follow the estimation of the maximum mesh 

resolution in one direction given by (7.12). 
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Notation Expression Unit Our experiment Numerical simulation 

𝒉𝒘  𝑚 0.27 0.27 0.27 

𝒉𝒐  𝑚 0.007 0.007 0.007 

𝒎 𝜇𝑤/𝜇𝑜  1.27 10−2 1.27 10−2 1.27 10−2 

𝑹𝒆𝒘 𝑈𝐿𝑥/4𝜈𝑤  1.68 104 1.68 104 1.68 104 

𝑺𝒄𝒘 𝜈𝑤/𝐷𝑤   1.48 103 1 40 

𝑲𝒘 𝑚1/2𝑆𝑐𝑤
−1/2(ℎ𝑜 ℎ𝑤⁄ )1/2

+ 𝑆𝑐𝑤
−2/3𝑅𝑒−1/3 

𝑚/𝑠 8.42 10−5 1.01 10−2 2.2 10−3 

𝜹𝒄,𝒘/𝑳𝒙 𝐷𝑤/(𝐾𝑤𝐿𝑥)  2.99 10−5 3.68 10−4 1.68 10−4 

𝑵𝒎𝒊𝒏 𝐿𝑥/2.1𝛿𝑐,𝑤  1.59 104 1.29 103 2.83 103 

Table 7.1: Main parameters necessary to compute the mass transfer coefficient with (7.12) considering a fixed air flow rate  
𝑄 = 0.6𝑙/𝑚𝑖𝑛 for the experimental and numerical case. 
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7.5 SUMMARY 
 

In this chapter, we have first detailed the numerical procedure to advect and diffuse a tracer attached 

to a VOF phase. Several assumptions are made in order to be as close as possible to the mass transfer 

configuration in the water experiment. First, we choose to not track the evolution of the concentration 

of the tracer in another phase than the one it is attached. Secondly, to neglect the influence of the air 

on the mass transfer, we set the value of the diffusion coefficient to zero when the air-fluid fraction is 

above a certain threshold. Finally, instead of a concentration jump at the water-oil interface cells, we 

impose a concentration equal to zero with a Dirichlet condition when the oil fluid fraction is larger than 

0.5.  

From the numerical tests, we have seen that the tracer attached to a VOF phase allows to limit the 

numerical diffusion compared to the standard diffusive tracer. On the other hand, when the tracer is 

attached to a VOF phase, special treatment must be taken in order to diffuse the tracer because of the 

discontinuous value of the fluid fraction across the interface. 

Finally, we have seen that the mesh required to resolve the concentration boundary layer with the 

high Schmidt number of the water experiment would require too important computational power. 

Indeed, it would require a too large number of cores to reasonably do a DNS. To circumvent this issue, 

we choose to do DNS at low Schmidt numbers and then do a scaling of the obtained results toward the 

experimental Schmidt number.   
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8 RESULTS- MASS TRANSFER CHARACTERIZATION 

In the following, we will describe the evolution of the mass transfer as a function of the air flow 

rate based on our results obtained either with the water experiment or the numerical simulation. Both 

models are based on the model used for the hydrodynamic characterization in part one with slight 

change described in chapters 6 and 7. 

8.1 EXPERIMENTAL RESULTS 
 

We first check the influence of the thymol dissolved in the water on the oil physical properties. We 

measure oil physical properties from samples taken after 3h00 of air agitation. From the results of 

Table 8.1, we can see that there is only a slight difference in the values of the oil physical properties 

when thymol is dissolved in water. The higher impact of thymol is on the oil dynamic viscosity with a 

difference of 6% between the two cases. This indicates that the thymol does not affect too much the 

physical properties of the oil phase. 

 𝝆𝒐 (𝒌𝒈. 𝒎−𝟑) 𝝁𝒐 (𝑷𝒂. 𝒔) 𝝈𝒐/𝒘 (𝑵. 𝒎) 

Without thymol 0.91 7.85 10−2 2.57 10−2 

With thymol 0.92 8.06 10−2 2.48 10−2 

Table 8.1: Measurement of oil physical properties after 3h00 of air agitation with and without thymol dissolved in the water. 

8.1.1 Visual observation 

 

As presented in chapter 6 the continuous formation of oil droplets of various sizes at high air flow rate 

is suspected to be the major explanation of the observed different mass transfer regimes. In order to 

check this assumption, we record images of the face view of the water experiment with thymol 

solution every 10 minutes from the start to the end of the air stirring. It can be seen in Figure 8.1 that 

no oil droplet is visible in water for 𝑄 = 1𝑙/𝑚𝑖𝑛. As the air flow rate increases, we start to see oil 

droplets in the water phase just below the oil layer but only until roughly thirty minutes after air 

injection has started (cf. Figure 8.2 (a), Figure 8.3 (a)). After this time, we can observe the formation of 

foam at the water-oil interface and almost no formation of oil droplets (cf. Figure 8.2 (b), Figure 8.3 

(b)). Increasing the air flow rate further, a lot of dark spots corresponding to oil droplets can be 

identified particularly on both sides of the central bubble plume on Figure 8.4 and Figure 8.5 

respectively for𝑄 = 6.1𝑙/𝑚𝑖𝑛  and 𝑄 = 7.5𝑙/𝑚𝑖𝑛 . At these high flow rate values, oil droplets of 

various sizes and shapes are present in water both at the start of air injection and after three hours of 

air stirring. These oil droplets can change the interfacial area and the mass transfer mechanism around 

oil droplets and then be the cause of the different mass transfer regimes. 
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(a) (b) 

Figure 8.1: Front view picture of the water experiment at 𝑄 = 1.1𝑙/𝑚𝑖𝑛. (a) just after the start of air injection; (b) after 3h of 
gas stirring. 

  
(a) (b) 

Figure 8.2: Front view picture of the water experiment at 𝑄 = 3.0𝑙/𝑚𝑖𝑛. (a) just after the start of air injection; (b) after 3h of 
gas stirring. 

  
(a) (b) 

Figure 8.3: Front view picture of the water experiment at 𝑄 = 5.5𝑙/𝑚𝑖𝑛. (a) just after the start of air injection; (b) after 3h of 
gas stirring. 
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(a) (b) 

Figure 8.4: Front view picture of the water experiment at 𝑄 = 6.1𝑙/𝑚𝑖𝑛. (a) just after the start of air injection; (b) after 3h of 
gas stirring. 

  
(a) (b) 

Figure 8.5: Front view picture of the water experiment at 𝑄 = 7.5𝑙/𝑚𝑖𝑛. (a) just after the start of air injection; (b) after 3h of 
gas stirring. 

 

8.1.2 Concentration measurement 

8.1.2.1 Instantaneous values 

 

From the measurements of the concentration of thymol in the water phase we can plot its time 

evolution in Figure 8.6. First, it is important to note that the error on the concentration measurement 

of thymol in water made is ∆𝐶𝑤 ± 0.1𝑔/𝑙. We can see from the results that before 𝑡 = 2000𝑠 that the 

influence of the air flow rate on the evolution of the concentration of thymol in water is small. The 

difference between the points for all the air flow rates are within the measurement error. After  

𝑡 = 2500𝑠 we can clearly see that starting from 𝑄 = 5.5𝑙/𝑚𝑖𝑛 the evolution of the concentration of 

thymol in water decreases more abruptly than for the lower values of air flow rate.  Starting from  

𝑄 = 6.5𝑙/𝑚𝑖𝑛 the evolution of concentration of thymol in water seems to follow the same trend with 

the one obtained at 𝑄 = 7.5𝑙/𝑚𝑖𝑛 . Figure 8.7 shows the evolution of the capacity coefficient or 

product of the mass transfer coefficient with the interfacial area per volume of water given by 
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 𝐾𝑤𝐴

𝑉𝑤

𝑡 =

𝑙𝑛 [
𝐶𝑤

𝐶𝑤,0
(1 +  𝛽) −  𝛽]

1 +  𝛽
 , 

(8.1) 

   

where 𝐾𝑤 is the mass transfer coefficient in the water phase, 𝑉𝑤 is the volume of water, 𝐴 is the water-

oil interfacial area, 𝐶𝑤 is the concentration of thymol in the water, 𝐶𝑤,0 is the initial concentration of 

thymol in the water and 𝛽 = 𝑉𝑤/(𝑉𝑜𝑃) is a constant depending on the experiment. We observe an 

important change in the slope of the capacity coefficient starting from 𝑄 = 5.5𝑙/𝑚𝑖𝑛 compared to 

lower air flow rate values. These two observations indicate that a transition between two different 

evolutions of the concentration of thymol in water occurs at an air flow rate value between 

5.5𝑙/𝑚𝑖𝑛 ≤ 𝑄 ≤ 6.5𝑙/𝑚𝑖𝑛. 

We will now look more closely at the results obtained in the two different regimes of the evolution of 

the concentration of thymol in water. In Figure 8.8-(a) and Figure 8.9-(a) the evolution of the 

concentration of thymol in water at a gas flow rate of respectively 𝑄 = 2.5𝑙/𝑚𝑖𝑛 and 𝑄 = 6.5𝑙/𝑚𝑖𝑛 

shows that we can perfectly fit our experimental data with an exponential decay of the form  

𝐶𝑤 = 𝐶𝑤,0𝑒−𝜆𝑡 . It confirms the relation (6.31) with 𝜆 = 5.8 10−5 𝑠−1 at 𝑄 = 2.5𝑙/𝑚𝑖𝑛  and  

𝜆 = 1.7 10−4 𝑠−1 at 𝑄 = 6.5𝑙/𝑚𝑖𝑛. From Figure 8.8-(b) and Figure 8.9-(b) showing the time evolution 

of the capacity coefficient we obtain a capacity coefficient of 𝐾𝑤 𝐴 𝑉𝑤⁄ = 6.2 10−5 𝑠−1  at 

𝑄 = 2.5𝑙/𝑚𝑖𝑛 and 𝐾𝑤 𝐴 𝑉𝑤⁄ = 2 10−4 𝑠−1  at 𝑄 = 6.5𝑙/𝑚𝑖𝑛. From the results we can remark that 

𝜆 ~ 𝐾𝑤 𝐴 𝑉𝑤⁄  , from the expression of 𝜆 = (1 + 𝛽) 𝑇𝑤(1 + 𝛼⁄ )  with 𝑇𝑤 = 𝑉𝑤/𝐾𝑤𝐴  it means that 

𝜆 ~ 1 𝑇𝑤⁄ . This illustrates the fact that in our mass transfer model, we know that 𝛽 ≪ 1 but the fact 

that 𝛼 ≪ 1 is coming from the assumption on the mass transfer resistance relation made in this model 

that is 1/𝐾𝑤 ≫ 1/𝑃𝐾𝑜. 

 

 

Figure 8.6: Comparison of the time evolution of the concentration of thymol in water for different air flow rates and 
 𝑑𝑖𝑛𝑗 = 7.9𝑚𝑚. 
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Figure 8.7: Comparison of the time evolution of the capacity coefficient 𝐾𝑤 𝐴 𝑉𝑤⁄  for different air flow rates and  
𝑑𝑖𝑛𝑗 = 7.9𝑚𝑚. 

  
(a) (b) 

Figure 8.8 : (a) Time evolution of the concentration of thymol in water with error bars corresponding to the measurement 

error with 𝑄 = 2.5𝑙/𝑚𝑖𝑛 and 𝑑𝑖𝑛𝑗 = 7.9𝑚𝑚; (b) Time evolution of the capacity coefficient 𝐾𝑤 𝐴 𝑉𝑤⁄  with 𝑄 = 2.5𝑙/𝑚𝑖𝑛 and  

𝑑𝑖𝑛𝑗 = 7.9𝑚𝑚. 

  
(a) (b) 

Figure 8.9 : (a) Time evolution of the concentration of thymol in water with error bars corresponding to the measurement 

error with 𝑄 = 6.5𝑙/𝑚𝑖𝑛 and 𝑑𝑖𝑛𝑗 = 7.9𝑚𝑚; (b) Time evolution of the capacity coefficient 𝐾𝑤 𝐴 𝑉𝑤⁄  with 𝑄 = 6.5𝑙/𝑚𝑖𝑛 and  

𝑑𝑖𝑛𝑗 = 7.9𝑚𝑚. 
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8.1.2.2 Reproducibility test 

 

We test the reproducibility of our mass transfer measurement by repeating during several trials the 

same experiment at a low and high gas flow rate. From the results in Table 8.2 we observe a similar 

maximum variation of the product of the mass transfer coefficient with the interfacial area. These two 

values are nearly the same and so we can consider a maximum deviation value at a given flow rate of 

𝐾𝑤𝐴 ± 0.31. 

Trial number 1 2 3 

𝑲𝒘𝑨 (𝒄𝒎𝟑/𝒔) 𝒂𝒕 𝑸 = 𝟏. 𝟏 𝒍/𝒎𝒊𝒏 0.69 0.84 0.91 
𝑲𝒘𝑨 (𝒄𝒎𝟑/𝒔) 𝒂𝒕 𝑸 = 𝟒. 𝟏 𝒍/𝒎𝒊𝒏 0.75 0.86 1.06 

Table 8.2: Reproducibility test of all the process involved in mass transfer measurement at two distinct gas flow rate value. 

 

8.1.2.3 Time-averaged values 

 

Gathering all the values of the capacity coefficient or product of the water mass transfer coefficient 

with interfacial area per volume of water for different air flow rates we can plot the evolution of the 

average capacity coefficient as a function of the air flow rate in a log/log scale (Figure 8.10). From our 

experimental results in Figure 8.10 we can first observe that the capacity coefficient increases when 

the air flow rate is increased for both injection diameters. Even if we have less data for the  

𝑑𝑖𝑛𝑗 = 2.35𝑚𝑚 case it appears that the capacity coefficient varies only a little compared to the results 

obtained with 𝑑𝑖𝑛𝑗 = 7.9𝑚𝑚. So, in the following we will only consider the results obtained with 

𝑑𝑖𝑛𝑗 = 7.9𝑚𝑚. We can also identify two different mass transfer regimes below and above a critical air 

flow rate 𝑄~4.6 l/min for both injection diameters. 

If we now compare our results with the ones of  Kim & Fruehan [32] obtained with a bigger ladle  (cf. 

Table 8.3) we observe a critical air flow rate nearly the same as the one we measured with  

𝑑𝑖𝑛𝑗 = 7.9𝑚𝑚. Our values of the capacity coefficient are approximately the same at a high air flow 

rate with almost the same slope of the power-law fit. On the other hand, there is a difference of a 

factor three between the slope of the power-law fit of our results and the results of [32] at low air flow 

rate. This significative difference observed mainly at low air flow rate is difficult to explain because, in 

this regime, almost no oil droplets are formed in the water phase. So, one explanation could be that 

the size difference between the two water experiments would be an important parameter in the first 

mass transfer regime compared to the second one. 

 

 𝝆𝒘(𝒌𝒈𝒎−𝟑) 𝝁𝒘(𝑷𝒂. 𝒔) 𝝁𝒐(𝑷𝒂. 𝒔) 𝑫𝒘 (𝒎. 𝒔−𝟐) 𝑺𝒄𝒘 𝑳𝒙(𝒎) 𝒉𝒘(𝒎) 𝒉𝒐(𝒎) 

Our 
experiment 

998 10−3 0.079 6.8 10−10 1480 0.27 0.20 0.007 

Kim et al. 
[32] 

886 10−3 0.033 6.8 10−10 1480 0.46 0.445 0.015 

Table 8.3: Main physical properties and quantities of our water experiment and the experiment of [32]. 
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Figure 8.10: Comparison of the capacity coefficient 𝐾𝑤 𝐴 𝑉𝑤⁄  as a function of the air flow rate for our experiment and the one 
of Kim & Fruehan [32]. 

If we now consider the oil area without air injection as a reference area and the specific volume in each 

experiment, we can compute the global Sherwood number for the water phase from the results of 

Figure 8.10 with 

 𝑆ℎ𝑤 =
𝐾𝑤𝐿𝑥

4𝐷𝑤

 , (8.2) 

   

where 𝐿𝑥 is the horizontal size of the ladle and 𝐷𝑤 is the diffusion coefficient of thymol in the water. 

We can re-express the expression of the Sherwood number as a function of dimensionless numbers 

with this relation 

 𝑆ℎ𝑤 =
𝐾𝑤𝐿𝑥𝑅𝑒𝑆𝑐

4𝜈𝑤

 , (8.3) 

   

where 𝜈𝑤 = 𝜇𝑤/𝜌𝑤 is the kinematic viscosity of water. If we assume that for all experiments, we are 

in presence of a bubble column, the vertical rising velocity in the water can be approximated with 

 𝑈 = (𝑔²𝑄)1/5 (8.4) 

   

Using the previous expression, we can rewrite the Froude number as a function of the gas flow rate to 

obtain the expression of the modified Froude number 𝑁 

 
√𝐹𝑟 =

𝑈

√𝑔ℎ𝑤

 , 
 

 𝑁 = (
𝑄

𝑔1/2ℎ𝑤
5/2

)

1/5

, (8.5) 

   

where ℎ𝑤 is the height of the water bath. In Figure 8.11 we replot the data of Figure 8.10 using the 

Sherwood number in the steel equivalent phase as a function of the modified Froude number for our 

experiment and the one of [32]. First, we can note that the difference in the range of the modified 

Froude number between the two experiments is mainly due to the difference in the height of the bath 

between the experiments. From Figure 8.11 comparing our results with the one of [32] which uses the 

same chemical reaction and the same fluids but a different size and ladle shapes (cf. Table 8.3), we can 

see that the Sherwood number value is close to our results for the first mass transfer regime. 
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On the other hand, it shows a different slope of the power-law fit for the first mass transfer regime. 

For the second mass transfer regime, the results of [32] show nearly an order of magnitude of 

difference with our results but with a more similar slope of the power-law fit 𝑆ℎ𝑤,𝐾𝑖𝑚2 ∝ 𝑁13  than 

our results 𝑆ℎ𝑤,2 ∝ 𝑁14.5. From (8.3) we can anticipate that for approximately the same Reynolds 

number if the Schmidt number is kept constant the only explanation in the difference of the Sherwood 

number is the value of the product 𝐾𝑤𝐿𝑥/4. 

 

Figure 8.11: Comparison of the Sherwood number in the water phase as a function of the modified Froude number between 
our experiment and the experiment of [32]. 

We will now try to fit the water experiment results with the correlations of the Sherwood number in 

the steel equivalent phase established in chapter 6. The fit of the results of each experiment is done 

with two different Sherwood correlations considering a Nusselt or parabolic profile in the slag 

equivalent phase. The correlations give 𝑆ℎ = 𝑓(𝑅𝑒, 𝑆𝑐) but in each experiment, the control parameter 

is the injected gas flow rate from which we can compute the modified Froude number. In order to re-

express the correlations 𝑆ℎ = 𝑓(𝑁, 𝑆𝑐) as previously we consider that the vertical velocity in water is 

described as in the rectilinear bubble plume description 𝑈 = (𝑔²𝑄)1/5 . Then we can rewrite the 

Reynolds number 

 
𝑅𝑒 =

𝑈𝐿𝑥

4𝜈𝑤

, 
 

 𝑅𝑒 = (
𝐿𝑥²𝑔ℎ𝑤

16𝜈𝑤
2

)

1/2

𝑁 . (8.6) 

   

If we consider the Archimedes number given by 

 𝐴𝑟 =
𝑔𝐿𝑐

3𝜌𝑤(𝜌𝑤 − 𝜌𝑔)

𝜇𝑤
2

 , (8.7) 

   

and that 𝐿𝑥~ ℎ𝑤  and we can neglect the air density compared to the water one 𝜌𝑔 ≪ 𝜌𝑤  we can 

rewrite (8.6) using (8.7) to obtain 

 𝑅𝑒 = (
𝐴𝑟

16
)

1/2

𝑁 (8.8) 
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We can then re-express the correlations of chapter 6 with the modified Froude number instead of the 

Reynolds number 

 𝑆ℎ𝑤
𝑁𝑂 =  𝑎2 (

ℎ𝑜𝑚𝐴𝑟

ℎ𝑤16
)

1/2

𝑆𝑐𝑤
1/2𝑁 + 𝑏2 (

𝐴𝑟

16
)

1/3

𝑆𝑐𝑤
1/3𝑁2/3 (8.9) 

 
𝑆ℎ𝑤

𝑁𝑂−𝐾𝑌 =  𝑎3 (
ℎ𝑜𝑚𝐴𝑟

ℎ𝑤16
)

1/2

𝑆𝑐𝑤
1/2𝑁 + 𝑏3 (

𝐴𝑟

16
)

1/2

𝑆𝑐𝑤
1/3𝑁 

(8.10) 

In the following we will try to fit the water experiment results corresponding to the first mass transfer 

regime with the correlations (8.9) and (8.10). From the results of Figure 8.12, the correlation (8.9) 

shows a better agreement with our experimental results than the correlation (1.10). On the other hand 

the correlation (8.10) for a Nusselt profile in the oil phase and a turbulent boundary layer in the water 

phase following Kader & Yaglom [94] formulation give overestimated results. Using the correlation 

(8.9) for a Nusselt profile in the oil phase to fit our experimental results it is possible to write 

 𝑆ℎ𝑤,𝑒𝑥𝑝1
𝑁𝑂  =  6.8 10−2 (

ℎ𝑜𝑚𝐴𝑟

ℎ𝑤16
)

1/2

𝑆𝑐1/2𝑁 + 7.1 10−3 (
𝐴𝑟

16
)

1/3

𝑆𝑐1/3𝑁2/3 (8.11) 

From the results of Figure 8.13, we can now see that it is nearly impossible to distinguish the estimated 

Sherwood number from the different correlations. All the correlations overestimate the results of [32] 

especially at low modified Froude number. If we consider the correlation (8.9) for a Nusselt profile in 

the oil phase, we can fit the results of [32] with the following correlation 

 
𝑆ℎ𝑤,𝑒𝑥𝑝2

𝑁𝑂  =  7.1 10−2 (
ℎ𝑜𝑚𝐴𝑟

ℎ𝑤16
)

1/2

𝑆𝑐1/2𝑁 + 4.9 10−6 (
𝐴𝑟

16
)

1/3

𝑆𝑐1/3𝑁2/3 
(8.12) 

From all the results we can say that globally the correlation (8.9) is more suitable to predict the 

evolution of the Sherwood number as a function of the Schmidt and modified Froude number for the 

first mass transfer regime.  

 

Figure 8.12: Sherwood number in the water phase as a function of the modified Froude number for our experiment fitted with 
different correlations. 
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Figure 8.13: Sherwood number in the water phase as a function of the modified Froude number for the results of Kim & Fruehan 
[32] fitted with different correlations. 

 

8.2 NUMERICAL RESULTS 
 

The mass transfer simulations are performed with a constant injection diameter 𝑑𝑖𝑛𝑗 = 7.9 𝑚𝑚 for 

five distinct flow rates below and around the mass transfer transition observed experimentally. 

Simulations are done with four tracers in water with 𝑆𝑐𝑤 ∈ {1,4,10,40} and four tracers in oil with 

𝑆𝑐𝑜 ∈ {10,40,100,400} which are lower values than in the real experiment for both phases. Unlike the 

experiment, it is easy to track the tracer concentration in both phases without affecting the mass 

transfer conditions. We start the simulation with a maximum mesh resolution in one direction of 29 

cells. Then when the mass transfer transient regime is finished, we use the obtained results to restart 

the simulation with a maximum mesh resolution in one direction increased by a power two. This allows 

us to save computational time by not recomputing the mass transfer and hydrodynamic transient 

regime for each maximum mesh resolution. 

 

8.2.1 Visual observation 

 

Here, we first want to visualize the behaviour of the concentration of tracer in the numerical domain 

when increasing the mesh resolution for the same air flow rate. In Figure 8.14 where the water phase 

is in red and the oil phase is in blue, we can see that the region where the variation of concentration 

of tracer is the more important is along the water-oil interface and especially on the open eye border 

from the oil layer side. If we now look more precisely at the left part of the oil layer represented in 

grey in Figure 8.15 we can confirm the observations made previously by clearly identifying the zone of 

important variation of ‖D𝛻cw‖ corresponding to the concentration boundary layer at the water-oil 

interface. 
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If we compare Figure 8.15-(a) and Figure 8.15-(b) we can see that globally the concentration boundary 

layer has the same shape, as we increase the number of cells by a power 2 from a maximum mesh 

resolution in one direction of 29 to 210 we capture more details of fluctuations of concentration in the 

water. In Figure 8.16 we show the oil interface coloured with the values of ‖D𝛻cw‖. It confirms that 

the region where the more important value of ‖D𝛻cw‖ is observed is on the border of the open eye, 

then if we move radially away from the centre of the open eye the value of ‖D𝛻cw‖  reached a 

minimum before increasing again. 

 

  
(a) (b) 

Figure 8.14: Face view of the middle plane with min and max values of concentration of tracer in water coloured at 
 𝑄 = 0.6𝑙/𝑚𝑖𝑛. (a) with a maximum mesh resolution in one direction of 29 cells; (b) with a maximum mesh resolution in one 
direction of 210 cells.   

 

  
(a) (b) 

Figure 8.15: Zoom of the face view of the middle plane displayed on the left side border of the open eye at 𝑄 = 0.6𝑙/𝑚𝑖𝑛. (a) 
min and max values of ‖𝐷𝛻𝑐𝑤‖ coloured with cells with a maximum mesh resolution in one direction of 29 cells; (b) min and 
max values of  ‖𝐷𝛻𝑐𝑤‖ coloured with cells with a maximum mesh resolution in one direction of 210 cells. 
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(a) (b) 

Figure 8.16: Bottom view with water-oil interface coloured with min and max values of ‖𝐷𝛻𝑐𝑤‖ at 𝑄 = 0.6𝑙/𝑚𝑖𝑛. (a) min 
and max values of ‖𝐷𝛻𝑐𝑤‖ coloured with a maximum mesh resolution in one direction of 29 cells; (b) min and max values of  
‖𝐷𝛻𝑐𝑤‖ coloured with a maximum mesh resolution in one direction of 210 cells. 

 

8.2.2 Concentration measurement 

8.2.2.1 Instantaneous values 

8.2.2.1.1 𝑄 = 0.6𝑙/𝑚𝑖𝑛 case 

 

First, we plot the time evolution of the concentration of tracer in water for different maximum mesh 

resolutions and different Schmidt numbers at 𝑄 = 0.6l/min in Figure 8.18 (a),(c),(e),(g). We can see 

that even for the low Schmidt number value, the concentration variation is small for the physical time 

simulated. For 𝑆𝑐𝑤 = 1 the difference in the slope of the concentration curve when increasing the 

maximum mesh resolution is small, but from 𝑆𝑐𝑤 = 4 we clearly see change in the slope between the 

low maximum mesh resolution and the other mesh resolutions. There is almost no difference when 

increasing the mesh resolution from 210  to 211  at 𝑆𝑐𝑤 = 1  but more visible difference from  

𝑆𝑐𝑤 = 10.  

Then, from the evolution of the concentration of tracer in water, we can compute the phase-specific 

mass transfer coefficient. Considering that because of the imposed Dirichlet condition on the water-

oil interface the tracer concentration on the interface is zero we can write for both the water and oil 

phase 

 𝐾𝑘(𝑡)𝐴 =
𝑉𝑘

𝐶𝑘,∞

𝑑𝐶𝑘

𝑑𝑡
 (8.13) 

   

Then we can compute the phase-specific global Sherwood number 

 𝑆ℎ𝑘 =
𝐾𝑘𝐿𝑥

4𝐷𝑘

 (8.14) 

   

In Figure 8.17 we plot the raw data of the time evolution of the Sherwood number in the water phase 

at an air flow rate 𝑄 = 0.6𝑙/𝑚𝑖𝑛 and a Schmidt number Scw = 1. We can note that the first points are 

obtained at 𝑡 = 7.6𝑠 when we restart the simulation considering mass transfer with a maximum mesh 
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resolution in one direction of 𝑙𝑣𝑙9 = 29  cells from previous hydrodynamic simulation at the same 

mesh resolution. We can see that at the beginning of the simulation that the Sherwood number shows 

an abrupt decrease in its value from one thousand to one hundred in one second. This corresponds to 

a transient regime at the start of the simulation when there is a sharp discontinuity of the 

concentration at the water-oil interface and the boundary layer is not formed. 

So, the mass transfer coefficient has a large value during the transient regime and one second is 

enough to reach the pseudo permanent regime. At this time, we use the simulation files to restart the 

simulation with an increased mesh resolution by a power of two from a 𝑙𝑣𝑙9 = 29 to a 𝑙𝑣𝑙10 = 210 

maximum number of cells in one direction. Later, we restart a second time the simulation and increase 

the mesh resolution by a power of two from a 𝑙𝑣𝑙10 = 210 to a 𝑙𝑣𝑙11 = 211 maximum number of cells 

in one direction . We can see that the Sherwood number at each restart is almost constant and has a 

really low value. Then the Sherwood number increases following a transient regime faster than the 

one at the start of the mass transfer simulation to finally reach a pseudo permanent regime. 

An explanation for this second type of transient regime is that when we restart the simulation from 

files already considering mass transfer and increase the maximum mesh resolution the mesh is 

progressively refined along the concentration boundary layer.  

The low value of the Sherwood number at the start of the simulation might be due to an erroneous 

value of the concentration of tracer in the water derivative at the first-time step. In the following for 

more concision, we have chosen to display only the pseudo-permanent regime and filter the erroneous 

low Sherwood number at each restart. 

 

 

Figure 8.17: Time evolution of the Sherwood number in the water phase at 𝑄 = 0.6𝑙/𝑚𝑖𝑛  with 𝑆𝑐𝑤 = 1  with different 
maximum mesh resolutions in one direction.  

 

In Figure 8.18-(b),(d),(f) we can observe the time evolution of the Sherwood number in water for 

different Schmidt numbers and different maximum mesh resolutions. If we look at Figure 8.18-(b), as 

observed in Figure 8.18-(a) all 𝑆ℎ𝑤  values superpose to nearly the same asymptotic value without 

important deviation when increasing the maximum mesh resolution from 29 to 210 cells. If we now 

look at Figure 8.18-(b) the results are a bit noisier, but we clearly see a gap between 𝑆ℎ𝑤 values with 

the lower maximum mesh resolution in one direction of 29 and higher mesh resolutions. 
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The results between the two mesh resolutions of 210  and 211 seem to converge toward the same 

asymptotic value. From these results, we can reasonably say that the variation of the concentration of 

tracer in the water phase at 𝑄 = 0.6𝑙/𝑚𝑖𝑛 show convergence from a maximum number of cells in one 

direction of 210. 

In Figure 8.19-(a), (c), (e), (g) we plot the time evolution of the concentration of tracer in the oil phase 

with different maximum mesh resolutions and for different Schmidt numbers. We can see from  

Figure 8.19-(a) and (b) that the concentration of tracer in the oil phase respectively at 𝑆𝑐𝑜 = 10 and  

𝑆𝑐𝑜 = 40 shows an important decrease during the time of the simulation and that no change in the 

slope of the concentration in the oil phase is observed when the maximum mesh is increased. From 

Figure 8.19-(e) and Figure 8.19-(g) we can see that as we increase the Schmidt number the decrease 

of the concentration of tracer in oil takes more time and that we observe a small change in the slope 

when increasing the maximum mesh resolution. 

If we now look at Figure 8.19-(b) showing the time evolution of the Sherwood number in the oil phase 

we see that the Sherwood number for all the mesh resolutions seems to continuously decrease and 

not converge toward an asymptotic value. In that case, the concentration of tracer in the oil phase 

decreases too rapidly to reach a pseudo-periodic regime for the Sherwood number. 

Our mass transfer model is based on the assumption of a high Péclet number 𝑃𝑒 = 𝑅𝑒𝑆𝑐. So, this 

means that for 𝑆𝑐𝑜 = 10 the value of the Reynolds number in the oil layer is not high enough to have 

a high Péclet number. If we look at Figure 8.19-(d), (f) obtained respectively for 𝑆𝑐𝑜 = 100  and 

𝑆𝑐𝑜 = 400  we can now see that the Sherwood number reach a pseudo permanent regime by 

converging toward an asymptotic value. We cannot really see a difference in the Sherwood number 

when increasing the maximum mesh resolution. 

If we compare globally the time evolution of the Sherwood number in the water and the oil phase, we 

observe that the results of the Sherwood number in the oil phase present higher standard deviation 

than in the water phase. Also, for 𝑆𝑐𝑜 > 10 we can remark that the Sherwood number is roughly ten 

times higher in the water than in the oil phase with ten-time lower value of the Schmidt number. 
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 8.18: Numerical results obtained at a fixed air flow rate of 𝑄 = 0.6𝑙/𝑚𝑖𝑛. (a) Evolution of the concentration of tracer 
in the water phase with different mesh resolutions with 𝑆𝑐𝑤 = 1; (b) Evolution of the Sherwood number in the water phase 
with different mesh resolutions with 𝑆𝑐𝑤 = 1; (c) Evolution of the concentration of tracer in the water phase  with 𝑆𝑐𝑤 = 10; 
(d) Evolution of the Sherwood number in the water  with 𝑆𝑐𝑤 = 10; (e) Evolution of the concentration of tracer in the water 
phase with 𝑆𝑐𝑤 = 40; (f) Evolution of the Sherwood number in the water phase with 𝑆𝑐𝑤 = 40.  
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 8.19: Numerical results obtained at a fixed air flow rate of 𝑄 = 0.6𝑙/𝑚𝑖𝑛.(a) Evolution of the concentration of tracer 
in the oil phase with different mesh resolutions with 𝑆𝑐𝑜 = 10; (b) Evolution of the Sherwood number in the oil  with  
𝑆𝑐𝑜 = 10; (c) Evolution of the concentration of tracer in the oil phase with 𝑆𝑐𝑜 = 100; (d) Evolution of the Sherwood number 
in the oil phase with 𝑆𝑐𝑜 = 100; (e) Evolution of the concentration of tracer in the oil phase with different mesh resolutions 
with 𝑆𝑐𝑜 = 400; (f) Evolution of the Sherwood number in the oil phase with 𝑆𝑐𝑜 = 400. 
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8.2.2.1.2 𝑄 = 5.5𝑙/𝑚𝑖𝑛 case 

 

We will now look at the time evolution of the Sherwood number in water obtained for 𝑄 = 5.5𝑙/𝑚𝑖𝑛 

in Figure 8.20-(a), (b), (c), (d). We can see here that for all the Schmidt numbers the Sherwood number 

shows some oscillations around an asymptotic value. We can also observe that the Sherwood number 

value present a gap when increasing the maximum mesh resolution in one direction from 210 to 211 

and a smaller gap between 29 and 210. This could indicate that both maximum mesh resolutions of 29 

and 210  are too coarse to obtain converged results at this air flow rate. Or that we do not have 

simulated enough time to reach a pseudo-permanent regime at a maximum mesh resolution in one 

direction of 211  cells. If we compare to the results of Figure 8.18-(b),(d),(f) obtained with  

𝑄 = 0.6𝑙/𝑚𝑖𝑛 we can see that we obtain roughly a Sherwood number ten time larger than the results 

with 𝑄 = 0.6𝑙/𝑚𝑖𝑛. 

At the same air flow rate, we look now at the Sherwood number in the oil phase in Figure 8.21-(a), (b), 

(c), (d). We can see here that the Sherwood number in the oil phase value present a gap when 

increasing the maximum mesh resolution only when 𝑆𝑐𝑜 ≥ 100 and that the results present fewer 

oscillations than in the water phase. If we look at Figure 8.21-(a) we can see that when 𝑄 = 5.5𝑙/𝑚𝑖𝑛 

the Sherwood number seems to converge toward asymptotic value unlike the results obtained in 

Figure 8.19-(b) for 𝑄 = 0.6𝑙/𝑚𝑖𝑛. This means that at a constant 𝑆𝑐𝑜 = 10, increasing the air flow rate 

by a factor of ten is sufficient to have a Reynold number high enough to have a high Péclet in the oil 

layer corresponding to our mass transfer model. 
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(d) 

 
Figure 8.20: Evolution of the Sherwood number in the water phase with different mesh resolutions at a fixed air flow rate of  
𝑄 = 5.5𝑙/𝑚𝑖𝑛. (a) 𝑆𝑐𝑤 = 1; (b) 𝑆𝑐𝑤 = 4; (c) 𝑆𝑐𝑤 = 10; (d) 𝑆𝑐𝑤 = 40. 
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(a) (b) 

  
(c) (d) 

Figure 8.21: Evolution of the Sherwood number in the oil phase with different mesh resolutions at a fixed air flow rate of 
𝑄 = 5.5𝑙/𝑚𝑖𝑛. (a) 𝑆𝑐𝑜 = 10; (b) 𝑆𝑐𝑜 = 40; (c) 𝑆𝑐𝑜 = 100; (d) 𝑆𝑐𝑜 = 400. 

 

8.2.2.2 Time-averaged values 

8.2.2.2.1 Sherwood number 

 

In Figure 8.22 we plot the asymptotic value of the Sherwood number in the water phase with standard 

deviation identified in Figure 8.18 for all the 𝑆𝑐𝑤  values at 𝑄 = 0.6𝑙/𝑚𝑖𝑛 . We can see that the 

Sherwood number in water increases when the Schmidt number increases for all maximum mesh 

resolution and that the results follow the same trend. As we increase the mesh resolution the 

Sherwood number decreases but the difference between the results obtained with a maximum mesh 

resolution of 210 and 211 cells is smaller than between 29 and 210 cells. Also, the standard deviation 

reduces as we increase the maximum mesh resolution, this indicates that the results show mesh 

convergence. 

In Figure 8.23-(a) and (b) we still plot the Sherwood number in water but this time as a function of the 

modified Froude number with different Schmidt numbers and with respectively a constant maximum 

mesh resolution in one direction of 210 and  211 cells. This plot use the results of the Figure 8.18 to 

Figure 8.22 and the results of the plots in 11.2. We can clearly see that the Sherwood number value 

increases following the same trend when increasing the Schmidt number and the modified Froude 
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number. We can also note that the standard deviation of the Sherwood number increases with the 

Schmidt number. We can observe one gap in the Sherwood number value between the lowest 

modified Froude number point and the other points. Another gap between the highest modified 

Froude number point and data at lower modified Froude number can be observed. But we cannot 

make the distinction between several mass transfer regimes from the limited amount of points that 

we have. If we compare the two plots we can see that when we increase the maximum mesh resolution 

by a power of two in one direction from Figure 8.23-(a) to Figure 8.23-(b) the value of the Sherwood 

number and its associated standard deviation decrease for all modified Froude numbers. 

 

 

Figure 8.22: Comparison of the Sherwood number in water with standard deviation as a function of the Schmidt number in 
water with different maximum mesh resolutions at a fixed air flow rate of 0.6𝑙/𝑚𝑖𝑛. 

 

  
(a) (b) 

Figure 8.23: Comparison of the Sherwood number in water as a function of the modified Froude number with standard 

deviation. (a) results obtained with a fixed maximum number of cells in one direction of 210; (b) results obtained with a fixed 

maximum number of cells in one direction of 211. 
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8.3 COMPARISON OF THE EXPERIMENTAL AND NUMERICAL RESULTS  
 

We have to keep in mind that the numerical results are obtained for a maximum 𝑆𝑐𝑤 = 40 which is 

thirty-seven times lower than the experimental value 𝑆𝑐𝑤 = 1.48 103 allowing to use reasonably small 

mesh resolution in order to save computational time. This means that we cannot directly compare the 

numerical results with the experimental one. Instead, we use the correlation (8.9) corresponding to a 

Nusselt profile in the oil layer which was used to predict the experimental results to fit the numerical 

results in Figure 8.24 and Figure 8.25. We start by looking at the results of Figure 8.24 obtained for 

Q = 0.6 l/min where we can see that as we increase the maximum mesh resolution in one direction 

from 29 to 211cells the fit gets closer to our experimental result. We can also remark that the fit of the 

Sherwood number follows a 𝑆𝑐1/2 curve. The fit of the numerical results obtained for a maximum 

mesh resolution in one direction of 211  cells is relatively close to our experimental measurement. 

So, we can reasonably fit our numerical results considering a maximum mesh resolution of 211 and a 

Nusselt profile in the oil layer with the following correlation 

 𝑆ℎ𝑤,𝑛𝑢𝑚1
𝑁𝑂  =  0.048 (

ℎ𝑜𝑚𝐴𝑟

ℎ𝑤16
)

1/2

𝑆𝑐1/2𝑁 + 0.021 (
𝐴𝑟

16
)

1/3

𝑆𝑐1/3𝑁2/3 (8.15) 

We now consider in Figure 8.25 the maximum air flow rate simulated of Q = 5.5 l/min as we increase 

the maximum mesh resolution from 29 to 211 there is almost no change in the estimated value of the 

Sherwood number given by the fit. But at this high air flow rate value, the standard deviation of the 

numerical Sherwood number is high, and we cannot say for sure that the results appear to show a 

mesh convergence. If we consider a maximum mesh resolution of 211 and a Nusselt profile in the oil 

layer we can write the following correlation 

 
𝑆ℎ𝑤,𝑛𝑢𝑚2

𝑁𝑂  =  0.15 (
ℎ𝑜𝑚𝐴𝑟

ℎ𝑤16
)

1/2

𝑆𝑐1/2𝑁 + 1.91 10−7 (
𝐴𝑟

16
)

1/3

𝑆𝑐1/3𝑁2/3 
(8.16) 

In Figure 8.26 we gather all the numerical results for each modified Froude number and Schmidt 

number and consider a constant maximum mesh resolution of 210  cells. Then, we can do a two-

dimensional fit of the numerical Sherwood number as a function of both the numerical Schmidt 

number in the water phase and the modified Froude number. From Figure 8.26 we can see that 

considering the small range of the modified Froude number, the estimated Sherwood number seems 

to be more dependent on the Schmidt number value than the modified Froude number. If we use the 

correlation (8.9) to predict the Sherwood number, we can write the following correlation from the 

results 

 
𝑆ℎ𝑤,𝑛𝑢𝑚3

𝑁𝑂  =  0.077 (
ℎ𝑜𝑚𝐴𝑟

ℎ𝑤16
)

1/2

𝑆𝑐1/2𝑁 + 1.79 10−6 (
𝐴𝑟

16
)

1/3

𝑆𝑐1/3𝑁2/3 
(8.17) 

In Figure 8.27 we used the correlations (8.15), (8.16) and (8.17) corresponding to a Nusselt profile in 

the oil phase established from our numerical results at 𝑄 = 0.6 𝑙/𝑚𝑖𝑛 , 𝑄 = 5.5 𝑙/𝑚𝑖𝑛 and with the 

simultaneous fit of 𝑆ℎ = (𝑁, 𝑆𝑐) to compare with our experimental results. From Figure 8.27 we can 

see that there is a tendency for all the obtained fit from the numerical results to overestimate the 

experimental Sherwood number for the modified Froude number range considered. The fit with the 

correlation (8.15) obtained at 𝑄 = 0.6 𝑙/𝑚𝑖𝑛  is the one giving the less overestimated results 

compared to the experimental results.  
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Figure 8.24: Fit of the numerical Sherwood number in water with standard deviation as a function of the Schmidt number at 
an air flow rate 𝑄 = 0.6 𝑙/𝑚𝑖𝑛 and for different maximum numbers of cells in one direction. The black cross represents our 
experimental result. 

 

 

Figure 8.25: Fit of the numerical Sherwood number in water with standard deviation as a function of the Schmidt number at 
an air flow rate 𝑄 = 5.5 𝑙/𝑚𝑖𝑛 and for different maximum numbers of cells in one direction. The black cross represents our 
experimental result. 
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Figure 8.26: Fit of the numerical Sherwood number in water as a function of the Schmidt number and the modified Froude 
number. The black cross represents our experimental results. 

 

 

Figure 8.27: Fit of our experimental results of the Sherwood number in water as a function of the modified Froude number 
with the correlation applied to our numerical results. 
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8.4 SUMMARY 
 

In this chapter, from the visualization we have seen that the continuous formation of oil droplets in 

the water phase is correlated to the change of mass transfer regime. Moreover, our experimental mass 

transfer results show a small influence of the injection diameter size on the mass transfer. Comparing 

our experimental results with the one of [32] showed that the change of mass transfer regime occur 

at similar critical air flow rate. On the other hand, the Sherwood number comparison reveals the 

importance of the size of the experimental ladle on the value of the Sherwood number. 

Later, we tried to fit our experimental results and the one of [32] considering a Nusselt profile in the 

oil layer and using the corresponding correlation of the Sherwood number. It gave a reasonable fit of 

our experimental results but, it overestimates the results of [32] for the first mass transfer regime. 

The numerical results showed a global good behaviour by reproducing the expected mass transfer 

configuration with a variation of the concentration essentially at the water-oil interface. For the small 

Schmidt numbers considered in the simulation the results showed that we could obtain mesh 

convergence on the Sherwood number for small air flow rate. Indeed, the results showed that the 

Sherwood number is more sensitive to the variation of the maximum mesh resolution at high Schmidt 

number than at low Schmidt number and at high air flow rate than at low air flow rate. 

However, with the limited amount of data that we obtained we have not been able to reproduce 

different mass transfer regime with our numerical simulations as observed in our experimental results. 

Then considering a Nusselt profile in the oil layer we have used the same correlation as previously to 

predict our experimental results, from the obtained numerical results. Unfortunately, this leads to an 

overestimation of the experimental Sherwood number. A first explanation is that the assumption that 

we have made are not sufficiently representative of the real mass transfer of the water experiment. 

Another explanation could be that we do not have a sufficient mesh resolution to resolve the 

concentration boundary layer at a high air flow rate, leading to an overestimation of the mass transfer. 
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9 TOWARD INDUSTRIAL APPLICATION- MASS TRANSFER 

CHARACTERIZATION 

In the following, we will compare the experimental results obtained with water experiments first to 

liquid metals study in the literature then with an industrial ladle configuration study. The goal is to be 

able to predict the mass transfer in an industrial configuration from the results obtained with the water 

experiment. In order to simplify the model, we will not consider temperature variation in the 

experiments and so we consider constant physical properties and neglect the possible phase change 

by considering the steel and slag phase always at liquid states. Since we will compare experiments with 

different fluids, we will denote the physical properties of the steel and slag equivalent phase for both 

water and metal models with the respective indices 𝑚 and 𝑠.  

9.1 MASS TRANSFER MEASUREMENT 

9.1.1 Liquid metal experiments in the literature 

 

We want to compare the water experiment results on the characterization of the mass transfer with 

results from the literature obtained with liquid metals and various sizes of the ladle. To do so, we 

selected experiments representative of the desulfurization process where the chemical reaction rate 

is governed by the transport of chemical species. . Nevertheless, we faced an important difficulty that 

there are relatively few accessible studies of mass transfer characterization made with liquid metals 

with complete data in the literature. This is due to the inherent difficulty of doing experimental 

measurements at high temperature with liquid metals, and to the fact that some studies are not easily 

accessible in numerical version. This is particularly the case for experiment with liquid steel in an 

industrial ladle configuration. So here we restrained our self to analyze studies that are in majority 

accessible online. 

In addition to our water experiment and the one of Kim & Fruehan [32] first, we consider the 

experiment of the desulphurization of liquid steel with slag in a 185-ton industrial ladle of Lachmund 

et al. [8] where we have relatively complete data that can be found in Table 9.1. As no diffusion 

coefficient value is given in this study, we take the value from Gaye [103]. Then we consider the study 

of Ishida et al. [9] obtained also for the reaction of the desulphurization of liquid steel with slag at 

1600°C but with a 2.5-ton ladle. Only a few data about the experiment are available for this study and 

so we choose to adapt some of the data from [8] to this smaller ladle. Finally, we consider the results 

of Hirasawa et al. [99] obtained with the desiliconization of liquid copper with slag in a 0.4kg ladle at a 

temperature of 1250°C. In this study the slag physical properties are missing so we will again use the 

one from [8]. The diffusion coefficient of Si in the liquid copper is computed with the Stokes-Einstein 

relation. All the important quantities of the reduce scale experiments can be found in Table 9.1.  

If we look now at Table 9.2, we can see that in the experiments considered the ratio of the Schmidt 

number in the steel and the slag equivalent phase 𝑆𝑐𝑟 = 𝑆𝑐𝑚/𝑆𝑐𝑠 shows a lower value in the water 

experiments than in the liquid metal. This is because of a higher Schmidt number in the slag and the 

steel equivalent phase for the water experiments than for the liquid metal experiments. Furthermore, 

as no measurement of the partition coefficient of chemical species for the liquid metal experiments 

has been done, we use a constant value corresponding to the partition coefficient of thymol between 

water and oil for all the experiments. We can also note that because of the size of the ladle a higher 

value of the ratio 𝛽 is observed for the industrial ladle than for the reduced scale experiments. 
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 𝑻  
(°𝑪) 

𝝆𝒎 

(𝒌𝒈𝒎−𝟑) 

𝝆𝒔 

(𝒌𝒈𝒎−𝟑) 

𝝁𝒎 
(𝑷𝒂. 𝒔) 

𝝁𝒔 
(𝑷𝒂. 𝒔) 

𝝈𝒎𝒔 
(𝑵/𝒎) 

𝑫𝒎 
 (𝒎. 𝒔−𝟐) 

𝑫𝒔 
 (𝒎. 𝒔−𝟐) 

𝑳𝒙 
(𝒎) 

𝒉𝒎 
(𝒎) 

𝒉𝒔 
(𝒎) 

Our 
experiment 

20 998 920 10−3 0.079 0.0255 6.8 10−10 6.8 10−12 0.27 0.20 0.007 

Kim et al. 
[32] 

20 998 886 10−3 0.033 0.0181 6.8 10−10 6.8 10−12 0.46 0.445 0.015 

Ishida et al. 
[9]  

1600 6800 2800 5.4 10−3 0.1 1.2 4.4 10−9 2.8 10−10 0.804 0.724 0.018 

Hirasawa et 
al. [99]  

1250 7800 2800 3.1 10−3 0.1 1.2 2 10−9 2.8 10−10 0.04 0.036 0.016 

Lachmund 
et al. [8]  

1600 6800 2800 5.4 10−3 0.1 1.2 4.4 10−9 2.8 10−10 3.3 3.2 0.08 

            
Table 9.1: Main physical properties and quantities of the steel equivalent phase and the slag equivalent phase for our 
experiment and the experiments of [8, 9, 32, 99]. 

 

 𝒎 𝒓 𝑺𝒄𝒎 
 

𝑺𝒄𝒔 
 

𝑺𝒄𝒓 𝑷 𝜷 𝒉𝒎

/𝑳𝒙 

𝒉𝒔

/𝑳𝒙 
Our 
experiment 

1.27 10−2 1.08  1.48 103 1.26 107 1.17 10−4 350 9.00 10−2 0.74 0.035 

Kim et al. [32] 2.99 10−2 1.13 1.48 103 2.36 106 6.25 10−4 350 9.00 10−2 0.98 0.034 

Ishida et al. 
[9] 

5.4 10−3 2.43 1.82 102 1.28 105 1.38 10−3 350 1.2 10−1 0.9 0.025 

Hirasawa  
et al. [99]  

3.1 10−3 2.79 2.00 102 1.28 105 1.56 10−3 350 2.00 10−2 0.9 0.44 

Lachmund et 
al. [8]  

5.4 10−3 2.43 1.82 102 1.28 105 1.38 10−3 350  4.57  0.94 0.026 
 

          
Table 9.2: Main dimensionless physical properties of the steel equivalent phase and the slag equivalent phase for our 
experiment and the experiments of [8, 9, 32, 99]. 

9.1.2 Comparison of the results 

9.1.2.1 Mass transfer 

 

To avoid a too important dispersion of the results between the experiments we consider the gas flow 

rate per unit of mass of the steel equivalent phase considered. Otherwise, the effect of a large 

difference of ladle sizes between the experiments as can be seen in Table 9.1 would lead to a high 

value of the gas flow rate for the liquid metal experiments. Figure 9.1 shows a comparison of the 

capacity coefficient as a function of the gas flow rate at the operating condition per unit of mass of 

steel equivalent phase. In Figure 9.1 first, we observe for each experiment at least two different mass 

transfer regimes when the gas flow rate is increased. The results of [9] show higher values of the 

capacity coefficient that the one obtained with water experiments but similar evolution in the same 

range of gas flow rate per mass unit of steel equivalent phase. The results of [8] show similar values of 

the capacity coefficient but have a smaller slope for the second mass transfer regime than the results 

of [9]. Now if we look at the results obtained by [99] first we can observe that they show three different 

mass transfer regimes with a small change of the slope between each mass transfer regime. The first 

mass transfer regime and the third mass transfer regime have a similar slope. While for the second 
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mass transfer regime the capacity coefficient is almost constant. The value of the capacity coefficient 

of [99] is a hundred times higher than our results and with significatively higher maximum gas flow 

rate per mass unit of steel equivalent phase than for the other experiments. Something that could 

explain the different behaviour of the experiment of [99] is the high value of the ratio ℎ𝑠/ℎ𝑚~0.5 

when for the other experiments ℎ𝑠/ℎ𝑚 < 0.05. It means that the experiment of [99] corresponds to 

a thick slag layer case with a possible different behavior of the slag layer than for  the other 

experiments corresponding to a thin slag layer case. In addition to that, it used the reaction of 

desiliconization of liquid copper with slag which is different than the desulphurization of liquid steel. 

These two differences and really small size of the ladle could explain the deviation between their 

results and the results of the other experiments. 

 

Figure 9.1: Comparison of the capacity coefficient in the steel equivalent phase as a function of the air flow rate at operating 
condition per mass unit of the steel equivalent phase for our experiment and the experiment of Kim & Fruehan [32], 
Lachmund et al. [8], Ishida et al. [9], Hirasawa et al. [99]. 

Now, if we consider the slag phase area without air injection as a reference area and the specific 

volume of steel equivalent phase in each experiment, we can compute the global Sherwood number 

for the steel equivalent phase from the results of Figure 9.1 with 

 𝑆ℎ𝑚 =
𝐾𝑚𝐿𝑥

4𝐷𝑚

 . (9.1) 

   

We use the bubble column velocity formulation established in 2.3.2 , to compute the vertical buoyancy 

velocity 

 𝑈 = (𝑔²𝑄)1/5, (9.2) 

   

then from the gas flow rate at the operating conditions, we can compute the modified Froude number 

with 

 𝑁 = (
𝑄

𝑔1/2ℎ𝑚
5/2

)

1/5

. (9.3) 
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In Figure 9.2 we replot the data of Figure 9.1 using the Sherwood number in the steel equivalent phase 

as a function of the modified Froude number at the experimental operating conditions. From the 

results of Figure 9.2, the evolution of the Sherwood number of each experiment follows the same 

behaviour but with a different exponent for the slope than the results of Figure 9.1. The results of [8] 

show a higher value of the Sherwood number than the other experiments with a difference of a factor 

ten with the results of [9]. Then there is almost a factor ten of difference between the results of [9] 

and the results of [99]. This is interesting to note from the Schmidt number values in Table 9.2 that 

these three experiments are done with similar Schmidt number in the steel equivalent phase. But there 

is a maximum difference of a factor thousands of the Sherwood number between them. If we look 

back at Figure 9.1 we see that there is a small difference in the value of the capacity coefficient 

between the results of [8] and [9]. If we assume that these two experiments follow exactly the same 

chemical reaction between steel and slag, it means that the observed difference between these two 

experiments in Figure 9.2 is mainly due to the difference in the size of the ladle.  

 

Figure 9.2: Comparison of the Sherwood number in the steel equivalent phase as a function of the modified Froude number 
for our experiment and the experiment of Kim & Fruehan [32], Lachmund et al. [8], Ishida et al. [9], Hirasawa et al. [99]. 

 

9.1.2.2 Critical modified Froude number 

 

We will try now to characterize the critical modified Froude number 𝑁𝑐𝑟𝑖𝑡  at which the transition of 

the mass transfer regime changed is observed. We have seen from our water experiment results in 8.1 

that the change of mass transfer regime is correlated with the fragmentation of the slag layer into 

droplets. So, in the following, we will consider that the critical modified Froude number 𝑁𝑐𝑟𝑖𝑡  indicating 

the transition of the mass transfer regime corresponds to the critical modified Froude number when 

slag fragmentation is expected. Two correlations to predict 𝑁𝑐𝑟𝑖𝑡  will be compared. The first one is 

established by Kim et al. [40] where the authors made a dimensional analysis from their water 

experiments using different combination of fluids to find the critical gas flow rate for the entrainment 
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of the slag layer. From their analysis, the authors obtained a relation for the critical modified Froude 

number following this expression 

 𝑁𝑐𝑟𝑖𝑡 = 𝑎 (
𝜎𝑚𝑠

𝜌𝑠𝑔ℎ𝑚
2

∆𝜌

𝜌𝑠

)

𝑏

, (9.4) 

   

where 𝑎, 𝑏 are numerical constants determined from the experiments. The second correlation comes 

from the chapter 2 section 2.3.4 of this dissertation where we have established that the apparition of 

slag droplets detachment should occur for the following critical modified Froude number 

 𝑁𝑐𝑟𝑖𝑡 = 𝑐 (𝐵𝑜𝑚𝑠

𝜌𝑚

(𝜌𝑚 − 𝜌𝑠)
 

ℎ𝑠

ℎ𝑚

)
−1 10𝛼⁄

, (9.5) 

where 𝑐 is a numerical constant determined from the experiments, 𝛼 = 1 3⁄  in the case of a bubble 

plume 𝛼 = 1 5⁄  in the case of a bubble column and, 𝐵𝑜𝑚𝑠  is the Bond number at the slag/steel 

interface and is given by 

 𝐵𝑜𝑚𝑠 =
(𝜌𝑚 − 𝜌𝑠)𝑔ℎ𝑚

2

𝜎𝑚𝑠

. (9.6) 

In Figure 9.3 where we plot the critical modified Froude number 𝑁𝑐𝑟𝑖𝑡  as a function the right hand side 

of equation (9.4) for water and liquid metal experiments. We can see almost a factor ten of difference 

between the water and liquid metal experiments for the value of 𝑁𝑐𝑟𝑖𝑡 . Also, the liquid metal 

experiments present a high dispersion along the x-axis. Then, we fit the critical modified Froude 

number 𝑁𝑐𝑟𝑖𝑡  using (9.4) to obtain the following expressions for the water (9.7) and liquid metal (9.8) 

experiments  

 𝑁𝑐 = 0.6 (
𝜎𝑤𝑜

𝜌𝑜𝑔ℎ𝑤
2

∆𝜌

𝜌𝑜

)

0.1

, (9.7) 

 𝑁𝑐 = 8.6 (
𝜎𝑚𝑠

𝜌𝑠𝑔ℎ𝑚
2

∆𝜌

𝜌𝑠

)

0.1

, (9.8) 

   

where the indices 𝑤 and 𝑜 are used to denote parameters respectively for the water and oil phase. 

From the correlation (9.7) and (9.8) we can see that there is more than a factor ten of difference for 

the value of 𝑎 and that the value of 𝑏 is the same between the water and liquid metal experiments. 

Now we look at Figure 9.4 showing the critical modified Froude number Ncrit as a function the right-

hand side of the equation (9.5). Within this formulation, we can observe less horizontal dispersion of 

the results than previously. We can also note that now we consider the height of the slag layer unlike 

previously. If we fit the experimental results with the correlation (9.5) we obtain the following 

expressions 

 𝑁𝑐𝑟𝑖𝑡 = 0.9 (𝐵𝑜𝑤𝑜

𝜌𝑤

(𝜌𝑤 − 𝜌𝑜)
 
ℎ𝑜

ℎ𝑤

)
−0.2

, (9.9) 

 𝑁𝑐𝑟𝑖𝑡 = 10.5 (𝐵𝑜𝑚𝑠

𝜌𝑚

(𝜌𝑚 − 𝜌𝑠)
 

ℎ𝑠

ℎ𝑚

)
−0.1

. (9.10) 

 

We can see from (9.9) and (9.10) that again there is a difference of factor ten in the value of α but a 

similar value of 1 β⁄  between the water and the liquid metal experiments. 
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From this attempt to establish a correlation to predict Ncrit corresponding to the gas flow rate of the 

transition of the mass transfer regime we have seen that using equation (9.4) we can almost superpose 

the results of the water and liquid metal experiments unlike the results using equation (9.5).  

 

Figure 9.3: Fit of the critical modified Froude number with the correlation (9.4) for our experiment and the experiment of Kim 
et al. [40], Lachmund et al. [8], Ishida et al. [9], Hirasawa et al. [99]. 

 

 

Figure 9.4: Fit of the critical modified Froude number with the correlation (9.4) (9.5) for our experiment and the experiment of 
Kim et al. [40], Lachmund et al. [8], Ishida et al. [9], Hirasawa et al. [99]. 
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9.2 PREDICTION OF THE SHERWOOD NUMBER 

9.2.1 Liquid metal experiments 

 

Now, we will try to fit the first mass transfer regime of the liquid metal results of [9] and [99] with the 

correlations of the Sherwood number assuming a Nusselt profile in the slag layer already used with 

water experiments in 8.1.2. Depending on the choice of the formulation two correlations can be 

established to determine the Sherwood number as a function of the Schmidt and the modified Froude 

number 

 𝑆ℎ𝑚
𝑁𝑂  =  𝑎2 (

ℎ𝑠𝑚𝐴𝑟

ℎ𝑚16
)

1/2

𝑆𝑐𝑚
1/2𝑁 + 𝑏2 (

𝐴𝑟

16
)

1/3

𝑆𝑐𝑚
1/3𝑁2/3, (9.11) 

 
𝑆ℎ𝑚

𝑁𝑂−𝐾𝑌  =  𝑎3 (
ℎ𝑠𝑚𝐴𝑟

ℎ𝑚16
)

1/2

𝑆𝑐𝑚
1/2𝑁 + 𝑏3 (

𝐴𝑟

16
)

1/2

𝑆𝑐𝑚
1/3𝑁, 

(9.12) 

where 𝑎2, 𝑏2, 𝑎3 and 𝑏3 are numerical constants determined from the experiments. From Figure 9.5, 

we can see that the results of [9] are better fitted with the correlations (9.11) and (9.12) corresponding 

to a Nusselt profile in the slag phase respectively without and with a turbulent boundary layer 

following Kader & Yaglom [94]. Following the correlation (9.11) corresponding to a Nusselt profile in 

the slag layer we fit the results of [9] to obtain the following correlation 

 𝑆ℎ𝑚,𝑒𝑥𝑝3
𝑁𝑂  =  0.18 (

ℎ𝑠𝑚𝐴𝑟

ℎ𝑚16
)

1/2

𝑆𝑐𝑚
1/2𝑁 + 4.7 10−6 (

𝐴𝑟

16
)

1/3

𝑆𝑐𝑚
1/3𝑁2/3 (9.13) 

Now, from Figure 9.6, we can see that the results of [99] do not present real abrupt increase in the 

Sherwood number in the steel equivalent phase between the different mass transfer regimes. We can 

also note that the correlations (9.11) and (9.12) overestimate the results of [99]. Following the 

correlation  corresponding to a Nusselt profile in the slag phase, we fit the results of [99] to obtain the 

following correlation  

 𝑆ℎ𝑚,𝑒𝑥𝑝4
𝑁𝑂  = 0.21 (

ℎ𝑠𝑚𝐴𝑟

ℎ𝑚16
)

1/2

𝑆𝑐𝑚
1/2𝑁 + 4.6 10−6 (

𝐴𝑟

16
)

1/3

𝑆𝑐𝑚
1/3𝑁2/3 (9.14) 
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Figure 9.5: Sherwood number in the steel equivalent phase as a function of the modified Froude number for the results of 
Ishida et al. [9] fitted with correlations (9.11) and (9.12). 

 

 

Figure 9.6: Sherwood number in the steel equivalent phase as a function of the modified Froude number for the results of  
Hirasawa et al. [99] fitted with correlations (9.11) and (9.12). 
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We will try now to use the following correlation (9.15) which was established in 8.1.2 from a fit of our 

water experimental results to predict the results of [9] and [99].  

 𝑆ℎ𝑚,𝑒𝑥𝑝1
𝑁𝑂  =  6.8 10−2 (

ℎ𝑠𝑚𝐴𝑟

ℎ𝑚16
)

1/2

𝑆𝑐𝑚
1/2𝑁 + 7.1 10−3 (

𝐴𝑟

16
)

1/3

𝑆𝑐𝑚
1/3𝑁2/3 (9.15) 

From the results of Figure 9.7, we can see that the fit with the correlation (9.15) corresponding to the 

correlation of a Nusselt profile in the oil phase established from our results gives underestimated 

prediction of the Sherwood number compared to the results of [9]. We can note that because of the 

expression of the fit we are not able to reproduce the mass transfer regime change.  

Now, in Figure 9.8 we try to fit the results of [99] with the correlation (9.15) and we can see that it 

gives also underestimated prediction of the Sherwood number compare to the results of [99]. As the 

results of [99] do not present an abrupt increase of the Sherwood number, the fit with the correlation 

(9.15) gives a relatively good prediction throughout the entire modified Froude range.  

 

 

Figure 9.7: Sherwood number in the steel equivalent phase as a function of the modified Froude number for the results of  
Ishida et al. [9] fitted with correlation (9.15) corresponding to a Nusselt profile in the slag phase established from our water 
experiment. 
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Figure 9.8: Sherwood number in the steel equivalent phase as a function of the modified Froude number for the results of  
Hirasawa et al. [99] fitted with correlation (9.15) corresponding to a Nusselt profile in the slag phase established from our 
water experiment. 

 

9.2.2 Industrial ladle experiment 

 

We will now proceed in a similar way than previously but this time with the results of [8] obtained with 

an industrial ladle. The main characteristics of the ladle can be found in Table 9.1. We first try to fit the 

Sherwood number in the steel phase of [8] assuming a Nusselt profile in the slag layer with the 

correlations (9.11) and (9.12) in Figure 9.9. We observe similar behaviour of the results than the one 

of [9] and so the correlation (9.11) and (9.12) give similar predictions of the results of [8]. Fitting the 

results of [8] with the correlation (9.11)  considering a Nusselt profile in the slag layer, the following 

correlation can be established: 

 𝑆ℎ𝑚,𝑖𝑙
𝑁𝑂  =  0.41 (

ℎ𝑠𝑚𝐴𝑟

ℎ𝑚16
)

1/2

𝑆𝑐𝑚
1/2𝑁 + 4.6 10−6 (

𝐴𝑟

16
)

1/3

𝑆𝑐𝑚
1/3𝑁2/3 (9.16) 

Now we use the correlation (9.15) which was established in 8.1.2 from a fit of our water experimental 

results to predict the results of [8] in Figure 9.10. From the results of Figure 9.10, we can see that the 

fit with the correlation (9.15) gives once again underestimated prediction of the Sherwood number 

compared to the results of [8]. 
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Figure 9.9: Sherwood number in the steel phase as a function of the modified Froude number for the results of Lachmund et 
al. [8] fitted with correlations (9.11) and (9.12). 

 

 

Figure 9.10: Sherwood number in the steel phase as a function of the modified Froude number for the results of Lachmund et 
al. [8] fitted with correlation (9.15) corresponding to a Nusselt profile in the slag phase established from our water experiment. 
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9.3 SUMMARY 
 

In this chapter, we have seen that for both the water and liquid metal experiments different mass 

transfer regimes could be observed. From the results, we observed an important dispersion of the 

Sherwood number as a function of the modified Froude number between all the experiments. As we 

have seen the size of the ladle of the experiment is an important parameter to determine the value of 

the Sherwood number.  

Then assuming that the critical modified Froude number at which the transition of the mass transfer 

regime corresponds to the start of the fragmentation of the slag layer into slag droplets we have seen 

that the correlation (9.4) could be used to almost superpose the results for both water and liquid metal 

experiments. 

Finally, we have roughly predicted the Sherwood number for the first mass transfer regime using the 

correlations (9.11) and (9.12). Then, we have tried to use the correlation (9.15) established from a fit 

of our water experimental results. It gives a rough estimation of the Sherwood number in the steel 

equivalent phase but has a tendency to underestimates the experimental results of the liquid metal 

experiments especially for the industrial ladle case. More mass transfer measurement together with 

visual observations with water and liquid metal experiments should be done in order to increase the 

precision of the correlation and the range of application of both the critical modified Froude number 

and the correlation of the Sherwood number.  
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10 CONCLUSION AND PERSPECTIVES 

 

In order to obtain a more precise description of the different phenomena involved in the mass 

transfer between steel and slag in an industrial gas stirred ladle, we have established in this dissertation 

a reduced scale water experiment together with its DNS. In addition, correlations have been 

established from phenomenological analysis to predict both the open eye and the fragmentation of 

the slag layer and also to estimate the mass transfer coefficient. Both the hydrodynamic and the mass 

transfer characterization have been done using experimental and numerical methods. To verify the 

validity of the obtained results in the case of an industrial ladle, we compared our results with water 

and liquid metal experiments available in the literature.  

The first part of this dissertation is devoted to the hydrodynamic characterization of a water scaled 

model based on the study of Kim & Fruehan [32] using air, water and oil to reproduce the behaviour 

of an industrial ladle. From the face view of the experiment, we have observed that more oil droplets 

can be identified in the water phase when the air flow rate is increased and also that at a constant air 

flow rate more oil droplets were formed when the oil volume is increased. In addition to the normal 

oil droplets, we have also observed water encapsulated in oil films with a bubble-like shape and an oil 

layer at their top that we called anti-bubbles. The formation of these anti-bubbles seems to precede 

the formation of the regular oil droplets. At high gas flow rate, a water-oil emulsion was formed on 

almost the entire width of the ladle. Then from the top view of the experiment, we have seen that the 

open-eye area increases with the air flow rate while at a constant air flow rate an increase in the oil 

volume leads to a smaller open-eye area. On the other hand, the variation in the size of the injection 

diameter has only a small influence on the open-eye area and also on the critical gas flow rate at which 

occur the fragmentation of the oil layer. Furthermore, it seems that the open eye area for each class 

of experiments could be relatively well predicted with the correlation of Krishnapisharody & Irons [22] 

and the correlation established in this study in chapter 2. Nevertheless, the slope of the open eye area 

as a function of the gas flow rate is higher for the water experiments than for liquid metal experiments.  

Besides, a three-phase numerical simulation was built with the Basilisk Free Software library to 

simulate the three-phase flow configuration of the water experiment. To respect the fact that the sum 

of all the fluid fractions should be between zero and one we normalized each fluid fractions by the sum 

of the fluid fractions. We also used a decomposition of the physical surface tension or interfacial 

tension into phase-specific surface or interfacial tension. The validity of the three-phase 

implementation was tested with the simulation of the spreading of an oil lens at an air-water interface. 

Two cases were successfully simulated the partial equilibrium of an oil lens and the total spreading of 

an oil lens. By comparing the results of the simulation at different air flow rates we have seen that 

much more oil droplets and a bigger open eye could be observed at a high air flow rate than at a low 

air flow rate. Furthermore, similar values of the critical air flow rate for the fragmentation of the oil 

layer were observed in the simulation and the experiment. From the results of the top view, we have 

seen that the open eye area has more fluctuations at a high air flow rate than at a low air flow rate. 

We have seen that the transient breaking of the oil layer at an early time of the simulation is 

responsible for most of the large oil droplets observed in our simulations. Looking at the time-averaged 

results we could observe that the vertical velocity follows a Gaussian function with a maximum above 

the centre of the injection orifice. As we get closer to the oil layer the vertical velocity decreases. On 

the border of the open eye, negative values of vertical velocity indicate the presence of a recirculation 

loop. 
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Finally, the comparison of the average experimental and numerical open eye area has shown that there 

is a tendency of the numerical results to overestimates the experimental open eye area, especially at 

a low air flow rate.    

 

In the second part of this dissertation, we have detailed our experimental procedure based on 

the study of [32] to measure the mass transfer of thymol from the water to the oil phase. We 

considered for the mass transfer regime a free surface or a rigid surface case depending on the 

magnitude of the interfacial velocity 𝑈𝐼  compared to the shear rate 𝜔𝑝. Then, by an interpolation of 

these two limiting cases, we established correlations of the Sherwood number as a function of the 

modified Froude number and Schmidt number depending on the flow regime considered in the oil 

layer. Three flow regimes can be considered in the oil layer a laminar boundary layer, a parabolic profile 

and a turbulent regime. In this dissertation, only the Nusselt or parabolic profile in the oil phase has 

been considered. In this case, the following correlation of the Sherwood number in the steel equivalent 

phase has been established  

 𝑆ℎ𝑚
𝑁𝑂  =  𝑎𝑚1/2𝑆𝑐𝑚

1/2𝑅𝑒𝑚(ℎ𝑠 ℎ𝑚⁄ )1/2 + 𝑏𝑆𝑐𝑚
1/3𝑅𝑒𝑚

𝑐, (10.1) 

   

where a and b are numerical constants determined from the experiments, 𝑚 = 𝜇𝑚 𝜇𝑠⁄  is the viscosity 

ratio and 𝑚 and 𝑠  are the indices for respectively the steel and the slag equivalent phase, ℎ𝑠  and 

ℎ𝑚are the height of respectively the slag end steel equivalent phase, the Reynolds number is expressed 

with 𝑅𝑒𝑚 = 𝑈𝐿𝑥 4𝜈𝑚⁄  with 𝐿𝑥 the horizontal size of the ladle, the Schmidt number is 𝑆𝑐𝑚 = 𝜈𝑚/𝐷𝑚 

and 𝑐 = 2 3⁄ 𝑜𝑟 𝑐 = 1  depending on whether we consider or not the turbulent boundary layer 

formulation of Kader & Yaglom [94] in the water phase. The difficulty to use the correlation (10.1) is to 

determine the characteristic velocity 𝑈. In this dissertation we used a scaling of the velocity to have an 

estimation directly from the injected gas flow rate value with 𝑈 = 𝑔2/5𝑄1/5 . Considering the 

Archimedes number given by 𝐴𝑟 = 𝑔𝐿𝑥
3𝜌𝑚(𝜌𝑚 − 𝜌𝑔) 𝜇𝑚

2⁄  and that 𝐿𝑥~ ℎ𝑚 and neglecting the gas 

density 𝜌𝑔 compared to the liquid steel one 𝜌𝑔 ≪ 𝜌𝑚 we could rewrite the Reynolds number to obtain 

𝑅𝑒 = (𝐴𝑟 16⁄ )1/2𝑁 where the modified Froude number is given by 𝑁 = [𝑄 (𝑔1/2ℎ𝑚
5/2)⁄ ]

1/5
. This 

allowed us to rewrite (10.1) to obtain 

 
𝑆ℎ𝑤

𝑁𝑂 =  𝑎 (
ℎ𝑠𝑚𝐴𝑟

ℎ𝑚16
)

1/2

𝑆𝑐𝑚
1/2𝑁 + 𝑏2 (

𝐴𝑟

16
)

1/3

𝑆𝑐𝑚
1/3𝑁𝑐 

(10.2) 

From our experimental measurements, we have seen that the continuous formation of oil droplets in 

the water phase could be correlated with the different mass transfer regimes observed experimentally. 

Furthermore, our experimental mass transfer results show a small influence of the injection diameter 

size on the different mass transfer regimes. Considering a Nusselt profile in the oil layer, the correlation  

(6.79) predicts with a reasonable agreement our experimental results for the first mass transfer 

regime. In most of the mass transfer experiments in the literature, a new mass transfer regime occurs 

when the gas flow rate increases over a critical value. We have seen that the volume of the steel 

equivalent phase and the corresponding gas flow rate necessary to stir the ladle have an important 

effect on the Sherwood number leading to larger Sherwood numbers for the experiments with large 

ladle size. Before the critical gas flow rate, the Sherwood number of almost all the liquid metal 

experiments could be roughly predicted using the correlation (6.79). Nevertheless, we have seen that 

using the correlation (6.79) to fit our water experimental results and then try to predict the Sherwood 

number for the liquid metal experiments gives an underestimated prediction of the Sherwood number. 

It could be an interesting perspective to compare the results obtained with the correlations considered 

in this study with correlations established for a turbulent flow regime in the slag layer. 
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Later on, we have added a layer to our numerical simulation to be able to advect and diffuse chemical 

species in a multiphase flow context using the VOF method. The advection of the chemical species is 

done using the VOF scheme, and the diffusion is done only between the water and oil phase neglecting 

the influence of the air phase. Moreover, to reproduce a similar concentration jump at the interface 

than in the experiment, we imposed a Dirichlet condition on the interface. From the numerical results 

obtained at a much lower Schmidt number than in the experiment, we reproduced the global mass 

transfer configuration of the water experiment where the variation of the concentration of tracer was 

observed essentially on the concentration boundary layer at the water-oil interface. We could obtain 

mesh convergence at the low Schmidt number values for an air flow rate 𝑄 = 0.6𝑙/𝑚𝑖𝑛. Indeed, the 

results showed that for a Schmidt number value 𝑆𝑐𝑚 = 40 the mesh resolutions considered in this 

study might be still too coarse to resolve sufficiently the concentration boundary layer, especially for 

the high air flow rate simulation. Furthermore, considering the limited amount of numerical 

simulations that we did we were not able to clearly reproduce abrupt increase of the Sherwood 

number as observed experimentally. Then the extrapolation of the Sherwood number as a function of 

the modified Froude number obtained from our numerical results gave an overestimated prediction 

of our experimental results but with nearly the same slope. This is especially true for the highest value 

of the air flow rate simulated 𝑄 = 5.5𝑙/𝑚𝑖𝑛 where we observed a factor ten of difference between 

the extrapolation of the numerical results and the experimental results. While we observed only a 

factor three of difference between the numerical and experimental results for the lowest air flow rate 

simulated 𝑄 = 0.6𝑙/𝑚𝑖𝑛.  

 

To improve the knowledge obtained from this dissertation and considering the recent 

development of the Particle Image Velocimetry combined with shadowgraphy methods in bubbly flow 

(Sathe et al. [112], Hessenkemper & Ziegenhein [113] ) possible characterization of the velocity in the 

water phase could further improve the validation of our numerical model. It might also be used to 

characterize the oil layer velocity, the velocity and size distribution of the oil droplets. 

A good step toward the understanding of the behaviour of the flow and the mass transfer in the 

industrial ladle case would be to simultaneously measure the mass transfer and record visual 

observation with liquid metals experiments. The experiment should respect as closely as possible the 

same density and viscosity ratio and the same aspect ratio of the height of the bath of steel and slag 

equivalent phase than in the industrial configuration. Furthermore, visual observations with X-ray (Liu 

et al. [114]) of liquid metal experiments could give a deeper knowledge of the fragmentation 

phenomena. In addition, open eye area measurement in the case of liquid metal experiments would 

allow enriching the available data and further test improve the correlation used in this study. 

Moreover, the comparison with water experiments results could confirm that the phenomena 

resulting in the fragmentation of the slag layer into slag droplets are occurring in the same manner 

with water and liquid metal experiments. Also, the numerical model established in this dissertation 

could be used to simulate this liquid metal experiment allowing to validate further our numerical 

model. If an agreement for the main hydrodynamic characteristics between the experimental and 

numerical results can be found it would open the way for the simulation of a full industrial ladle 

configuration. 
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Concerning our numerical model, the three-phase implementation could be further tested and 

improved especially by introducing a more careful treatment of the cells containing three VOF tracers. 

For the mass transfer, a good first step has been done in this study using several assumptions the mass 

transfer configuration of the water experiment has been roughly reproduced. But as we have seen it 

cannot be realistically used at the high Schmidt number corresponding to the experimental condition. 

Indeed, it would require an extremely important computational resource to resolve sufficiently the 

concentration boundary layer in this case. To circumvent this major issue the use of a subgrid-scale 

model (Weiner & Bothe [110], Koynov et al. [105]) to resolve the concentration boundary layer has a 

high potential to satisfactorily simulate the mass transfer together with the hydrodynamic in the water 

experiment configuration with reasonable mesh resolution. 
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11 APPENDICES 

11.1 ASSUMPTIONS NOT CONSIDERED IN THE PHENOMENOLOGICAL ANALYSIS 

11.1.1 Water laminar boundary layer 

 

A laminar boundary layer theory for the water gives 

 𝛿𝑚,𝑤 ∼ (𝜈𝑤𝑑/𝑈0)1/2 , (11.1) 

where 𝜔𝑤 = 𝑈0/𝛿𝑤 we get 

 𝜔𝑤 ∼ 𝑈0
3/2

/(𝜈𝑤𝑑)1/2 . (11.2) 

We can then obtain 

 𝑢𝐼 = 𝑚1/3𝑛1/3𝑈0 , (11.3) 

and get 

 
𝐾𝑤,𝐼

𝑈0

= (𝑚 𝑟)1/6𝑆𝑐−1/2𝑅𝑒−1/2, (11.4) 

where 𝑅𝑒 = 𝑈0𝑑/𝜈𝑤 for the free surface case. We get for the rigid surface case 

 
𝐾𝑤,𝜔

𝑈0

= 𝑆𝑐−2/3𝑅𝑒−1/2 . (11.5) 

Another way to express this result is with the Sherwood number for thymol in water 

 𝑆ℎ ≔
𝑑𝐾𝑤

𝐷
∼ 𝑐𝑆𝑐1/3𝑅𝑒1/2 (11.6) 

We find this result in Weiner et al. [115] equation (2) apparently due to Frössling. 

 

11.1.2 Laminar Couette profile in the water 

 

We can do simpler or more inertial 

 𝜔𝑤 =
𝑈0,𝑤

𝑑
 , (11.7) 

if 𝑑 = 𝐿𝑧 it is only a laminar Couette flow in the water. From (6.60) we get 

 Kw,ω = Sc−2/3Re−2/3U0,w . (11.8) 

This is highly improbable since the Reynold number in the water is too high. 
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11.1.3 Highly unstationary interface case 

 

In the following, we are omitting the 𝑤 indices. The boundary layer profile can be built as diffusion 

time 

 𝜏𝛿 ∼ 𝛿𝑚
2 /𝐷 (11.9) 

If we can show that this diffusion time is small compared to other characteristic time it is justified to 

neglect the temporal derivative in (6.35). Moreover, we have 𝐾 =  𝐷/𝛿 so, 𝛿 =  𝐷/𝐾 and so in the 

free surface case we have 

 τδ ∼ 𝐷/𝐾𝑤,𝐼
2  , (11.10) 

 𝜏𝛿 ∼ (𝐷/𝑈0
2)(𝑚 𝑟)−1/6𝑆𝑐1/2𝑅𝑒1/2. (11.11) 

   

In the rigid surface case, we have 

 τδ ∼ 𝐷/𝐾𝑤,ω
2  , (11.12) 

 τδ ∼ (𝐷/𝑈0
2)𝑆𝑐2/3Re1/2 , (11.13) 

   

For a highly capillary oscillating interface of period 𝜔𝑐 ∼ (𝜎𝑘3/𝜌)1/2 we have 

 
τδω𝑐 ∼ (𝐷2σ/(λ3ρ𝑈0

4))
1/2

𝑆𝑐2/3Re1/2 ∼ (𝐷/(λ𝑈0))(σ/(λρ𝑈0
2))

1/2
𝑆𝑐2/3Re1/2

∼ 𝑃𝑒−1𝑊𝑒−1/2𝑃𝑒1/2𝑆𝑐1/6 , 
(11.14) 

and so, we can write 

 τδω𝑐 ∼ 𝑆𝑐−1/3Re−1/2𝑊𝑒−1/2 (11.15) 

With 𝑆𝑐 ≫ 1, 𝑅𝑒 , 𝑊𝑒 >  1, the capillary oscillations have longer period than the establishing time of 

the boundary layer, so the stationary boundary layer theory stays valid. The case 𝑊𝑒 <  1 can occur 

when the capillary waves are forced by other waves, for example, the gravity waves. We should do a 

complete computation of all the instabilities Helmholtz instability and gravity waves. 
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11.2 NUMERICAL RESULTS- MASS TRANSFER CHARACTERIZATION 

11.2.1 Time evolution of the Sherwood number 

 

  
(a) (b) 

  
(c) (d) 

Figure 11.1: Time evolution of the Sherwood number in water with different mesh resolution at a fixed air flow rate of  
𝑄 = 2.5𝑙/𝑚𝑖𝑛. (a) 𝑆𝑐𝑤 = 1; (b) 𝑆𝑐𝑤 = 4; (c) 𝑆𝑐𝑤 = 10; (d) 𝑆𝑐𝑤 = 40. 
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(a) (b) 

  
(c) (d) 

Figure 11.2: Time evolution of the Sherwood number in oil with different mesh resolution at a fixed air flow rate of  
𝑄 = 2.5𝑙/𝑚𝑖𝑛. (a) 𝑆𝑐𝑜 = 10; (b) 𝑆𝑐𝑜 = 40; (c) 𝑆𝑐𝑜 = 100; (d) 𝑆𝑐𝑜 = 400. 
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(a) (b) 

  
(c) (d) 

Figure 11.3: Time evolution of the Sherwood number in water with different mesh resolution at a fixed air flow rate of  
𝑄 = 3.5𝑙/𝑚𝑖𝑛. (a) 𝑆𝑐𝑤 = 1; (b) 𝑆𝑐𝑤 = 4; (c) 𝑆𝑐𝑤 = 10; (d) 𝑆𝑐𝑤 = 40. 
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(a) (b) 

  
(c) (d) 

Figure 11.4: Time evolution of the Sherwood number in oil with different mesh resolution at a fixed air flow rate of  
𝑄 = 3.5𝑙/𝑚𝑖𝑛. (a) 𝑆𝑐𝑜 = 10; (b) 𝑆𝑐𝑜 = 40; (c) 𝑆𝑐𝑜 = 100; (d) 𝑆𝑐𝑜 = 400. 
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(a) (b) 

  
(c) (d) 

Figure 11.5: Time evolution of the Sherwood number in water with different mesh resolution at a fixed air flow rate of  
𝑄 = 4.5𝑙/𝑚𝑖𝑛. (a) 𝑆𝑐𝑤 = 1; (b) 𝑆𝑐𝑤 = 4; (c) 𝑆𝑐𝑤 = 10; (d) 𝑆𝑐𝑤 = 40. 
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(a) (b) 

  
(c) (d) 

Figure 11.6: Time evolution of the Sherwood number in oil with different mesh resolution at a fixed air flow rate of  
𝑄 = 4.5𝑙/𝑚𝑖𝑛. (a) 𝑆𝑐𝑜 = 10; (b) 𝑆𝑐𝑜 = 40; (c) 𝑆𝑐𝑜 = 100; (d) 𝑆𝑐𝑜 = 400. 

  

   

                            

 
 
 
  
  

         

                     
                      

  

   

    

                            

 
 
 
  
  

         

                      
                       

  

   

    

                            

 
 
 
  
  

         

                        
                         

   

    

                            

 
 
 
  
  

         

                         
                         



11-Appendices 
 

171 
 

11.2.2 Time average Sherwood number 

 

 

Figure 11.7: Fit of the numerical Sherwood number in water with standard deviation in function of the Schmidt number at an 
air flow rate 𝑄 = 2.5 𝑙/𝑚𝑖𝑛 and for different maximum number of cells in one direction. The black cross represents our 
experimental result. 

 

 

Figure 11.8: Fit of the numerical Sherwood number in water with standard deviation in function of the Schmidt number at an 
air flow rate 𝑄 = 3.5 𝑙/𝑚𝑖𝑛 and for different maximum number of cells in one direction. The black cross represents our 
experimental result. 
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Figure 11.9: Fit of the numerical Sherwood number in water with standard deviation in function of the Schmidt number at an 
air flow rate 𝑄 = 4.5 𝑙/𝑚𝑖𝑛 and for different maximum number of cells in one direction. The black cross represents our 
experimental result. 
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