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Résumé

Au cours des dernières années, l’apprentissage Multi-labels a attiré l’ attention d’une large
communauté de chercheurs de plusieurs domaines. La catégorisation du texte était parmi
les premières applications de ce type d’apprentissage dans laquelle un document peut être
annoté par plusieurs labels à la fois. Par la suite, ce domaine de recherche a été étendu
vers d’autres applications du monde réel.

Dans notre thèse, nous nous sommes intéressés à l’ application de la Classification
Multi-labels pour l’aide au diagnostic médical. Notre première piste de recherche a été
consacrée à l’ étude des avantages de l’utilisation d’ un comité de modèles d’apprentissages
à la place d’ un seul apprenant. L’ approche qui a été étudiée adapte l’algorithme du
k-plus-proches-voisins au Multi-labels [1]. Deux stratégies de méthodes d’ Ensembles Ho-
mogènes ont été étudiées y compris le Bagging [2] et le Boosting [3].

La seconde contribution de notre travail concerne une collecte d’une nouvelle base
de données médicale de la Mesure Ambulatoire de la Pression Artérielle (MAPA) [4],
qui constitue un outil très puissant et largement sollicité par les cardiologues pour une
meilleure prise en charge des patients hypertendus. Dans le même travail, nous avons
proposé l’utilisation des méthodes Multi-labels pour une analyse automatique des données
MAPA [5]. Une première étude de corrélation entre les six labels de cette base de données
a été également réalisée et ce qui nous a permis de déduire l’importance d’étendre notre
étude de dépendance de labels en utilisant des techniques plus spécialisées.

La dernière partie de notre thèse a été consacrée à l’étude de ce concept en détails.
Nous avons présenté une revue de la littérature des algorithmes étudiant également cette
problématique, et nous avons appliqué six algorithmes Multi-labels issus des deux grandes
familles de méthodes de Transformation et d’ Adaptation, basées sur les arbres de décision
pour une meilleure interprétabilité des résultats. A la fin, les résultats retrouvés ont été
discutés et plusieurs pistes de recherches pour le futur ont été proposées.

Mots clés: Classification Multi-labels, Corrélation des labels, méthodes de Transfor-
mation, algorithmes d’ Adaptation, Données Médicales, MAPA.
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Abstract

Over the last few years, Multi-label Learning (MLL) has attracted the attention of a large
community of researchers in many fields. Initially, it was applied for text categorization
in which the annotation of a document that belongs to multiple categories require specific
approaches. Thereafter, MLL is being increasingly required in other many real-world ap-
plications.

In our work, we considered MLL for the medical aid diagnosis, our first research goal
was the investigation of the advantages of using committee of learners to improve a Multi-
label algorithm that adapts K-Nearest-Neighbors (KNN ) to Multi-label problem called
MLKNN using Bagging and Boosting.
- Secondly, we gathered a medical Multi-label dataset that concerns Ambulatory Blood
Pressure Monitoring (ABPM ) which currently occupies a central place in the diagnosis
and follow-up of hypertensive patients. We also proposed, an intelligent analysis of ABPM
records using Multi-label Classification algorithms allowing the expert to analyze them
more quickly and efficiently. In addition, it could help to investigate label dependencies
and provide interesting insights.

The satisfactory findings and interpretations of this work, conducted us to investigate
more about the advantages of using Decision Trees (DT ) to extract new and implicit cor-
relations between different labels and features in a given dataset. For that, we reviewed
recent works addressing Label dependencies based on several Multi-label algorithms based
on DT. We presented also the main differences between the two defined types of Label
correlation named Conditional and Unconditional (Marginal) Label dependence. Finally,
we conducted a comparative study of six well-known algorithms in the literature, and we
discussed the benefits of considering Label dependence using DT algorithm as a base clas-
sifier for both Transformation and Adaptation algorithms.

Finally, potential further works and future directions of our thesis were highlighted.

Keywords Multi-label Classification, Label Correlation, Transformation methods,
Adaptation algorithms, Medical Dataset, ABPM.
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Introduction

1 The Scope of the Thesis
One of the main challenges of Information Technology is the extraction of knowledge from
data, the availability of data online and the advances of data storage technologies helped
researchers to mine huge datasets to drive important decision making in many fields, the
concerned task is known as data mining.
Data mining was widely used in many domains to find human-interpretable patterns hidden
in huge datasets. In Financial for example, it allows to predict the customer’s behaviour
and propose relevant products based on his past actions. Similarly in the education field,
it helps to determine the most effective tools and way to teach students.

Another crucial domain that interest a large community of researchers is the medical
field, mining healthcare data can help to discover new information about patients, their
correlations and also to inform the expert about the effectiveness of received treatments.
Another advantage of using data mining tools is the gain of time by using several advanced
techniques. For example, recently many Magnetic Resonance Imaging (MRI) of the brain
provides automated segmented images that play an important role in neurology and neu-
rocognitive research [8]. Such a task can be accomplished using data mining techniques
that learn from collected datasets, where images should be annotated preliminary by an
expert. The set of images are the examples of learning of the model, known as classifier
if we aim to classify images according to their contents and lesions, this task is called
Classification in machine learning.

Classifying medical images can aim to only determine the presence or the absence
of a targeted lesion, the Classification is called then Binary Classification. However, in
many advanced applications, the goal is more complex and the image is labeled by many
labels at once, in this case, the Classification is known as Multi-label Classification (MLC).

Over last few years, MLC has been applied in many other real-world applications, such
as text categorization, tagging several multi-media resources including images, audio and
videos and Classification of genes according to their genomic functions etc.

Plenty of research works addressed the issue of learning from Multi-labeled data in
several ways. On the one hand, a lot of them interested in the adaptation of well-known
algorithms directly by modifying them to consider Multi-label (ML) problem such as the
adaptation of K-Nearest-Neighbors rule in [1] and the adaptation of Naive Bayes rule
in [9], similarly Decision Trees algorithm was adapted by modifying the entropy formula
of MLC4.5 in [10]. On the other hand, a large community of researchers focused on
transforming the Multi-label problem to other types of popular learning tasks like Binary
Classification, Multi-class Classification etc.

1
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The two main transformations are Binary Relevance (BR) and Label Powerset (LP) [11].
In the first transformation, each label is predicted separately without taking any consider-
ation about the presence of other labels. However, the second address this issue partially,
by considering each combination of labels in the dataset as a new class to predict, i.e, it
transforms the Multi-label problem to Multi-class Classification.

Another strategy of learning that demonstrated their efficiency over the past is the use
of committee of learners instead of only one, known as Ensemble Methods. Each model is
learned on a diverse learning set, this strategy was adapted to MLC in many works to over-
come many challenges encountered by researchers in this research field such as taking Label
dependence during the Classification process, also the improvement of predictive perfor-
mance by using many classifiers each one is specialized in a label subset as in RAkEL [11].
The Evaluation Measures used to determine whether the model predictions are correct or
not differs from those used traditionally in machine learning, the main reason is that the
prediction could be fully correct, the metric used for that is called Exact Match or Sub-
set Accuracy [12]. It could be fully wrong or partially correct, many Evaluation Metrics
were proposed for Classification task as Accuracy (Jaccard index) [13], Hamming Loss,
F1-Score [13]. Other Evaluation Measures were proposed for Ranking labels according to
their relevance such as One Error, Ranking Loss, Average Precision [1].

Throughout this thesis, all brief notions presented above about MLC will be detailed
with reviewing major works in the literature. We present in the next section our research
goals and the scope of each chapter of our manuscript.

2 Summary of Research Goals and Contributions
In the medical field, the use of machine learning algorithms for decision aid diagnosis was
greatly discussed in many works over the past few years. Many of them addressed the
Multi-label issue for healthcare data by proposing very powerful methods based Transfor-
mation or Adaptation algorithms or an hybrid approach from both families. However, in
general, the validation of such approaches is conducted using biological datasets proposed
in the literature. Unfortunately, the publicly available Multi-label medical datasets are
very rare.

In our work, we focused on considering Multi-label (ML) for medical applications. Our
first research goal was the investigation of the benefits of using homogeneous Ensemble
Methods (Bagging and Boosting) for MLKNN algorithm [1] that adapts KNN to Multi-
label data. The results are very competitive and show that the use of several learners
simultaneously for the prediction of labels improve the performance of the individual clas-
sifier. Further details about the first contribution can be found in Chapter 2.

Our first work motivates us to focus on gathering a medical Multi-label dataset to
investigate the impact of using ML approaches to solve real medical problems. For that,
we studied the Ambulatory Blood Pressure Monitoring (ABPM ) that currently occupies
a central place in the diagnosis and follow-up of hypertensive patients.

ABPM involves measuring blood pressure by means of a tensiometer carried by the
patient for a duration of 24 hours, it provides crucial information which allows to make
a specific diagnosis and adapt therapeutic attitude accordingly. In this work, we attempt
to improve the analysis of ABPM data using Multi-label Classification methods, where a
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record is associated with more than one label (class) at the same time. Our contribution
aims to solve many problems by saving time and manual calculations by the expert, who
is generally very busy.
For that two major contributions were proposed, the first one was the publication of a
new Multi-label dataset that concerns ABPM data, the records are characterized by 40
features and are categorized into one or more out of 6 labels. The dataset is released to
the public [4] to allow comparative experiments by other researchers.

Our second contribution in this work was the intelligent analysis of ABPM records
using Multi-label Classification algorithms. The medical diagnostic process supported by
such techniques constitutes a modern and useful tool for medical aid decision, allowing
the expert to analyze ABPM record more quickly and efficiently. Results show that the
Multi-label modelling of ABPM data helps to investigate label dependencies and provide
interesting insights, which can be integrated into the ABPM devices to dispense automat-
ically detailed reports with possible future complications. More details and explanations
about this second work can be found in Chapter 3.

Satisfactory results and interpretations found in the work above, conducted us to in-
vestigate more about the advantages of using DT to extract new and implicit correlations
between different labels and features in a given dataset. For that our last research goal
focus on studying in depth this point.

For that, we reviewed recent works addressing Label dependence based on several
Multi-label algorithms, including Transformation methods and Adaptation algorithms. We
present also the main differences between the two defined types of Label correlation named
Conditional and Marginal. Finally, we presented a comparative study of six well-known
algorithms in the literature based DT, and we discussed the benefits of considering Label
dependence using DT algorithm as a base classifier for both Transformation and Adapta-
tion algorithms.

Chapter 4 presents in-depth this study. Nevertheless, further works are currently un-
derway including the publication of many algorithms of literature that was implemented
in Python.

3 Thesis Organization
The idea behind the organization of the present thesis was to guide a new reader on ma-
chine learning approaches by giving simplified example from real-world applications, the
main reason for that is that the targeted audience of this thesis is both researchers on
machine learning but also doctors who are interested in such task to include it in their
future research works. Hence, the manuscript gives a detailed overview on Multi-label
Classification framework and it is organized as follows.

• Chapter 1 aims to provide the reader with the proper insight to take advantage of
machine learning task to deal with real-world applications. It presents a compre-
hensive review of Multi-label Classification approaches and also some popular ML
toolboxes and data repository widely used by researchers in this field.

3. THESIS ORGANIZATION 3
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• Chapter 2 studies the use of Ensemble Methods in the Multi-label framework, it
briefly presents the basic concepts of Ensemble Methods in Single-label Classifica-
tion, then, introduce a work that we conducted by applying Ensemble Methods for a
Multi-label algorithm called MLKNN, that adapt KNN to ML. We aims to improve
its performance using Ensemble Methods (Bagging and Boosting).

• Chapter 3 presents in depth the application of ML approaches to solve a real medi-
cal problem, by providing an automatic analysis of the Ambulatory Blood Pressure
Monitoring (ABPM). We aim to help the expert to exploit and to analyze them
easily since the traditional analysis is time-consuming which constitutes a real gene
for expert.

• Chapter 4 reviews one of the recurrent studied topic in Multi-label Classification
(MLC) which is Label dependence and its advantages for this research field. We
presented recent works addressing Label dependence based on several Multi-label al-
gorithms, including Transformation methods and Adaptation algorithms. The main
differences between the two defined types of Label correlation namely Conditional
and Marginal were highlighted by using Decision Trees as a base classifier. The goal
was to investigate the benefits of using Decision Trees to model Label dependence in
an interpretable way. A comparative study were conducted based on six well-known
algorithms from literature using five datasets commonly used, in addition of our
collected ABPM dataset (Refer to Chapter 3).

• Finally, the last part of our manuscript (Conclusions and Future Directions) con-
cludes the work and outlines Further Research directions.

3. THESIS ORGANIZATION 4



Chapter 1

Introduction to Multi-label Learning
Framework

1 Introduction
Extracting knowledge from data has been a huge topic of discussion in recent years, and
has attracted the whole information technology community in the world. The dramatic
growth of the data available on-line and the advances data storage technologies has made
data mining a required task, to identify the knowledge hidden in the data and for gaining
insight to drive decision making.

Data mining is widely used in several domains, we will discuss briefly in this chapter its
main applications and its new trend, and why can such task interest the medical community
? Moreover, how can it help in the creation of medical aid diagnosis systems ?

The first application that can make you realize the interest of such task in our modern
life is, the use of data mining systems in supermarkets, the idea is to manage the customers
data and predict future action based on past actions, in other words, if someone buys a
certain group of products it’s easy to predict what else they will buy. Such information is
crucial for supermarkets because it helps them to change their layouts accordingly and it
makes sense to keep the targeted products close together.

Another interesting application is education, where advanced data mining tools can
discover the most effective way to teach students. It can help also to adapt the content of
courses based on their skills.

In the financial field, data analysis plays an important role in allowing banks to predict
customers behavior and propose relevant services and products accordingly.

Finally, the analysis of healthcare data can help greatly discovering the relationships
between diseases, for example, it can inform about the effectiveness of treatments and
identify new drugs, or ensure that patients receive appropriate, timely care. It can also
predict the number of people falling victim to every pathology and inform the appro-
priate institutions how can they reduce health costs too. More applications and details
about data mining and knowledge discovery in databases can be found in Fayyad et al. [14].

Data mining process needs several techniques to extract information from the data,
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in practice, its main high-level goals tend to be Prediction and Description. While the
first one involves predicting unknown patterns based on some variables, the second one
focuses on finding human-interpretable patterns hidden in the data. Although the bound-
aries between Prediction and Description are not sharp (some of the predictive models
can be descriptive, to the degree that they are understandable, and vice versa) [14]. The
ideal case is to find a model that combines perfectly between Description and Prediction
goals. Classification, Regression and Clustering are the widely used methods by data min-
ers. Classification is a learning task that classifies the data into one of several predefined
classes, Regression task has the same learning goal, although, it maps a data item to a
real-valued prediction variable. Finally, clustering is a common descriptive task that aims
to identify a finite set of categories (clusters) describing the data.

In the present thesis, we are interested in Classification task, and specifically, learning
from Multi-label data, we study how can the analysis of medical data using machine
learning algorithms helps the doctors in the diagnosis and treatment process. We present
a healthcare application that concerns Ambulatory Blood Pressure Monitoring (ABPM )
data (refer to Chapter 3). The next section describes in depth our motivation and the
fundamental concepts of such task and provide the necessary background to understand
the upcoming parts of this thesis.

2 Multi-label Classification Problem
In machine learning, the Classification is one of the main tasks that aim to learn a model
on a set of training examples, characterized by a set of features and labeled by a class. This
model should be able to assign the proper class to new examples based on only its features.
There are many possible Classification learning tasks, the following example explains well
the difference between the different forms of Classification.

Suppose that we have a dataset containing a set of patient’s data, each patient has
some features, such age, gender, heart rate, weight, height, blood pressure, glucose level
etc. the aim is to predict the pathology (output) for each patient. Hence, the Classification
task depends on the output vector, it is called Single-label Classification when we consider
just one class, for example, the class is called Diabetes, and we have only two values for this
class (Diabetic or normal), then the Classification process is called Binary Classification.

Suppose now that we have many classes in the output vector, which represent the
types of Diabetes including Normal case: Normal (N), Type 1, Type 2, Type 3. Thereby,
the learning task is called Multi-class Classification, since the output contains four classes
which are mutually exclusive, i.e. we cannot find healthy patient (class=N) attained by
Diabetes Type1 at the same time. Figure 1.1 highlight the main difference between Single-
label and Multi-label Classification.

2. MULTI-LABEL CLASSIFICATION PROBLEM 6
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Figure 1.1: Single-label vs. Multi-label dataset.

However, in the medical field, a patient can be attained by several pathologies simulta-
neously considered in the learning process as many outputs (labels), where each instance is
associated with many labels simultaneously. In our example, a patient can be affected by
many pathologies as Diabetes, Cardiovascular risks, Renal failure, and Hypertension at the
same time. If we consider for each label just two possible values (normal or pathological),
then the Classification is called Multi-label. Furthermore, if many classes are considered
for each label, the Classification process is more general and it is known in the literature
as Multi-dimensional Classification. Table 1.1 present the different Classification tasks.

Table 1.1: Classification problems according to the output to be predicted.
Number of outputs Output type Classification task
1 per instance Binary Single label
1 per instance Multivalued Multi-class
q per instance Binary Multi-label
q per instance Multivalued Multi-dimensional
1 per M instances Binary/Multivalued Multi-instance

In summary:

• In Single Classification, we have only one output vector, if it contains (True/False)
values, then the Classification is called Binary Classification. Nevertheless, if it
contains more than one class, which are mutually exclusive, the Classification task
is called Multi-class Classification.

• In Multi-label Classification, each instance is associated with a set of labels simul-
taneously, and each label has only binary values. If in addition, each label has more
than one possible class, then the Classification is called Multi-dimensional. Table
1.1 summarize Classification problems according to the predicted outputs.

2.1 Multi-label for real-world applications
During last years, Multi-label Learning (MLL) has become a very hot topic, due to the
increasing number of fields where it can be applied, also to the emerging number of tech-
niques that are being developed to deal with the learning task. Initially, MLL was used for
text categorization [15]; [16] where a document can belong to multiple categories at once
or have multiple tags. Thereafter, MLL is being increasingly required in many real-world
applications, such as semantic annotation of images [17], [1], [18] and video [19], functional

2. MULTI-LABEL CLASSIFICATION PROBLEM 7



Chapter 1

genomics [20], [10], [19], music categorization into emotions [ [21], [22]. Table 1.2 reviews
some Multi-label Learning applications from literature [23].

Table 1.2: Some Multi-label Learning Applications from literature.
Data type Application Resource References

Text Categorization News article [24]
Web page [25]
Patent [ [26], [27]]
Email [28]

Legal document [29]
Medical Report [30]
Radiology Report [31]

Image Semantic annotation Pictures [ [17], [1], [18]]
Video Semantic annotation News Clip [19]
Audio Noise detection Sound Clip [32]

Emotion detection Music Clip [ [21], [22]]
Structured Functional genomics Gene [ [20], [10], [19]]

Proteomics Protein [27]

We present hereafter several application areas of Multi-label Learning with some case
studies found in the literature. Table 1.3 presents dataset collected from each case studies
with their original references and the download links.

Text mining is one of the main tasks where Multi-label Classification learning was
greatly applied. the idea is to transform a set of text documents into Multi-label dataset,
each row corresponds to a document and the columns represent the characteristics kept
after the preprocessing step, where uninformative words are removed and only representa-
tive words with their frequencies are used as a discriminative features. We present below
some datasets usually used in this field:

• Bibtex dataset was introduced in [33] as part of a tag recommendation task, it con-
tains the meta-data for bibliographic entries. The input attributes are the words
presented in the papers’ title, authors names, journal name, and publication date
and there is in total 1 836 features associated with a total of 159 different labels.
The data was collected from Bibsonomy 1, a specialized social network where the
users can share bookmarks and BibTeX entries assigning labels to them, The boolean
Bag of Words model is used to represent the documents, so all features are binary
indicating if a certain term is relevant to the document or not [34].

• Medical [35]: the dataset was created from anonymized clinical texts, where patient
symptoms are described. Words describing each document represent features that
are associated with a total of 45 labels, that represent codes from the International
Classification of Diseases, precisely ICD-9-CM8 codes [34].

• Enron: The Enron corpus is a large set of email messages, with more than half a
million entries, from which a dataset for automatic folder assignment research was

1http://www.bibsonomy.org.
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generated [36]. The Enron Multi-label dataset has 1701 instances assigned to 53
labels, each label correspond to the folders in which each message was stored into
by the users [34].

• Bookmarks [33]: comes from the same source as Bibtex dataset, the data are obtained
from the bookmarks shared by the users. Specifically, the URL of the resource, its ti-
tle, date, and description are included in the dataset. The input features consisted in
2150 different terms and outputs features are the 208 tags assigned to each instance.

• Delicious [37]: the nature of this dataset is the same as the previous one, but this
time the links to web pages were taken from the del.icio.us4 portal. The page content
for a set of popular tags was retrieved and parsed, and the resulting vocabulary was
filtered to avoid nonfrequent words [34]. The produced dataset contains a so large
number of labels.

• Reuters [38]: is a subset of RCV1V2 (Reuters Corpus Volume 1 Version 2) text
corpus generated from the full text of English news published by Reuters along one
year, from August 20, 1996, to August 19, 1997. The dataset contains a reduced set
of attributes as the goal of the study was to work with more representative features
to improve the speed of the learning process [34].

Multimedia Ressources Labeling Although text categorization application was
the first to use Multi-label Classification, the huge amount of collected data in other fields
demand automated Multi-label Classification mechanisms be labeled including images,
sounds, music, and video. we present below some of those applications:

• Emotions [22]: The main goal is to automatically identify the emotions produced by
different songs. A hundred songs from each one of seven music styles were taken as
input. The songs were labeled by three experts, using the six main emotions of the
Tellegen-Watson-Clark abstract emotional model.

• Scene [17] is related to image labeling, specifically to scene Classification. It is made
up of 400 pictures for each main concept, beach, sunset, field, fall foliage, mountain,
and urban. The images are transformed to the CIE Luv color space, known for being
perceptually uniform, and latter segmented into 49 blocks, computing for each one
of the values such as the mean and variance. The result is a vector of 294 real-value
features in each instance [34].

• Mediamill : It was introduced in [39] as a challenge for video indexing. The goal
was to discover what semantic concepts are associated with each entry, among a set
of 101 different labels. Some of these concepts refer to environments, such as road,
mountain, sky, or urban, others to physical objects, such as flag, tree, and aircraft.

• Birds [40]: this dataset aims to identify multiple birds species from acoustic record-
ings. After recording the audio, the researchers used 2D time-frequency segmenta-
tion approach to separate overlapping time since in each snippet, one to five different
species appears. The generated dataset contains as features the statistical profile of
each segment.

• Flags [41]: This dataset is considered as a toy dataset since it only has 194 instances
with a set of 19 inputs features and 7 labels. The labels represent colors appear in
the flag or the presence of a certain image or text and the input features describe
land mass the country including its area, religion, population, etc. [34]

2. MULTI-LABEL CLASSIFICATION PROBLEM 9
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Genetics/Biology Multi-label Classification was greatly used in the literature for
bioinformatic applications, we name below two datasets widely used in this field called
Genbase and Yeast, the first concerns the Classification of genes in line with their func-
tional expression, while, the second focused in predicting multiple functions of the protein.

• Genbase [42]: the dataset contains 662 proteins where 1185 motif patterns and
profiles were used as input features, each feature indicates the presence or absence
of each profile and motifs for each protein. Genbase contains 27 different protein
classes, each protein associated with one or more label.

• Yeast [20]: concerns the prediction of the functional expression for a set of genes.
The input features for each gene come from micro-array expression data, with a 103
real values vector per instance. Each gene can express more than one function at
once, the dataset contains in total 14 functional classes.

How much the dataset is Multi-label? The selection of the best algorithm for
learning needs a prior understanding of the inner traits of Multi-label data. The Multi-
labelness of the dataset can be assessed using a specific characterization metrics proposed
in the literature [13], we review in this section some of them:

• Label Cardinality (LCard [23]) : used to quantify the average number of the active
labels that characterize each example of the database. High LCard denotes that data
are truly Multi-label, while lower values state that most of samples have only one
relevant label.

LC =
1

M

M∑
i=1

| Yi | (1.1)

• Label Density (LDens [23]): takes into account the number of labels in the dataset,
it is the average number of labels that characterize the examples when learning
divided by the number of labels q. A high value indicates that the labels are present
for each instance, and a low value indicates the existence of a small number of labels
present for the majority of the instances.

LDens =
1

q

1

M

M∑
i=1

| Yi | (1.2)

• Diversity [23]: represents the total number of the labels in the dataset.

• Distinct labelsets(Distinct) [23] : calculates the number of the possible combina-
tions of labels in the dataset, which is very important for Multi-label Transformation
algorithms.

Distinct =| Yi ⊆ L | ∃(xi, Yi) ∈ D (1.3)

• The Pmin: is a measure that shows the percentage of instances in the dataset with
only one active label [34].

Pmin =
∑

y′∈Y/|y′ |=1

| y′ |
M

(1.4)
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Table 1.3 presents the most common datasets used in the literature [43] with associated
statistics. More datasets can be found in [34]

Table 1.3: Characteristics of some Multi-label datasets.
Dataset Domain Instances Attributes Labels Cardinality Density Distinct Reference
Medical Text 978 1449 45 1.245 0.028 94 [35]
Bibtex Text 7395 1836 159 2.402 0.015 2856 [33]
Enron Text 1702 1001 53 3.378 0.064 753 [36]

Mediamill Media 43907 120 101 4.376 0.043 6555 [39]
Emotions Music 593 72 6 1.869 0.311 27 [22]
Scene Media 2407 294 6 1.074 0.179 15 [17]

Genbase Biology 662 1185 27 1.252 0.046 32 [42]
Yeast Biology 2417 103 14 4.237 0.303 198 [20]
Flags Image 194 19 7 3.392 0.485 54 [41]
Birds Sound 645 260 19 1.014 0.053 133 [40]

Bookmarks Text 87856 2150 208 2.028 0.010 18716 [33]
Delicious Text 16105 500 983 19.017 0.019 15806 [37]
Reuters Text 6000 500 103 1.462 0.014 811 [38]

3 Notations & Terminology

3.1 Terminology
This subsection present some terms used frequently in this manuscript:

• ML: Multi-label.

• MLC: Multilabel Classification.

• MLL: Multi-label Learning.

• Label: The output attribute associated with an instance.

• Labelset: A set of labels associated with an instance.

• Instance/Sample/Example: correspond to a row in a ML dataset, including its
input attributes and associated labelset.

• Attributes/Features: Refer to the set of input attributes in the dataset, without
including the output labelset.

• Dataset: A collection of instances, it is often presented as a matrix where the rows
are instances and the columns present attributes.

• Input space: The space represented by the attributes used as predictors in a
dataset.

• Output space: The space that represent labels (output attributes) in a Multi-label
dataset.

• Repository: Usually it is a web site that provides free for resources researchers
such as datasets and software. Refer to Table 1.5 for Multi-label resources widely
used by researchers.

• Preprocessing: An important task of data mining that aims to clean data and
select relevant input and output attributes for the learning task.

3. NOTATIONS & TERMINOLOGY 11
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• Bipartition: Is the output generated by ML classifiers, that represent labels which
are relevant or not to a given instance of learning.

• Cardinality: Average number of active labels per instance in a ML dataset.

• Density: Another metric derived from cardinality to measure the Multi-labelness
of a ML dataset.

• Diversity: Label diversity refers to the total number of the labels in the dataset.

• Resampling: Technique used to create new subsets of learning from the original
dataset.

• Oversampling: Resampling technique that produces additional data samples to
the original dataset.

• Bag: Collection of data instances resulted from a Resampling strategy.

• k-fold cross validation: A strategy of Resampling used to estimate the skill of
machine learning models on a new dataset. The parameter called K refers to the
number of subsets of learning that a given dataset is to be split into.

• Imbalance: The dataset is said Imbalanced when there is a prominent inequality
of its labels frequency.

• Supervised: Refer to learning from datasets fully annotated by the expert, that
means supervised methods are guided by the labels associated with data samples.

• Unsupervised A learning task where the learner use only input features, without
being guided by output space.

• Clustering: A strategy of learning that aims to discover the similarity between
data points and to assemble them into groups.

• Segmentation: A process that aims to extract features from signal information
such as images and audio.

• Lazy method: This expression is used for learning methods that do not generate
a model apriori and defers the work until a new instance arrives.

• Ensemble: Set of learners that combines their predictions to outputs the final
labelset.

• Feature selection: Technique to choose the most relevant attributes from a dataset.

• PubMed: A free resource developed and maintained by the National Center for
Biotechnology Information (NCBI) at the National Library of Medicine.

3.2 Mathematical notations
Before introducing Multi-label approaches and Evaluation Metrics, let introduce in this
section some formal definition and notations defined by Schapire and Singer [16], Zhang
and Zhou [44] (Table 1.4).

According to G. Tsoumakas et al. [23], Multi-label Learning includes two main tasks:
Multi-label Classification (MLC ) and Label Ranking (LR). In this thesis, we focus basically
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on MLC. The main task of MLC is to define function h that return a set of relevant labels
Y , given an input space χ. While the LR task returns the ordering of all possible labels
according to their relevance to a given instance x.

Symbol Definition
χ d-dimensional input space of numerical or categor-

ical features f .
L = {λ1, λ2, . . . λq} L :an output space of q labels, q > 1. Each subset

of L is called labelset.
(x,Y) x = (x1 . . . xd) ∈ χ is a d-dimensional instance

which has a set of labels associated Y ⊆ L.
Y = (y1, y2, . . . yq) = {0, 1}q label associations represented as a q dimensional

binary vector.
Each element is 1 if the label is relevant and 0
otherwise.

S = {(xi, Yi)} |1 ≤ i ≤M Multi-label training set with M instances.
Yi The sets of true labels for an instance.
Ŷi The sets of predicted labels for an instance.
q, M , D Number of labels and instances of the Dataset re-

spectively.

Table 1.4: Mathematical Notations.

4 Learning From Multi-label Datasets
In the literature, many approaches were proposed to deal with Multi-label Classification,
we review briefly in this section the most common approaches.
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Figure 1.2: Categorization of Multi-label Algorithms.

Multi-label Classification methods can be categorized into two main groups [12]: Prob-
lem Transformation (PT ) and Adaptation Algorithms (AA). The later tackle the learning
problem by adapting popular learning approaches to deal with the Multi-label data di-
rectly. While the former, solve the problem by transforming it into other well-established
learning scenarios such as Binary Classification (Binary Relevance [11]), Multi-class Clas-
sification (Label Powerset [11]). Figure 1.2 outline the main algorithms presented in this
section.

4.1 Adaptation methods
By the apparition of the Multi-label problem and its need in many real-world applications,
researchers tried firstly to adapt directly the existing algorithms to deal with the Multi-
label Learning task, we present hereafter some of them categorized according to the strategy
used during the learning process.

Instance Based

Multi-label K-Nearest-Neighbors (MLKNN ): is an adaptation of the K-Nearest-
Neighbors lazy learning algorithm (KNN ) to Multi-label data [1]. MLKNN use the same
basic principle of KNN for searching the K-Nearest-Neighbors, the difference is in the fact
of using a Bayesian approach to specify relevant labelsets for a new instance based on its
prior probability and posterior probability.

Dependent Multi-label K-Nearest-Neighbors (DMl-KNN ) Younes et al.
propose in [45] an algorithm derived from the MLKNN called: Dependent Multi-label
k-Nearest-Neighbors (DMl-KNN ) which takes into account the dependencies between the
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different labels of the dataset. For each instance, the DMl-KNN identifies the k-Nearest-
Neighbors and assigns a set of labels to that instance using the global maximum a posteriori
(MAP).

Instance-Based Learning by Logistic Regression (IBLR) In [46], the authors
combine Instance-Based learning and Logistic Regression (IBLR). (IBLR) consider the
labels of Neighbors instances as an extra attributes in a Logistic Regression scheme.

Binary Relevance k-Nearest-Neighbors (BRKNN ) BRKNN [47] is an adap-
tation of the KNN algorithm for Multi-label Classification that is conceptually equivalent
to using the KNN as base classifier for the most popular Transformation method called
Binary Relevance.

Multi-label Neural Networks Based

Multi-label Back Propagation (BP-MLL) is an adaptation of back propagation
algorithm for Multi-label Learning [48]. The main modification is the introduction of a
new error function that takes multiple labels into account.

Multi-label Multi-Class Perceptron (MMP) Crammer and Singer proposed
a Multi-label Multi-Class Perceptron [49] for online topic Ranking from text documents.
MMP use for each label a seperate perceptron as BR do, but the performance of the whole
ensemble is considered to update each perceptron.

RBF Neural Networks for Multi-label Learning (ML-RBF) ML-RBF [50]
was derived from the traditional Radial Basis Function (RBF ). First, the algorithm con-
ducts a clustering analysis on instances of each possible class in order to form the first layer
of a ML-RBF Neural Network. The center of each cluster is considered as a prototype
vector of a basis function. Then, the weight of the second layer is learned by minimizing
a sum-of-squares error function.

Probabilistic Neural Network for Multi-label setting (PNN) In [51], a new
version of a Probabilistic Neural Network (PNN ) was proposed to tackle the Multi-label
Classification problem. The adapted version of PNN was mainly proposed for executing
the automatic Classification of economic activities.

Decision Tree Based

MLC4.5 Clare & king [10] adapt the C4.5 algorithm to Multi-label problem by modi-
fying the entropy formula as follows:

Entropy(D) = −
q∑
j=1

pjlog(pj) + (1− pj)log(1− pj)

Where D is the Multi-label dataset. q is the number of labels in D and pj is the relative
frequency of label j.
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Predictive Clustering Tree (PCT) [52] is a Decision Tree organized as an hierar-
chy of clusters. The data is partitioned in a top-down strategy by minimizing the variance,
the leaves represent the clusters and are labeled with its cluster’s. In Multi-label Learn-
ing, the variance function is computed as the sum of the Gini Index of the variables from
the target tuple, and the prototype function returns a vector with probabilities for each
label [12].

Support Vector Machine Based

Rank-SVM Elisseeff and Weston present a Ranking algorithm for Multi-label Learning
[20] based on SVM strategy known as Rank-SVM. It uses a set of q linear classifiers that
minimize a cost function called Ranking Loss, defined as the average fraction of pairs of
labels that were miss-ordered by the algorithm.

Calibrated Label Ranking (CLR) extends the Ranking by Pairwise Comparison
(RPC ) [53] that introduces a virtual label to separate between relevant and irrelevant
labels (Calibration label), by this way CLR manages to perform Multi-label Classification.

Naive Bayes Based

Multi-label Naive Bayes (MLNB) Zhang et al. present a new method [9] called:
Multi-label Naive Bayes (MLNB) which is an adaptation of the Bayesian network for
Multi-label Classification. Variable selection mechanisms are presented to improve this
algorithm. The first step is to use the Principal Components Analysis (PCA) to eliminate
insignificant and redundant attributes. In the second part, this method uses a genetic
algorithm to select the most appropriate attributes for label prediction.

4.2 Transformation methods
Transformation methods include algorithms that tackle Multi-label Learning by transform-
ing it to one or more Single label Classification, it can be categorized into two main groups:
Binary Relevance and Label Powerset In thispart, we introduce the main differences be-
tween the two strategies.

Binary Relevance Based

Binary Relevance (BR) this method [11] transforms the Multi-label Learning prob-
lem to q Binary Classification problems (q denoting the number of possible labels in the
dataset) and learns for each label a separate classifier. It is simple and inexpensive in
terms of computational time, but it is criticized because it does not take into account
Label correlation.

Classifier Chain (CC ) Based To overcome the disadvantages of BR, many varia-
tions of BR were proposed in the literature. As Classifier Chain [54], where the authors
propose to use a Chain of classifiers to deal with Label dependence, by extending the fea-
ture space of each classifier with the outputs of all previous classifiers. The main limit of
CC is that different orders of the chain can affect results. For that many extensions were
proposed to deal with the ordering issue by using a set of CC chains with diverse orders
as Ensemble Classifier Chains (ECC ) [55], Probabilistic Classifier Chain (PCC ) [56], and
other algorithms based on genetic algorithm [57].
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Probabilistic Classifier Chain (PCC ) was introduced by Dembczynski et al. [56],
which is an extension of the Classifier Chain (CC ) approach [54]. The algorithm randomly
determines the order of the Classifier Chain in the training phase. According to this order,
for each instance of the Classification phase, it estimates the entire joint distribution of
all possible label combinations and sought to maximize the posterior probability of the
predicted label combination [58].

2BR (Meta-BR) The 2BR algorithm also known as Meta-BR and stacked-BR [26],
its main idea is to apply BR twice and use the outputs predictions of the first BR model
(base level) as extra features for the second model (meta-level).

Label Powerset Based

Label Powerset (LP) [11] have been proposed to deal with the aforementioned prob-
lem of BR, where each new combination of labels existing in the learning set of size M
is considered as a new class. Multi-label Learning problem is then transformed into a
Single-label Classification problem where the number of classes is at most min (N, 2q).

LPBR combine between LP and BR approaches [59]. The algorithm first cluster labels
into several independent subsets based on chi2 test. Then, it applies a Multi-label classifier
for learning, and for labels predictions, it uses LP for dependent labels and BR otherwise.

RAndom k-labELsets (RAkEL) The RAkEL method [11] is one of the improve-
ments of the LP, it constructs an ensemble of LP classifiers, each one is trained using
a different small random subset of labels. The classes are then determined by a voting
strategy using a threshold.

5 Multi-label Evaluation Measures
The Evaluation Measures of Multi-label algorithms differ from those used in other Classi-
fication tasks such as Single label Classification and Multi-class Classification. In [23], the
metrics to evaluate Multi-label models are categorized into two main categories: Label-
based metrics and Example-based metrics. Figure 1.3 summarize the Evaluations Metrics
presented in this section.
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Figure 1.3: Categorization of Multi-label Evaluation Metrics.

5.1 Label-based strategy
Consists of computing a Single label metric for each label based on the number of True
positives (Tp), True negatives (Tn), False positives (Fp) and False negatives (Fn) and
then obtaining an average value. Note that there is two possible averaging strategy known
as Micro-average and Macro-average approaches. The first one consider predictions of all
instances together (aggregating the Tp, Tn, Fp, and Fn values of all classes) and then
calculates the measure across all labels. While the second one computes one metric for
each label and then the values are averaged over all the categories. The two strategies are
defined as follows:

BMicro = B(

q∑
i=1

Tpi,

q∑
i=1

Fpi,

q∑
i=1

Tni,

q∑
i=1

Fpi) (1.5)

BMacro =
1

q

q∑
i=1

B(Tpi, Fpi, Tni, Fni) (1.6)

Example of Recall over the two approaches:

RecallMicro =

∑q
i=1 Tpi∑q

i=1 Tpi +
∑q

i=1 Fni
(1.7)

RecallMacro =
1

q

q∑
i=1

Tpi
Tpi + Fni

(1.8)

5.2 Example-based strategy
Compute for each test example the Evaluation Metric and then averaged across the test
set. We distinguish two main groups: Ranking and Bipartition Metrics. The most common
Multi-label Evaluation Measures for each group are described in the following [60].
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Let T = (xi, Yi)|1 ≤ i ≤ t be a Multi-label test set with t instances. Given an in-
stance, x, let Ŷi = H(xi) be the predicted labels by the hypothesis H and Yi: the true
labels. M and q are the number of instances and number of labels respectively. Let
z = (zλ1 , zλ2 , zλ3 . . . zλq) be a vector with normalized output confidence scores in [0, 1].
For any predicate, π, [[π]] returns 1 if the predicate is true and 0 otherwise.

Bipartitions Metrics

Accuracy (Jaccard index) this metric measures the degree of similarity between the
set of predicted Yi classes and the desired set of labels Yi [13].

Accuracy =
1

t

t∑
i=1

| Yi ∩ Ŷi |
| Yi ∪ Ŷi |

(1.9)

Exact Match (Subset Accuracy) is a very restrictive accuracy metric, considering
a Classification as correct if all the labels predicted by a classifier for each example are
corrects [12].

ExactMatch =
1

t

t∑
i=1

I(| Yi |=| Ŷi) (1.10)

Hamming Loss takes into account prediction errors (incorrect label) and missing errors
(label not predicted) [13]. Then, it evaluates the frequency that an example-label pair is
misclassified, i.e. an example is associated to the wrong label or a label belonging to the
instance is not predicted. The best performance is reached when Hamming Loss is equal
to 0. The smaller the value of hamming loss is, the better is the performance.

HammingLoss =
1

t

t∑
i=1

| Yi | 4 | Ŷi |) (1.11)

where 4 is the symmetric difference between the real labels and the predicted labels, it
corresponds to the XOR operation in Boolean logic. i.e: a class label belongs to the set of
labels defined by Yi4Ŷi if and only if that label occurs in either Yi or Ŷi, but not in both
sets.

F1-Score is the harmonic mean between Precision and Recall and is commonly used in
Information Retrieval (IR).

F1− Score = 1

t

t∑
i=1

2 | Yi ∩ Ŷi |
| Yi | + | Ŷi |

(1.12)

Precision is the proportion of labels correctly classified of the predicted positive labels,
averaged over all instances.

Precision =
1

t

t∑
i=1

| Yi ∩ Ŷi |
| Ŷi |

(1.13)

Recall is the fraction of predicted correct labels of the actual labels

Recall =
1

t

t∑
i=1

| Yi ∩ Ŷi |
| Yi |

(1.14)
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Ranking Metrics

One Error evaluates how many times the top-ranked label is not in the set of proper
labels of the instance. The performance is perfect when One Error is equal to 0; the
smaller the value of One Error, the better the performance [1]. Note that, for Single-label
Classification problems, the One Error is identical to ordinary Classification error.

OneError =
1

t

t∑
i=1

[(argminy∈Y f(xi, y) /∈ Yi] (1.15)

Ranking Loss (Rloss) evaluates the average fraction of label pairs that are reversely
ordered for the instance. The performance is perfect when Rloss is equal to 0; the smaller
the value of Rloss, the better the performance [1].

Rloss =
1

t

t∑
i=1

|(y′
, y

′′
)|f(xi, y

′ ≤ f(xi, y
′′
), (y

′
, y

′′
) ∈ Yi × Yi)| (1.16)

Average precision (Avgprec) determines for each label in an instance, the proportion
of relevant labels that are ranked above it in the predicted Ranking. The goal is to know
how many positions have to be checked, on average, before a non-relevant label is found [34].
It is originally used in IR systems to evaluate the document Ranking performance for query
retrieval. The performance is perfect when it is equal to 1; the bigger the value of Average
Precision, the better the performance.

Avgprec =
1

t

t∑
i=1

1

|Yi|
∑
y∈Yi

|y′ |rankf (xi, y
′
) ≤ rankf (xi, y), y

′ ∈ Yi|
rankf (xi, y)

(1.17)

6 Multi-label Toolboxes & Datasets Repository
Many Multi-label Toolboxes were proposed in the literature for learning from Multi-label
dataset, Table 1.5 below reviews briefly some of them, note that each toolbox provides an
associated data repository for ML datasets:

Table 1.5: Some Multi-label Toolboxes.
Toolbox Language Description GUI Reference
MULAN Java A Java library for MLL that provides a programming interface. No [43]
Meka Java A Multi-label/Multi-target extension to WEKA YES [61]
Scikit-Multilearn Python A Python library for performing Multi-label Classification NO [62]
Scikit-learn Python Simple and efficient tools for data mining and data analysis. NO [63]
RUMDR R R Ultimate Multi-label Datasets Repository NO [64]
LibSVM Java, C++ software library for SVMs, it includes some Multi-label Classification algorithms NO [65]
KEEL Java Genral tool for data mining applications, it includes data repository for Multi-label. YES [66]
MLC Matlab/Octave a MATLAB/OCTAVE library for Multi-label Classification NO [67]

7 Conclusion
In our thesis, we are interested in MLL for medical aid diagnosis, the use of automated
process can help greatly the doctors to decide quickly in many situations, for example, pre-
dicting the medical condition of a patient in the emergency based on a set of symptoms. A
simplified example was introduced in [68], suppose that a patient arrived at the emergency
with some symptoms and there are three possible diagnoses: Stroke, Drug overdose and
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Epileptic seizure. The use of a Classification process that considers the possible diagnoses
as outputs Y may greatly help the practitioner, we encode for example the pathologies as
follows:

Y =


1 if Stroke;

2 if Drug overdose;
3 if Epileptic seizure.


As we presented previously, if all outputs are activated Y = {1, 2, 3}, the Classification
task is called Multi-label. We focused on such task since it can deal very well with the
problem of learning from medical data since the poly-pathology problem is often encoun-
tered by the doctors, where a patient may have multiple diseases at once.

The present chapter introduced the basic concepts of Classification task, especially
learning from Multi-label data, the main goal was to provide the reader with the proper
insight to take advantage of these machine learning task to deal with real-world data. It
briefly reviews some Multi-label applications, with the main differences between several
Classification tasks including Single label, Multi-class and Multi-label/ Multi-dimensional
Classification. The main approaches from the literature were also reviewed with some
Multi-label Toolboxes and data repository widely used. The next chapter gives an overview
of the use of Ensemble Methods in MLL, the studied algorithm is called Multi-label K-
Nearest-Neighbors.
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Ensemble Methods for Multi-label
Classification

1 Abstract
The present chapter reviews the use of Ensemble Methods in the Multi-label framework.
First, we briefly introduce the basic concepts of Ensemble Methods in Single-label Classifi-
cation, then, we present a work that applies Ensemble Methods for a Multi-label algorithm.
we aims to improve the performance of Multi-label K-Nearest-Neighbors (MLKNN) using
Ensemble Methods (Bagging and Boosting), which adapts the K-Nearest-Neighbors(KNN )
algorithm to Multi-label data. Ensemble methods use an ensemble of classifiers from either
Transformation or Adaptation algorithms, it is divided into two main categories: hetero-
geneous Ensemble Methods, where the final decision is obtained by combining different
algorithms responses on the same training set. While, homogeneous Ensemble Methods
combine the prediction of the same algorithm using: adaptive (Boosting) or randomly
(Bagging (Bootstrap and Aggregating)) strategies. In this work, we focus on the latter
category since we aim to enhance the performance of MLKNN [1] that adapts the classical
algorithm KNN to Multi-label data.

This work was published in Proceeding ICCDA ’17 Proceedings of the International
Conference on Compute and Data Analysis. Cite as: K. DOUIBI, N. SETTOUTI and
MA. CHIKH. The homogeneous Ensemble Methods for MLKNN algorithm. Pages 197-
201, Lakeland, FL, USA — May 19 - 23, 2017, ACM New York, NY, USA ©2017, ISBN:
978-1-4503-5241-3 doi:10.1145/3093241.3093262.

2 Introduction
Ensemble Methods were originally introduced to enhance the generalization ability of a
Single classifier by building a set of base-models, also known as committee-based models
and combine their predictions using a strategy of a vote. In the rest of this chapter, we
denotes learning examples as {(x1, y1), . . . , (xM , yM )} for some unknown function y=f(x),
xi values are vectors of the form (xi,1, . . . , xi,n), which are the features of xi. Given a set
S of training example, the algorithm outputs a classifier which is an hypothesis about the
true function f. For a new instance x, the classifier predicts the corresponding output Ŷ ,
we denote classifiers by h1, h2, . . . , hq
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The main idea of Ensemble Methods is that improved performance can be achieved
based on the prediction of multiple models, instead of an isolated single prediction, it
uses an ensemble of models (See Figure 2.2) called base classifiers, that can be one of
the commonly used algorithms such as Decision Tree (DT), Neural Network (NN), K-
Nearest-Neighbors (KNN) etc. The main idea of Ensemble Methods can be summarized
into twofold: first training separate models, then, combine their decisions to give more
accurate prediction. Ensemble Methods is known as homogeneous when the base classifier
used is the same learner for all committee, otherwise, it is called heterogeneous Ensemble
Methods.
The success of Ensemble Methods to improve the Accuracy does not relies only on the per-
formance of base classifiers. Nevertheless, it depends also on the diversity of the learning
set for each one.

Roughly speaking, two necessary and sufficient conditions for an Ensemble Methods to
be more accurate than any of its individual members is if base classifiers are accurate and
diverse [69]. A classifier is accurate if it has an error rate better than random guessing
on a new item, and two base classifiers are diverse if they make different errors on new
data points. A simple explanation of the importance of this condition was presented by
Dieterich in [6], suppose that we have a committee of three classifiers: {h1, h2, h3} and
consider new point x. If the three classifiers are not diverse (identical), then if the first
classifier is wrong the two others are wrong. However, if the three errors made by h1, h2, h3
are uncorrelated, then when the first is wrong, the two other classifiers may be correct so
that a majority vote will correctly classify x.

Dietterich in [6] clarify the advantages of Ensemble Methods to improve the prediction
of an isolated model in three views, let H be the hypothesis space, h the best hypothesis
and h∗ denotes the optimal hypothesis:

• Statistical: The role of a learner is to search the best hypothesis h from H. So,
if the dataset used for learning is too small compared to the size of the hypothesis
space, we talk about the statistical problem. Without sufficient data, the risk that
a learner selects the wrong hypothesis with a poor generalization ability is higher.
However, by constructing an ensemble committee based on accurate classifiers and
then average their votes reduce this risk. See Figure 2.1 (top-left).

• Computational: At this level, the problem is not the small size of the dataset but
it concerns the sensitivity of the algorithm to local optima while searching the best
hypothesis in a large dataset. Constructing diverse classifiers provides many different
starting points which may reduce this risk by combining all their predictions. As
presented in Figure 2.1 (top-right).

• Representational: In some cases of machine learning applications, it is difficult to
find an optimal classifier from the hypothesis space H, while the use of an ensemble
of classifiers can approximate the best hypothesis by forming weighted sums of hy-
potheses drawn fromH. See Figure 2.1 (bottom). The illustration of the third reason
was explained by Dieterich as follows: if we consider for example Neural Networks
and Decision Trees which are both flexible algorithms, that mean given a sufficient
training data, they will explore the space of all possible classifiers. However, with a
finite training sample, the hypotheses explored will be reduced, since they will stop
searching when an hypothesis that fits the training data is found.
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Figure 2.1: The Three Fundamental Views explaining the Advantages of Ensemble
Methods to improve the prediction of an isolated classifier. The outer curve denotes
the hypothesis space H, the inner curve denotes the set of hypotheses that all give
good Accuracy on the training data. The point labeled f is the true hypothesis. We
can see that by averaging the accurate hypotheses we can find a good approximation
to f [6].

The strategy of learning of an Ensemble Methods can be divided into two architectures:
Parallel and Serial, in the rest of the chapter we will detail two approaches called: Bagging
[2] and Boosting [3], the first one (Refer to Section 2.1) illustrates the Parallel architecture
while the second can be a good example for the Serial (Section 2.2). The main differences
are summarized hereafter:

• Parallel: several base classifiers are trained in parallel, it is the most common strategy
of Ensemble Methods used in the literature.

• Serial: known also as Boosting model where a series of base classifiers is used, and
in each step an error function is used to improve the next base classifier according
to the previous one.
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Figure 2.2: An example of Ensemble Methods Architecture. If each base classifier
learns separately, the approach is called Bagging. However, If all base classifiers
learn in a series, then the approach is called Boosting

At this level, we will discuss the idea of how Ensemble Methods improves performance
by consolidating multiple models instead of just using one isolated classifier? What are the
different strategies of learning and sampling in this case? And how the final decision is
computed from all predictions?

In the literature, many approaches have been proposed to construct Ensemble Methods,
one of the most useful technique is to manipulate the training examples to create diverse
base learners. Constructing an ensemble method by manipulating the training examples
means that the algorithm creates several subsets of training instances to learn many base
classifiers, this technique works well for unstable learning algorithms whose output classi-
fier undergoes major changes in response to small changes in the training data as Decision
Trees, Neural Network etc. [6].

The two straightforward ways of manipulating the training set are Bagging [2] and
Boosting [3], presented in details in the next section. Then, the rest of the chapter discusses
the use of Ensemble Methods in the Multi-label framework, we present briefly some Related
Work and the adaptation of Bagging and Boosting strategy to improve the performance of
an adaptation of K-Nearest-Neighbors (KNN) algorithm to Multi-label called: MLKNN [1].

2.1 Bootstrap and aggregating (Bagging)
The Bagging is a strategy of learning introduced by Breiman (1996) [2], it includes two
main steps, the first one called: Bootstrapping, that create new subsets of learning for
each base classifier (bootstrap) in order to improve the individual prediction performance.
Each bootstrap is generated by uniformly sampling with replacementM instances from the
training dataset which are then used to train a separate base classifiers. Each bootstrap
replicate contains on the average 63.2% of the original training set with several training
examples appearing many times [2]. The second step is called: Aggregation that aims to
output the final decision of the committee, that can be seen as a simple averaging process
overall the base-classifiers.
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The pseudo code 1 and the figure 2.3 below summarize the main steps of Bagging
presented by Leo Breiman in [2]:

Figure 2.3: An illustration of Bagging Scheme using three classifiers in the Ensemble
Methods.

Algorithm 1 Bagging
Input: Training set ′S ′
Output: Final prediction Generate k bootstraps by uniformly sampling with re-
placement ′M ′ instances from ′S ′

for Each bootstrap do
Learn a base classifier h

end for
The Bagging prediction is computed as:

H(x)=sign(
∑k

i=1 hi(x))

Bootstrapping

Given a training set of M instances, according to Efron & Tibshiran [70], bootstrap is
generated by sampling with replacement M times from the original training data. It ex-
ploits the independence by adding perturbation to enhance diversity within the committee,
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each bootstrap sample contains only about 63% of unique instances, meanwhile, 37% [71]
of instances will not appear in the bootstrap, called Out-Of-Bag (OOB) samples. They
provide an effective way to estimate the generalization error of the base learner known as
OOB estimation. Figure 2.5 and 2.4 presents an example of bootstrap and Bagging based
Decision Trees respectively.

Figure 2.4: An example of Bagging based Decision Trees (CART)

Figure 2.5: An example of Bootsrapping Sampling.

2.2 Boosting
Boosting is an ensemble method that allows, under certain conditions, to improve the
performance of an algorithm by combining several Weak learners in order to form a
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Strong learner. The idea of Boosting was proposed for the first time by Freund et al. in
1990 [3] to answer a question: is it possible to make a weak algorithm as good as we want?
It means a little better than hazard? Shapire shows that a weak algorithm can always
improve its performance by being trained in three training samples (Boosting by subsets
see Figure 2.6)

Figure 2.6: Boosting by Subsets

In 1996, Shapire and Freund proposed AdaBoost (Adaptive Boosting) [72], similarly to
Bagging, AdaBoost manipulates the training examples to generate several hypotheses. It
maintains a set of weights over the training examples, in each iteration l, the base classifier
minimize the weighted error on the training set, and it returns an hypothesis hl. The
weighted error of hl is used to update the weights in the training examples in order to
place more weight on misclassified learning examples by hl and less weights on examples
that were correctly classified. The final classifier is constructed by a weighted vote of base
classifiers as follows: hf (x) =

∑
l wlhl(x) where wl is computed according to its Accuracy

on the weighted training set that it was trained on [6].

In summary, the three basic idea [3] of AdaBoost are:

1. Using a specialized expert committee to make a decision.

2. Adaptive weighting of votes by using a multiplicative update technique.

3. Changing the distribution of samples available to train each expert, by overweighting
misclassified examples in the preceding steps in order to force the learner to focus
on the difficult examples of the sample learning.
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3 Related Work of Multi-label Ensemble Methods
As we previously highlighted in the previous chapter, the algorithms proposed in the liter-
ature to deal with Multi-label (ML) problem are categorized into two main categories [12]:
Transformation algorithms and Adaptation algorithms. The former transform the data to
fit the algorithm however the later modify the algorithm to fit the data. The application
of Ensemble Methods has attracted the attention of Multi-label community researchers
for two major reasons: firstly to deal with problem of high complexity of Label Powerset
(LP) approach [11], secondly to solve the problem of not considering Label dependence
by the learner in the case of Binary Relevance (BR) models [54]. Note that the idea of
Ensemble Methods is the same as proposed at the beginning of this chapter, thereby, the
base classifier may be an Adaptation or Transformation method. We present briefly some
of them thereafter:

Ensemble of Binary Relevance classifiers (EBR) Binary relevance (BR) [11]
was first proposed to tackle Multi-label Classification problem by transforming it into a
Binary Classification, then, EBR [54] was proposed where each base classifier is carried
out on a random sub-sampling of the training dataset [73], each base classifier provide its
Binary predictions, then the final prediction is computed by averaging all the predictions
for each label using a threshold of 0.5.

Ensemble Classifier Chain (ECC) Classifier Chain (CC) was proposed in [54] to
solve the problem of Label dependence of BR using a Chain of Classifiers, by extending
the feature space of each classifier with the outputs of all previous classifiers. However, the
order of classifiers in the chain was an issue, therefore the authors proposed the use of a
committee of CC models to deal with that called ECC [55]. Each base classifier learns on
random Chain orderings, using a random subset of training instances. The final prediction
of ECC is computed using a majority vote strategy.

Ensemble of Pruned Sets (EPS) Another strategy of Transformation to deal with
ML problem is Label Powerset (LP), that transform it to a Multi-class problem. The main
drawback of this approach is the high complexity computation especially for datasets with
a large number of labels. Read et al. [74] proposed EPS that reduce the problem of
complexity of LP by pruning samples with rare labelsets to allow the model focusing on
the important label combinations. After that, EPS reintroduce the pruned examples along
with subsets of their labelsets to compensate the information loss in the previous step. As
LP, PS is not able to output the labelsets that are not in the training set, for that, the
strategy of Bagging [2] was applied to learn a committee of PS learners. A strategy of a
vote is then used to predict the final labels of an unseen instance.

Random Forest Predictive Clustering Tree (RFPCT) Random Forest [75] was
adapted to ML framework by Kocev et al. in [76] called: RFPCT, it is an ensemble method
based on Predictive Clustering Tree (PCT) algorithm [52]. PCT is top-down generated
algorithm, i.e: at each node, data are partitioned into clusters in such a way that the
intra-cluster variation is minimized. The result of the induction process is a Decision Tree
in which each leaf contains the prototype of the instances belonging to that leaf [60]. The
diversity among the base classifiers is obtained by using Bagging and selecting, at each
node, the best feature from a random subset of the input attributes. The outputs are
combined using a voting scheme.

3. RELATED WORK OF MULTI-LABEL ENSEMBLE METHODS 29



Chapter 2

Random Forest of Multi-label-C4.5 (RFMLC4.5) In [12], Random Forest was
also adapted to Multi-label Learning using MLC4.5 [10] as base model, called: RFMLC4.5.
MLC4.5 is a Decision Tree algorithm adapted to Multi-label framework by modifying the
entropy to consider each label at leaves. While RFMLC4.5 use the Bagging strategy to
create a committee of MLC4.5, then their predictions are combined using a voting strategy
over each label.

Multi-label Ensemble Learning (EnML) Chuan et al. in [77] develop Multi-label
Ensemble Learning (EnML), that use a set of Multi-label classifiers to increase Classifica-
tion accuracy. It is based on the evolutionary algorithms to optimize each classifier and
find the optimal labels for each instance, a collection of predictors is used and the final
decision is obtained by aggregating all their predictions.

Ensemble Label Powerset Pruned datasets Joint Decomposition (ELP-
PJD) Recently, Li et al. in [78] propose an ensemble Multi-label classifier based on
Label Powerset strategy to resolve the multi-disease risk prediction based on physical
examination records. They formulate the disease risk prediction into a Multi-label Classi-
fication problem, the proposed method is called Ensemble Label Powerset Pruned datasets
Joint Decomposition (ELPPJD) and the dataset contains 110,300 records of anonymous
examination records which include 62 examination items consisting of the basic physical
examination items, Blood routine examination, Liver function test, as well as the diagno-
sis results marked by the physicians. In their experiment, they focus on 6 normal chronic
diseases: Hypertension, Diabetes, Fatty liver, Cholecystitis, Heart disease, and Obesity.

Boosting for text categorization (Boostexter) Ensemble methods were widely
used in text categorization field, which is one of the most important application domain of
Multi-label Classification, where each textual document should be categorized according
to its content. Schapire and Singer in [24] presented Boostexter: an algorithm of Boosting
for text categorization for the Multi-label framework, and compare the results with other
algorithms in the literature. The two versions of AdaBoost for Multi-label data are called
AdaBoost.MH and AdaBoost.MR for Classification and Ranking respectively. In [79], the
categorization of Chinese text was treated using the Boosting algorithm and the experi-
mental evaluation was made on WX95-96 dataset which contains chinese documents. The
obtained results show the efficiency of the proposed algorithm compared to other algo-
rithms of the literature as Bayesian network and TFIDF/Rocchio algorithm.

Finally, another work [73] study in depth the Ensemble Multi-label Learning in Su-
pervised and Semi-supervised settings. The authors formulate the Multi-label Learning as
an Ensemble learning problem to improve both Classification and feature selection tasks,
they proposed a new semi-supervised Multi-label feature selection approach based on the
ensemble paradigm.

One of the most studied ML algorithm in the literature is the adaptation of K-Nearest-
Neighbors rule to ML framework, known as MLKNN [1]. In the present case study, we
investigate the impact of applying two well known Ensemble Methods strategies called:
Bagging [2] and Boosting [3] (presented previously) to improve its performance. First, we
present in the next section more details about Bagged MLKNN and AdaBoost MLKNN.
Then, we discuss the results found on the most common datasets using four Multi-label
Evaluation Measures (previously defined in Chapter 1 1) such as Accuracy [13], Fmeasure
[13], Subset Accuracy [12] and Hamming Loss [13].
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4 Proposed Approach

4.1 Bagged MLKNN
Initially, the Bagging was introduced as a basic rule, a Decision Tree. However, the pattern
is very general and can be applied to other basic rules such as Nearest Neighbour rule.
The Bagged K-Nearest-Neighbors (Bagged KNN ) was studied by Biau and Devroye (2010)
in [80], in a Regression framework for Single-label Classification.

Figure 2.7: Classification process with Bagged MLKNN

This work establishes the consistency of the Bagged KNN method and illustrates per-
fectly the benefits of Ensemble Methods: starting from a basic rule relatively poor (Rule
of KNN that is not consistent), the Bagging turn it into a very good rule with asymptotic
properties (consistency and optimal convergence rate). In addition, Bagging has many
advantages [2] because it is simple to implement, easily adapts to any learning methods
and reduces the impact of the choice of the training set on Classification results. For that,
we have implemented Bagged MLKNN.

MLKNN algorithm
The Multi-label K-Nearest-Neighbors (MLKNN) [1] adapts the KNN to deal with Multi-
label data. KNN is one of the most useful approaches of Classification that classifies a
new instance x based on its neighborhood, known also as instance-based learning [81]. It
computes a distance between its features and all instances in the dataset. The class of x
is predicted based on the classes of the closer instances. KNN is known as a lazy method
since it does not create any model a priori, only when a new sample arrives the classifier
does some work [34]. The key idea of the adaptation of KNN to the Multi-label scenario
is the use of a posteriori principle to determine the labelset of unseen instance [1] (Refer
to Figure 2.8), hence the MLKNN is not lazy because it starts building an initial model a
priori based on two pieces of information [34]:
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• Compute the a priori probabilities for each label, that consist of the number of times
each label appears in the dataset divided by the total number of instances.

• Compute the Conditional probabilities for each label as the proportion of instances
with the considered label whose K-Nearest-Neighbors, also have the same label.

Figure 2.8: A Simple illustration of MLKNN principle to classify a new instance.

Note that MLKNN does not take dependencies among labels into account since both
probabilities evoked previously are computed individually for each label. The advantage
of considering potential Label dependencies during the Classification process will be dis-
cussed in depth in Chapter 4.

The steps described below summarize the Classification process for a new instance
using MLKNN [1], the MATLAB implementation of the algorithm is freely available in 1

• The algorithm use the euclidean distance (by default) to measure the similarity
between the new instance and all the examples of the dataset to find its K-Nearest-
Neighbors.

• Then, the presence of each label in the neighborhood is used as evidence to compute
Maximum A Posteriori (MAP) probabilities from the Conditional ones obtained
before [34].

• The labelset of the new sample is generated from the MAP probabilities. The
probability itself is provided as a confidence level for each label, thus making possible
to also generate a label Ranking [34].

According to [1], the results obtained by applying MLKNN show their simplicity and
ease. Therefore, the use of several MLKNN simultaneously for the prediction of labels
necessarily improve the performance of an individual classifier. The replacement of the
conventional ordinary voting ’majority vote’ by the ’weighted vote’ is also proposed. This
is justified by the fact that the traditional vote depends on the choice of a majority of

1http://cse.seu.edu.cn/people/zhangml/Resources.htm#codes.
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classifiers that gives the same class for a given instance but without considering the per-
formance of each classifier. However, the weighted vote is used to validate and to weight
these classifiers, by taking into account the capacity of each classifier individually which
gives more efficient results. Figure 2.7 show the process of Bagged MLKNN.

4.2 AdaBoost MLKNN

Adaptation of AdaBoost to MLKNN

The AdaBoost MLKNN use a set of MLKNN classifiers sequentially in order to optimize
the values of Prior, PriorN, Cond and CondN. Those parameters are used by the Bayesian
inference to adapt the KNN to the Multi-label data (See [1]) and are used as probabilities to
determine the label of an example considering its neighbourhood. The AdaBoost MLKNN,
in each iteration overweight examples that were misclassified by the hypothesis of the
previous step, in order to force the learner of the next step focuses on them, and try to
find the optimal values of variables that will be used in the Classification process (See the
pseudo code 2).

Algorithm 2 Pseudo code of AdaBoost MLKNN
Input: Train data, Train target, Number of K-Nearest-Neighbors (Num), Smooth-

ing parameter (Smooth)
Output: Output, Prelabels
1: Training MLKNN [1]

[Prior, PriorN, Cond, CondN]= MLKNN_train(Train data, Train target,Num,
Smooth)

2: Find the optimal values of: Prior_optim, PriorN_optim, Cond_optim,
CondN_optim using the AdaBoost Principle [72]

3: Testing MLKNN [1]
[Output, Prelabels]= MLKNN_test(Test data, Test target, Num, Prior_optim,
PriorN_optim, Cond_optim, CondN_optim)

5 Experimental Setup
The effectiveness of the proposed algorithms (Bagged MLKNN, AdaBoost MLKNN ) is eval-
uated through five datasets commonly used, obtained from Mulan library [43]: Genbase,
Yeast, Scene, Medical and Emotions, Table 2.1 describes each dataset (Refer to Chapter
one for more details). The Evaluation Metrics used are Accuracy [13], Fmeasure [13],
Subset Accuracy [12] and Hamming Loss [13]. The algorithms were evaluated using 5-fold
cross-validation by varying the number of Nearest-Neighbors K= 4, 8, 12, 16, 20 and 24
while keeping the same default value of the smoothing parameter=1.

Table 2.1: Characteristics of the used datasets.
Dataset Domain Instances Attributes Labels Cardinality Density Distinct
Genbase Biology 662 1185 27 1.252 0.046 32
Scene Media 2407 294 6 1.074 0.179 15
Yeast Biology 2417 103 14 4.237 0.303 198
Medical Text 978 1449 45 1.245 0.028 94
Emotions Music 593 72 6 1.869 0.311 27
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5.1 Results
By varying the number of Nearest-Neighbors K, we notice that this parameter does not
influence significantly on the performance of the algorithm MLKNN. This finding reaffirms
the results of Zhang and Zhou in their Article [1], for that reason we present in Table 2.2
for each dataset, the results obtained with k=4 (The value following ±gives the standard
deviation). In addition, in our experiments, we tested the algorithms with a different num-
ber of the hypothesis (MLKNN ) varying from 5 to 120 hypothesis. We present in the same
Table 2.2 the results obtained using 100 hypotheses because we noticed a stabilization and
improvement of the results from this value, the final decision of all hypothesis was calcu-
lated by the weighted vote. The winning results are marked with bold font.

Table 2.2: Experimental Results

Dataset Evaluation Metrics
Algorithm

MLKNN Bagged MLKNN AdaBoost MLKNN

Genbase

Accuracy 99,66 ±0 99,72 ±0,0003 97,36 ±0,1989
Subset Accuracy 0,93 ±0 0,94 ±0 0,49 ±0,0098

Fmeasure 96,3 ±0 96,94 ±0,0385 60,08 ±0,0811
Hamming Loss 0 ±0 0 ±0 0,03 ±0

Yeast

Accuracy 80,4 ±0 80,61 ±0,0104 75,89 ±0,0843
Subset Accuracy 0,17 ±0 0,19 ±0 0,11 ±0,0007

Fmeasure 63,17 ±0 64,26 ±0,0639 57,09 ±0,0189
Hamming Loss 0,2 ±0 0,19 ±0 0,24 ±0

Scene

Accuracy 90,82 ±0 91,17 ±0,0172 84,14 ±0,0107
Subset Accuracy 0,62 ±0 0,61 ±0 0,29 ±0,0057

Fmeasure 71,64 ±0 72,36 ±0 43,76 ±0,0686
Hamming Loss 0,09 ±0 0,09 ±0 0,16±0,0001

Medical

Accuracy 98,27 ±0 98,38 ±0.0014 97,38 ±0,0598
Subset Accuracy 0,45 ±0 0,47 ±0,0001 0,18 ±0,0018

Fmeasure 62,7 ±0 64,70 ±0,0080 32,74 ±0,0047
Hamming Loss 0,02 ±0 0,02 ±0 0,03 ±0

Emotions

Accuracy 73,19 ±0 73,93 ±0,0017 65,9 ±0,0963
Subset Accuracy 0,12 ±0 0,15±0,0001 0,08 ±0,0009

Fmeasure 46,72 ±0 48,96 ±0,0083 39,2 ±0,0033
Hamming Loss 0,27 ±0 0,26 ±0 0,34 ±0

5.2 Discussion
The experimental results of all Evaluation Metrics (Table 2.2) demonstrate that Bagged
MLKNN outperforms the original algorithm (MLKNN ) for all datasets. However, the
use of AdaBoost gives poor results because its performance depends on data and a weak
learner, therefore with a weak classifier, AdaBoost converges too slowly and need a great
number of hypothesis to attain the performance obtained by the Bagged MLKNN with
just 100 hypotheses as represented in Table 2.2.

We discuss in the following, some results of the application of the Bagged MLKNN :
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The results obtained by this algorithm are very encouraging for all datasets, for Gen-
base, we achieved 99% of Accuracy, with 94% of Subset Accuracy indicating that, if we
have 100 genes we can identify correctly for 94 genes all their genomics functions simulta-
neously. The 96% of the Fmeasure indicates a good compromise between the two measures
precision and recall.

In this context, the precision means to identify correctly the relevant and irrelevant
labels, while a high value of recall means that the classifier considers all the labels as rel-
evant which is not necessarily true. The Fmeasure combines perfectly between those two
measures. The Hamming Loss metric is equal to zero, which is very interesting since the
low values of this metric indicate a good Classification and the number of misclassified
labels pairs is reduced.

On the medical text, we note that the Bagged MLKNN gives the best results and it
improves the Classification performance efficiently with 99,72% of Accuracy and 47% of
Subset Accuracy. Similarly, for the other metrics we note an improvement of the results
comparing with MLKNN, the Fmeasure increases from 62% using MLKNN to 64% by the
application of multiple MLKNN (Bagged MLKNN ), 2% of improvement is interesting in
this field because it means that the proposed method decreases the Recall, so we have more
significant labels (Precision increases). For the Hamming loss, the low value indicates that
the classifier is able to assign the correct labels to the learning examples with a minimum
of error.

6 Conclusion and Further Work
The present case study investigate the impact of using homogeneous Ensemble Methods
(Bagging and Boosting) for MLKNN algorithm [1] that adapts KNN to Multi-label data.
The experiments were carried out on five small to large datasets from a different domain
(biology, image, medical text, music). The results are very competitive compared with
those obtained by the original algorithm and show that the use of several MLKNN simul-
taneously for the prediction of labels improve the performance of the individual classifier.
Also, the replacement of the conventional ordinary voting ’majority vote’ by the ’weighted
vote’ for the aggregation of the results gives more efficient results because it takes into
consideration the performance of each classifier individually in the weighting vote process.

Many points are likely to be considered as part of future work, such as the performance
improvement of Bagged MLKNN by using variable selection methods, in order to identify
the relevant variables for each label of each dataset. Such a task is really important for
the medical applications since the physician prefer to have a good compromise between
the performance and interpretability of the medical aid diagnosis systems. Unfortunately,
few medical datasets are publicly available online to conduct experimental studies, for
that we propose in the next chapter a new medical dataset of Ambulatory Blood Pressure
Monitoring (ABPM ) collected recently [4], we intend to evaluate the proposed approach
of the present chapter on this new dataset in the near future.
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Multi-label Classification for
Ambulatory Blood Pressure
Monitoring.

1 Abstract
Ambulatory Blood Pressure Monitoring (ABPM ) involves measuring Blood Pressure by
means of a tensiometer carried by the patient for a duration of 24 hours, it currently
occupies a central place in the diagnosis and follow-up of hypertensive patients, it pro-
vides crucial information which allows to make a specific diagnosis and adapt therapeutic
attitude accordingly. The traditional analysis process suffers from different problems: it
requires a lot of time and expertise, and several calculations should be performed man-
ually by the expert, who is generally very busy. In this work, we attempt to improve
the analysis of ABPM data using Multi-label Classification methods, where a record is
associated with more than one label (class) at the same time. Seven algorithms are ex-
perimentally compared on a new Multi-label ABPM-dataset. Experiments are conducted
on 270 hypertensive patient records characterized by 40 attributes and associated with six
labels. Results show that the Multi-label modeling of ABPM data helps to investigate la-
bel dependencies and provide interesting insights, which can be integrated into the ABPM
devices to dispense automatically detailed reports with possible future complications. This
chapter presents in-depth this work with a detailed explanation about the medical context
and reviews some related work from literature, it describes also the experimental results
and discussions with study limits and Further Research.

This work was published in Australasian Physical & Engineering Sciences in Medecine.
Cite as: Douibi, K., Settouti, N., Chikh, M. A., Read, J., & Benabid, M. M. (2018).
An analysis of Ambulatory Blood Pressure Monitoring using Multi-label Classification.
Australasian physical & engineering sciences in medicine, 1-17. DOI 10.1007/s13246-018-
0713-0.

The dataset used in this work is availible online in http://dx.doi.org/10.17632/
y4dh3b3tfx.1. Cite as: Douibi, K., Benabid, M. M., Settouti, N., Chikh, M. A.(2017),
“Data for: An analysis of Ambulatory Blood Pressure Monitoring (ABPM).”, Mendeley
Data, v1.
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2 Introduction
Nowadays, machine learning is used daily by researchers in all companies to track cus-
tomers behaviors for example to sell more products or to check if a received email is spam
or not, not just that, but also to recommend you some products based on your navigation
on the net, although, this huge trend of technology is not used only in such business ap-
plications but it is also very useful in medicine and health-care industry.

Recently, machine learning solutions are moving medical applications to a whole new
level, in medical imaging, it helps to extract more accurate data from images and provides
better and efficient interpretations aiming to detect tumors. Another healthcare applica-
tion is called predictive medicine, where the main goal is to improve both the quality of
patient care and working conditions of the practitioners by providing better information,
the collected patient’ s data is used to make predictions based on symptoms associations
and their correlations, historical patient diseases and familiar antecedents.

An interesting example was provided by health catalyst in [82] show the importance
for a doctor to have more useful information about his patient in real time to aid in
clinical decision making: having easy access to the Blood Pressure and other vital signs
when I see my patient is routine and expected. Imagine how much more useful it would
be if I was also shown my patient’s risk for stroke, coronary artery disease, and kidney
failure based on the last 50 Blood Pressure readings, lab test results, race, gender, family
history, socioeconomic status, and latest clinical trial data. The value of machine learning
in healthcare is its ability to process huge datasets beyond the scope of human capability,
and then reliably convert analysis of that data into clinical insights that aid physicians in
planning and providing care, ultimately leading to better outcomes, lower costs of care,
and increased patient satisfaction.

Another recent work [83] discuss the importance of Artificial Intelligence (AI) and Big
data in public health, the authors highlight the significance and potential impacts of using
such approaches in healthcare applications, in addition, they discussed the challenges that
doctors will face in future since the role of the human specialist may move to case man-
agement and intelligent machines will screen, detect and make diagnosis!

Similarly, another recent work [84] report the unintended consequences of machine
learning in medicine, such as: reducing the skills of physicians, especially in medical imag-
ing applications where many of modern algorithms outperform or perform as well as human
observers, which could cause a subtle loss of self-confidence and affect the willingness of
a physician to provide a definitive interpretation or diagnosis. The authors discuss also
the disadvantage of focusing on data and demising of context, because many of clinical
elements are not included in the recorded data that may lead to partial or misleading in-
terpretations of medical decision support system outputs. They discussed also the need to
produce interpretable systems or in other words to open the machine learning black box
and offer to the physician richer interactive visualization tools to explore the implications
of potential variables in the decision provided.

Finally, we show in numbers the use of machine learning in medicine for the last
ten years. Figure 3.1 presents the number of publications about machine learning in
medicine in the PubMed database using the following query: Search (machine learning)
AND Medicine).

One of the main fields that was studied in the literature by applying machine learning
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Figure 3.1: Number of PubMed publications for the query: (machine learning) and
Medicine) from 2008 to 2018.

algorithms is the Cardiovascular field, we present in the following a case study that con-
cerns the analysis of Ambulatory Blood Pressure Monitoring (ABPM ) using Multi-label
Classification.

High Blood Pressure (HBP) is one of the main risk factors for the Cardiovascular dis-
ease. it is essentially a silent disease, the suffering of target organs is the cause of clinical
manifestations of this pathology (in particular: brain, eyes, heart, and kidney). HBP is
directly responsible for about half of coronary artery disease and about two-thirds of cere-
brovascular problems [85]. There are over 972 million hypertension patients worldwide [86].
The diagnosis of the HBP consists of the identification of pathological values and the ex-
ploration of a possible secondary origin [87].

The information given by the Blood Pressure (BP) clinical measurement remains lim-
ited. The values are unique and can be influenced by stress, and it does not reflect the
conditions of life in which the person lives. In other words, this measurement is not enough
to make an accurate diagnosis [88].

Different techniques are used to measure the BP throughout the day:

1. Self-measurement at home with approved electronic devices.

2. Clinical measurement.

3. Ambulatory B lood Pressure M onitoring (ABPM ) is carried out using a small au-
tomated digital Blood Pressure monitor for 24 hours, attached to a belt around the
waist of the patient and connected to a cuff around the upper arm.

Many clinical studies have shown that the risk of the Cardiovascular complications and
renal prognosis are better correlated with ABPM than with clinical measurement [89]. For
that reason, we are interested in such data, which provides a complete overview either of
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the patient’s condition and the major future complications. It gives an idea about the
general health state of the patient by determining if there is an association between High
Blood Pressure, Diabetes, Cardiovascular risk and other pathologies. This case of poly-
pathologies is often encountered by practitioners, known in machine learning as Multi-label
Classification.

Multi-label Classification is a hot topic in machine learning (See Chapter 1 for more
details), it is required in many real-world applications such as text categorization, bioinfor-
matics, medical, image, and videos etc. where data instances are usually associated with
multiple labels simultaneously. For example, in medical the field, a patient can be affected
by multiple illnesses (labels). According to [38] a Multi-label problem has the following
settings:

• The set of labels is predefined, meaningful and human-interpretable.

• The number of labels is limited in scope and not greater than the number of at-
tributes.

• Each training example is associated with several labels of the labelset.

• Labels may be correlated.

• Data may be unbalanced.

The study we carried out shows that ABPM data [4] are Multi-label and fulfill the
above criteria, where each record is associated with six labels (statistics on those data are
presented in Section 5.1). The problem we addressed here, is on one hand to find a model
H that maps input x (attribute vector of ABPM ) to a vector output y = [y1, y2 . . . yq],
q=6. On the other hand to study possible correlation between labels and features using the
Decision Trees algorithm. For that, Multi-label Learning approaches are required (Sections
5.2 and 5.3 goes into details about this topic).

The Figure 3.2 shows the general process of ABPM, divided into two main steps:

• Step 1: the device should be placed on the patient for 24 hours. The portable
monitor is worn on a belt connected to a standard cuff on the upper arm (Figure
3.2, Step1). When complete, it should be connected to a computer to recover the
ABPM record.

• Step 2: the expert should perform a manual analysis to detect the six outputs: Va-
lidity, Circadian rhythm, Pulse Pressure, Blood Pressure Variability, Blood Pressure
Load and the Morning Surge. The six outputs will be presented in details in Section
4.

ABPM data provide crucial information for the diagnosis and follow-up of the hyper-
tensive patients. However, a lot of doctors and nurses are unfamiliar with the technique and
find some difficulties to analyze the generated data. In addition, the traditional analysis
process (Figure 3.2) suffers from different problems: it requires a lot of time and expertise,
and several calculations should be performed manually by the expert, who is generally
very busy. In this work, we propose the use of machine learning algorithms to improve the
ABPM device and make it intelligent, in order to:

• Facilitate the interpretation of such data.
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Figure 3.2: General process of the ABPM

• Help doctors in the diagnosis process.

• Avoid manual analysis of complex values.

• Define the implicit correlations between the different attributes and labels, this need
was expressed by the cardiologist since it helps greatly to prescribe the appropriate
treatment and to have an idea about possible complications.

The major steps of the proposed approach are summarized in Figure 3.3.

Figure 3.3: The main steps of the Intelligent Analysis of ABPM data

The major aim of this article is twofold:

• The first contribution is a new Multi-label dataset with 40 ABPM features for 270
numeric patient records categorized into one or more out of 6 labels (Figure 3.3,
Step 1). The dataset is released to the public [4], in order to allow comparative
experiments by other researchers and especially medical researchers while the pub-
licly available Multi-label medical datasets are very rare. Section 5.1 gives more
information about the dataset.
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• The second contribution is the intelligent analysis of ABPM records using Multi-
label Classification algorithms (Figure 3.3, Step 2). The medical diagnostic process
supported by such techniques constitutes a modern and a useful tool for medical aid
decision, allowing the expert to analyze ABPM record more quickly and efficiently,
and to have an idea about label dependencies. We will give further details in the
proposed approach Section 5.

3 Related Work
Ambulatory Blood Pressure Monitoring is the record of the Blood Pressure for a duration
of 24 hours, the interpretation of such data gives a relevant information about the general
health status of the patient, for that the indication of this examination is increasing nowa-
days. Unfortunately, in the literature there are just a few theoretical works interested to
analyze the generated data; this is due to their complexity or the difficulties of understand-
ing their medical context. Also, Single-label Classification approaches may not be effective
for improving the interpretation process, as ABPM records are associated with several
labels simultaneously. We propose for the first time an automated analysis of the ABPM
data, considering this constraint. The present study is based on Multi-label Classification
algorithms.

We start by presenting some works on those data, the first category makes statistical
studies for the control of the hypertensive patients as well as the definition of different
associations with other pathologies, and the second category regroups some studies about
the use of intelligent systems for the control of hypertensive patients conditions. Last part
of this section presents some recent works for the same topic.

3.1 Medical statistical studies
In [90], a study was performed on 206 patients (83 men and 123 women), known and
treated to be hypertensive Diabetics, in order to evaluate the Blood Pressure (BP) pro-
file using the ABPM. With the same objective, another work [91] concluded that High
Blood Pressure (HBP) is frequently associated with diabetes, leading to an increase in
the Cardiovascular risks. 80% of people with diabetes and HBP die from Cardiovascular
disease. They showed that ABPM makes possible a better evaluation of the true level of
BP under the usual conditions of life. It thus appears to be an effective means of assessing
the BP balance in diabetics, due to the large number of measures, which is not clinically
feasible [92].

3.2 Intelligent system for ABPM
Few works in the literature studied the use of intelligent systems for the control of hyper-
tensive patients. Guo-Zheng et al. [93], present a collection of a Multi-label clinical data,
and aims to study the impact of the traditional Chinese medicine, in the treatment based
on Syndrome differentiation 1 of the patients.

1Syndrome differentiation in Traditional Chinese Medicine (TCM ) [94] is the comprehensive
analysis of clinical information gained by the four main diagnostic TCM procedures: observation,
listening, questioning, and pulse analysis, and it is used to guide the choice of treatment either by
acupuncture and/or TCM herbal formulae
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Traditionally, the differentiation of the syndrome is performed by a practitioner who
should have a strong theoretical foundation and experience. In this work, the authors
automate this task by applying a Multi-label Classification of clinical hypertension data,
from 908 patients with 129 symptoms considered as attributes, and 12 syndromes that
represent the labels of the dataset. The proposed approach is called: BrSmoteSVM, first,
it transforms the problem of Multi-label Classification into one or several Binary Classi-
fication problems (Binary Relevance) and then, applies the SMOTE (synthetic minority
over-sampling) algorithm to reduce the influence of the problem of imbalanced data, and
at the end, the SVM classifier is used to get the predicted label set. The obtained re-
sults were compared to other algorithms of the literature, such as: MLKNN (Multi-label
K-Nearest-Neighbors), BRKNN (A lazy Multi-label Classification method based on the
KNN ), RAkEL (RAndom k-labELsets) and IBLR (Instance-Based learning and Logistic
Regression).

In [95], Copetti et al. propose a theoretical study of an intelligent surveillance system,
for hypertensive patients at home. The considered variables are: the physiological vari-
ables, collected from sensors linked to the body of the patient (using the ABPM for the BP
and other sensors for the heart rate), the environment variables are collected by sensors in
the house to detect the ambient temperature, humidity, light, the cigarette smoke, etc. and
finally the behavior variables, to detect the patient’s activities at home as asleep, sport,
swimming, etc. The data collection is done in real time and so a filtering and extraction
module is used to eliminate noise. Also, the fuzzy logic was introduced in the knowledge
representation phase in the form of decision rules, in order to explain the relationships
between the patient’s activities and the variation of systolic and diastolic BP figures.

In the field of data mining, the analysis of ABPM data can be regarded as a Multi-label
Classification problem, which can be solved with a specific data mining and machine learn-
ing techniques. In traditional Classification problems, one record would be only classified
to one category (i.e. label) which is called Single-label Classification. While in the medical
context, each ABPM record may have more than one labels. In this work, we study the use
of Multi-label Classification algorithms for the automatic analysis of ABPM data, which
provides better control of HBP than clinical data (presented in the first study [93]).

3.3 Other recents work on ABPM
Recently, the authors in [96] investigated the association between ambulatory BP parame-
ters and Cardiovascular risk in elderly treated hypertensive patients with normal achieved
ambulatory BP. They concluded that in elderly treated hypertensive patients with normal
achieved ambulatory BP, dippers with high Morning Surge (MS) and non-dippers are at
increased Cardiovascular risks.

Another recent work [97] studied the benefits of using ABPM after one Cardiovascular
(CV) event in the prediction of a second one. The goal was to compare ABPM values after
a first CV event between patients with (2EV) and without (1EV) a second CV event and
to evaluate if ABPM has a role in secondary prediction. The conducted study was on 187
hypertensive patients with ABPM after a first CV event. ABPM data in 2EV vs 1EV were
compared and they concluded that in patients with previous Cardiovascular events, higher
values of 24H, daytime and night-time Systolic Blood Pressure (SBP) are more predictive
of Cardiovascular events. In their 2EV population, a 24H SBP higher than 124 mmHg is
more predictive of secondary events.
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In [98], authors update the scientific statement on ABPM (2008) in children and ado-
lescents, by highlighting the use of ABPM in the pediatric population with additional data
and also presents a revised interpretation schema. They discuss in depth the importance of
ABPM in determining the CV risk and also the risk for target-organ damage. In addition,
they explain the usefulness of ABPM to classify BP including white coat hypertension,
masked hypertension, pre-hypertension and progression to sustained (ambulatory) hyper-
tension and finally they discuss some methods for performance of ABPM.

Other researchers worked on the application of machine learning methods to support
medical decisions in the prognosis of fatal Cardiovascular diseases [99] based on ABPM
data. They evaluated the performance of their method by determining new prognostic
thresholds for well-known and potential Cardiovascular risk factors that are used to support
medical decisions in the prognosis of fatal Cardiovascular diseases. The dataset used in
their study was composed of 551 observations with seven attributes.

4 Ambulatory Blood Pressure Monitoring (ABPM )
ABPM is the measure of the BP by means of a tensiometer carried by the patient for a
duration of 24 hours [87]. It is programmed to automatically measure BP every fifteen to
twenty minutes a day and every thirty minutes during sleep. This is carried out using an
automated small digital Blood Pressure monitor attached to a belt around the waist of the
patient, and connected to a cuff around the upper arm. It takes into account the activity
of the person and shows how the pressure can evolve according to the circumstances.

The logbook should be used by the patient to note sleeping hours and special events
(unusual exertions, bedtime, meals, time of anti-hypertensive drugs, etc.) during the
ABPM. It is a very useful document for analyzing allowing the practitioner to ignore some
peaks of the non-pathological BP, caused by a physical activity of the patient requiring an
effort. Figure 3.4 shows an example of a logbook.
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Figure 3.4: Example of the logbook

The ABPM used must be reliable and validated according to the international stan-
dardized procedures [100]. A list of different approved devices is available on the sites [101]
2 3.

4.1 ABPM indications
ABPM is very useful in both diagnosing and managing the changes in the patient’s BP
during his usual activities. Based on the various clinical practices guidelines, and the
expert opinions [87], the following major indications are acknowledged. ABPM is used to:

• Establish a diagnosis of High Blood Pressure..

• Identify patients who have higher BP readings in the clinic (known as White Coat
Effect).

• Affirm the Resistant Hypertension: occurs when the BP is higher than 140/90mmHg
despite a triple therapy (including a diuretic).

• Detect the Masked Hypertension [102]: defined as a clinical condition in which a
patient’s office BP level is <140/90 mm Hg but the ambulatory or home BP readings
are in the hypertensive range.

2www.swisshypertension.ch
3www.dablEducational.com
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• Search for a HBP in a pregnant woman.

• Well control the BP in the case of Parkinson’s disease, diabetes, heart failure.

• Decide if the BP medication is required, especially in the case of an important Blood
Pressure variability.

• Diagnosis the hypotension.

• Identify Nocturnal hypertension.

The ABPM is a non-invasive Blood Pressure measuring technique with several advan-
tages: it provides more representative information than the conventional BP measurement,
about both the Cardiovascular risks and the risk of the target organs damage. It also allows
the measurement of BP during specific moments of the day and during sleep, and thus to
identify patients whose Blood Pressure does not reduce at night-time (non-dippers), who
are probably at high risk. And finally, the information provided constitutes a valuable
diagnostic, therapeutic and prognostic aid.

4.2 The medical ABPM analysis
ABPM is being used increasingly in clinical practice. In recognition of this, the British
Hypertension Society has published recommendations for the use and interpretation of
ABPM [103], also the European Society of Hypertension has published recommendations
on BP measuring devices, including devices for the ABPM [104]. We detail hereafter, the
parameters considered in the interpretation of ABPM [7].

Validity The ABPM is considered reliable and interpretable when the following condi-
tions are reunited: [7]

• Two-thirds of the BP measures are valid and, equally distributed over periods of
awakening and sleep.

• ABPM recording must be spread over the 24 hours without interruption of the
recording more than 2 hours consecutive.

• The quality of the sleep must be at least satisfactory, in order to be able to correctly
interpret the nocturnal BP. In fact, if sleep is shortened, agitated or of poor quality,
nocturnal BP values may be "abnormally" high.

Circadian Rhythm (BP Profile) The ABPM evaluates the Blood Pressure during
sleep, the later decreasing physiologically from 10 % to 20 % at night (dipper profile), if it
exceeds 20 % we speak of extreme dipper. However, in some patients (called non-dippers)
this reduction is not sufficient, or even absent from 0 % to 10 % [87]. The BP may even
be higher at night (inversion of the circadian rhythm called reverse dipper). The absence
of nocturnal BP decrease is correlated with increased Cardiovascular risks, left ventricular
hypertrophy, cerebral gaps detected by MRI, micro-albuminuria in Diabetic patients and
decline in Renal function in chronic kidney disease.

Blood Pressure Variability (BPV) is usually considered as pathological if it ex-
ceeds 12-15 mm Hg [7]. It may be a reflection of a senescence of the baroreflex 4, usually
involved in the adaptation of the heart rate and BP during activities and changes in posi-
tion. The BPV may occur during the ABPM in the following situations:

4reflexes to control Blood Pressure
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• Elderly patients.

• Diabetes.

• Primary neurological disorders (dysautonomia, Parkinson’s disease).

• Drugs (antidepressants, anti-Parkinson’s, etc.)

Pulse Pressure (PP) Defined as the difference between Systolic Blood Pressure (SBP)
and Diastolic Blood Pressure (DBP), The PP is a good predictor of Cardiovascular events
in the elderly, especially compared to the SBP, this value is considered suspicious when it
exceeds 30 mm Hg and clearly pathological when it exceeds 50-55 mm Hg in hypertensive
patients over 50 years [7].

Blood Pressure Load (BPL) The BPL is defined as the percentage of the SBP and
the DBP values exceeding the upper limit of the standard, without taking into account the
amplitude of this excess; It also appears to be a determinant of the Cardiovascular risks,
especially when it exceeds 40%.

Morning Surge (MS) The MS is defined as the increase from the lowest BP during
sleep to the average of the first two hours after waking, it is also a predictor of the occurrence
of multiple pathologies, especially when it is greater than 55 mm Hg in the elderly. In [105],
authors show that elderly subjects with Morning Surge had a higher baseline prevalence
of multiple cerebral infarcts and a higher incidence of stroke compared with those whose
BP did not show morning surge. Morning Surge has also been shown to be associated
with left ventricular hypertrophy in people with untreated hypertensive [106]. The Table
3.1 summarizes the normal values of these five parameters (Circadian Rhythm, BPV, PP,
BPL, MS ). Note that in our study, we code all labels values as 0 if normal and as 1 if
pathological. Except for MS and Validity, where 1 means presence of Morning Surge and
the record is valid, respectively, and 0 otherwise.

Table 3.1: The Normal values of the five parameters: Circadian Rhythm, BPV, PP,
BPL, MS [7]. The symbol ↓ means the decrease of this parameter between 10%
and 20% indicates a normal Circadian rhythm. Zero values indicates normal case,
otherwise pathological.

Parameters (labels) Normal values (0)
Circadian rhythm: Dipper ↓ [10%-20%]
Blood Pressure Variability: BPV <12-15 mm Hg
Pulse Pressure: PP <55-60 mm Hg
Blood Pressure Load: BPL <40 mm Hg
Morning Surge: MS <55 mm Hg

5 The Proposed Approach
ABPM has become an indispensable technique for the management of hypertension. On
the one hand, it gives more representatives information than conventional BP measure-
ment. On the other hand, it gives an idea about the risk of developing pathologies that
are associated (poly-pathologies), where several pathologies are present in the same pa-
tient. In machine learning, this Classification task is calledMulti-label Classification, where
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each instance is associated with several labels simultaneously, using powerful Classification
algorithms in order to help the expert in the diagnostic process.

The study we carried out aims to facilitate the analysis of ABPM data using Multi-
label algorithms. The summary of the proposed approach is shown in Figure 3.5, and
detailed as follows:

Figure 3.5: Intelligent Analysis of the ABPM data

• Step 1: Pre-processing phase and data gathering, aims to prepare the collected
data [4] for training Multi-label classifiers (Section 5.1).

• Step 2: Learning phase, in this part we search for the optimal Hypothesis H, which
associate to each instance of the dataset the correct labels. For that, we conduct a
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comparative study of seven Multi-label algorithms using MEKA library [61] (Section
5.2).

• Step 3: Testing phase, Multi-label algorithms learned previously will be evaluated
using the most common Multi-label Evaluation Measures (Section 5.3).

• Step 4: Validating phase, once the best Multi-label classifier is identified, the
next goal is to study how can we integrate it with the Ambulatory Blood Pressure
Monitor. Then, the proposed Smart ABPM will be tested using a new data in real
time, the generated report will explain the outputs as the expert does in the manual
analysis of the ABPM record. The expert should just verify if the report is valid or
not, i.e. ensure that the predicted labels by the smart ABPM matches with the real
labels. If the outputs matches, the report can be printed; if not the system relearn
from this data and readjust its Classification, and that to improve the smart ABPM
decisions for the future (Section 5.4).

5.1 Step 1: Pre-processing phase and data gathering
Our present study developed within the University Hospital Center (CHU) SETIF car-
diology department, is focused on ABPM data which are Multi-label where each ABPM
record belong to several labels simultaneously. A total of 270 records were collected with
40 attributes and 6 labels: Validity, Circadian Rhythm, BPV, PP, BPL, MS presented
previously. This database is an advantageous tool for all studies based on Blood Pressure
and ABPM ’s contribution in this field, and it is released to the public [4], in order to
allow comparative experiments by other researchers. The device used in this study is an
approved CONTEC ABPM50 v3.2 .

Dataset Statistics The study was performed on 270 patients (159 women and 101
men), aged between 14 and 92 years old. ABPM records were labeled by a cardiologist
from CHU SETIF cardiology department. The Table 3.2 below presents the labels used by
the expert, with the number of examples per label.

Let y the label associated with each ABPM record, y = 0 if normal, otherwise patho-
logical. Except for validity label where y = 1 means that the records is Valid, otherwise
Not Valid.

Table 3.2: Description of ABPM labels and number of examples per label

Labels # Examples

pathological (y=1) normal (y=0)
Validity 185* 85*
Circadian Rhythm 97 173
Pulse Pressure 232 38
Blood Pressure Variability 270 0
Blood Pressure Load 173 97
Morning Surge 37 233
*Only for Validity label y = 1 means that the record is Valid, otherwise Not Valid

Table 3.3 presents the 40 attributes that characterize each ABPM data. In the present
study, we have ignored 4 attributes which are not important for the Classification process

5. THE PROPOSED APPROACH 48



Chapter 3

and most of the data are missing, such as ID patient, Medication, physician comment and
pathologies.

Table 3.3: Description of ABPM attributes, For the attribute
Sexe, we present the number of Women and Men in the
dataset. The negative values for Sys-Night-Des and Dia-
Night-Des, indicates that the BP of some patients increased at
night instead of decreasing, called reverse dipper (See Section
4.2).

Code Attributes Type Min Max
ID** ID patient Numeric 1 338
HRecord Record over 24 hours Numeric 15.5 24
Perc Percentage of points ignored Numeric 0* 85.5
Interrupt Interruption of recording 2h consec-

utive
Nominal 0 1

Age Age Numeric 14 92
Sexe Gender Nominal #W:159 #M:101
Weight Weight Numeric 37 130
Height Height Numeric 106 190
Medication** Medication Text
BPS-24 All BP Systolic averages Numeric 101.8 219.9
BPD-24 All BP Diastolic averages Numeric 56.3 142.9
BPS-Day24 Day BP Systolic Averages Numeric 101.9 219.9
BPD-Day24 Day BP Diastolic Averages Numeric 57.8 149
BPS-Night24 Night BP Systolic Averages Numeric 0* 210.8
BPD-Night24 Night BP Diastolic Averages Numeric 0* 167.8
BPS-load-Day Day BP Systolic load valuse Numeric 0* 100
BPD-load-Day Day BP Diastolic load valuse Numeric 1.5 100
BPS-loadNight Night BP Systolic load valuse Numeric 0* 100
BPD-
loadNight

Night BP Diastolic load valuse Numeric 0* 100

Max-Sys Maximum systolic Numeric 121 283
Min-Sys Minimum systolic Numeric 0* 157
Max-Dia Maximum Diastolic Numeric 88 210
Min-Dia Minimum Diastolic Numeric 0* 88
Sys-Night-Des Systolic Night Des. Numeric -68.8 106
Dia-Night-Des Diastolic Night Des. Numeric -71.5 100
BPS-CV-all BP CV all Sys Numeric 5.7 66.2
BPD-CV-all BP CV all Dia Numeric 6.2 55.3
BPS-CV-Day BP CV day Sys Numeric 5.9 34.4
BPD-CV-Day BP CV day Dia Numeric 6.3 42.8
BPS-CV-Night BP CV night Sys Numeric 0* 260.3
BPD-CV-
Night

BP CV night Dia Numeric 0* 137.5

Phys-
comment**

Physician comments Text

Path** Pathologies Text
BPS-wakeUp BP Systolic two hours after waking

up
Numeric 0* 251
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BPD-wakeUp BP Diastolic two hours after waking
up

Numeric 0* 221

low-BPS-Night The lowest BP Systolic night Numeric 0* 191
low-BPD-
Night

The lowest BP Diastolic night Numeric 0* 131

**The ignored attributes marked with grey color. *Missing values indicated by 0.

The following Figure 3.6 shows the histogram for each variable of the ABPM dataset [4]

Age Height Weight BPS-24 BPD-24

BPS-Day24 BPD-Day24 BPS-Night24 BPD-Night24 BPS-load-Day

BPD-load-Day BPS-load-Night BPD-load-Night Max-Sys Min-Sys

Max-Dia Min-Dia BPS-CV-all BPD-CV-all BPS-CV-Day

BPD-CV-Day BPS-CV-Night BPD-CV-Night BPS-wakeUp BPD-wakeUp

low-BPS-Night low-BPD-Night Sexe Sys-Night-Des Dia-Night

Figure 3.6: Number of Instances per variable for ABPM dataset.

The Multi-labelness of the dataset can influence the different Multi-label algorithms
and, it can be assessed using a specific statistics proposed previously in Chapter 1.

Table 3.4 represents the main statistics of the ABPM Multi-label dataset. Figure 3.7
shows the distribution of labelsets occurrence.

Table 3.4: ABPM dataset statistics
Dataset Domain Instances Attributes Labels Cardinality Density Distinct Pmin
ABPM Medical 270 40 6 4.4630 0.7438 26 0
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Figure 3.7: The distribution of labelset occurrence. Labels are ordered as per Table
3.2. e.g., 000101 indicates the labels Blood Pressure Variability and Morning Surge.

The statistics on the ABPM dataset [4] (Table 3.4) shows that the data are truly
Multi-labeled, the cardinality level is higher indicating that there are in the average 4 to
5 active labels per instance. Similarly, a high density value indicates that the labels are
well represented in each instance. Also, zero value for Pmin metric denote that there is
no Single-labeled instance. It can be used to test the different Multi-label Classification
algorithms proposed in the literature and can also be added to the list of available databases
[34] (See Chapter 3, Section 3.3.4), which will be very interesting for medical studies.

The ABPM data contains crucial information, which can alert the physician to modify
treatment accordingly, either by changing the type, dose, or timing of anti-hypertensives
agents, or by intensifying treatment for high BP and coexisting Cardiovascular risk fac-
tors [107]. However, a lot of doctors and nurses are unfamiliar with the technique and
have difficulty in analyzing the data generated. We propose in the following, the use of
Multi-label Classification methods to analyze such data, which will greatly facilitate the
interpretation and the definition of implicit correlations between ABPM attributes and
labels.

5.2 Step 2: Learning phase
Classification is one of the most studied data mining topics, which aims to learn from
labeled patterns a model able to predict the class for future, never seen before (Supervised
learning task). Unlike the Single-label and Multi-class Classification models, the Multi-
label Classification task [23,108,109] associated with the data instance a vector of outputs,
instead of only one value. The length of this vector is fixed according to the number of
different labels in the dataset. Each element of the vector will be a Binary value, indicating
if the corresponding label is relevant to the sample or not. Several labels can be active at
once and each distinct combination of labels is known as labelset [34]. For example, in text
categorization, a page of a newspaper or a web page covers several subjects and should
be labeled by several labels according to the subjects covered: sports, announcements,
politics, art, news, health, etc.

The Multi-label Classification methods can be categorized into two main groups [12]:
Adaptation Algorithms and Problem Transformation. The first, tackles Multi-label Learn-
ing problem by adapting popular learning algorithms to deal with Multi-label data directly,
and the second group, solve this problem by transforming it into other well-established
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learning scenarios.

In the experimental part (Section 6), we compare the most common Multi-label al-
gorithms, named: Binary Relevance (BR), Label Powerset (LP), RAndom k-labELsets
(RAkEL), Calibrated Label Ranking (CLR), Multi-label K-Nearest-Neighbors (MLKNN),
Multi-label Back Propagation (BP-MLL) and Probabilistic Classifier Chain (PCC) , pre-
sented in details in Chapter 1.

5.3 Step 3: Testing phase
The Multi-label algorithms cited previously were used for learning from the ABPM dataset
[4]. In the literature, many researchers and practitioners [110], [111], [112] [74] [113] have
relied on a specific machine learning libraries to perform the Classification task. In this
work, the MEKA library [61] is used, which provides a support for development, running
and evaluation of the Multi-label and Multi-target classifiers.

Multi-label algorithms require different Evaluation Measures than traditional Single-
label Classification, all algorithms were evaluated under MEKA using the most common
Multi-label Evaluation Measures described in Chapter 1 named: Accuracy (Jaccard index),
Exact Match (Subset Accuracy), Hamming Loss, One Error, Ranking Loss and Average
Precision .

5.4 Step 4: Validating phase
In any medical decision support system, the validation step is paramount and aims to
validate with the expert the results found using the intelligent methods. In our study,
the expert should validate if the automatic analysis generated by Multi-label Classification
methods matches with the classical analysis.

Our first study aims to find the best Multi-label classifier in order to integrate it in the
future to the ABPM to make it intelligent. Then, the smart ABPM will be tested using
data in real time, the generated report will explain the outputs as the expert does in the
manual analysis of the ABPM record. The expert should just verify if the report is Valid
or not, and that to improve the smart ABPM decisions for the future.

6 Results
This section provides details the experimental results of the seven Multi-label algorithms,
used to evaluate the collected dataset [4] on both Classification and Ranking tasks. The
evaluation is carried out using 10 times 10 cross-validation and the winning results are
marked with bold font. We used basically two base classifiers: Decision Trees and random
forest, which are very intuitive and provide interpretable models, also, they come to a
conclusion about the most important attributes which can help experts to analyze the
results easily. The results are presented in Table 3.5 and Table 3.6. Note that we kept
default parameters defined in MEKA library [61] for both base classifiers.
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Table 3.5: Table of Results of the Application of 7 Algorithms on ABPM Dataset
the predictive performance of seven competing algorithms. The base classifier used is Decision Trees. The symbol

↑ means that high values indicates good results and ↓ indicates that the low values are better.
Algorithms / Evaluation Measure BR LP RAkEL MLKNN BPMLL CLR PCC
Accuracy (Jaccard index)↑ 0.934 0.889 0.920 0.815 0.83 0.878 0.922
Exact Match ↑ 0.756 0.604 0.667 0.389 0.463 0.533 0.711
Hamming loss ↓ 0.051 0.088 0.062 0.146 0.13 0.094 0.057
One Error ↓ 0.022 0.067 0 0.007 0.007 0 0.015
Rank Loss ↓ 0.061 0.131 0.048 0.058 0.051 0.017 0.077
Avg precision ↑ 0.702 0.616 0.711 0.831 0.806 0.764 0.599
F1 (micro averaged) ↑ 0.962 0.934 0.955 0.895 0.898 0.927 0.956

Table 3.6: Table of Results of the Application of 7 Algorithms on ABPM Dataset
the predictive performance of seven competing algorithms. The base classifier used is random forest.

Algorithms / Evaluation Measure BR LP RAkEL MLKNN BPMLL CLR PCC
Accuracy (Jaccard index)↑ 0.929 0.408 0.915 0.815 0.833 0.871 0.927
Exact Match ↑ 0.719 0.296 0.678 0.389 0.47 0.493 0.711
Hamming loss ↓ 0.053 0.553 0.064 0.146 0.127 0.098 0.054
One Error ↓ 0 0.067 0.011 0 0.007 0 0.041
Rank Loss ↓ 0.015 0.53 0.049 0.058 0.053 0.019 0.054
Avg precision ↑ 0.793 0.782 0.729 0.831 0.799 0.809 0.584
F1 (micro averaged) ↑ 0.96 0.523 0.953 0.895 0.9 0.924 0.96

Table 3.7: Accuracy (Jaccard index) per label using the studied seven Multi-label
classifiers. Note that the results for BPV were ignored due to lack of non-pathological
examples for the learning process.

Labels BR LP RAkEL MLKNN BPMLL CLR PCC Average
Validity 0,985 0,944 0,967 0,752 0.859 0.941 0.985 0.92 (2)
Circadian Rhythm 0,993 0,933 0,985 0,741 0.719 0.978 0.993 0.91 (3)
Pulse Pressure 0,985 0,789 0,856 0,859 0.822 0.659 0.785 0.82 (5)
Blood Pressure Load 0,985 0,970 0,985 0,907 0.963 0.985 0.985 0.97 (1)
Morning Surge 1 0,896 0.837 0,867 0.859 0.874 0.907 0.89 (4)

Results from the analysis of labels-attributes dependencies for ABPM
data In order to study relationship between attributes and labels of ABPM dataset [4],
we plotted the generated Decision Trees by the PCC classifier for each label (Figures 3.10,
3.8 and 3.9), since it considers the labels correlations during the Classification process.
The attributes marked in bold font are the same attributes used in practice by the expert
for analyzing each ABPM label and have been well defined by the classifier.

Figure 3.10: The Decision Trees for the Validity (Fig A), Circadian Rhythm (Fig
B) and Blood Pressure Load (Fig C).
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Figure 3.8: The Decision Tree for the Pulse Pressure label

Figure 3.9: The Decision Tree for the Morning Surge label
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Results from the analysis of label dependencies for ABPM data We an-
alyze the dependencies between the different labels in order to draw conclusions on the
different relationships between ABPM labels, which provides crucial information during
the diagnostic process. For that, we propose the idea of dividing the dataset into 15 sub-
sets, for each one we study the Conditional dependence of labels two by two. Then, we
apply two classifiers on each subset: the BR which predicts each label separately and the
LP which takes into account the correlations between labels. Table 3.8 shows the obtained
results.
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Table 3.8: Analysis of Conditional dependence of ABPM labels two by two. The
dataset was divided into 15 subsets, for each subset we apply two classifiers the BR
which predicts each label separately and the LP which consider Label correlation.
Dependencies Evaluation Measure BR LP Dependencies Evaluation Measure BR LP

Validity
&
Cir-
ca-
dian
Rhythm

Accuracy 0,983 0,978
Validity
&
Pulse
Pres-
sure

Accuracy 0,889 0,865
Exact Match 0,978 0,967 Exact Match 0,826 0,8
Hamming Loss 0,011 0,017 Hamming Loss 0,089 0,1
One Error 0,126 0,137 One Error 0,096 0,085
Rank Loss 0,004 0,004 Rank Loss 0,044 0,074
average precision 0,789 0,789 Average Precision 0,835 0,85
F1 Micro averaged 0,992 0,988 F1 Micro averaged 0,943 0,936

Validity
&
BPV

Accuracy 0,993 0,993

Validity
&
BPL

Accuracy 0,983 0,98
Exact Match 0,985 0,985 Exact Match 0,974 0,967
Hamming Loss 0,007 0,007 Hamming Loss 0,015 0,019
One Error 0,004 0,004 One Error 0,133 0,141
Rank Loss 0 0 Rank Loss 0,004 0,015
average precision 0,843 0,843 Average Precision 0,789 0,804
F1 Micro averaged 0,996 0,996 F1 Micro averaged 0,989 0,986

Validity
&
MS

Accuracy 0,926 0,909 Circadian
Rhythm
&
Pulse
Pres-
sure

Accuracy 0,837 0,837
Exact Match 0,893 0,874 Exact Match 0,774 0,774
Hamming Loss 0,059 0,063 Hamming Loss 0,113 0,113
One Error 0,315 0,307 One Error 0,133 0,133
Rank Loss 0,026 0,041 Rank Loss 0,059 0,059
average precision 0,709 0,717 Average Precision 0,852 0,852
F1 Micro averaged 0,927 0,923 F1 Micro averaged 0,925 0,925

Circadian
Rhythm
&
BPV

Accuracy 0,996 0,996

Circadian
Rhythm
&
BPL

Accuracy 0,989 0,981
Exact Match 0,993 0,993 Exact Match 0,978 0,97
Hamming Loss 0,004 0,004 Hamming Loss 0,011 0,015
One Error 0,004 0,004 One Error 0,13 0,13
Rank Loss 0 0 Rank Loss 0,004 0,019
average precision 0,826 0,826 Average Precision 0,774 0,781
F1 Micro averaged 0,998 0,998 F1 Micro averaged 0,991 0,989

Circadian
Rhythm
&
MS

Accuracy 0,926 0,896 Pulse
Pres-
sure
&
BPV

Accuracy 0,919 0,919
Exact Match 0,893 0,852 Exact Match 0,837 0,837
Hamming Loss 0,056 0,074 Hamming Loss 0,081 0,081
One Error 0,319 0,326 One Error 0,044 0,044
Rank Loss 0,033 0,044 Rank Loss 0 0
average precision 0,707 0,713 Average Precision 0,93 0,93
F1 Micro averaged 0,929 0,905 F1 Micro averaged 0,957 0,957

Pulse
Pres-
sure
&BPL

Accuracy 0,896 0,865
Pulse
Pres-
sure
&MS

Accuracy 0,806 0,763
Exact Match 0,822 0,763 Exact Match 0,77 0,715
Hamming Loss 0,089 0,119 Hamming Loss 0,133 0,156
One Error 0,078 0,115 One Error 0.174 0,148
Rank Loss 0,056 0,03 Rank Loss 0,07 0,137
average precision 0,804 0,791 Average Precision 0,648 0,681
F1 Micro averaged 0,942 0,921 F1 Micro averaged 0,868 0,848

BPV
&BPL

Accuracy 0,993 0,993

BPV
&MS

Accuracy 0,948 0,948
Exact Match 0,985 0,985 Exact Match 0,896 0,896
Hamming Loss 0,007 0,007 Hamming Loss 0,052 0,052
One Error 0 0 One Error 0 0
Rank Loss 0 0 Rank Loss 0,037 0,037
average precision 0,82 0,82 Average Precision 0,587 0,587
F1 Micro averaged 0,996 0,996 F1 Micro averaged 0,954 0,954

BPL
&MS

Accuracy 0,926 0,928
Exact Match 0,885 0,885
Hamming Loss 0,059 0,057
One Error 0,359 0,33
Rank Loss 0,03 0,044
Average Precision 0,726 0,733
F1 Micro averaged 0,924 0,927
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7 Discussion
From Table 3.5 and Table 3.6, we noticed that the use of Decision Tree as a base classifier
for the seven algorithms gives best results. CLR outperforms the other algorithms in terms
of Ranking Evaluation Measures. Based on the pairwise comparisons of labels, the CLR
ranks efficiency relevant labels higher than irrelevant labels.

With reference to the other Evaluation Measures, such as Accuracy (Jaccard index),
Exact Match, Hamming Loss and Fmeasure, the BR and the PCC give the best results.
The BR does not take into account Label correlation. It uses six classifiers separately
which is equal to the number of labels in the ABPM dataset. However, the PCC algo-
rithm estimates the entire joint distribution of all possible label combinations and seeks to
maximize the posterior probability of the predicted label combination.

At the same time, RAkEL gives satisfactory results compared to the other algorithms.
Additionally, it takes into account Label correlation in the dataset which is a very im-
portant criterion, since we would like not only to automate the analysis process of the
ABPM data but also to give the cardiologist the different implicit relationship between
the different labels. RAkEL is based on an ensemble of LP classifiers which justify the im-
provement of the LP results. Normally, the results given by RAkEL outperforms greatly
the LP results, but one reason for the reconciliation of their results in this study is the
relatively small number of labels in the ABPM dataset.

Table 3.7 shows the Classification Accuracy per label for the studied algorithms, using
as base classifier the Decision Tree since it gives better results than Random Forest (Ta-
ble 3.5 and Table 3.6). The last column indicates the average accuracy for each label and
between brackets the descending rank of labels from the easier to predict up to the difficult.

The easiest labels to predict are: Blood Pressure Variability, Blood Pressure Load and
the Validity with the 99 %, 97% and 92% mean accuracy, respectively. The results obtained
from those labels are very encouraging, once the validity of the ABPM is determined, the
expert could make other conclusions for the other labels. For example, the high Blood
Pressure Variability indicates a high Blood Pressure Load which gives the cardiologist an
idea about the Morning Surge.

However, the two hardest labels to predict are Circadian Rhythm, Morning Surge and
Pulse Pressure with 91%, 89% and 82% respectively. This can be improved using feature
selection methods because, even in the traditional interpretation of the ABPM, a good
Classification requires to analyze specific attributes.

7.1 Discussion of the analysis of labels-attributes dependen-
cies for ABPM data

We note from Figure 3.10 (A) that there is a strong correlation between the Validity label
and the two attributes: Perc and HRecord. The two attributes are the most pertinent
to judge the validity of ABPM record.

The same thing for the Circadian Rhythm (Figure 3.10 (B)) which is strongly correlated
with Sys-Night-Des, the thresholds determined by the classifier are very interesting. In
cardiology, if it is superior than 10 %, we speak about a pathological Blood Pressure Pro-
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file (BPP), several intervals were defined in the literature for determining the BPP (See
Section 4.2). We consider that in future works, by adding samples with several types of
BPP and using the multi-dimensional algorithms to consider this issue.

The prediction of Blood Pressure load (Figure 3.10 (C)) depends mainly on the BPS-
load-Day attribute. The threshold determined by the classifier is very close to the value
used in practice (40 %), which is very interesting since Blood Pressure load provide useful
information for diagnosing hypertension [114].

Figure 3.8 gives an intuitive and great visual analysis regarding pertinent attributes,
we remark that Pulse Pressure label depends on the Circadian Rhythm represented as a
node in the tree. The main attribute BPS-24 for predicting pulse pressure was well de-
fined with other interesting parameters such as age, gender, circadian rhythm and weight
considered as risks factors for Cardiovascular morbidity [107].

PP has also been shown to be a powerful predictor of cardiovascular morbidity in el-
derly men [107], which explains the fact that we have practically pathological PP (value=1)
in the Decision Tree for men (Sexe=0). Pruning the Decision Tree will be also interesting
by removing nodes that provide less additional information such as height node.

Experts usually use theBPS-wakeUp and lowBPS-Night for predicting theMorning
Surge label. However, the generated Decision Tree (Figure 3.9) shows that there are other
possible alternatives, and other attributes to be considered such: BPD-wakeUP, BPS-load-
Night, weight, BPS-load-Day and BPD-Night24 . For example: if (BPD−wakeUP ∨ 116)
and (BPS − load − Night ≤ 94.4), then MS=1 (presence of morning surge). But, if we
consider also the pertinent attributes used by the expert: BPS-wakeUp and lowBPS-
Night, the prediction will be more relevant. for example, if (BPD − wakeUP ≤ 116)
and (BPS −wakeUP ≥ 153) and (lowBPS −Night ∨ 80), then MS=0 (absence of MS).
More studies should be performed on other ABPM data with more instances to confirm
the present findings.

Finally, it is not interesting to represent Blood Pressure Variability (BPV ) since the
collected dataset contains only patients with pathological BPV but we intend to enrich it
with the non-pathological cases in the near future.

7.2 Discussion of the analysis of label dependencies for ABPM
data

By analyzing the results (Table 3.8), we notice that:

• In the case of the following subsets: «Validity & Circadian Rhythm », «Validity &
Pulse Pressure », «Validity & BPL »and «Validity & MS », BR give best results.
We can conclude that the validity label is not correlated with the other labels of the
dataset. This is confirmed in the medical context, as this attribute allows the expert
only to judge whether the ABPM record is valid or it is necessary to record another.

• From the «Circadian Rhythm & BPL »and «Circadian Rhythm & MS »subsets, we
conclude that the label Circadian Rhythm is independent of the two labels: BPL
and MS.
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• According to the results obtained on the «Circadian Rhythm & BPV »subset, the
Circadian Rhythm is probably correlated with the BPV label, this information
must be affirmed after extending the ABPM dataset with cases having the non-
pathological BPV.

• We also notice in the following cases: «Pulse Pressure & BPV », «BPV & BPL »,
«BPV & MS »,«Circadian Rhythm & Pulse Pressure , that the BR and LP classifiers
gives the same results which indicate that there is a probable dependence on the one
hand between the Pulse Pressure and Circadian Rhythm, and on the other hand the
BPV with Pulse Pressure, BPL, and MS. This dependence must be confirmed using
labels correlation approaches.

• The Pulse Pressure is Conditionally independent of the two labels BPL andMS, since
the BR gives better results on the «Pulse Pressure & BPL »and «Pulse Pressure &
MS »subsets.

• For the «BPL & MS », the LP gives good results, this allows us to conclude that
the two labels BPL and MS are Conditionally correlated.

• For the following subsets: «Validity & BPV », «Circadian Rhythm & BPV », the
two classifiers BR and LP gave the same results. In the case of the BPV label,
we cannot come out with significant conclusions since the learning sample available
contains only ABPM records with pathological Blood Pressure Variability.

• In many cases, the BR classifier gives good results for Classification Evaluation
Measures such as Accuracy, Exact Match, Hamming Loss and Fmeasure. While the
LP gives better results on Ranking measures like One Error, Rank Loss, and Average
Precision. So using other correlation search approaches is necessary to check if there
are any real dependencies between the labels.

The Table below (Table 3.9) summarizes the dependencies between the ABPM labels
presented by the PCC classifier (Section 7, Table 3.8):

Table 3.9: Summary Table of the dependencies between the ABPM labels. NC: Not
Correlated, PC: Probably Correlated, CCo: Conditionally Correlated, CI: Condi-
tionally Independent.

Validity Circadian Rhythm BPV PP BPL MS
Validity NC NC NC NC NC
Circadian Rhythm PC PC NC NC
BPV PC PC PC
PP CI CI
BPL CCo
MS

7.3 Study limitations and further research
We are aware that our results may be interpreted with caution and there are some limita-
tions that deserve mention. Firstly, the collected dataset contains only 270 records which
limit the interpretation of results, we intend to expand our database with more examples
of learning, by taking the case of multi-dimensional data into consideration for the two
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labels: Blood Pressure Load and Circadian Rhythm which contains more than one class for
each label. Secondly, the collected dataset contains only patients with pathological BPV
since the study was developed in cardiology service. However, we intend to enrich it with
the non-pathological cases in the near future in order to improve the learning process for
this label.

8 Conclusion
The ABPM data occupies currently a central place in the diagnosis and follow-up of the
hypertensive patients since it contains crucial information on the patient condition. It al-
lows to make a specific diagnosis and adapt therapeutic attitude accordingly. However, this
variety of the ABPM data is not exploited by all the doctors. Indeed, they are unfamiliar
with its analysis and it is time-consuming, which constitutes a real gene for them. In this
paper, we propose an automatic analysis of the ABPM data using intelligent methods, in
order to help the expert to exploit and to analyze them easier.

The study consists of two major parts: the first is a data collection of 270 patients in the
CHU SETIF cardiology department, each ABPM record is characterized by 40 attributes
and associated with six labels simultaneously. The Multi-label dataset is published on-
line [4], to allow researchers in the medical field to draw up statistical or even data mining
studies more easily, as no ABPM dataset is published in the literature. The second part
presented a comparative study of seven algorithms and also the analysis of dependencies
between the labels and attributes of the ABPM dataset. The results show the efficiency
of the RAkEL algorithm for Multi-label Classification task and the CLR for the Ranking
Task. The initial results on Conditional dependence analysis of ABPM labels encourage
us to expand our study in future using more specialized algorithms.

Further works are currently underway with the use of the feature selection and the
Label correlation methods to improve on the one hand the accuracy per label since each
label of the ABPM dataset is strongly associated with specific attributes. On the other
hand, to extract new and implicit correlations between the different labels and features.
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Label Correlation for Multi-label
Classification based Decision Trees

1 Abstract
One of the recurrent studied topic in Multi-label Classification (MLC ) is Label dependence
and its advantages for this research field. Many researchers addressed this issue locally be-
fore the Classification by searching possible Label dependence directly from the dataset.
However, others interested to apply such task dynamically during the Classification pro-
cess. Two major types of Label dependence were highlighted in many recent works, named:
Conditional and Marginal Label dependence. The importance of investigating such corre-
lation in medical datasets conducted us to study in depth this notion in this chapter. For
that, we reviewed recent works addressing Label dependence based on several Multi-label
algorithms in Section 3, including Transformation methods and Adaptation algorithms.
We present also the main differences between the two defined types of Label correlation
in Section 4 in which we focused on the use of Decision Trees as a base classifier and its
main advantages. Finally, in Section 5, we present a comparative study of six well-known
algorithms in the literature based Decision Trees, and we discuss the benefits of consider-
ing Label dependence using six datasets, five datasets from literature named: Yeast [20],
Scene [17], Emotions [22], Genbase [42] and Medical [35], we added also our collected
dataset named ABPM [4] for the experiments (See Chapter 3).

2 Introduction
Recently, Multi-label Classification (MLC ) was widely applied by researchers in many fields
such as text categorization, automatic tagging from multimedia resources including (im-
ages, audio and videos). The main reason for using MLC is the ability to classify each
object into several labels at once. As presented in the previous chapters, the MLC problem
can be addressed using many approaches including Transformation methods, Adaptation
algorithms (refer to Chapter 1) and Ensemble Methods (refer to Chapter 2). The data
miner can choose the relevant approach to use depending on the problem and the data
used for that. However, one of the main challenges of dealing with MLC is the use of
Label dependency information to improve the Classification task.

Many researchers highlighted the importance of this information [ [115], [116]] in such
a task, note that the basic Transformation method called Binary Relevance (BR) [11]
ignore totally Label dependence since it applies a separate classifier for each label. The
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other well-known Transformation approach is Label Powerset (LP) [11] that incorporate
implicitly Label dependency during the Classification process since it considers all labels
for an instance as a new class. Many other methods addressed this issue based on two
types of Label dependence called: Conditional and Unconditional Label dependence [117].

Roughly speaking, the first consider Label dependence according to the feature space of
instances, LP approach is a good example of this first category, while the second provides
Label correlation only between labels i.e if we consider for example yi and yj two labels
that are Unconditional dependent that means P (yi|yj) 6= P (yi).

Similarly, in [59], [117], the authors explain the benefit of exploiting dependencies
among labels to improve the performance of Multi-label classifiers. In addition, they criti-
cize the fact of addressing this problem by modelling explicitly existing Label dependence
from the dataset. They present two types of Label dependence, namely: Conditional and
Marginal dependence.

In this chapter, we present in depth the advantages of taking Label correlation in-
formation during the MLC, by highlighting the difference between the two approaches:
Conditional and Unconditional (Section 4). Also, we review the well-known algorithms
addressing this task in Related Work section 3, then, we focus on the methods based De-
cision Trees approach to compute Label correlation in ML datasets by presenting a case
study with the results found (Section 5).

3 Related Work
Exploring Label dependencies during the Classification task is one of the key challenges in
MLC, especially for datasets with a huge number of labels. However, ignoring this concept
will lead to a high information Loss, for that many researchers highlighted the importance
of taking Label correlation into account during the Classification process to reduce the
complexity and help to discover hidden information in the labels space. They generally
consider two types of Label dependence [56], [117]. Conditional Label dependence reflects
how likely or unlikely labels are to occur together given the attribute values of a specific
instance [60]. Nevertheless, Unconditional Label dependence (known as Marginal) focus
only on the label space and how certain labels are likely or unlikely to occur together.
The Conditional Label dependence was studied in depth in [56], [23], [11], similarly the
Marginal dependence have been explored in multiple works as in [46], [118], [119].

Another categorization of ML algorithms based on Label correlation was proposed
in [116] in which the authors define three order of correlation, the first-order ignore to-
tally the Label dependence by decomposing the ML problem to a separate Binary prob-
lems [17], [10], [120]. While the second-order consider pairwise relations between labels such
as the Ranking between the proper label and the improper label of an example [20], [53], [24]
or the interaction between any pair of labels [ [121], [19], [25]]. Finally, the high order ap-
proaches that consider deeply relatioships between labels such as the full order style of
imposing all other labels’ influences on each label.

In the following, methods considering Label dependence will be categorized as in the
first Chapter 1, Transformation methods with the major Transformations: Binary Rele-
vance (BR) and Label Powerset (LP), then, Adaptation algorithms and finally algorithms
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based Decision Trees that consider Label dependence during the Classification process.

3.1 Transformation approaches
As we explained previously, two main Transformations of the Multi-label problem are
known [11] as BR and LP, we present thereafter some recent algorithms from the literature
considering Label dependence based on those two transformations.

Binary Relevance Approaches

In BR [11], the Multi-label problem is transformed to several Binary Classifications, for
each label a Single classifier is built, and the final prediction is the union of all single
predictions. Despite the simplicity of BR approach, it suffers from major limit is the fact
that each classifier is learned separately with ignoring possible dependencies between labels.

To overcome this disadvantage, many variations of BR were proposed in the literature.
As Classifier Chain (CC) [54], in which the use of a chain of Classifiers is proposed to deal
with Label dependence, by extending the feature space of each classifier with the outputs
of all previous classifiers. The main drawback of CC is that the order of the chain has an
effect on predictive performances. For that many extensions were proposed to deal with
the ordering issue in two ways: using heuristic for selecting a chain order or by using an
Ensemble of Chain Classifier. However, most of the proposed approaches are much higher
complexity than the CC classifier.
For the first view, we name Probabilistic Classifier Chain (PCC) [56] which is a probabilis-
tic extension of the CC algorithm, for each label combination the Conditional probability
is computed. Then, for estimating the joint distribution of labels, a model is learned for
each label on a feature space augmented by previous labels as additional attributes. The
Classification prediction is then derived from the calculated join distributions in an explicit
way. In fact, the main disadvantage of the PCC method is its applicability only on datasets
with a small number of labels, not more than about 15 [59].

Another similar work called Bayesian Chain Classifiers (BCC) was proposed in [122],
first, a Bayesian Network (BN) based a Decision Trees structure is used to capture pos-
sible dependencies among labels, then, a CC model is build based on the dependence
structure. The main advantages of using BN highlighted by the authors are: (i) represent
the probabilistic dependency relationships between classes, (ii) constrain the number of
class variables used in the Chain Classifier by considering Conditional independence con-
ditions, and (iii) reduce the number of possible chain orders.

For the second point of view, i.e using Ensemble Methods to consider Label dependence,
we name Ensemble Classifier Chains (ECC) [55], that use a committee of CC models and
each one learn on random chain orderings, using a random subset of training instances.
The final prediction of ECC is computed using a majority vote strategy (For more details
about the use of Ensemble Methods in MLC, refer to Chapter 2).

As CC classifier, many other algorithms were proposed in the literature to deal with
Label correlation issue for BR classifier, as in [123] where the authors use the idea of
stacking [124] BR classifiers to model Label correlation based a meta-level classifier. In
general, staking means to learn a second (meta) models that consider as input the output
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of all first (base) level models. The authors show that the detected Label correlation are
useful and meaningful.

Label Powerset Approaches

For the Label Powerset transformation, we name hereafter some algorithms considering
Label dependence among labels.

LP [11] consider each combination of labels as a new class and learn a classifier to pre-
dict the outputs, which make it very simple and effective for datasets with few numbers of
labels. However, LP is limited for large datasets, since it can be computationally expensive.
Moreover, the learning process will be really limited with just few learning instances for
some combinations at leaves. Another drawback of LP is the over-fitting problem since an
LP classifier cannot predict a class that has not to be seen previously during the learning
process. Many extensions were proposed to deal with this drawback such as Pruned Set
(PS), Ensemble of Pruned Sets (EPS) [55] and RAndom k-labELsets (RAkEL) [11].

In [59], the authors propose an approach called LPBR, that explores two types of Label
dependencies: Conditional and Unconditional, by clustering labels into several indepen-
dent subsets based on chi2 test. Finally, It applies a Multi-label classifier for learning, and
for predicting the labels at leaves, it uses LP for dependent labels and BR otherwise.

Another work [125] combine LP and BR methods to well explore Label dependencies.
First, it divides the set of labels into several mutually exclusive subsets of dependent labels.
Then, a Classification algorithm incorporating dependencies among labels within each sub-
set can be applied. They show that applying a combination of BR and LP methods to
these subsets provides in many cases higher predictive performance than regular LP and
BR approaches.

3.2 Adaptation approaches
The idea of Adaptation methods is to modify the existing algorithms to solve Multi-label
Learning (MLL) problems, more details about this category of methods are presented in
depth in Chapter 1. In the following, we present many learning rules as SVM, DT, Naive
Bayes that was adapted to MLL by considering also dependencies among labels in various
ways.

Zhang et al. in [9] (2009) proposed an extension of the popular Naive Bayes clas-
sifiers for dealing with Multi-label instances called MLNB. The authors highlighted the
benefits of using feature selection techniques such as principal component analysis and ge-
netic algorithms in addressing the inter-label relationships. The correlation between labels
was explicitly addressed through the specific fitness function used by the genetic algorithm.

Another example of adaptation algorithms for Multi-label Classification considering
inter-label relationships is ML-SVDD [126], the algorithm is based on Support Vector
Data Description. First, a k-label problem is divided into k sub-problems each of which
consists of instances from a specific class. Then, for each class, a sub-classifier is learned
using support vector data description method. The combination of all predictions of all
sub-classifier to form the Multi-label Classification is done as follows. The classes which
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predicted pseudo posterior probability above some threshold are added to the set of pre-
dicted labels. To compensate for missing correlations between labels linear ridge Regression
model is used when constructing a threshold function [59].

Another work called: LEAD [116], focus on Conditional Label dependence and propose
the use of Bayesian Network structure to encode the identified Label dependencies. It de-
composes the Multi-label problem into a series of Single-label Classification and for each
one, its parental labels defined by the Bayesian structure are incorporated as additional
features.

Acknowledging the advantages of Decisions Trees (DT ) algorithm, we present in the
following few works from the literature based on DT to exploit Label dependence. More
explanations about our choice are presented in the motivation section in Section 4.1.

The first work [10] aims to adapt the Decision Trees C4.5 to the Multi-label problem by
computing separately the Entropy for each label (MLC4.5), and then sums all Entropies to
decide to split or not at each node of the tree. The main advantage is the identification of
relevant features to all labels at once, nevertheless, the splitting criterion does not consider
any Label correlation.

In the same context [127], the authors propose ML SVMDT that build DT as MLC4.5
and use at leaves BR classifiers based on SVM. Similarly, ML-Tree [128] consider the Tree
as a hierarchy of data and use SVM classifiers at each node for splitting. It considers
the label relationship by estimating the co-occurrence at each node of the hierarchy and
transferred it in a top-down manner.

Successful Multi-label Learning needs to consider Label correlation problem since in
real-world applications labels are fully or partially correlated, and this dependence encodes
very useful information for the Classification process.

In [129], the authors propose a DT based Multi-label classifier considering the covari-
ance matrix as a splitting criterion at each node of the Tree, then, it applies for independent
labels a BR at leaves and if dependent, the labels are kept together as in LP. The main
advantage of LaCova is the fact that it takes into consideration correlation among la-
bels locally during the splitting process which allows choosing between a horizontal split
(branching on a feature) and a vertical split (separating the labels). However, its main
disadvantage is that the considered Label dependencies are Marginal since the covariance
matrix is computed on labels without taking into consideration the features space. To
overcome this limit, the authors propose the clustering of labels dynamically during the
construction of the Tree in [130] and [131] to model the Conditional Label dependence.

In the same way, other works focus on exploiting labels dependencies using clustering
strategies over the entire dataset as Hierarchy of Multi-label classifiers (HOMER) [37]. The
algorithm partitions labelset into small disjointed subsets using a clustering approach and
organize each subset of labels at each node of the Tree-shaped hierarchy, then a Multi-label
classifier is learned to predict the set of labels. One of the criticisms of HOMER is the
direct and global identification of dependent labels from the dataset, so the splitting crite-
rion is not guided by Label dependence at each node of the Tree. Moreover, the approach
is computationally expensive even if it shows competitive results in terms of Classification
accuracy.
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On his side, Extremely Randomized Trees (ERT ) [132] randomly choose both feature
and cut point while splitting a Tree node. The authors consider that the main strength of
ERT is the computational efficiency.

In the experimental section 5, we compared the performance of some algorithms de-
scribed above including BR [11], CC [54], ECC [55], ERT [132], LaCova [129] and MLC4.5
[10] using the well known Multi-label datasets: Yeast [20], Scene [17], Emotions [22], Med-
ical [35] and Genbase [42], we also added our collected ABPM dataset for the experiments.
The idea is to study the impact of the use or not of Label correlation as a splitting criterion
in the Decision Tree. Before that, in the next section we give more explanations about the
main differences between the two types of Label dependence: Conditional and Uncondi-
tional, also we explain our main motivation about using Decision Trees for exploring Label
dependence among labels.

4 Label dependence for Multi-label Classification
Exploiting Label dependencies among labels is one of the main challenges in Multi-label
Classification and could greatly improve the classifier performance and facilitate the learn-
ing process. In addition, it is required in many real-world applications in which the analysis
of such correlations leads discovering crucial hidden information inside datasets.

Label dependence, known also as Label correlation was widely addressed by many
researchers in literature, the importance of taking this information during the Classifica-
tion process may greatly improve the classifier performance also the interpretability of the
model. A simple example of scene labeling may well explain its advantages, in such situ-
ation the probability of the label beach is higher if the label sea is also relevant. Hence,
taking this information into account is important to produce efficient model.

Over the last few years, most of the proposed Multi-label Classification algorithms
consider Label dependencies during the learning process, from the statistical perspective,
two kinds of Label dependence were defined, namely Conditional and Unconditional. In
the rest of this section, we present the formal differences and connections between both
types, by means of simple examples. Our main reference is [117], where the authors give
an interesting and recent overview of state-of-the-art algorithms for MLC and categorize
them according to the type of Label dependence they seek to capture.

The authors in this work [117] confirm that optimal predictive performance can only be
achieved by methods that explicitly account for possible dependencies between class labels.
However, they argue that major studies of this kind do often fall short at deepening the
understanding of the MLC problem for many reasons. We note in the following the main
reasons discussed by the authors:

• The notion of Label dependence or Label correlation is often used in a purely intuitive
manner, referring to a kind of non-independence, but without giving a precise formal
definition. Likewise, MLC methods are often ad-hoc extensions of existing methods
for Multi-class Classification.

• Many studies report improvements on average, but without carefully investigating
the conditions under which Label correlation are useful.

• The reasons for improvements are often not carefully distinguished. As the perfor-
mance of a method depends on many factors, which are hard to isolate, it is not
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always clear that the improvements can be fully credited to the consideration of
Label correlation.

We present in the following the main differences between the two types of dependency
that has been highlighted in the literature. Conditional Label dependence captures Label
dependencies Conditional to a specific instance, while Marginal Label dependence is global
and independent from any observation.

Let Y a random vector: Y = (Y1, Y2, Y3, · · · , Yq). Y is Marginally independent if

P (Y ) =

q∏
i=1

P (Yi) (4.1)

While Y is called Conditionally independent given an instance x, if

P (Y |x) =
q∏
i=1

P (Yi|x). (4.2)

In the same paper [117], the authors discuss the possible ways to model Label depen-
dence for Multi-label Classification, they consider Yi = hi(x) + εi(x) where: i = 1, . . . , q
and functions hi : χ→ {0, 1} represent the structural parts of the model and the random
variables εi(x) is the stochastic parts. Krzysztof et al. explain that the distribution of
error terms can depend on x. Furthermore, two noise terms εi and εj may share some
similarities between each other. As also, the structural parts of the model hi and hj can
depend on each other. From this, they conclude that there are two possible sources of
Label dependence:

• The structural part of the model h

• The stochastic part ε

Krzysztof et al. highlighted that the Marginal Label dependence is caused by the struc-
tural part of the model h. However, The stochastic part ε is responsible for the Conditional
Label dependence. Labels are considered Conditionally dependent if the errors terms of the
model are dependent. Moreover, the observation of Label dependence in the training data
will not necessarily imply any error terms dependence, it only informs about the existence
of Marginal dependence between labels.

In the same context, another work was presented in [116] studying Conditional Label
dependence based on error terms. First, a Directed Acyclic Graph (DAG) is built to char-
acterize the joint probability of all labels conditioned on the feature set, the correlations
are represented by the DAG structure. Second, Multi-label Learning is decomposed into a
series of Single-label Classification problems. Each Binary classifier is learned by consider-
ing its parental labels from the DAG structure as additional features. Finally, the labelsets
of unseen examples are predicted recursively according to the label ordering given by the
Bayesian Network.

4.1 Motivation
The main goal of data mining is the exploration of knowledge from huge real-world datasets,
it refers to a complex machine learning algorithms for modeling and understanding data.
We are interested in Multi-label approaches to extract implicit and crucial information
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from medical data. In the literature, many statistical learning approaches were proposed
to learn from Multi-labeled data and aims mainly to improve the performance of the clas-
sifier. Generally, the produced model is seen as a black box by the expert, especially in the
medical domain where the use of such automatic process should be controlled by the doctor
before giving any results to the patient. For that reason, selecting the best approach can
be one of the most challenging parts of performing machine learning in practice. Hence,
the approach used for the Classification process should be efficient but also interpretable,
and produce a structure that can be easily understood by the expert (doctor).

In machine learning, Tree-based methods are simple and very useful for interpretation.
In fact, they are more closely to human decision-making, and they are easily interpreted
even by a non-expert; since Trees can be displayed graphically in intuitive structure. Ad-
ditionally, the most discriminative features for the Classification can be caught easily with
even the most critical values at Tree nodes. Moreover, dependence between labels and fea-
tures can be easily analyzed from the DT structure. However, they typically are not com-
petitive with the best-supervised learning approaches in terms of prediction accuracy [68].

In order to benefit from interpretability of DT and as well as to produce an efficient
model, we make a comparative study between many algorithms from both Transformation
and Adaptation strategies of MLL, based on Decision Trees to model Label correlation.
We believe that modeling Label correlation during the Classification process can give an
efficient and interpretable model.

In the following, we present briefly the algorithms that we used in this initial com-
parative study, including: BR [11], CC [54], ECC [55] from Transformation methods and
ERT [132], MLC4.5 [10] from Adaptation methods and finally, LaCova [129] that consider
Label correlation during the construction of the Tree. We give also some advantages and
disadvantages of using each algorithm as well as an illustration of each method, in which
we consider an example to classify x and the labels are {y1, y2, y3}.

Binary Relevance (BR)

In BR [11], the Multi-label problem is transformed to several binary classifications, for
each label a single Decision Tree is built, and the final prediction is the union of all single
predictions (See Figure 4.1). Despite the simplicity of the BR approach it suffers from many
limits. First, the number of classifiers needed for Classification might be thousands for some
domain as for example genetics, where several labels may label each gene. Second, the
labels are considered independent during the Classification process, which is not suitable
for real-world datasets where the prediction of one label gives crucial information about the
other labels. Finally, relevant features identified separately for each label cannot be used
as relevant features for the whole dataset, and the expert should analyze each Decision
Tree separately to find some possibly useful information.
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Figure 4.1: An illustration of Binary Relevance approach based DT.

Classifier Chain (CC)

To overcome the disadvantages of BR and take Label dependence into account, many
variations of BR were proposed in the literature. As Classifier Chain (CC) [54] (See Figure
4.2), where the authors propose to use a chain of classifiers to deal with Label dependence,
by extending the feature space of each classifier with the outputs of all previous classifiers.
The main drawback of CC is that different ordering of labels in the chain can affect results.
For that many extensions were proposed to deal with the ordering issue as Ensemble
Classifier Chain (ECC) [55].

Figure 4.2: An illustration of Classifier Chain based DT.

Extremely Randomized Trees (ERT)

Extremely Randomized Trees (ERT) [132] randomly choose both features and cut points
while splitting a Tree node. The authors consider that the main strength of ERT is
computational efficiency. The pseudo code 3 explain the main steps of building the tree
structure using ERT method.
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Algorithm 3 Pseudo code of ERT
1: Split_node(S)
Input: The local learning subset S corresponding to the node we want to split.
Output: a split [f ∧ Cutf ] or nothing
2: IF Stop_split(S) is TRUE THEN return nothing.

OTHERWISE select n features {f1, f2, . . . , fn} among all non constant (in S)
candidate attributes;
Draw K splits {s1, s2, . . . , sn}, where si=Pick_random_split(S,fi), ∀i =
1, . . . , n;
Return a split s∗ such that Score(s∗,S)=maxi=1,...,K Score(si,S).

3: Pick_random_split(S,fi)
Input: a subset S and a feature f .
Output: a split Let fSmax and fSmin denote the maximal and minimal value of f in

S;
Draw a random CutPoint Cutf uniformly in [fSmax, f

S
min];

Return the split [f ∧ Cutf ].
4: Stop_split(S)
Input: a subset S, the minimum sample size for splitting a node m.
Output: a boolean IF |S| ∧ m, THEN return TRUE;

IF all attributes are constant in S, THEN return TRUE;
IF the output is constant in S, then return TRUE;
OTHERWISE, return FALSE.

MLC4.5 algorithm

In [10] the authors adapted the Decision Trees C4.5 to the Multi-label problem by com-
puting separately the Entropy for each label, and then sums all Entropies to decide to
split or not at each node of the Tree. The main advantage is the identification of relevant
features to all labels at once, nevertheless, the splitting criterion does not consider any
Label correlation. The following pseudo-code 4 summarize the adaptation of C4.5 to ML
framework.
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Algorithm 4 Main steps of MLC4.5
Input: A and S are the attribute and the set of training examples being considered

respectively.
Sv is the subset of S with value v for attribute A.

Output: Entropy (S)
1: C4.5 Tree is constructed top down.
2: For each node the best attribute is chosen using Information Gain formula as

follows:

InformationGain(S,A) = Entropy(S)−
∑
v∈A

|Sv|
|S|
∗ Entropy(Sv)

3: Compute Entropy(S) as follows.

Entropy(S) = −
M∑
i=1

p(ci)log(p(ci) + (q(ci)log(q(ci))

.
p(ci)=probability (relative frequence of class ci) and q(ci) = 1 − p(ci) is the
probability of not being member of class ci.

LaCova

In [129], the authors propose a DT based Multi-label classifier considering the covariance
matrix as a splitting criterion at each node of the tree, then, it applies for independent
labels a BR at leaves and if dependent, the labels are kept together as in LP. The main
advantage of LaCova is the fact that it takes into consideration correlation among la-
bels locally during the splitting process which allows choosing between a horizontal split
(branching on a feature) and a vertical split (separating the labels). However, its main
disadvantage is that the considered Label dependencies are Marginal since the covariance
matrix is computed on labels without taking into consideration the features space.

To overcome this limit, the authors propose the clustering of labels dynamically during
the construction of the Tree in [130] and [131] to model the Conditional Label dependence.
However, LaCova still have some limitations, on the one hand, the high computational
cost since it uses the covariance matrix at three points: to decide whether there is a split
or not, in addition, it is used to find the best feature and the best cut for each split using
a threshold computed dynamically. Moreover, adding the clustering of labels dynamically
at each node cost more computational time. On the other hand, in order to predict labels
for a new example, all generated Decision Trees in LaCovac should be tested, since each
part of the Tree helps to predict some specific labels, hence, the final labels result from
the aggregation of predicted labels in each branch. As consequence, the simplicity and the
interpretability may be an issue as the generated Decision Trees may be complex for some
real-world applications and especially the medical one.
The following pseudo codes 5, 6 and 7 summarize LaCova algorithm steps [129]:
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Algorithm 5 LaCova(D): Learn a tree-Based ML classifier from training data.
Input: Dataset D, minimum number of instances m to split.
Output: Tree-Based ML classifier.
if SumOfVar(D)=0 or |D| ∧ m then
Leaf with relative frequencies of labels

else if SumOfAbsCov(D) ≤ λ(D) : then
for each label j in D do
Tj= Learn a Decision Tree for Single label j

end for
Return Node with Single label Decision Trees Tj

else
f, {Di}=FindBestSplit(D)
for each child node Di: do
Ti = LaCova(Di)

end for
Return Node splitting on f with subtrees Ti

end if

Algorithm 6 FindBestSplit(D): Find the best feature to split on.
Input: Dataset D
Output: Feature f, Data split into child nodes {Di}
Initialize Qbest =∞
for each feature f in D do
if f is a numerical attribute then
Cutf = FindBestCut(D,f)
Split D into child nodes {Di} according to value of Cutf

else
Split D into child nodes {Di} according to values of f.

end if
for each child node {Di} do
Qi=min(SumOfVar(Di), SumOfAbsCov(Di))

end for
Q =

∑
i
|Di|
|D|Qi

if Q ∧ Qbest then
Qbest, f best, {Dbest

i }=Q, f, {Di}
end if

end for
Return fbest, {Dbest

i }
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Algorithm 7 FindBestCut(D,f): Find the best cut-point to split the numerical
attribute.
Input: Dataset D, Feature f.
Output: Best cut-point Cutbestf .

Initialize Qbest =∞
Sort D according to f in ascending manner
Find ll possible cut-points Cut
for each possible cut Cuti in Cut do
Split D into two child nodes {D1}and{D2} according to value of Cuti.
for each child node {Di} do
Qi=min(SumOfVar(Di), SumOfAbsCov(Di))
Q=

∑
i
|Di|
|D|Qi

end for
if Q ∧ Qbest

f then
Qbest
f =Q Cutbestf =Cuti

end if
end for
Return Cutbestf

The implementation of this algorithm was realized to the public by the main authors
using JAVA. However, in this work, we implemented it using Python. For other algorithms,
we used Scikit-learn framework [63]. More details about the experimental setup will be
explained in the next section.

5 Experimental Setup
The present section is a comparative study between common algorithms from litera-
ture named: BR [11], CC [54], ECC [55] from Transformation methods and ERT [132],
MLC4.5 [10] from Adaptation methods and finally LaCova algorithm [129] based covari-
ance matrix as splitting criterion while constructing the Tree.

The main goal is to investigate the advantages of using Decision Trees algorithms as
base classifier for both methods that takes into account Label correlation during the Clas-
sification or not, in addition for LaCova algorithm another point to study is the impact of
using Label correlation as splitting criterion while constructing the Tree.
All the experiments was performed using 5 fold-cross validation using Six datasets: Yeast
[20], Emotions [22], Scene [17], Medical [35], Genbase [42] and ABPM [4]. The Evaluations
Measures used are: Accuracy [13], Exact Match [12] and Hamming Loss [13] (For more
details about the datasets and Evaluations Measures, refer to Chapter 1).

Note that we used for the experiment Scikit-learn framework [63] for the following
algorithms: BR, CC, ECC, ERT. The base classifier used is a Decision Tree which is an
optimized version of CART provided by Scikit-learn. However, we implemented LaCova
and MLC4.5 algorithms using Python by following the same format of Scikit-learn. The
maximum depth of the Tree used as a base classifier is equal four for two main reasons,
first, after many experiments we noticed a stabilization of predictive performances from
depth=4, second, for good and easy interpretation of Trees especially for medical datasets
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which is the optimal depth for that.

5.1 Results
The Tables 4.1, 4.2 and 4.3 shows the results obtained on six datasets using the following
Evaluation Measures: Accuracy [13], Exact Match [12] and Hamming Loss [13]. Note that
the numbers between brackets present rank of algorithms according to their predictive
performances.

Table 4.1: Comaprative results of six algorithms based Accuracy.
Datasets/Algorithms BR CC ECC ERT MLC4.5 LaCova

Accuracy↑

Yeast 0.449(2) 0.433(3) 0.494(1) 0.388(6) 0.391 (5) 0.393(4)
Scene 0.407(4) 0.466(1) 0.408(3) 0.166(6) 0.299(5) 0.460(2)
Emotions 0.456(4) 0.493(1) 0.485(2) 0.364(6) 0.462(3) 0.367(5)
Genbase 0.983(1) 0.982(2) 0.983(1) 0.039(5) 0.190(4) 0.793(3)
Medical 0.757(3) 0.771(2) 0.773(1) 0.131(5) 0.116(6) 0.714(4)
ABPM 0.977(3) 0.978(2) 0.983(1) 0.748(6) 0.758(5) 0.785(4)
Average Rank 2.83(3) 1.83(2) 1.5(1) 5.66(6) 4.66(5) 3.66(4)

Table 4.2: Comparative Results of six algorithms based Exact Match.
Datasets/Algorithms BR CC ECC ERT MLC4.5 LaCova

Exact Match↑

Yeast 0.073(3) 0.141(2) 0.151(1) 0.062(4) 0.050 (5) 0.048(6)
Scene 0.328(3) 0.396(1) 0.329(2) 0.161(6) 0.280(4) 0.260(5)
Emotions 0.180(4) 0.222(2) 0.226(1) 0.156(5) 0.0254(6) 0.190(3)
Genbase 0.965(1) 0.963(2) 0.965(1) 0.027(5) 0.176(4) 0.777(3)
Medical 0.667(3) 0.696(1) 0.695(2) 0.105(5) 0.089(6) 0.634(4)
ABPM 0.918(3) 0.922(2) 0.940(1) 0.244(6) 0.259(5) 0.303(4)
Average Rank 2.83(3) 1.66(2) 1.33(1) 5.16(6) 5(5) 4.16(4)

Table 4.3: Comparative Results of six algorithms based Hamming Loss.
Datasets/Algorithms BR CC ECC ERT MLC4.5 LaCova

Hamming Loss ↓

Yeast 0.220(1) 0.221(2) 0.229(5) 0.226(3) 0.239(6) 0.228(4)
Scene 0.154(1) 0.171(3) 0.180(4) 0.165(2) 0.184(5) 0.235(6)
Emotions 0.245(2) 0.241(1) 0.250(3) 0.267(5) 0.245(2) 0.261(4)
Genbase 0.0018(2) 0.0019(3) 0.0016(1) 0.043(6) 0.040(5) 0.017(4)
Medical 0.0105(3) 0.0102(2) 0.0101(1) 0.0259(6) 0.0252(5) 0.014(4)
ABPM 0.0179(3) 0.0172(2) 0.013(1) 0.201(6) 0.196(5) 0.163(4)
Average Rank 2(1) 2.16(2) 2.5(3) 4.66(5) 4.66(5) 4.33(4)

5.2 Discussion
The idea behind the choice of the previous six algorithms from the literature is to inves-
tigate the impact of using several splitting criteria for the Decision Trees used as a base
classifier. The first category concerns Transformation methods such as BR that ignores
totally dependence between labels, on the other hand, we used CC and ECC that consider
Label dependencies by using a chain of Decision Trees classifiers. The splitting criterion,
in this case, is Gini index since we used the optimized version of CART provided by Scikit
learn as a base classifier.
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The second category of methods concerns the adaptation strategy that includes MLC4.5
and ERT that ignore Label dependencies. For the former, the splitting criterion is the In-
formation Gain, while for the later random choice of the feature for a split is used.

The last studied algorithm is LaCova that consider Label dependence as splitting cri-
terion while growing the Tree. We discussed in the following the results found in Tables
4.1, 4.2 and 4.3 based on the above points.

We are aware that those initial results may be interpreted with caution since another
work is in progress to extend the comparison using more datasets. However, by comparing
ranks of algorithms based on Accuracy, Exact Match and Hamming Loss using the actual
results from the six datasets. We note that ECC and CC based Decision Trees outperform
other algorithms. Nevertheless, by comparing them to literature we note that results are a
bit lower in some cases, that can conduct us to conclude that the use of Decision Trees as a
base classifier is good for interpretation. Although, if we are interested in higher predictive
performances, other base classifiers as Logistic Regression, KNN, Naive Bayes etc. may
be a good option for some applications, in which the interpretability of the model is not
required.

Moreover, the idea of extracting decision rules from DT in CC and ECC in future
using specialized approaches from Association Classification [133], a task that was widely
studied to take advantages of Association and Classification rule mining. The first one can
define all important associations between the different variables of the dataset, whereas
the second defines the importance of using such variables to predict predetermined targets.

By comparing results from MLC4.5 and ERT, we note that the use of Information Gain
as a splitting criterion is more interesting than the random choice of features for construct-
ing the Tree. However, results from CC, ECC and BR that use a Gini index to grow the
tree was better than those provided by MLC4.5. Note that, this choice between those two
splitting criteria was widely discussed in the literature, many researchers concluded that
testing both of them on the dataset can help to choose the best one since Gini Index is
calculated by subtracting the sum of the squared probabilities of each class from one and
favors larger partitions. However, Information Gain favors smaller partitions with many
distinct values. We remarked also that growing the Tree with more depths for MLC4.5
could improve the results.

For LaCova, according to the results on the six datasets, we note that it outperforms
significantly against MLC4.5 and ERT in terms of Accuracy, Hamming Loss and Exact
Match. However, it is always ranked after ECC, CC and BR. More experiments are in
progress to affirm these findings. Another point that we intend to address in future is
the type of Label dependence studied. LaCova uses Marginal Label dependence since it
computes covariance matrix on only the output space to determine whether the labels are
dependent or not, and based on a threshold, it decides to split the node (More details
about the algorithm were previously explained in Section 4). The use of Conditional Label
dependence could improve greatly predictive performances by taking the features space
into consideration because in many real-world applications possible correlations are not
only between labels but also significant dependences may be present between features and
labels of the dataset.

A simple example from our previous study on ABPM dataset [4] shows the importance
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of Conditional dependence, as we noted in Chapter 3, section 7.1 that there is a strong
correlation between the Validity label and the two attributes: Perc and HRecord. The two
attributes are the most relevant to judge the validity of ABPM records.

5.3 Study limitations and future work
We are aware that this initial study is limited and many points are likely to be considered
in the near future as follow:

• More experiments should be conducted using more datasets from literature to vali-
date the results.

• Another work is in progress to improve the performance of LaCova algorithm using
Conditional Label dependence instead of Marginal Label dependence while splitting
the Tree. The use of other probabilistic functions to test as a splitting criterion is
a part of our perspectives. Finally, the use of frequent labels at leaves to annotate
the leave could be improved using other strategies that consider Label dependence
at this level too.

• The interpretation of generated Decision Tree of winning algorithms especially on
ABPM dataset is one of the main goals of our further work.

6 Conclusion
This chapter studied Label dependence issue in Multi-label Classification (MLC ). Two
major types were highlighted, named: Conditional and Marginal Label dependence with
their major differences. Likewise, we reviewed recent works addressing Label correlation
based on severalMulti-label algorithms, including Transformation methods and Adaptation
algorithms. We focused on the use of Decision Trees as a base classifier and its main
advantages, for that, a comparative study were conducted using six well-known algorithms
in the literature named: BR [11], CC [54], ECC [55], ERT [132], MLC4.5 [10], LaCova [129].
Six datasets were used for the experiments, named: Yeast [20], Scene [17], Emotions [22],
Genbase [42] and Medical [35], we tested also our collected dataset named ABPM [4] for
the experiments (refer to Chapter 3 for more details). Finally, study limitations and future
work were presented.
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Conclusions and Future Directions

The present thesis focused on Multi-label Learning and its main applications, especially
to the medical field, in which many real problems often encountered by physicians needs
Multi-label tools to be solved. The problem of learning is called Multi-label (ML) if the
instances of learning are associated with multiple target labels at once.
In this manuscript, we presented first a detailed overview on Multi-label Learning frame-
work including its main applications, the tools and popular strategies used for learning
from ML data and finally the current challenges recently studied by researchers in this
field.

Then, we investigated the benefits of using Ensemble Methods for the Multi-label
framework based on two major strategies: Bagging [2] and Boosting [3]. The goal was the
improvements of MLKNN algorithm [1] that adapts KNN to Multi-label data. The use of
homogeneous ensemble methods (Bagging and Boosting) provide competitive results and
affirm the hypothesis that using several ML learners simultaneously for the prediction of
labels improve greatly the performance of the individual classifier.

Many points are likely to be considered as part of future work for this first contribution,

• The improvement of Bagged MLKNN by using variable selection methods, in or-
der to identify the relevant variables for each label given a dataset. Such a task is
really important for the medical applications since the physician prefer to have a
good compromise between the performance and interpretability of the medical aid
diagnosis system.

• We plan also to evaluate the present algorithm on a new medical dataset that we
gathered recently as the second contribution of this work, it concerns Ambulatory
Blood Pressure Monitoring (ABPM) [4].

Our second contribution includes two major parts:

• The first part is a new Multi-label dataset with 40 ABPM features for 270 numeric
patient records categorized into one or more out of 6 labels named: Validity, Cir-
cadian Rhythm, BPV, PP, BPL, MS. The dataset is released to the public [4], in
order to allow comparative experiments by other researchers and especially medical
researchers while the publicly available Multi-label medical datasets are very rare.

• The second part is the intelligent analysis of ABPM records using Multi-label Clas-
sification algorithms. The medical diagnostic process supported by such techniques
constitutes a modern and useful tool for medical aid decision, allowing the expert to
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analyze ABPM records more quickly and efficiently. A comparative study of seven
algorithms was conducted, also, an analysis of dependencies between the labels and
attributes of the ABPM dataset using Decisions Trees was discussed.

Further works are likely to be considered for this work:

• The collected dataset contains only 270 records which limit the interpretation of
results, we intend to expand our database with more examples of learning, by tak-
ing the case of Multi-dimensional data into consideration for the two labels: Blood
Pressure Load and Circadian Rhythm which contains more than one class for each
label.

• ABPM dataset contains only patients with pathological BPV since the study was
developed in cardiology service. However, we intend to enrich it with the non-
pathological cases in the near future in order to improve the learning process for this
label.

• More data are available to expand the dataset with more examples. However, the
manual annotation by the doctor takes huge time and efforts. For that reason, we
intend to use semi-supervised approaches for the annotation and the current ABPM
dataset could be very useful for the learning process to label new records.

• The collected dataset contains only patients with pathological BPV since the study
was developed in cardiology service and the pathological cases are more present
than the normal one. We propose the use of Imbalance data solutions in Multi-label
that was greatly addressed in the literature to balance label distributions [117], [134].

• The study of Label dependence approaches for ABPM dataset since the initial results
on Conditional dependence analysis of ABPM labels was satisfactory and encour-
age us to expand our study in future to extract more relevant information and the
correlation between labels and features of the dataset.

• Results show that the Multi-label modeling of ABPM data helps to investigate la-
bel dependencies and provide interesting insights, which can be integrated into the
ABPM devices to dispense automatically detailed reports with possible future com-
plications.

The last issue in Multi-label Learning that we studied is the use of Decision Trees (DT)
to extract new and implicit correlations between different labels and features in a given
dataset. The satisfactory results and interpretations that we got in the previous contri-
bution show graphically a very interesting correlations between labels, and encouraged us
to continue using this strategy of learning that fulfilled important criteria in the critical
applications, especially in the medical field, where one of the main condition of the expert
to use an automated system to improve the diagnosis process is that should be a white
box and interpretable.
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For that, we reviewed recent works addressing Label dependence based on several Multi-
label algorithms, including Transformation methods and Adaptation algorithms based on
DT. We presented also the main differences between the two defined types of Label cor-
relation named Conditional and Unconditional (Marginal). Finally, we conducted a com-
parative study of six well-known algorithms in the literature based Decision Trees, and we
discuss the benefits of considering Label dependence using Decision Trees algorithm as a
base classifier for both Transformation and Adaptation algorithms. First results of this
study were presented, however, we are aware that are limited and should be interpreted
with caution since the complete comparative results is in progress and many points are
likely to be considered in the near future.

• More experiments should be conducted using more datasets from literature to vali-
date the results.

• May experiments are in progress to improve the performance of LaCova algorithm
using Conditional Label dependence instead of Marginal Label dependence while
splitting the tree. The use of other probabilistic functions to test as a splitting
criterion is a part of our perspectives. Finally, the use of frequent labels to annotate
the leaves could be improved using other strategies of learning to consider Label
dependence at this level too.

• Highlighting label dependencies in ABPM dataset is one of our major research goals.
However, the current version of ABPM dataset is not too large and with few exam-
ples of learning the Decision Trees may not give really valuable interpretations. For
that, we intend to interpret the generated trees after expanding the dataset with
more examples of learning.

The several published contributions during the PhD study are listed in the following:

• Thee first work [135] was published in Proceeding ICCDA ’17 Proceedings of the
International Conference on Compute and Data Analysis. K. DOUIBI, N. SET-
TOUTI and MA. CHIKH. The homogeneous Ensemble Methods for MLKNN algo-
rithm. Pages 197-201, Lakeland, FL, USA - May 19 - 23, 2017, ACM New York,
NY, USA ©2017, DOI : 10.1145/3093241.3093262.

• Second work [5] was published in Australasian Physical & Engineering Sciences in
Medecine. Douibi, K., Settouti, N., Chikh, M. A., Read, J., & Benabid, M. M.
(2018). An analysis of ambulatory blood pressure monitoring using Multi-label
Classification. Australasian physical & engineering sciences in medicine, 1-17., DOI
10.1007/s13246-018-0713-0.

• The dataset of the above work [4] was published online Mendeley repository (El-
sevier) at http://dx.doi.org/10.17632/y4dh3b3tfx.1. Douibi, k., Benabid, M.
M., Settouti, N., Chikh, M. A.(2017), “Data for: An analysis of Ambulatory Blood
Pressure Monitoring (ABPM).”, Mendeley Data, v1.

• Our last contribution about using Decisions Trees for modeling Label dependence
for medical application is in progress.
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