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Abstract
Compressed sensing in mobile systems

We are interested in investigating the compressed sensing paradigm in the context
of mobile systems to deal with the logistical and computational challenges in fu-
ture communications. Due to the increasing number of connected objects (Internet
of Things), the data exchanged in turn grows exponentially: this is the era of big
data. This adds a level of intelligence to devices enabling them to communicate
real-time data without a human being involved, effectively merging the digital and
physical worlds. Hence the need to propose efficient techniques for compressing
data from a variety of sources. Firstly, we propose simpler speech codecs based
on quantization of compressed sensing measurements. The results show that the
proposed codecs can be promising alternatives to current speech codecs. Secondly,
we focus on the communication system. The behaviour of compressed sensing-
source coding within the transmission chain is studied when undergoing real mobile
communication-conditions. More specifically, we design new end-to-end mobile
communication schemes based on compressed sensing. The proposed designs incor-
porate the compressed sensing-based speech codec instead of sampling signals at
Nyquist rate then using a complex speech codec. Additionally, efficient techniques
are chosen for channel compensation. The proposed systems show a simplified
design, and allow reducing bit rate and processing load compared to actual commu-
nication systems based on adaptive multi-rate wideband (AMR-WB) speech codecs.
The recovered speech has good quality and fair intelligibility scores when dramatic
communication conditions are experienced (Rayleigh environment). In addition
to reducing the computational burden for all the transmission steps, compressed
sensing allows secure communications without additional costs. Thirdly, we consider
the background noise coming from the environment. We propose a new speech en-
hancement method based on compressed sensing. In this approach we perform noise
subtraction in the measurement domain before sparse recovery. Significant results
are obtained showing that the proposed method is a good alternative to classical as
well as prior compressed sensing-based speech enhancement methods, especially at
low signal-to-noise ratios.

Keywords: Compressed sensing, mobile communication systems, speech codecs,
speech enhancement
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Résumé
Etude du paradigme acquisition compressée dans les systèmes mobiles

Nous nous sommes intéressés par l’exploitation de l’acquisition compressée dans le
contexte des systèmes mobiles pour faire face aux défis logistiques et calculatoires
dans les communications futures. En raison du nombre croissant d’objets connectés
(Internet of Things), les données échangées croissent à leur tour de façon exponen-
tielle : c’est l’ère du big data. Cela ajoute une couche d’intelligence à ces objets leur
permettant de communiquer des données en temps réel sans qu’un être humain
soit impliqué, fusionnant ainsi efficacement les mondes numérique et physique.
D’où la nécessité de proposer des techniques efficientes de compression de données
provenant de sources diverses. Tout d’abord, nous proposons des codecs vocaux
plus simples basés sur la quantification des mesures détectées par l’acquisition com-
pressée. Les résultats montrent qu’ils peuvent être des alternatives prometteuses aux
codecs vocaux actuels. Deuxièmement, nous nous concentrons sur le système de com-
munication. Le comportement du codage source basé sur l’acquisition compressée
à l’intérieur de la chaîne de transmission est étudié dans des conditions réelles de
communication mobile. Plus précisément, nous concevons de nouveaux systèmes de
communication mobile de bout en bout basés sur l’acquisition compressée. Les con-
ceptions proposées intègrent des codecs vocaux basés sur l’acquisition compressée au
lieu d’acquérir des signaux au débit de Nyquist puis utiliser un codec vocal complexe.
De plus, des techniques efficaces sont choisies pour la compensation de canal de
transmission. Les systèmes proposés présentent une conception simplifiée et permet-
tent de réduire les débits binaires et la charge de traitement par rapport aux systèmes
de communication actuels basés sur des codecs vocaux adaptatifs à large bande et
débits multiples. La parole récupérée a une bonne qualité et une intelligibilité ac-
ceptable lorsque les conditions de communication sont dramatiques (environnement
de Rayleigh). En plus de réduire la charge de calcul pour toutes les étapes de trans-
mission, l’acquisition compressée permet des communications sécurisées sans coûts
supplémentaires. Troisièmement, nous considérons le bruit de fond provenant de
l’environnement. Nous proposons une autre méthode d’amélioration de la parole
bruitée basée sur l’ acquisition compressée. Dans notre approche, nous effectuons
la soustraction de bruit dans le domaine de mesure avant d’appliquer l’algorithme
de reconstruction. Les résultats prometteurs obtenus montrent que la méthode pro-
posée est une bonne alternative aux méthodes classiques ainsi qu’aux méthodes
d’amélioration de la parole basées sur l’acquisition compressée, surtout pour les
faibles rapports signal-sur-bruit.
Mots clés: Acquisition compressée, systèmes de communications mobiles, codage de
la parole, débruitage de la parole
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Chapter 1

Introduction

1.1 Preface

In 1948, Claude Elwood Shannon published his well-known sampling theorem (Shan-
non, 1948). One year later, he proposed a novel model of communication system
(Shannon, 1949), setting the foundation of information theory. It is one of the theoreti-
cal works that have had the greatest impact on modern electrical engineering (Unser,
2000). His pioneering work and the work of Kotelnikov (Kotel’nikov, 1933), Nyquist
(Nyquist, 1928), and Whittaker (Whittaker, 1915) form the theoretical foundation on
sampling continuous-time band-limited signals. Sampling theorem plays a capital
role in signal processing and communications (Femmam, M’Sirdi, and Ouahabi,
2001). It shows us how to convert an analogue signal into a sequence of numbers,
which can be processed by digital systems. Their results say that an exact recovery
can be achieved from a set of uniformly spaced samples taken at twice the highest
frequency present in the signal of interest (the so-called Nyquist rate). Capitalizing
on this discovery, much of signal processing has moved from the analogue to the
digital domain. This has allowed designing processing systems that are more robust,
flexible, cheaper, and consequently, more widely used than their analogue counter-
parts. This success resulted in growing the amount of generated data from a trickle to
a torrent. To overcome some practical limitations, primarily the constraint regarding
the sampling rate, alternative sampling protocols have been proposed over the years,
but without significant variations in the theoretical framework (Unser, 2000). Even
after more than 70 years, signal acquisition systems are based on Shannon’s sampling
theorem and the corresponding reconstruction formula.

In 2006, a new sampling paradigm was defined by two major papers; namely,
(Candès, Romberg, and Tao, 2006) and (Donoho, 2006). It says that an exact recov-
ery of signal with sparse representation can be achieved from a small set of linear,
non-adaptive measurements. This allows sensing sparse signals by collecting far
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fewer measurements than required by Shannon; hence the name “compressed sens-
ing”. Compressed sensing (CS) has already drawn an extensive interest in various
domains. For example, in medical imaging (Yang, Qin, and Wu, 2019; Mardani et al.,
2019), where it permits an acceleration in magnetic resonance imaging (MRI) while
preserving diagnostic quality. Other applications are, especially in communication
systems (Zhang et al., 2019; Qian, Fu, and Sidiropoulos, 2019; He et al., 2019), digital
signal processing for analog-to-digital conversion (Pelissier and Studer, 2018; Xu,
Zhang, and Kim, 2019), reconstrution algorithms design (Andráš et al., 2018), etc.

1.2 Topic and Context

Mobile technology was a mystery two decades ago but now, it is taking center stage.
Since the arrival of the mobile, it has helped humans in many ways. In addition
of making calls and sending messages, variety of services are offered, for example,
making purchases, video-conferencing, gaming, etc. Mobile systems hold a lot more
features in the future to meet even the most of our basic needs and to make life a lot
easier. Advances in mobile systems have resulted not only in improving the users
connectivity, but also in the emergence of devices connected over the internet, known
as the internet of things (IoT). Although still at a nascent stage, there are already
some 19 million connected devices in Algeria (La Rédaction, 2018).

Future mobile systems plan to provide high data rates of more than 100 Gbps. In
the other side, users demand for high-quality multimedia, high speed, high reliability,
and real-time communication at any time and anywhere.

In view of this, challenges arise in this domain. Indeed, current communication
systems allow high bandwidth mobile service, but it seems that they will not be
able to meet the emerging user’s expectations for the future mobile communications,
where billions of devices require secured Gigabit wireless connectivity (Internet of
Things). To be more specific, the extensive growth of applications and the fact that
we enter the era of big data lead to a continuous explosion in the amount of acquired
samples from sensing systems. This causes an increasing burden at every stage of the
communication pipeline, from the initial acquisition of the data to the subsequent
transmission, storage, and analysis. What’s more, inefficiencies in spectrum usage
and physical resources and a very high energy consumption rise, and this causes
serious logistic problems. Another key thing to remember is that current systems
depend on complex compression techniques, which aim to find a more concise signal
representation with less distortion, to address the issue of huge data amount, and this
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increases the computational load. Furthermore, lacks in robustness and reliability as
well as security threats increase (Wunder et al., 2015; Gao et al., 2018).

To address these drawbacks, researches on new technologies for future commu-
nication systems are in progress. Providing higher rates is a purpose, but they are
more concerned by reducing the processing load and the memory requirements, and
enhancing the battery life and the security. All things considered, our topic is to
investigate the new paradigm “compressed sensing” in mobile systems. Notably,
we propose low-cost solutions to the aforementioned shortcomings based on sparse
signal processing.

1.3 Research Focus and Scope

Not surprisingly, voice communication is the most important form of telecommuni-
cations as it maintains good relationships, and save time and money. It played and
continues to play a significant role in many applications, for instance, in business for
telemarketing, teleconferencing, and telecommuting (also known as working from
home).

The consumption of physical resources used for mobile communications depends
on the circulating data volume. The latter knows an exponential growth due to the
high and continuous demand for the use of multimedia, including speech. Therefore,
there is a serious need to find better methods for compression and communication.
As such, our research focus is speech coding and communication.

To date, current communication systems perform speech coding after acquiring
signals using the classical Shannon-Nyquist sampling theorem. The performance of
systems is, thereby, limited because such acquisition becomes a burden, when only
few coefficients are needed for its representation. Naturally, this may be unnecessarily
wasteful, i.e., it can require expensive hardware, consume valuable power, etc. This
problem worsens for high band signals. For instance, broadband telephony gradually
replaces conventional telephony (which allows voice transmission between 300 and
3400 Hz), as is the case for voice over long-term evolution (VoLTE). For such systems
wideband speech, covering frequencies in the range of 50− 7000 Hz; thus allowing
audio with richer tones and better quality, is transmitted. A sampling frequency
of 16 kHz is required; hence the high load, memory, and energy requirements.
Additionally, current speech coding standards, such as ITU-T G.722.1, adaptive
multi-rate wideband (AMR-WB, also normalized as ITU-T G.722.2),... require high
computational complexity, and this may increase the network load.
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In this thesis, we exploit the dimensionality reduction property of CS to design
new methods for speech coding. In addition, we propose new end-to-end commu-
nication schemes based on CS (i.e., the proposed compressed sensing-based speech
codec and its improved version).

Furthermore, we focus on the speech enhancement as the latter is an important
task in many areas including speech coding. We propose a new speech enhancement
method based on CS to improve the quality of speech corrupted by background
noise, coming from the environment such as in restaurants, market, and factory.

1.4 Value of the Research

In many important applications, building devices to acquire samples at the necessary
Nyquist rate may be too costly. Moreover, using compression to deal with high
dimensional data may involve computational load to the system. To address the
logistical and computational challenges, we perform simultaneously the acquisition
and the compression using CS. In other words, we incorporate dimensionality re-
duction into the sensing process itself by collecting fewer samples than suggested
by the classical Shannon-Nyquist sampling theorem. Since the emerging of CS, it
has been most widely applied in the image processing area where it has brought
great advances in compression. While there has been previous studies in the speech
processing area, the later lacks investigations on the application of CS for speech cod-
ing. Only few works have focused on speech compression using CS. In (Giacobello
et al., 2012), the authors have exploited CS to improve the linear prediction coding
(LPC) performance. (Al-Azawi and Gaze, 2018) has introduced a combined compres-
sion/encryption method for speech using CS. Ji et al. in (Ji, Zhu, and Champagne,
2019) have proposed a dictionary learning technique based on the recurrent neural
network for compressive speech sensing. They have also proposed a new technique
for the extraction of LPC coefficients. In this dissertation, we propose simpler speech
codecs based on quantization of CS measurements. The results shows that they can
be promising alternatives to current speech codecs.

Moreover, no study, as far as we know, has considered the communication system.
In this thesis, we demonstrate an application of CS for speech compression in the
context of mobile systems. More specifically, we design new end-to-end mobile
communication schemes based on CS. The proposed designs use a CS-based speech
codec instead of acquiring signals at Nyquist rate then using complex speech codecs.
Additionally, efficient techniques are chosen for channel compensation. In other
words, the behaviour of CS-source coding within the transmission chain is studied
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when undergoing real mobile communication-conditions. The proposed systems
showa simplified design, and allows reducing bit rates and processing load compared
to actual communication systems based on AMR-WB speech codecs. The recovered
speech has good quality and fair intelligibility scores when dramatic communication
conditions are experienced (Rayleigh environment). In addition to reducing the
processing load in all the transmission steps, CS allows secure communications
without additional costs.

For speech enhancement, few studies have used CS (Sigg, Dikk, and Buhmann,
2012; Jančovič, Zou, and Köküer, 2012; Low, Pham, and Venkatesh, 2013; Wu, Zhu,
and Swamy, 2013; Wu, Zhu, and Swamy, 2014; Ramdas, Mishra, and Gorthi, 2015;
Luo et al., 2016; Wang et al., 2016). They are mainly based on sparse recovery of
speech from a mixture of clean speech and noise. As the CS reconstruction quality
degrades at low signal-to-noise ratios (SNRs), the performance of these methods
deteriorates at low SNRs. In our thesis, we address this problem by performing noise
subtraction in the measurement domain before sparse recovery. Promising results
are obtained showing that the proposed method is a good alternative to classical and
CS-based speech enhancement methods.

1.5 Objectives of the Research

The aim of this thesis is to contribute to the development of a mobile system for
speech communication by exploiting CS. In this perspective, the following objectives
are underlined:

• Design a new speech codec based on CS by exploiting sparsity of speech in a
chosen basis.

• Investigate the behaviour of the proposed codec in dramatic mobile communi-
cations.

• Propose a new end-to-end mobile communication scheme by incorporating the
designed CS-based speech codec, and choosing the suitable techniques for chan-
nel compensation to meet the requirements of future mobile communications
such as 5G systems.

• Propose a new speech enhancement method based on CS to denoise speech
from background noise.
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1.6 Thesis Outline

Chapter 2 provides the basic concepts of CS. The mathematical formulation is given,
in addition to an overview of its applications in many areas, including those in
communications.

Chapter 3 describes our first contribution. It consists of designing a new speech
codec based on CS. Two codecs are proposed, and new results are presented for
speech compression.

Chapter 4 develops our second contribution on designing a new end-to-end
mobile communication scheme. The proposed system is described and results for
speech coding and communication are provided. In addition, an improved version
of the designed communication system for low bitrate is described.

Chapter 5 describes our third contribution in speech enhancement. It presents the
new CS-based speech enhancement method.

Chapter 6 provides conclusions and future perspectives.
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Chapter 2

Compressed Sensing

2.1 Introduction

The Nyquist-Shannon sampling theorem, saying that the sampling rate must be at
least twice the signal bandwidth, has been widely used for signals acquisition for
over fifty years. Nowadays, in many applications (e.g., broadband telephony) the
Nyquist rate is so high; hence an excessive number of samples is acquired. This
entails a compression prior to storage or transmission, and makes the acquisition
process costly. The compressed sensing (CS) paradigm is an efficient signal processing
technique for simultaneously sensing and compressing signals. Compressed sensing
stems from the idea that it is not necessary to invest a lot of resources to acquire a
sparse signal, where most of its inputs are anyway null (generally, in a transform
domain). In fact, it should be possible to collect only a few measures that allow future
reconstruction rather than acquire the whole signal then compress it. Thanks to
sparsity and under some constraints, CS allows signal recovery from fewer measures
than required by Nyquist-Shannon sampling theorem. Since its initiation in 2006, it
has gained an extensive interest in many fields such as electrical engineering, applied
mathematics, computer science, and telecommunications. The purpose of this chapter
is to provide the basic concepts of CS and an overview of its applications. It begins
by giving a mathematical formulation for CS, explaining the sparsity, the sensing
matrix, and the CS reconstruction. Next, it gives an overview of its applications in
many areas including those in communications.

2.2 Brief History

The problems connected to CS can be found in earlier papers. Presumably, Prony’s
method was the first proposition that has link with CS (Foucart and Rauhut, 2013).
This method, dated 1795, is proposed by Prony in (Prony, 1795) for estimating the
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frequencies, the amplitudes, and the phases from a uniformly sampled signals by
solving an eigenvalue problem (Potts and Tasche, 2010).

Compressed sensing draws on `1 minimization. The latter was proposed by
Logan in 1965 for sparse frequency estimation (Logan, 1965). Another early work on
`1 minimization is (Donoho and Logan, 1992). In seismology, geophysicists succeeded
in constructing images of reflective layers within the earth from incomplete (non
satisfactory) data using the `1 minimization. In 1970s, Claerbout and Muir gave
attractive alternative of least square solutions (Claerbout and Muir, 1973). Kashin
(Kašin, 1977) and Gluskin (Gluskin, 1984) gave norms for random matrices. They
gave precise bounds on the performance of the recovery of sparse vectors from
linear measurements. Santosa and Symes (Santosa and Symes, 1986) in mid eighties
observed that `1 minimization can successfully used for the recovery of sparse
spike trains. In 1990s, Rudin, Osher, and Fatemi (Rudin, Osher, and Fatemi, 1992)
utilized total variation minimization, which is very close to `1 minimization, in image
processing. The work of Tibshirani (Tibshirani, 1996) on the least absolute shrinkage
and selection operator (LASSO) remarkably popularized the use of `1 minimization
and related greedy methods in statistics.

In computer science, through the theory of sketching algorithms , sparsity was
considered (before the apparition of CS) when recovering huge data sets (e.g., Internet
data stream) from undersampled data at a sublinear time. In this case, only the
locations and values of nonzero entries need to be reported. Group testing (Du and
Hwang, 1993), which is closely related in spirit to CS (Atia and Saligrama, 2012),
was used. Group testing was proposed by Dorfman during the second world war
(Dorfman, 1943) to detect soldiers affected by syphilis using a reduced number of
tests. Its goal is to efficiently recover a small number of items from a large number of
entries while reducing the required number of tests (measurements).

It is important to notice that studies on the sparse recovery problem started in
the 1990s with the following works (Chen, Donoho, and Saunders, 1998; Mallat and
Zhang, 1993; Natarajan, 1995). Moreover, conditions permitting the recovery of the
sparsest solution by greedy methods and `1 minimization were developed prior to
the CS apparition, e.g., (Donoho and Huo, 2001; Fuchs, 2004; Gilbert, Muthukrishnan,
and Strauss, 2003; Gribonval and Nielsen, 2003; Tropp, 2004; Tropp, 2006).

The idea of CS got a new life in 2004 with the results achieved by David Donoho,
Emmanuel Candes, Justin Romberg and Terence Tao. When the two fundamental pa-
pers; namely, (Donoho, 2006) and (Candès, Romberg, and Tao, 2006) were published,
the term “compressed sensing” was coined out and this field was initiated. These two
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papers are the first ones who gave the mathematical foundation of CS. They proved
the effectiveness of choosing random measurement matrix (which allows a minimal
number of linear measurements) with `1 minimization in solving underdetermined
systems of equations in various signal processing tasks.

Since then, a plethora of works on CS are already accomplished, and exploited
for a variety of applications in astronomy, biology, medicine, radar, seismology, etc.
It is worth noting that, generally, the terminology “compressed sensing” is used
interchangeably with “sparse recovery”.

2.3 Compressed Sensing Basics

Compressed sensing (also known as compressive sensing, compressive sampling, or
sparse sampling) was launched in 2006 by two pioneer papers; namely, (Donoho,
2006) by Donoho and (Candès, Romberg, and Tao, 2006) by Candes, Romberg, and
Tao. It aims to reconstruct sparse signals from a small number of random projections.
In fact, the idea is to acquire only a few measurements allowing future reconstruction
(under some constraints) rather than acquiring a large number of samples at Nyquist
rate, and then performing compression (see Fig. 2.1). This may reduce the resources

FIGURE 2.1: Classical sampling then compression versus compressed
sampling schemes. Note that compressed sampling performs sampling and

compression simultaneously.

needed for sampling signals whose most of their inputs are anyway null. The
theoretical background of CS has connections to many other fields such as numerical
linear algebra, optimization theory, random matrix theory, applied harmonic analysis,
etc. The compressed sensing process is composed of three main parts as presented in
Fig. 2.2:

1. sparse representation using a sparse basis (representation basis) to obtain a
vector with only few non zero values;

2. acquisition using a sensing matrix to obtain the CS measurements; and

3. compressed sensing reconstruction using a sparse recovery algorithm to recover
the sparse vector.



12 Chapter 2. Compressed Sensing

FIGURE 2.2: Compressed sensing scheme. The speech signal s of length N
is sparsified by projecting it on the representation basis Ψ that can be Fourier
basis, wavelets, ... As a result, we obtain the sparse vector θ (of length N) that
contains only K non null values, so we say that it is K-sparse. The acquisition
is performed by multiplying the measurement matrix Φ of length M× N by
the signal s. Hence, we obtain the acquired signal y (measurement vector) that

contains only M measurements, such that K < M� N

In this section we describe the basic concepts related to CS.

2.3.1 Sparsity

Compressed sensing is based on the fact that most real-life signals such as images,
speech, music, radar signals, and ultrasound signals are well approximated as a
linear combination of only a small number of relevant coefficients from a suitable
basis or dictionary. This signal property is called sparsity, and it is prevalent for
sparse recovery. Mathematically, this is to express a signal s with a sparse coefficients
vector θ containing only a few nonzero values (K entries).

Let us consider a real1 signal s ∈ RN - speech in our case2. Using an appropriate
sparsity basis (also called representation basis) Ψ = {ψ1, ψ2, ψ3, . . . , ψN}, the speech

1Although our discussion is restricted to real vectors, all ideas discussed here extend trivially also
to vectors with entries in C

2As our applications use speech signals, the latter is considered in the whole document.
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signal s can be represented by a linear combination as:

s =
N

∑
i=1

θiψi (2.1)

where θ = [θ1, θ2, θ3, . . . , θN]
T is the sparse coefficients vector of the speech signal s

of length N in the basis Ψ, θi = 〈s, ψi〉; 〈., .〉 denotes the scalar product. s is more
simply written as

s = Ψθ (2.2)

where Ψ is a N × N matrix with ψi as column i.

Strict Sparsity and Compressibility

If the vector θ contains at most K � N nonzero entries, then θ is called K-sparse.

Definition 1. The support of a vector θ is the set of positions of its nonzero entries

supp(θ) = {i ∈ {1, 2, . . . , N} : θi 6= 0} (2.3)

Definition 2. (Haltmeier et al., 2016) The strict K-sparsity is achieved when

card(supp(θ)) ≤ K � N (2.4)

where card(.) denotes the cardinality of the set. The `0 norm3 can be used to count
the total number of nonzero elements in a vector, card(supp(θ)) =‖ θ ‖0.

It is more appropriate to write ‖ θ ‖0 as ‖ θ ‖0
0 because (Foucart and Rauhut, 2013)

‖ θ ‖p
p=

N

∑
i=1
|θi|p −−→

p→0

N

∑
i=1

1{θi 6=0} = card(supp(θ)) (2.5)

considering 1{θi 6=0} = 1 if θi 6= 0 and 1{θi 6=0} = 0 if θi = 0. The `0 norm satisfies
‖ θ ‖0= limp→0 ‖ θ ‖p

p, where

‖ θ ‖p=
p

√√√√ N

∑
i=1
|θi|p, p > 0 (2.6)

stands for the `p norm. Indeed, if p ≥ 1, ‖ . ‖p is a norm, and if 0 < p < 1, it is a
quasi-norm.

3Mathematically, ‖ . ‖0 is not a norm, but it is commonly (and abusively) called `0 norm. Hence,
we keep this appellation in the rest of this thesis.
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Real-life signals are often not K-sparse in the strict sense, for example, when
signals are affected by noise, coefficients with very large and very small values
exist and make the value of K large. Hence, we prefer a weaker concept, which
is compressibility 4. In this case, to achieve a good sparse approximation, one can
eliminate small coefficients without much loss (Candès and Wakin, 2008) using,
for example, thresholding to obtain a K-sparse representation. Let us define sK by
keeping only the K largest values of θ. Consequently, sK = ΨθK where θK is the
vector of coefficients θi with all (N − K) smallest values set to zero. θK is called the
best K-term approximation. It is the nearest K-sparse vector to θ yielding the minimum
error of best K-term approximation defined as follows.

Definition 3. (Foucart and Rauhut, 2013) For p > 0, the `p error of best K-term
approximation to a vector θ is given by

σK(θ)p = in f {‖ θ− θK ‖p, θK is K-sparse} (2.7)

Note that when ‖ θ ‖0≤ K then θ = θK (strict sparsity), and when the distance
between θ and θK is small then θ is compressible (Amin, 2015). Vectors whose sorted
entries decay quickly are considered to be compressible (Amin, 2015). Hence, we
define compressibility as follows.

Definition 4. (Frigo, 2014) A vector θ is said to be compressible if there exist two
constants c > 0 and r > 0 that verify the following inequality

‖ θ− θK ‖p≤ cK−r (2.8)

Besides the `0 norm, other measures can be used to calculate a number that
describes the sparsity of a vector. Commonly used sparsity measures are described
in the subsequent section.

Sparsity Measures

Sparsity is commonly defined in view of the `0 norm as the number of nonzero
entries. Nevertheless, in many real situations (e.g., in noisy case), this definition may
not be practical. An alternative definition says that a signal is considered sparse
if its energy is concentrated in a small number of coefficients (Zonoobi, Kassim,
and Venkatesh, 2011). Based on this interpretation, various sparsity measures were
proposed in the literature (Hurley and Rickard, 2009; Karvanen and Cichocki, 2003;

4In this thesis, the term sparse signal is used interchangeably with compressibe.
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Rickard and Fallon, 2004). Several commonly used measures are presented in this
section, which are: `0, `ε

0, `1, `p (0 < p < 1), `p (−1 < p < 0), `2
`1

, Hoyer measure,
tanha,b, log, κ4, κa,b, u0

δ, and Gini index.

The most commonly used and studied sparsity measures are those based on the
`p norm.

The `0 measure is a traditional sparsity measure. Its drawbacks are that its
derivative does not contain information, and its poor behaviour in many practical
situations such in the noisy case (Hurley and Rickard, 2009).

In the latter example case, `ε
0 can be used. This measure counts the number of

coefficients greater than a threshold ε. It is defined, for a sparse vector θ, as

‖ θ ‖0,ε= card({i ∈ {1, 2, . . . , N} : |θi| ≥ ε}) (2.9)

The parameter ε depends on the noise variance, which is unknown. Hence deter-
mining its value is an open problem. Another practical problem with this measure
is that the optimization with gradient methods using this norm is not easy as it is
non-differentiable (Karvanen and Cichocki, 2003).

`p with 0 < p < 1 is often used instead of `ε
0 (Xu et al., 2007). In order to imitate

the `0 norm, small values of p, e.g. 0.1 or 0.01, should be used (Karvanen and
Cichocki, 2003).

One of the most widely used sparsity measures is the `1 norm (`p with p = 1).
The latter considers that large coefficients are more important than small coefficients.
It approximates the `0 measure, and under some settings, it can be used to find the
support of the `0 solution. This measure is easily calculated by linear programming;
hence its usage in many optimization problems (Candès and Tao, 2005; Donoho and
Tsaig, 2008)

`p with −1 < p < 0 are also used for measuring sparsity (Rao and Kreutz-
Delgado, 1999).

The `2
`1

measure or its normalized version (Hoyer measure) can be used as sparsity
measure. The Hoyer measure is defined as (Hoyer, 2004)

K =

√
N − `1

`2√
N − 1

(2.10)

Instead of `p with 0 < p < 1, tanha,b is sometimes utilized (Hurley and Rickard,
2009). This measure says that a representation with one large component is sparser



16 Chapter 2. Compressed Sensing

than another with two smaller ones. tanha,b is defined as follows (Karvanen and
Cichocki, 2003; Rickard and Fallon, 2004)

tanha,b(θ) =
N

∑
i=1

tanh(|aθi|b) (2.11)

where a and b are positive constants. The difference between tanha,b and the the `p

norm is that the former is limited to the range [0, 1] (Karvanen and Cichocki, 2003).
In order to imitate the `ε

0 measure, we must choose b > 1, e.g. b = 2 or b = 3.

It is also possible to measure sparsity using the log measure, which enforces
sparsity outside some range (Rickard and Fallon, 2004). It is defined as follows
(Rickard and Fallon, 2004)

log(1 + θ2) =
N

∑
i=1

(1 + θ2
i ) (2.12)

The kurtosis κ4, which measures the peakedness of a distribution, can also be
used as sparsity measure (Karvanen and Cichocki, 2003). It is defined as

κ4(θ) =
∑N

i=1 θ4
i

(∑N
i=1 θ2

i )
2

(2.13)

One can use the generalized kurtosis (or Gray’s variable norm) κa,b instead of the
kurtosis. It is defined as (Karvanen and Cichocki, 2003)

κa,b(θ) =
∑N

i=1 |θi|a

(∑N
i=1 |θi|a/b)b

(2.14)

a and b are positive, e.g. (b = 2, a = 1, 3, 4, 6). The kurtosis is a special case obtained
when a = 4 and b = 2 (Karvanen and Cichocki, 2003).

Another sparsity measure is u0
δ (Hurley and Rickard, 2009; Rickard and Fallon,

2004; Karvanen and Cichocki, 2003). It is defined for the ordered data θ(1) ≤ θ(2) ≤
. . . ≤ θ(N) as (Rickard and Fallon, 2004; Karvanen and Cichocki, 2003)

u0
δ(θ) = min

i,j
(θ(j) − θ(i)) subject to

j− i
N
≥ δ and θ(i) ≤ 0 ≤ θ(j) (2.15)

where (1), (2), . . . , (N) are the new indices after sorting the coefficients. u0
δ measures

the smallest range around the origin which contains a certain percentage of the data.
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This is achieved by sorting the data and determining the minimum difference be-
tween the largest and smallest sample in a range containing the specified percentage
(δ) of data points (Hurley and Rickard, 2009). Depending on the application, the
interesting value of δ might be for example 0.5,0.75, or 0.99. δ = 0.99 means that 99%
of values are required to be concentrated on a small area (Karvanen and Cichocki,
2003).

Another sparsity measure is called Gini index (GI) (Hurley and Rickard, 2009;
Zonoobi, Kassim, and Venkatesh, 2011; Rickard and Fallon, 2004). It is computed,
after sorting the coefficients in ascended order, as

GI(θ) = 1− 2
N

∑
i=1

|θ(i)|
‖ θ ‖

(
N − i + 1

2
N

)
(2.16)

where |θ(1)| ≤ |θ(2)| ≤ . . . ≤ |θ(N)|. (1), (2), . . . , (N) are the new indices after the
sorting operation.

Other sparsity measures exist; namely, pq-mean, normalized kurtosis, Shannon
entropy measure and modified versions of it (Hurley and Rickard, 2009).

How to Sparsify Signals?

Sparsity is the first fundamental constraint for recovery in CS. Most signals do not
have a sparse representation in the time domain, but they are sparse when expressed
in a suitable sparsifying basis Ψ or dictionary D.

Sparsifying Transform Speech signals vary highly in time, so they are naturally
not sparse in the time domain. Several transforms can be used to sparsify the speech
signals such as discrete cosine transform, discrete Fourier transform, quadratic time-
frequency distributions, wavelets, etc. Other nonorthogonal transforms include total
variation and curvelet transform. As mentioned before, for compressible signals,
small coefficients can be eliminated (using thresholding) to reinforce sparsity.

These transforms are analytic. They have been widely investigated and examined
in applications for their easy and fast implementations, compared to the learned
dictionaries, described next.

Dictionary Learning Dictionary learning aims at finding a sparse representation
of the input data in the form of a linear combination of basic elements called atoms.
These atoms compose the dictionary. Useful dictionaries can be generated from vari-
ous training sources using modern training approaches such as the method of optimal
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directions (Engan, Aase, and Husøy, 2000), K-singular value decomposition (K-SVD)
(Xu et al., 2017), and many others. Dictionaries can be formed from scratch, with
no structural restrictions whatsoever, or from certain distributions with parameters
learned from the training set. The training and usage of these dictionaries, especially
those without any structures, are computationally expensive, but these dictionaries
tend to do better on complex signals and complicated tasks for which no analytic
dictionaries have been designed (Han, Li, and Yin, 2013). K-SVD is a widely used
dictionary learning algorithm. It is a generalization of k-means clustering technique.
K-SVD is an iterative method alternating between two steps: (a) sparse coding, which
uses orthogonal matching pursuit (OMP) algorithm to find the sparse representation
of the input signal, and (2) dictionary updating using singular value decomposition.

2.3.2 Acquisition

The compressed sensing acquisition of the speech signal s corresponds to collecting a
small number of linear measurements of s. This can be represented as:

yi = 〈s, φi〉, i = 1, . . . , M (2.17)

where φi is the ith row of the sensing matrix Φ of dimensions M×N with K < M� N,
and M is the number of measurements required for reconstruction. 〈., .〉 denotes the
inner product. The signal y, called the observation vector (or the measurement vector)
can also be written (in a matrix form) as:

y = Φs = ΦΨθ = Aθ (2.18)

where θ is the vector of sparse coefficients of the signal. y is said to contain compressive
measurements of s.

Perfect reconstruction requires that Φ and Ψ must obey two conditions known
as (a) incoherence condition and (b) restricted isometry property (Candès, Romberg,
and Tao, 2006).

Incoherence

Let (Φ, Ψ) be a pair of orthobases of RN. The first basis Φ (also known as sensing
matrix) is used for sensing or measuring the speech signal s (see Eq. (2.17)), and the
second basis Ψ (also known as the sparsity or representation matrix) is used to sparsely
represent s. It may not be sparse in the time domain, but its expansion in the basis Ψ

may give Eq. (2.1).
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The incoherence means that the mutual coherence between the sensing matrix
Φ and the sparse basis Ψ is small. The mutual coherence measures the largest
correlation between any two elements of Φ and Ψ. In other words, it is the maximum
absolute value of the cross-correlations between the columns of Φ and Ψ. It can be
defined as (Candès and Tao, 2006)

µ(Φ, Ψ) = α max
1≤k,j≤N

| 〈φk, ψj〉 | (2.19)

where φk and ψj are the kth and jth columns of Φ and Ψ, respectively. According
to various authors, α can take the values N,

√
N, or a value normalized to one. The

value of α depends of the algebraic properties of the chosen matrices Φ and Ψ. In
this thesis the selected value is: α =

√
N, which gives a range of variation of the

coherence between 1 and
√

N (Donoho and Huo, 2001; Candès and Wakin, 2008) For
incoherent matrices, µ is close to the lower bound.

The coherence serves as a rough characterization of the degree of similarity (or
“correlation”) between the sparsity and measurement systems. The value µ = 1 is
the minimum (lowest value) of the coherence, which means that the rows of the
measurement matrix Φ must be spread out in the Ψ domain. In other words, the
lower the coherence, the greater the incoherence. This idea appears in CS when
choosing the sensing matrix: the sensing matrix must be incoherent with the basis
in which sparsity is expressed. For more clarification, let us consider two particular
examples of matrices Φ and Ψ:

• Let Φ be the sensing matrix corresponding to classical sampling in time or space,
and Ψ be the Fourier basis. The time-frequency pair satisfies µ(Φ, Ψ) = 1, and
therefore, there is maximum incoherence. The notion of incoherence extends
the duality between time and frequency: a very localized signal in time is
spread in frequency (principle of uncertainty).

• The sensing matrix Φ is chosen as a Gaussian random matrix whose elements
are mutually independent and the representation matrix Ψ is an orthogonal
wavelet basis (e.g. Daubechies wavelet of order one or four). This choice is
motivated by the fact that if the measurement matrix is random, then it is
largely incoherent with any fixed basis Ψ (Candès and Tao, 2006). For the latter
example µ is close to

√
2 log N (Candès and Wakin, 2008).

Restricted Isometry Property

This is a key issue in CS when studying its general robustness: the so called restricted
isometry property (RIP). It requires that all subsets of K columns taken from the
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product matrix A (defined as A = ΦΨ) are in fact nearly orthogonal (they can’t be
exactly orthogonal since we have more columns than rows).

It is expressed as:

1− δK ≤
‖ΦΨθ‖2

2
‖ θ ‖2

2
≤ 1 + δK (2.20)

where δK is the RIP constant of order K, and ‖ . ‖2 denotes the `2 norm. The matrix A
is said to satisfy the K-restricted isometry property with restricted isometry constant
δK.

The RIP is the sufficient condition for CS matrices that guarantees the performance
of the signal reconstruction in terms of efficiency and robustness (Candès and Wakin,
2008). As random matrices with independent identically distributed entries fulfill the
RIP condition with high probability, they are the most used measurement matrices in
CS (Baraniuk et al., 2008).

Since it has been demonstrated (Candès and Tao, 2005; Baraniuk et al., 2008;
Candès and Romberg, 2007; Candès and Tao, 2006) that the Gaussian random matrix
fills the two conditions when used with any other basis, it is considered as a universal
sensing matrix that can be used with any sparse basis (including those trained using
dictionary learning); hence its wide utilization. Gaussian sensing matrix is used in
this work.

2.3.3 Signal Reconstruction

The recovery aims to find the sparsest θ subject to Eq. (2.18).

It is possible under the two aforementioned conditions to reconstruct θ (of length
N) from M ≥ O(K log(N/K)) measurements (Candès and Wakin, 2008) (i.e., the
observation vector y = Aθ of length M). The matrix A = ΦΨ is of dimension M× N
with M < N. Therefore, A has a rank lower than N and is not reversible. This implies
that there is an infinity of solutions θ̂ such as Aθ̂ = Aθ with θ̂ 6= θ. Solving the
problem is to determine which of these solutions corresponds to θ.

The Moore-Penrose pseudo-inverse is a conventional approach to obtain the
minimum `2 norm solution. It is defined as

(P2) : min
θ
‖ θ ‖2 subject to Aθ = y

⇔ min
θ

(
N

∑
i=1
|θi|2)1/2 subject to Aθ = y

(2.21)



2.3. Compressed Sensing Basics 21

If the matrix A is of rank M, the solution is given by the equation below

θ̂ = A+y = AT(AAT)−1y (2.22)

where A+ is the Moore-Penrose pseudo-inverse, and AT is the transpose of A.

Indeed, minimizing the `2 norm does not promote the sparsity of the solution
since such norm does not disadvantage small coefficients. So, the hypothesis of the
existence of a sparse decomposition of the signal is not considered. To exploit this
prior information (the sparsity), one must use an approach that disadvantages non
sparse solutions. The natural approach is, therefore, to minimize the `0 pseudo norm
of the solution, which results in the following problem

(P0) : min
θ
‖ θ ‖0 subject to Aθ = y

⇔ min
θ

(
N

∑
i=1
|θi|0) subject to Aθ = y

(2.23)

where (∑N
i=1 |θi|0) is the cardinal of θ, i.e., the total number of non-zero elements

in a vector (see section 2.3.1). However, looking for such solution is an NP-hard
problem. To overcome the feasibility problem of finding a solution as defined in (P0),
`0 constraint is replaced by `1 norm; in fact, `1 norm can be seen as a relaxation of
`0 pseudo norm, so it ensures sparsity. In some cases, solving (P1) gives the exact
solution of (P0) (Candès and Wakin, 2008):

(P1) : min
θ
‖ θ ‖1 subject to Aθ = y

⇔ min
θ

(
N

∑
i=1
|θi|1) subject to Aθ = y

(2.24)

The advantage of the formulation (P1) is that it can be interpreted as a convex
optimization problem, which can be solved by linear programming if the coefficients
are real (Candès and Wakin, 2008).

After estimating the sparse coefficient vector, one can synthesise the estimated
speech as ŝ = Ψθ̂. For orthonormal bases Ψ, the error in the signal domain is equal
to the error in the coefficient domain (Amin, 2015, Chapter 1):

‖s− ŝ‖2 = ‖θ− θ̂‖2 (2.25)

The compressive sensing reconstruction algorithms are classified under six ap-
proaches summarized in the following subsections.
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Convex Optimization Approach

If a signal s is sufficiently sparse (in the basis Ψ), it can be perfectly reconstructed by
minimizing the `1 norm of the solution. This approach is known as “basis pursuit”
(Candès and Wakin, 2008). The purpose of this technique is to find vectors with the
smallest norm `1 (Eq. (2.24)). If the measurements are affected by an additive noise,
i.e.,

y = Φs + ω (2.26)

where ω ∈ RM is an unknown noise such that ‖ω‖2 ≤ ε, the minimization problem
(P1) needs to be changed to the following problem known as basis pursuit denoising
(BPDN) (Yang et al., 2013; Amin, 2015)

(BPDN): min
θ
‖ θ ‖1 subject to ‖Aθ− y‖2

2 ≤ ε (2.27)

where ε is a user-selected parameter related to noise power. For ε > 0 carefully
chosen and for a particular parameter λ > 0, this problem can be solved by the
unconstrained optimization problem defined as

min
1
2
‖Aθ− y‖2

2 + λ ‖ θ ‖1 (2.28)

which is a Lagrangian form of the BPDN problem. The parameter λ assures a trade off
between the sparsity of the solution and the distance between Aθ̂ and y = Aθ. More
sparse solution θ̂ is obtained using large value of λ, and small value of ‖y−Aθ̂‖2 is
achieved using small value of λ.

In addition to BPDN, other optimization based strategies have been proposed for
robust sparse recovery from noisy measurements, namely, Dantzig selector and total
variation denoising.

As stated before, basis pursuit can be cast as linear program if s is real. When s is
complex valued, basis pursuit can be cast as a second-order cone program (SOCP).
Popular solvers for convex optimization problems are (Amin, 2015) simplex algo-
rithm, interior-point algorithm, fixed point continuation (FCP), gradient projection
for sparse representation (GPSR), Bregman iteration algorithm, etc.

To solve the basis pursuit problem, popular software packages have been de-
signed. Major work along these lines has included `1-MAGIC (Candès and Romberg,
2015), CVX (Grant and Boyd, 2018; Grant and Boyd, 2008), homotopy algorithm
(Efron et al., 2004; Osborne, Presnell, and Turlach, 2000), linearized Bregman iter-
ations (Yin et al., 2008), spectral projected-gradient algorithm (SPGL1) (Berg and
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Friedlander, 2018; Berg and Friedlander, 2008), and an algorithm based on the al-
ternating direction method (YALL1) (Zhang, Yang, and Yin, 2011; Yang and Zhang,
2011). To solve the BPDN problem, the standard methods for convex optimization
can be used, but better performance can be achieved using SPGL1, an algorithm
inspired by Nesterov (NESTA) (Becker, Bobin, and Candès, 2010; Becker, Bobin, and
Candès, 2011), a formulation of the problem in conic form (TFOCS) (Becker, Candès,
and Grant, 2013; Becker, Candès, and Grant, 2011), the sparse modeling software
(SPAMS) toolbox (Mairal, 2017; Mairal et al., 2009; Mairal et al., 2010), and YALL1
(Zhang, Yang, and Yin, 2011; Yang and Zhang, 2011). To solve the unconstrained op-
timization problem presented by Eq. (2.28), large number of algorithms can be used,
including the least angle regression (LARS) homotopy algorithm (Efron et al., 2004;
Malioutov, Cetin, and Willsky, 2005; Osborne, Presnell, and Turlach, 2000), a gradi-
ent projection technique (GPSR) (Figueiredo, Nowak, and Wright, 2009; Figueiredo,
Nowak, and Wright, 2007), a fixed-point continuation method (FPC) (Hale, Yin, and
Zhang, 2008), an approach utilizing linearized Bregman iterations (Yin et al., 2008), a
coordinate descent technique (Friedman, Hastie, and Tibshirani, 2010), the SPAMS
toolbox (Mairal, 2017; Mairal et al., 2009; Mairal et al., 2010), and YALL1 (Zhang,
Yang, and Yin, 2011; Yang and Zhang, 2011). Some of these techniques are limited
to real vectors and matrices (e.g, `1-MAGIC, homotopy algorithm, and linearized
Bregman itrations); others, such as CVX and YALL1, can accommodate complex
matrices and vectors.

Greedy Approach

Differently from the global optimization method (i.e., convex optimization approach),
the greedy approach is a step-by-step iterative method. The algorithms of this
approach iteratively approximate the coefficients and the support of the original
signal, by choosing only the columns (called atoms) of the reconstruction matrix (A =

ΦΨ) that have a high correlation with the measurements. The selected atoms are,
generally, not included in subsequent iterations; thus the computational complexity
is reduced. The solution is approached in a greedy manner; hence the name. Their
advantages are to be very fast, easy to implement, and with low computational
complexity. The most famous greedy algorithm is orthogonal matching pursuit
(OMP) (Pati, Rezaiifar, and Krishnaprasad, 1993; Tropp and Gilbert, 2007) which is
an improved successor of the matching pursuit. Other remarkable algorithms are
regularized OMP (Needell and Vershynin, 2009), compressive sampling matching
pursuit (CoSaMP) (Needell and Tropp, 2009), and greedy stagewise OMP (Donoho
et al., 2012). Greedy algorithms are categorized into two classes: serial (e.g., OMP)
and parallel (e.g., CoSaMP).
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Serial Greedy Algorithms Algorithms of this category select only one atom in each
iteration, and compute the corresponding non-zero entry of the solution (Fig. (2.3)).
Popular examples of these algorithms are matching pursuit (Mallat and Zhang,
1993), OMP (Pati, Rezaiifar, and Krishnaprasad, 1993; Tropp and Gilbert, 2007), and
gradient pursuit (Blumensath and Davies, 2008). The most famous greedy algorithm
is OMP. Its basic steps are summarized as follows (see also Fig. (2.3) and Algorithm
1)

• Initialize the index set Λ to an empty set, the sparse vector θ̂ and the iteration
number i to 0, and the residual vector r to y.

• Search atom in the reconstruction matrix A that is maximally correlated with r,
and update the index set Λ by including the position of this atom.

• Update the solution vector by using the least square method to find the sparse
vector, with support Λ, that best fits the measurements.

• Update the residual by subtracting Aθ(i+1) from the measurement vector y.

Algorithm 1 Orthogonal matching pursuit (OMP)

Input: A the reconstruction matrix, y the measurements, and the stopping criterion
Output: The sparse vector θ̂

1: Initialize:
Λ(0) ← ∅, θ(0) ← 0, r(0) ← y, i← 0

2: while stopping criterion not met do
3: g(i) ← ATr(i)

4: j← arg maxj |g(i)| . choose one value for j if multiple exist
5: Λ(i+1) ← Λ(i) ∪ j
6: θ(i+1)← arg minz ‖y−Az‖2, supp(z) ⊆ Λ(i+1)

7: r(i+1) ← y−Aθ(i+1)

8: i← i + 1
9: end while

10: return θ̂

The stopping criterion can be based on the sparsity K or the residual. Note
that these steps are the same for other serial greedy algorithms except the solution
updating.

A weakness of OMP is that if an incorrect index has been selected in an iteration,
it remains as it is in the following iterations. Hence, K iterations are not enough. A



2.3. Compressed Sensing Basics 25

FIGURE 2.3: Serial greedy algorithms steps
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possible solution is to increase the number of iterations or to use the compressive
sampling matching pursuit algorithm which is classified in the following category.

Parallel Greedy Algorithms Algorithms of this category select K or multiple of
K atoms at a time instead of only one atom; hence the name of parallel greedy
algorithms. The other steps are the same as described for serial algorithms (Fig. (2.3)).
Examples of these algorithms are CoSaMP (Needell and Tropp, 2009) and subspace
pursuit (Dai and Milenkovic, 2009). Their basic steps are summarized as follows
(Algorithm 2)

• Initialize the sparse vector θ̂ and the iteration number i to 0, and the residual
vector r to y.

• Search 2K atoms in the reconstruction matrix A that are maximally correlated
with r, and update the index set Λ by adding the position of these atoms to the
K previously selected.

• Update the solution vector by (a) using the least square method to find the
sparse vector, with support Λ, that best fits the measurements; then, (b) keeping
the largest K values (using hard thresholding operator).

• Update the residual by subtracting Aθ(i+1) from the measurement vector y.

Algorithm 2 Compressive sampling matching pursuit (CoSaMP)

Input: A the reconstruction matrix, y the measurements, K the sparsity level, and
the stopping criterion

Output: The sparse vector θ̂

1: Initialize:
Λ(0) ← ∅, θ(0) ← 0, r(0) ← y, i← 0

2: while stopping criterion not met do
3: g(i) ← ATr(i)

4: Identify g(i)
2K (by keeping only the largest 2K entries of g(i))

5: Λ(i+1) ← supp(θ(i)) ∪ supp(g(i)
2K)

6: z← arg minz ‖y−Az‖2, supp(z) ⊆ Λ(i+1)

7: θ(i+1)← zK . keep the largest K elements of z
8: r(i+1) ← y−Aθ(i+1)

9: i← i + 1
10: end while
11: return θ̂
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Indeed, CoSaMP overestimates the size of the support set, and then estimates
the signal coefficients and uses these estimates to prune back the support. These
steps are repeated until small residual is achieved. As stated before, unlike serial
algorithms these algorithms can remove the wrong atoms selected during previous
iterations. Therefore, they are more powerful.

Thresholding Approach

This approach updates the solution θ̂ greedily using some thresholding operation.
It operates on K atoms of A simultaneously. Popular examples of algorithms under
this category are iterative hard thresholding (IHT) (Blumensath and Davies, 2009),
iterative soft thresholding (Daubechies, Defrise, and Mol, 2004), approximate mes-
sage passing (Donoho, Maleki, and Montanari, 2009), etc. Note that CoSaMP and
subspace pursuit are classified also in this category as they use a hard thresholding
operator.

Iterative hard thresholding (Blumensath and Davies, 2009) refine iteratively the
sparse vector estimate. It uses a non-linear thresholding HthrK(.) operator that keep
the K largest coefficients and set the others to zero. The steps of IHT are described as
follows (Algorithm 3):

• Initialize the sparse vector θ̂ and the iteration number i to 0, and the residual
vector r to y.

• Correlate the residual r against the columns of the reconstruction matrix A.

• Update the solution by (a) scaling and adding the resultant correlation to the
previous signal estimate; and (b) performing hard thresholding to keep the K
largest values.

• Update the residual by subtracting Aθ(i+1) from the measurement vector y.
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Algorithm 3 Iterative hard thresholding (IHT)

Input: A the reconstruction matrix, y the measurements, K the sparsity level, µ the
step size, and the stopping criterion

Output: The sparse vector θ̂

1: Initialize:
θ(0) ← 0, r(0) ← y, i← 0

2: while stopping criterion not met do
3: g(i) ← ATr(i)

4: z← θ(i) + µg(i)

5: θ(i+1) ← HthrK(z) . keep the largest K entries of z
6: r(i+1) ← y−Aθ(i+1)

7: i← i + 1
8: end while
9: return θ̂

In fact, the IHT operation can be described as

θ(i+1) = HthrK(θ
(i) + µAT(y−Aθ(i))) (2.29)

where µ is a step size, and i is the current iteration number. These steps are repeated
until convergence. The parameter µ should be chosen carefully for rapid convergence.
The algorithm can work better with adaptive stepsize (Blumensath and Davies, 2010).
The IHT algorithm is easy to implement and is computationally efficient.

Combinatorial Approach

Algorithms under this approach pre-date CS, but they are relevant to sparse recovery.
They were originally developed in the context of group testing to minimize the
number of tests to be performed for solving sparse approximation problems. Popular
combinatorial algorithms are random Fourier sampling, heavy hitters on steroids,
chaining pursuits, and sparse sequential matching pursuit (Cormode, 2011). A
specific pattern in the sensing matrix Φ is required (Φ needs to be sparse). For
example, equal number of ones in each column of Φ but distributed randomly, which
means that all the measurements in y are obtained by combining the same number
of samples of s. These algorithms use two strategies called count-min and count-
median. The steps (using count-min/median) are described as follows (Fig. ( 2.4)):
To obtain the estimate ŝi of the ith sample si of the input speech
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• Identify all the measurements yj that have used si with the help of the sensing
matrix.

• Perform count-min/median strategy. For count-min, the estimate of the ith sam-
ple ŝi is the minimum value from the measurements identified in the previous
step. For count-median, the median is computed instead of the minimum.

These algorithms are extremely fast and efficient compared to convex and greedy
approaches.

FIGURE 2.4: Combinatorial approach (using count min/median) steps

Non-Convex Approach

Algorithms under this approach search the solution with minimum `p norm where
0 < p < 1, instead of `1 norm considered in convex approach. With this approach,
much fewer measurements are required compared to convex approach. Examples
are focal underdetermined system solution (FOCUSS), iteratively reweighted least
squares (IRLS), etc. (Chartrand and Staneva, 2008).
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Bayesian Approach

Unlike the previous approaches that consider deterministic input signals, Bayesian
approach applies on signals with a known probability distribution. Hence, this
approach seems to be of more practical interest. This approach considers the re-
construction as Bayesian inference problem. Maximum likelihood or maximum a
posteriori can be used to estimate the coefficients of the input signal. Examples of
algorithms under this category are belief propagation, sparse Bayesian learning using
relevance vector machines, Bayesian compressive sensing, etc.

In principle, all the algorithms introduced in this section work reasonably well.
The choice of an algorithm depends on the requirements in a specific situation, e.g.,
specific sensing matrix, the parameter values K, M, N, etc. A fixed (rough) choice
can not be made as novel algorithms are being developed, and novel applications
are being discovered continuously. Thus, an algorithm that is less competitive today
might be the best choices in future under a new setting. Table 2.1 presents a summary
of CS reconstruction approaches, which can help in selecting an approach that meets
the system’s requirement.

2.4 Applications of Compressed Sensing

When mathematicians developed CS, they had not any application in mind, they had
only the general concept of subsampling as goal. Nevertheless, CS has afterwards
been used in many areas such as medical imaging, astronomy, video processing, etc.

2.4.1 Compressive Imaging

Compressed sensing has been used in imaging to reduce the number of measure-
ments, hence, power consumption, computational complexity, and storage space
without sacrificing the spatial resolution. Some important applications include:

Single Pixel Camera

Single pixel camera was proposed by Duarte et al. (Duarte et al., 2008) in 2008. It
consists of a digital micro-mirror devices (DMD) array that can either reflect light
towards the sensor or reflect light away from it (on/off) using a pseudorandom
pattern. Light received at photodiode is weighted average of many different pixels,
whose combination gives a single pixel. The latter is then sampled by a low rate
analog-to-digital converter (ADC) to generate the compressive measurements. These
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TABLE 2.1: Compressed sensing reconstruction approaches

Approach Attributes Advantages Constraints

Convex - Global optimiza-
tion method
- Minimize the `1
norm

- Robust to noise
- Able to superre-
solve

- Slower and com-
plex
- Difficult to imple-
ment for problems
of larger size

Greedy - Iterative method
based on correlation

- Faster, has low
complexity, and ro-
bust to noise
- Parallel versions
are able to discard
wrong entries se-
lected in previous it-
erations

- Requires prior
knowledge about
signal sparsity
- Requires more
measurements than
convex approach
- has convergence
issues

Thresholding - Uses some non lin-
ear thresholding cri-
teria to select atoms

- Faster and with
low complexity
- Able to
add/discard mul-
tiple entries per
iterations

- Better perfor-
mance requires
adaptive step size,
which increases
complexity

Combinatorial - Computes min /
median of measure-
ments identified as
used a particular
sample

- Faster and simpler - Requires noiseless
and specific pattern
in measurements

Non-Convex - Global optimiza-
tion method
- Minimize the `p
norm with 0 < p <
1

- Requires less mea-
surements than `1
minimization
- Number of mea-
surements and error
decrease with p

- Slower and com-
plex
- difficult to imple-
ment for problems
of larger size

Bayesian - Consider recovery
as Bayesian infer-
ence problem
- Applicable for sig-
nals belonging to
some known distri-
bution

- Faster and yields
more sparser solu-
tion
- Estimate signal
parameters without
user intervention

- Has high computa-
tional cost

measurements can be easily stored or transmitted. The receiver can use CS recon-
struction to recover the original scene. Single pixel camera can be used for colour
images (hyperspectral camera) (Nagesh and Li, 2009b). Data captured by single
pixel camera can be used for automatic detection and tracking objects (Elgammal,
Harwood, and Davis, 2000). Terahertz imaging systems also achieve high speed
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acquisition using single pixel detector (Chan et al., 2008). Improvements are achieved
using dynamic single pixel camera for superresulotion imaging (Zhao et al., 2017).
Other examples of recent developments in this context are in multiresolution spectral
imaging (Garcia, Correa, and Arguello, 2018), visible light imaging (Wu et al., 2018),
superresolution imaging (Wei et al., 2019), biomedical imaging (Rousset et al., 2017),
etc.

Medical Imaging

Medical imaging, particularly magnetic resonance imaging (MRI), has also bene-
fited from CS. Magnetic resonance imaging is a common technology used for brain
imaging, angiography (examination of blood vessels), dynamic heart imaging,... It is
costly and time consuming (several minutes or hours depending on the task) when
using the traditional Shannon sampling theorem. For instance, heart patients cannot
be expected to hold their breath for too long time, and children are too impatient to
sit still for more than about two minutes (Foucart and Rauhut, 2013). Since magnetic
resonance images have sparsity properties in domains such as Fourier or wavelet
basis, the introduction of CS has improved the image quality through reduction in
the number of collected measurements. Magnetic resonance imaging using CS is an
active research area. Many recent CS-based designs have been proposed in recent
years, for example, (Tashan and Al-Azawi, 2018; Quan, Nguyen-Duc, and Jeong,
2018; Mathew and Paul, 2018; Sun et al., 2019; Yuan et al., 2019; Chen et al., 2019;
Yang, Qin, and Wu, 2019; Mardani et al., 2019), etc.

Seismic Imaging

Seismic images are compressible in some transform domains, e.g., in curvelet basis
(Herrmann and Hennenfent, 2008), time-frequency basis (Boashash, 2015, Chap-
ter 14.6), etc. Moreover, seismic data is high-dimensional, incomplete, and very large.
Compressed sensing has been exploited, for its dimensionality reduction property, to
decrease massive data volume and high computational cost. Framework examples
developed in this sense are (Sun et al., 2018; Zand et al., 2019; Cao, Hu, and Tang,
2019), etc.

Radar Imaging

For radar imaging, CS has been used in synthetic aperture radar (SAR) (Zhang and
Hoorfar, 2015; Bi et al., 2018; Kang and Kim, 2019; Pu et al., 2019), inverse synthetic
aperture radar (ISAR) (Zhang and Xing, 2019; Kang et al., 2017; Hou et al., 2017; Qiu,
Zhou, and Fu, 2020), through the wall imaging radar (TWR) (Li and Burkholder,
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2015; Wu et al., 2015; Wang et al., 2017; Tang, Bouzerdoum, and Phung, 2018; Wang
et al., 2018), and ground penetrating radar imaging (GPR) (Tuncer and Gurbuz, 2012;
Qu et al., 2015; Sun et al., 2016; Li et al., 2016). In all these techniques, CS exploits
sparsity in these images to recover high resolution images from fewer measurements,
simultaneously offering advantages like robustness and reduced storage.

Other imaging applications that have benefited from CS are parallel imaging
(Peng et al., 2014), subwavelength imaging (Li, 2014), thermoacoustic imaging (Qin
et al., 2015), microwave imaging (Guo and Abbosh, 2015), underwater imaging
(Alqadah, 2016), etc.

2.4.2 Biomedical Applications

Apart from biomedical imaging, CS has been used with other biological signals such
as electrocardiogram (ECG) (Bortolotti et al., 2018; Zhang et al., 2019), electroen-
cephalographic (EEG) (Mammone et al., 2019; Li et al., 2019), neural signals (Xiong
et al., 2018; Zhao et al., 2018), etc., by exploiting their sparsity characteristic. Other
biomediacl applications are in microarrays (DNA, proteins,...) (Parvaresh et al., 2008;
Mourad, Dawy, and Morcos, 2013).

2.4.3 Radar

In addition to radar imaging, CS can be applied in different radar frameworks. It
can be used for monostatic, bistatic, and multistatic radar. Using CS, it is possible
to detect, classify, and recognize target directly from incoherent measurements (Hu
et al., 2017; Blacknell, 2016; Chen et al., 2017; Pieraccini and Miccinesi, 2019). The
distance of an object and its speed can also be deduced (Foucart and Rauhut, 2013).

2.4.4 Pattern Recognition

Compressed sensing has been used in many recognition frameworks by exploiting
the inherent sparsity in the pattern. For example, for face recognition (Nagesh
and Li, 2009a; Zhang, Zhao, and Lei, 2012; Andrés et al., 2014), this exploits the
sparsity of the expression changes in consideration of the whole image. Speech and
speaker recognition (Sivaram et al., 2010; Gemmeke et al., 2010; Naseem, Togneri,
and Bennamoun, 2010), gesture recognition (Akl and Valaee, 2010; Akl, Feng, and
Valaee, 2011), gait recognition (Sivapalan et al., 2011), iris recognition (Bhateja et al.,
2016), and computer vision (Wright et al., 2010) have all benefited from CS theory.
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2.4.5 Video Processing

In video processing, CS has been used for video acquisition and reconstruction (Liu,
Elezzabi, and Zhao, 2011), streaming video adaptive coding (Unde and Deepthi,
2019), high speed periodic video acquisition (Veeraraghavan, Reddy, and Raskar,
2010), 3D video acquisition using single pixel camera (Edgar et al., 2016), etc.

2.4.6 Manifolds Processing

The purpose of manifold models is to represent structure underlying the high dimen-
sional data with the a small number of parameters. Compressed sensing has been
applied to manifold-modeled data to achieve dimensionality reduction. Examples
of the proposed frameworks are (Hegde, Wakin, and Baraniuk, 2007; Baraniuk and
Wakin, 2007; Chen et al., 2010).

2.4.7 Micro and Nano-Electronics and VLSI Applications

Compressed sensing find also applications in areas of micro and nano-electronics
and very large scale integration (VLSI). For example, it has been utilized for 3D
visualization of the iron oxidation state in FeO/Fe3O4 core-shell nanocubes (Torruella
et al., 2016), modeling the spatial variations of nanoscale integrated circuits by
exploring sparsity due to correlated representation of spatial variations in frequency
domain (Liao et al., 2016), low-cost silicon characterization of nanoscale integrated
circuits (Zhang et al., 2011), testing vehicle for 3D TSV pre-bond and post-bond testing
data (Huang et al., 2016), low complexity method for long term field measurement of
insulator leakage current (Ghosh, Chatterjee, and Chakravor, 2016), etc.

2.4.8 Analog-To-Information Conversion

Because, in most applications, information content of the signal is much smaller than
its bandwidth, sampling the whole signal is a wastage of resources. Therefore, CS
has been used to solve this problem, by replacing the ADC by analog-to-information
conversion (AIC). The latter utilizes random sampling for wideband signals to reduce
the sampling rate; hence decreasing the consumption of hardware and software
resources. Recent developments in this context are (Verhelst and Bahai, 2015; Wen,
Tao, and Zhang, 2015; Wadhwa, Madhow, and Shanbhag, 2017; Pelissier and Studer,
2018; Xu, Zhang, and Kim, 2019), etc.
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2.4.9 Speech and Sound Processing

Compressed sensing has exploited the sparsity of speech/audio and sounds for
many purposes, e.g., speech coding, speech enhancement, audio security, sound
localization, etc.

Speech Coding

Although studies have been conducted in speech coding using CS, they remain
limited. In (Giacobello et al., 2012), a speech coding approach based on CS has
been proposed. The authors have introduced sparsity in a linear prediction frame-
work to improve the linear prediction coding (LPC) performance. (Al-Azawi and
Gaze, 2018) has introduced a combined compression/encryption method for speech
using compressed sampling. Contourlet transform increases the sparsity whereas
the chaotic system generates the sensing matrix in the proposed approach. In the
recently published paper by Ji et al. (Ji, Zhu, and Champagne, 2019), the authors
have proposed a dictionary learning technique based on the recurrent neural net-
work for CS of speech. A sequential linear prediction model and clustering have
been used to generate codebooks for voiced and unvoiced speech. Additionally, a
decision module has been designed to determine the appropriate dictionary for the
recovery algorithm in the CS system. In (Haneche, Boudraa, and Ouahabi, 2018b)
and (Haneche, Ouahabi, and Boudraa, 2019a), two novel speech coding methods
based on the combination of CS with split vector quantization and split-multistage
vector quantization, respectively, have been proposed. Wavelet matrix is used as
the sparse basis, and convex optimization is considered for CS recovery. Details are
provided in Chapter 3.

Speech Enhancement

For speech enhancement, few important CS-based methods have been proposed.
Compressed sensing for speech enhancement seeks to estimate a sparse representa-
tion of the clean speech by reconstructing only the sparse components (speech) from
the mixture (speech and noise). In (Sigg, Dikk, and Buhmann, 2012), a method called
generative dictionary learning (GDL), based on learning speech and interferer signal
models has been proposed. The speech and noise dictionaries were concatenated
to provide one dictionary which was used to recover the clean speech from the
noisy speech by the sparse coding. The authors presupposed that an appropriate
training data for interferers was available to avoid using voice activity detection
(VAD). Jančovič et al. (Jančovič, Zou, and Köküer, 2012) have presented a speech
enhancement method based on both the sparse code shrinkage algorithm and the
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use of multiple speech models. Gaussian mixture modelling was used in the training
stage for clustering the speech signals in the independent component analysis-based
transform domain into categories. For each category a Gaussian model was estimated
and used for enhancement. Low et al. in (Low, Pham, and Venkatesh, 2013) per-
formed the speech enhancement process on the spectral envelope of the short-time
Fourier transform (STFT) of the noisy signal. They used CS to extract the sparse
components (speech) from the mixture of sparse and non-sparse components (noise).
In (Wu, Zhu, and Swamy, 2013; Wu, Zhu, and Swamy, 2014), Wu et al. established
the theory of compressive sampling matching pursuit for speech enhancement in
the case of time-domain noise (CoSaMPSE). They applied CoSaMPSE to denoise the
overlapped frames in the discrete cosine transform domain. In (Ramdas, Mishra, and
Gorthi, 2015), a design of an efficient medium bit-rate codec which can suppress the
background noise has been presented. This approach uses analysis by synthesis to
quantize CS measurement in the discrete cosine transform domain. Complementary
joint sparse representations (CJSR) have been proposed in (Luo et al., 2016). The
authors aimed to make full use of the relationships among speech, noise, and mixture
in sparse representation for speech enhancement. Both relationships were used to
constrain the joint dictionary learning. Complementary advantages were achieved
using weighting parameter based on Gini index. Wang et al. in (Wang et al., 2016)
considered speech enhancement as a problem of missing data imputation, and used
CS to solve it in the frequency domain. To ensure sparsity, spectrograms of speech
signals were used for learning an overcomplete dictionary by K-SVD algorithm. The
enhancement process used also a mask designed based on the first formant detection
method and a quasi-SNR criterion. Orthogonal matching pursuit (OMP) was used to
find the K-sparse speech spectra. Another CS-based speech enhancement procedure
is proposed in (Haneche, Boudraa, and Ouahabi, 2018a). In (Haneche, Boudraa, and
Ouahabi, 2020), the information about the noise, in the measurement domain, is
exploited besides sparse recovery to improve the performance of CS-based speech
enhancement in low SNRs. More details can be found in Chapter 5.

Some other works applying CS to speech and audio signals focus mainly on audio
processing (Stankovic and Brajovic, 2018), speech recovery from sub-Nyquist rate
(Sreenivas and Kleijn, 2009), sparse LPC of speech in the residual domain (Giacobello
et al., 2010; Griffin et al., 2011; Daniels and Rao, 2012; Giacobello et al., 2012), speech
recognition (Gemmeke et al., 2010), source separation (Virtanen, 2007; Bao et al.,
2013), sparse decomposition of speech and audio signals (Christensen, Ostergaard,
and Jensen, 2009), speech emotion recognition (Zong et al., 2016), encryption (George,
Augustine, and Pattathil, 2014; Cambareri et al., 2015), declipping audio signals
(Defraene et al., 2013), voiced/nonvoiced detection in compressively sensed speech
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signals (Abrol, Sharma, and Sao, 2015), packet loss recovery in audio multimedia
(Ciaramella and Giunta, 2016). Similarly, CS for sound includes sound field repro-
duction (Lilis, Angelosante, and Giannakis, 2010), dynamic sound field measurement
(Katzberg et al., 2018), ocean sound monitoring (Harris et al., 2016), sound sources
localization (Lei et al., 2015), etc.

2.5 Compressed Sensing in Communication Systems

Compressed sensing is an attractive tool that can be used in the benefit of communi-
cation systems. Following, few interesting CS applications in communications. This
list is not exhaustive, but represents a broad slice of current research areas.

2.5.1 Sparse Channel Estimation

Channel estimation concerns the estimation of the impulse response of the channel.
This impulse response is used for the equalization of the received signal to mitigate
the channel effect (e.g., intersymbol interference). Channel estimation is done by
transmitting a known sequence, called pilot sequence, before transmitting the signal.
Since the transmitted and the received sequences are known by the receiver, the only
unknown is the channel impulse response. The latter may be estimated using sparse
recovery because the channel impulse response may be assumed to be sparse (Kocic,
Brady, and Stojanovic, 1995; Ariyavisitakul, Sollenberger, and Greenstein, 1997).
This sparsity was exploited for channel estimation even before the apparition of CS
(Cotter and Rao, 2002). Since the introduction of CS, this area has grown rapidly. It
has been stated in (Bajwa et al., 2010) that one can use CS to reconstruct the channel
impulse response with reduced energy consumption. Different scenarios have been
investigated using CS. To cite some examples, (Berger et al., 2010a) found that an
overcomplete dictionary may be used for better sparse representation. In (Berger et al.,
2010b), CS have been used to channel estimation of multicarrier underwater acoustic
communication systems. It has also been used to estimate the ultra-wideband channel
in (Paredes, Arce, and Wang, 2007). The estimation of doubly selective channels using
CS has been investigated in (Taubock et al., 2010). An optimized pilot placement for
sparse channel estimation in orthogonal frequency division multiplexing (OFDM)
systems is proposed in (Qi and Wu, 2011). Other recent frameworks on this area are
(Chen, Liu, and Yuan, 2018; Li et al., 2018a; Akbarpour-Kasgari and Ardebilipour,
2019; Lee, Gong, and Chen, 2019; Zhang, Zhao, and Zhang, 2018; Uwaechia and
Mahyuddin, 2019; Gómez-Cuba and Goldsmith, 2019; Zhang et al., 2019; Qian, Fu,
and Sidiropoulos, 2019) , etc.
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2.5.2 Wireless Sensor Networks

Another application area is in wireless sensor networks. In these networks a lot of
sensor nodes (with communication capability) are used to measure some physical
phenomenon (in the area of interest). Compressed sensing exploits the spatial and/or
temporal correlation of the data sensed for fusion and collection. The objective here
is not to lower the sampling rate, but rather to limit the amount of sensors so that
less energy is spent on transmissions between sensors. The application of CS in
wireless sensor network has been introduced by Bajwa et al. in (Bajwa et al., 2006).
An interesting tutorial on this topic is (Haupt et al., 2008). Notable works on this
topic include (Yang et al., 2013; Chen and Wu, 2015; Zayyani, Sari, and Korki, 2017;
Li and Liang, 2018; Zhang and Wang, 2019; He et al., 2019; Zhou et al., 2019), etc.

2.5.3 Ultra Wideband Systems

Compressed sensing has been used in ultra wideband communication to reduce the
high data rate of ADCs (i.e., acquisition rate of ultra wideband signals). Other issues
like impulse radio detection (Wang et al., 2016), echo detection (Shi et al., 2008),...
have also been addressed using CS. In (Gishkori and Leus, 2013) energy detection
based on CS has been proposed for ultra-wideband pulse position modulation in
multipath fading environments to reduce the sampling complexity at the receiver side.
Authors in (Nguyen and Tran, 2016) have employed CS to address the problem of
robust separation and extraction of multiple sources of radio-frequency interference
from raw ultra-wideband radar signals in challenging bandwidth management
environments. A deterministic signal-matched sparse measurement matrix for ultra
wideband systems has been proposed in (Sharma, Gupta, and Bhatia, 2016; Sharma,
Gupta, and Bhatia, 2019).

2.5.4 Cognitive Radio

In cognitive radio networks, unlicensed cognitive radio users (secondary users) are
supposed to utilize licensed frequency bands during temporal vacancy of the users
in the licensed systems (primary users) without causing harmful interference to them.
It is, hence, necessary for the secondary users (or cognitive radio networks) to sense
the radio-spectrum environment in order to find vacant frequency bands prior to
communication. The latter task is very challenging using the conventional sampling
theorem (Nyquist-Shannon) in the case of wide frequency band. By exploiting the
sparsity in spectrum occupancy due to under-utilization of spectrum, CS can alleviate
this problem (i.e., reduce the sampling rate). This is called compressed spectrum
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sensing (Havary-Nassab, Hassan, and Valaee, 2010). It has been also extended to
cooperative spectrum sensing, where observations of spectrum sensing at multiple
secondary users are combined in order to achieve robustness against observation
noise and/or fading effects (Bazerque and Giannakis, 2010; Zeng, Li, and Tian, 2011).
Moreover, dynamic sampling rate adjustment has been considered in the compressed
spectrum sensing schemes to cope with the time variant nature of the spectrum
environment (Huang and Wang, 2012). Furthermore, the problem of primary user
detection in cognitive radio has also been addressed (Başaran, Erküçük, and Çırpan,
2016). (Sharma et al., 2016) provides a survey on other applications of CS in cognitive
radio. Some recent works in this topic are (Li et al., 2018b; Joneidi et al., 2018;
Hamdaoui, Khalfi, and Guizani, 2018; Gong, Yang, and Zheng, 2019; Farrag, 2019;
Eltabie, Abdelkader, and Ghuniem, 2019; Xu et al., 2019), etc.

2.5.5 Array Signal Processing

In addition to single measurement vector, CS has been also developed to address
multiple measurement vector problem (Cotter et al., 2005; Chen and Huo, 2006), in
other words, the problem of the recovery of a set of sparse signal vectors (sharing
the same support). Direction-of-arrival estimation is one of the major problems in
array signal processing. Compressed sensing can be applied to this problem due to
the sparsity of the incoming signals in the angular domain. In (Gurbuz, McClellan,
and Cevher, 2008), it has been demonstrated that using CS with all the array sensors
except one, reduces the amount of data that must be communicated between the
sensors. In (Kim, Lee, and Ye, 2012), an algorithm (called compressive MUSIC)
has been proposed to solve the direction-of-arrival estimation problem which was
formulated as a multiple measurement vector problem. Other recent works include
(Hawes et al., 2017; Liu et al., 2018; Xu et al., 2018; Shi, 2019). Another application
of CS to array signal processing is in designing maximally sparse array in order to
achieve a minimum number of elements because the weight, the consumption, and
the hardware/software complexity of the radiating device have a strong impact on
the whole cost of the overall system (Oliveri and Massa, 2011; Prisco and D’Urso,
2012; Bencivenni et al., 2015; Bencivenni et al., 2016; Morabito, 2017). Compressed
sensing has been also applied for arrays diagnosis (Migliore, 2011; Ince and Ögücü,
2016; Jiang et al., 2018; Li, Deng, and Migliore, 2018; Eltayeb, Al-Naffouri, and Heath,
2018; Salucci et al., 2018; Xiong et al., 2019; Palmeri, Isernia, and Morabito, 2019) , etc.
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2.5.6 Multiple Access Scheme

Multiple access means that multiple users send their data to a single receiver that
needs to distinguish and reconstruct the data from these users. In these systems,
the number of active users at one time can be typically far smaller than the number
of potential users. Hence, taking advantage of the sparsity of active users, one can
extract signals of active users by using algorithms of CS. The application of CS to
multiple access schemes is similar to the conventional code-division multiple-access
(CDMA) scheme, but with the signature codes shorter than the number of users
(Shim and Song, 2012; He et al., 2018). Recent works in this area are (Alam and
Zhang, 2018; Zhang et al., 2018; Du et al., 2018; Abebe and Kang, 2019; Vem et al.,
2019; Yu, 2019), etc.

2.5.7 Network Tomography

Performance parameter estimation of internal links is often required for network
management tasks such as congestion detection or traffic management. Network
tomography allows the measurement of end-to-end to infer network internal links
performance characteristics such as link packet loss rates (loss tomography) and delay
(delay tomography). Packets are sent from source nodes and processed at receivers
to get path performance measurements, then link characteristics are obtained by
exploiting the dependence between links and corresponding paths (Fan, Li, and
Zhang, 2018). An increase in the number of paths results in an increase in the
number of probe packets injected into the network. In typical networks, only a
limited number of links have large delays or high loss rates (Hayashi, Nagahara,
and Tanaka, 2013). Hence, it is desirable to minimize the number of paths, which
corresponds to the number of measurements, to avoid giving unnecessary load to
the network. If we consider a vector composed by delays or loss rates of all links,
we can reasonably assume that the vector will be sparse or compressible. Thus, the
problem can come down to CS with a binary sensing matrix, which is determined
by paths from source nodes to receiver nodes (Hayashi, Nagahara, and Tanaka,
2013). The authors in (Matsuda, Nagahara, and Hayashi, 2011) have proposed a
loss tomography scheme based on CS with an `1 − `2 optimization for classifying
communications links into higher and lower quality. In (Fan, Li, and Zhang, 2018), a
loss tomography scheme based on CS is proposed using weighted `1 minimization.
Authors in (Nakanishi et al., 2014) proposed a CS-based scheme for delay tomography.
Other recent frameworks on delay estimation using CS are (Nakanishi et al., 2018;
Wei et al., 2018; Kinsho et al., 2019), etc.
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2.5.8 Multimedia Coding and Communication

Compressed sensing has great potential to be used in multimedia communication in
applications such as wireless multimedia sensor networks. The latter are designed
to transmit audio and video streams, images, and scalar data for many purposes
such as video surveillance, object tracking, personal health care (telemedicine), theft
control systems, traffic monitoring, agricultural monitoring (smart farms), industrial
monitoring systems, etc. Wireless multimedia sensor networks produce an enormous
amount of big multimedia data, which is a challenge for researchers additionally
to energy consumption, reliability, signal detection and estimation, security- and
privacy-related issues, etc. In recent years, various studies have focused on the use of
CS in wireless multimedia sensor networks, and novel techniques for multimedia
transmission are under investigation. A compressed sensing-based video encoding
for transmission over wireless multimedia sensor networks has been studied in
(Pudlewski, Prasanna, and Melodia, 2012) to reduce the encoder complexity and
improve the resilience to lossy channel errors. In addition to the video encoder the
system consists of a distributed rate controller and an adaptive parity channel encod-
ing scheme to encounter the errors of the binary symmetric channel and to provide
to the receiver high-quality videos. In (Pudlewski and Melodia, 2013b), improve-
ments to the latter compressive video streaming method are achieved using novel
rate-energy-distortion analysis. The model allows comparing the received video
quality, computation time, and energy consumption per frame of different wireless
streaming systems, and can be used to determine the optimal allocation of encoded
video rate and channel encoding rate for a given available energy budget. Pudlewski
and Melodia in (Pudlewski and Melodia, 2013a) provide a tutorial on encoding
and wireless transmission of compressively sampled videos. In (Qi et al., 2015), a
hybrid security and CS-based scheme for multimedia sensor data gathering has been
proposed to reduce data volume and keep security. The proposed scheme has light
security mechanism and thus decreases the complexity and energy consumption
of system. Chen et al. in (Chen et al., 2018) have proposed an efficient and robust
image coding and transmission based on scrambled block CS. By using scrambled
block CS, progressive non-uniform quantization, and progressive non-local low-rank
reconstruction, the transmission can achieve simple encoding, good rate-distortion
performance, and robustness against packet loss. Bavarva et al. in (Bavarva, Jani,
and Ghetiya, 2018) have improved the performance of wireless multimedia sensor
networks, in terms of energy consumption and image quality in Rayleigh fading
environment, by exploiting the multiple input multiple output (MIMO) properties
and using CS to acquire fewer measurements of the original image. Authors in
(Li et al., 2020) have proposed an image communication system exploiting CS for
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internet of things (IoT) monitoring applications to satisfy the requirements of sensor
nodes for low computational complexity, low energy consumption, and low storage
overhead. The transmission security has also been enhanced through the proposed
CS model and using quantization and diffusion operations into the system.

Future mobile systems plan to provide high data rates (more than 100 Gbps).
In addition to the increasing demand for high-quality multimedia, users expect a
high speed, high reliability, and real-time communication at anytime and anywhere.
In our paper (Haneche, Ouahabi, and Boudraa, 2019b), a new mobile communica-
tion system design for Rayleigh environments based on CS-source coding has been
proposed to increase transmission speed, robustness, and security in order to meet
the requirements of 5G mobile systems that know an exponentially increasing data
amount over time. The end-to-end communication scheme relies on the use of CS
for speech coding instead of the supported coding standards in actual mobile com-
munication systems, performing multicarrier modulation, and using channel coding
and receive antenna diversity. This entails mitigating the channel effects, optimizing
spectral efficiency, and ensuring robustness and reliability while increasing the baud
rate. The proposed system shows a simplified design, and allows reducing bit rates
and processing load compared to actual communication systems. The recovered
speech has good quality and fair intelligibility scores. In addition, CS allows secure
communications without additional costs. More details are provided in Chapter 4.

2.5.9 Information Security

The applications of CS in the field of information security have captured a great deal
of researcher’s attention in the past decade. The basic idea is to enable measurement
matrix to be a key known by the encoder and the decoder. A review on CS in
information security field is provided by Zhang et al. in (Zhang et al., 2016). Some
other recent works include (Peng et al., 2017; Qing, Guangyao, and Xiaomei, 2018;
Gan, Xiao, and Zhao, 2018; Li et al., 2019; Mangia et al., 2019; Chen et al., 2019; Wang
et al., 2019), etc.

2.6 Conclusion

We have presented in this chapter the theoretic fundamentals of CS, and we have
reviewed the major applications of this paradigm including the applications in
communication systems. The subsequent chapters detail our contributions. The next
chapter presents the application of CS for speech compression.
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Chapter 3

Compressed Sensing-Based Speech
Codec

3.1 Introduction

With the high demand for the use of multimedia, including speech, the volume of
data circulating in the network has grown exponentially; hence the need to find
better methods for compression (Ferroukhi et al., 2019). We focus, in this chapter,
on the use of compressed sensing (CS) for speech coding. Although CS permits to
collect only few measurements that allow future reconstruction, it is not considered
as a compression in the strict-sense of the word; a quantization is needed to provide
binary data that can be processed by digital systems. In this chapter, two proposed
speech codecs are presented. The first is based on split vector quantization (SVQ)
of CS measurements (Haneche, Boudraa, and Ouahabi, 2018b), and the second uses
split-multistage vector quantization (S-MSVQ) (Haneche, Ouahabi, and Boudraa,
2019a). In addition, an overview of quantization methods; namely scalar (SQ), vector
quantization (VQ), and multistage vector quantization (MSVQ), is provided with
new results for speech coding.

3.2 Motivation

Current speech coding systems perform compression after the acquisition of signals
at the Nyquist rate. This causes unnecessary processing burden and resources
consumption as most signals can be represented by few significant coefficients in
the appropriate basis (sparsity). Additionally, current speech coding standards,
such as G.722.2, require high computational complexity. Taking the advantage of
sparsity of speech in the wavelet basis, our idea is to exploit the dimensionality
reduction property of CS to design a new speech codec that reduce the complexity
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and the consumption of physical resources (e.g., energy, memory, etc.). The proposed

FIGURE 3.1: The proposed compressed sensing-based speech codec
using split vector quantization (SVQ). (This codec performs SVQ quantiza-
tion of the observation vector y. Note that ω is the measurement noise due to

compressed sensing.)

FIGURE 3.2: The proposed compressed sensing-based speech codec
using split-multistage vector quantization (S-MSVQ). (This codec per-
forms S-MSVQ quantization of the observation vector y. Note that ω is the

measurement noise due to compressed sensing.)

CS-speech encoders include, as depicted in Figs. 3.1 and 3.2, a CS module and a
quantization module. The compressed sensing-speech decoders, in the other side,
perform dequantization and CS reconstruction.

Indeed, quantizing CS measurements for the purpose of compression has been
investigated before, but these studies have been conducted on other signals than
speech. In (Baig, Lai, and Lewis, 2010), the effects of quantization on CS video are
studied. Quantized spectral CS is examined in (Fu and Chi, 2018). Scalar quantization
of CS measurements for real-time energy-efficient electrocardiogram (ECG) compres-
sion on wireless body sensor nodes is investigated in (Mamaghanian et al., 2011). In
(Laska and Baraniuk, 2012), a CS system with SQ is studied for noisy input signals. In
(Craven et al., 2014), non-uniform quantization of CS measurement for ECG signals
is proposed. Optimal quantization of random CS measurements is studied in (Sun
and Goyal, 2009). Differential pulse code modulation (DPCM) for quantized CS of
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images is proposed in (Mun and Fowler, 2012). In (Krahmer, Saab, and Yilmaz, 2014),
sigma-delta quantization of CS measurements is proposed. Analysis-by-Synthesis
quantization for CS measurements is studied in (Shirazinia, Chatterjee, and Skoglund,
2013). In (Dai and Milenkovic, 2011), the average distortion introduced by SQ, VQ,
and entropy coded quantization of CS measurements is studied. Performance for
vector quantized CS is investigated in (Shirazinia, Chatterjee, and Skoglund, 2012).
Joint source-channel coding of CS measurements using VQ and MSVQ is proposed
in (Shirazinia, Chatterjee, and Skoglund, 2014). Moreover, studies on speech coding
using CS remain limited (see section 2.4.9). In this chapter, we present new results
for SQ, VQ, and MSVQ of CS measurements for speech coding. In addition, we
propose two alternative speech codecs based on SVQ and S-MSVQ of CS measure-
ments. These two quantizations methods have not been used for quantizing CS
measurements in prior works.

3.3 Overview of Quantization Methods

The process that allows presenting an infinite set of numbers y to a smaller set of
quantized values Q (y) is called quantization. The quantizer encoder maps samples
in the same region to an index. Based on this index, the quantizer decoder per-
forms the inverse quantization by allocating the codeword that corresponds to this
index. The quantization is an irreversible mapping process; consequently, an error is
introduced. Quantization methods used in this work are introduced next.

3.3.1 Scalar Quantization

The principle of scalar quantization (SQ) (Fig. 3.3) is to allocate a code to every sample.
Let y ∈ RM be the measurement vector to be quantized, SQ is the process that maps
each CS-sample y(i) to a codeword q(j) from a codebook C = {q(j)/j = 1, . . . , L},
where L is the number of quantization levels. In this thesis optimized SQ is considered
by using Lloyd (Lloyd, 1982) algorithm to construct the codebook.

3.3.2 Vector Quantization

Vector quantization (VQ) (Fig. 3.4) is known as an optimal quantization tool when
the coding rate is low. It deals with quantizing a group of samples (or vectors) rather
than individual samples; hence the name. A VQ encoder of dimension dim (note that
SQ is a special case of VQ, obtained if dim = 1) and length L = 2B, where B is the
number of bits available, considers vectors u of dimension dim from the observation
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FIGURE 3.3: Diagram of scalar quantization

FIGURE 3.4: Diagram of vector quantization

vector y, and affects them indexes from a codebook C of dimension dim × L that
contains L codevectors of dimension dim. The codevectors v are the representation
vectors of each Voronoi region 1. An iterative algorithm called Linde, Buzo and Gray
(LBG) (Linde, Buzo, and Gray, 1980) is used for codebooks design. For applications
requiring high bit-rates, the computational complexity and memory requirements
increases exponentially. There exists various VQ techniques to deal with the later
issues, e.g., multistage VQ, split VQ, and split-multistage VQ.

1The space is partitioned to L classes Ri, called Voronoi regions, such that Ri = {u/Q(u) = v}, v
is the centroid of the region Ri
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3.4 Speech Codec Based on Multistage Vector Quanti-

zation of Compressed Sensing Measurements

Multistage vector quantization (MSVQ) is an evolution of the basic VQ technique, also
known as multistep, residual or cascaded VQ. It is a cascaded VQ encoders where the
output of the VQ of a stage is the input of the next stage. It keeps the features of VQ
technique while decreasing the computational complexity and memory requirements
and enhancing the quality. In MSVQ, every stage has its own codebook and the bits
available B are shared between the st stages: In the ith stage, Bi bits are used to create
a codebook of dimension dim× Li, where Li = 2Bi and B = ∑st

i=1 Bi. The codebook
of the first stage is created using the training sequence as input, and the codebook of
each other stage is created using the quantization error of its previous stage. As for
VQ, LBG algorithm is used to create the codebooks.

FIGURE 3.5: Diagram of three stages MSVQ (note that at stage t (1 ≤ t ≤
3) the vector of indexes is It = [it

1it
2...]).

Let y be the signal to be quantized, and assuming the number of stages st = 3.
Fig. 3.5 illustrates the MSVQ encoding and decoding. Note here that the input of
the VQ of the first stage is y, the input of VQ of the second stage is the quantization
error of the previous stage e1 = y− ŷ1, and the input of VQ of the third stage is the
quantization error of stage two e2 = e1 − ê1. The MSVQ encoder provides three
indexes corresponding to the observation vector y, the quantization error of the first
stage e1, and the quantization error of the second stage e2. The MSVQ decoder uses
the codebook of every stage to find the corresponding codevectors of the indexes,
and provides the quantized vectors of the three stages ŷ1, ê1, and ê2. The quantized
observation vector is then ŷ = ŷ1 + ê1 + ê2.
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3.5 Speech Codec Based on Split Vector Quantization

of Compressed Sensing Measurements

This speech codec (see Fig. 3.1) has been proposed in (Haneche, Boudraa, and
Ouahabi, 2018b). Split vector quantization (SVQ) is another idea used to reduce
complexity/memory requirements of VQ. In consists of splitting vectors into smaller
dimension subvectors. The bits allocated for quantization are, consequently, shared
between the splits. In SVQ a separate codebook is created for every split. For
sp-split VQ, the vectors (of dimension dim) of the training sequence are split into
sp subvectors of smaller dimension dimi to create the sp codebooks of dimensions
dimi × Bi, where the bits available for quantization B = ∑

sp
i=1 Bi and dim = ∑

sp
i=1 dimi.

Therefore, less computational complexity and memory are used, as they depend on
the vector dimension and the number of bits available. LBG algorithm is used for the
codebooks creation. Note that SVQ acts as SQ if the number of splits sp = dim.

FIGURE 3.6: Diagram of three splits vector quantizer (note that for a split
p (1 ≤ p ≤ 3) the vector of indexes is Ip = [ip1ip2...]).

Let’s assume that the number of splits sp = 3. To perform SVQ (Fig. 3.6) on
the observation vector y, we firstly consider vectors u of dimension dim (as in VQ),
then these vectors are partitioned to subvectors usp1, usp2, and usp3 of dimensions
dim1, dim2, and dim3 respectively. The subvectors of each split are quantized using
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the proper codebook to get three indexes for every vector u of y. The SVQ decoder
uses the appropriate codebooks to find the quantized subvectors vsp1, vsp2, and vsp3

corresponding to the indexes. The concatenation of the three vectors results in the
quantized vector ŷ.

3.6 Speech Codec Based on Split-Multistage Vector Quan-

tization of Compressed Sensing Measurements

This speech codec (see Fig. 3.2) has been proposed in (Haneche, Ouahabi, and
Boudraa, 2019a). Split-multistage vector quantization (S-MSVQ) is a hybrid quan-
tization method developed by combining SVQ and MSVQ. It is a cascaded SVQ
encoders. In other words, it performs SVQ on the observation vector y at the 1st
stage, and on the quantization error for the other stages. The concatenation of the
resultant quantized splits (of the same stage) and the sum of the quantized vectors
of the different stages are performed to obtain the quantized observation vector ŷ.
Summing the quantized errors of each stage reduces the distortion. Decreasing the
codebooks dimensions (by splitting and sharing the available bits between the splits
and stages) results in using less complexity and memory. For each split of every
stage, a separate sub-codebook is used. Split-multistage vector quantization divides
the bits available B among the st stages and sp splits by allocating Bj

i bits for the ith
split of stage j, where B = ∑st

j=1 ∑
sp
i=1 Bj

i . In fact, B is shared between the st stages
such that Bj bits is used for the stage j, where B = ∑st

j=1 Bj, and for each stage j the

bits available Bj are shared between the sp splits such that Bj = ∑
sp
i=1 Bj

i .

Fig. 3.7 illustrates the codebooks creation process for a 3-parts (splits) and 3-stages
S-MSVQ. At the 1st stage, the vectors (of dimension dim) of the training sequence are
partitioned into 3 subvectors of smaller dimension dimi, where dim = ∑3

i=1 dimi, and
used as inputs in LBG algorithm to generate the three sub-codebooks of dimensions
dimi × L1

i (L1
i = 2B1

i , where B1
i is the numbers of bits available for stage 1 and split i).

For the 2nd and the 3rd stages, LBG algorithm is performed on the quantization error
of the 1st and the 2nd stages, respectively. As a result, 9 sub-codebooks are created.

Assuming the number of stages st = 3 and the number of splits sp = 3, Fig. 3.8
presents the quantization of y by S-MSVQ using the obtained codebooks. To perform
S-MSVQ on the observation vector y, we firstly consider vectors u of dimension
dim (as in VQ), that we partition to subvectors usp1, usp2, and usp3 of dimensions
dim1, dim2, and dim3 respectively (as in SVQ). Using the appropriate sub-codebook,
VQ is performed giving, hence, the quantized subvectors of the 1st stage ûsp1, ûsp2,
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FIGURE 3.7: Codebooks Generation for three-parts three-stages split-
multistage vector quantizer (S-MSVQ). The training sequence is partitioned
to three splits. LBG algorithm is performed on the three splits at the 1st stage,
and on the quantization error (of the previous stage) for the 2nd and the 3rd

stages. As a result, nine sub-codebooks are created

and ûsp3. For the 2nd stage, VQ is performed on the quantization error of the three
subvectors at the 1st stage esp1, esp2, and esp3, where esp1 = usp1− ûsp1, which results
in the quantized error subvectors êsp1, êsp2, and êsp3. The quantization errors of the
2nd stage wsp1, wsp2, and wsp3, where wsp1 = esp1 − êsp1, is used as input of VQ at
the 3rd stage VQ encoder, giving the quantized error subvectors ŵsp1, ŵsp2, and ŵsp3.
The summation of the quantized splits of the three stages results in the quantized
subvectors vsp1, vsp2, and vsp3 (e.g., for the 1st split, vsp1 = ûsp1 + êsp1 + ŵsp1). The
concatenation of the three quantized subvectors results in the quantized vectors v
that constitutes the quantized observation vector ŷ.
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FIGURE 3.8: Diagram of three-splits three-stages split-multistage vector
quantizer (S-MSVQ). The quantized observation vector ŷ is obtained by
summing the quantized subvectors of the three stages and concatenating the

resultant splits

3.7 Experiments

The purpose of this work is to compress speech using less memory and processing
burden. To this end, we use CS to simultaneously acquire and compress signals,
which means that non-significant data are neither acquired nor processed. Hence,
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fewer samples are collected, and need to be quantized to allow its processing by
digital systems.

The proposed compression methods (i.e., combining CS with SVQ or S-MSVQ)
presented in Figs. 3.1 and 3.2 are applied for speech compression, and the results
are compared with those obtained when other quantization techniques; namely SQ,
VQ and MSVQ are used. Fig. 3.9 shows the simulation system: The speech signal
is acquired by CS and then quantized using different methods. After that, inverse
quantization and CS reconstruction are performed to compare the effects of the
studied quantization methods.

FIGURE 3.9: Simulation system.

The simulation system is showed in Fig. 3.9. The steps consist of:

• Acquiring compressed measurements using CS as follows

1. Sparsify the speech segments s by the projection on the wavelet basis Ψ

and performing hard thresholding; and

2. perform acquisition by the multiplication with a random Gaussian matrix
Φ, which provide the CS measurements (the observation vector).

• Applying the quantization techniques Q on CS measurements y, giving thus
indexes I from the appropriate codebooks.

• De-quantizing using the quantizer decoders of the studied quantization meth-
ods to find the corresponding codewords/codevectors that constitute the quan-
tized observation vector ŷ.

• Performing CS-reconstruction using `1 minimization to recover the sparse
vector θ̂ of length N from the quantized observation vector ŷ (of length M).
The speech segments ŝ are obtained by inverse transformation (Ψ−1).
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3.7.1 Simulation Setup

Speech signals used in this work come from TIMIT database (Garofolo et al., 1993).
Some sentences were considered for training, and others for testing. These signals
are sampled at fs = 16 kHz. For CS, the speech was processed by segment using a
Hamming window of length Tf = 25 ms (which correspond to N = fs × Tf = 400
samples per each speech segment s). Different compression ratios were considered
when performing CS. The compression ratio C is described as

C = M/N (3.1)

where M and N are the lengths of the observation vector y, and the speech segment
s, respectively.

Codebooks for vector quantizations were created using a training database com-
posed of CS measurements (observation vectors) obtained by performing CS on the
training speech signals at different compression ratios C and various number of
bits per vector. Thus, we have a different training database for each C and every
number of bits per vector. Note that 50 utterances were considered for training, and
20 utterances, different from the latter, were used for test (of both genders).

3.7.2 Performance Measures

The performances of the proposed speech compression techniques are evaluated in
terms of:

1. Mean-squared error (MSE) which is described as

MSE =
1
N

N

∑
i=1

(s(i)− ŝ(i))2 (3.2)

where s and ŝ are the original and the reconstructed (from the quantized CS
measurements) speech signals, respectively.

2. The wideband extension of the perceptual evaluation of speech quality (WB-
PESQ). The WB-PESQ is an objective speech quality measure, which has a
very close correlation with the mean opinion score (MOS). It is a standardized
algorithm defined in ITU-T recommendation P.862.2 (P.862.2, 2007). The range
of PESQ lies within −0.5 (bad) to 4.5 (excellent).

3. Speech intelligibility, which measures the amount of speech items that are recog-
nized correctly. A frequently used objective measure is the speech intelligibility
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index (SII). The latter is standardized by ANSI standard 3.05 (1997). Its range
lies from 0 to 1. Speech of good intelligibility has a SII > 0.75, and speech of poor
intelligibility has a SII < 0.45. In this work, coherence SII (Kates and Arehart,
2005) is used to measure the intelligibility performance. Fig. 3.10 gives more
details on the PESQ and SII scales.

(A) PESQ

(B) SII

FIGURE 3.10: The PESQ and SII scales
.

The execution time of quantization/dequantization is also used for performance
comparison.

3.7.3 Results and Discussion

We provide numerical results to analyse the effects of the different quantization
methods on the performance of the recovered signal when speech compression is
the purpose. The results presented here are averaged over all the speech signals
considered for test.

Evaluation of CS-Codec using Scalar Quantization

The first experiment was carried out for scalar quantization of CS measurements
using different compression ratios (Eq. (3.1)) and numbers of bits per sample (nbps).
Fig. 3.11 presents the average PESQ, MSE, and SII scores of the recovered speech
from quantized CS measurement using SQ, for various values of C and for a number
of bits per sample ranging from 1 to 10. One can note (from Fig. 3.11(A)) the rising of
PESQ score with the rising of C and nbps for C ≤ 50% and nbps ≤ 4 bits/sample, it is
almost constant after these values. We also notice that one can get good speech quality
using only 2 bits/sample with C = 10% (e.g., PESQ= 2.54 for SQ), or 1 bit/sample
with the other compression ratios (e.g., PESQ= 2.56 for SQ with C = 20%).

It is also noticed from Fig. 3.11(B) that the average MSE value decreases with the
rising of the compression ratio (C) and the number of bits per sample (nbps), and it
remains constant when C ≥ 60% and nbps ≥ 4. Low MSE values are obtained for all
C and nbps.
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The same remark is depicted from Fig. 3.11(C) where the SII value increases until
C = 60% and nbps = 4. It is also apparent from this figure that using only 2 bits per
sample, fair average SII scores are obtained for 20% ≤ C ≤ 60%, and good SII scores
are achieved for C ≥ 70%. Using 1 bit per sample, fair average SII scores are obtained
for C ≥ 30%.

From this experiment, there is evidence that a trade-off between the PESQ score
and the bitrate is achieved when C = 20% and nbps = 4: The average PESQ score is
3.33 for a bitrate of 12.8 kbit/s. The bitrate for SQ is computed as

BR = nbps×M/Tf (3.3)

where nbps is the number of bits per sample, Tf is the frame duration which is equal
to 25 ms. and M is the observation vector length.

M = C× N (3.4)

where C is the compression ratio, and N = Tf × fs is the speech segment length;
fs is the sampling frequency. By substitution, M = C × Tf × fs, and the bit-rate
expression can be simplified to

BR = C× fs × nbps (3.5)

The BR changes with the compression ratio (C) and the number of bits per sample
(nbps).

To draw attention to the effect of SQ, another experiment was done by performing
CS, then reconstruction without the quantization/dequantization steps. The average
performance scores of the recovered speech are shown in Fig. 3.12. The later figure
highlights also the comparison with the performance of SQ of CS measurements
when nbps = 4. This test reveals that the SQ error does not significantly affect the CS
reconstruction. In other words, the performance assessments (average PESQ, MSE,
and SII scores) of the recovered speech from the quantized observation vectors are
similar to those of the recovered speech from the analogue observation vectors.

Evaluation of CS-Codecs using Vector Quantizations

To evaluate speech coding using CS with VQ, SVQ, MSVQ, and S-MSVQ, other
experiments proceeded following two cases. In the first case, we fixed the bitrate
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at 1.6 kbit/s, and we varied C from 10% to 90%. Here, the number of bits per
vector (nbpv) necessary to achieve 1.6 kbit/s was computed for every value of C for
creating the codebooks. The performance scores of VQ, SVQ, MSVQ, and S-MSVQ
are shown in Figs. 3.13, 3.14, 3.15, and 3.16, respectively. In the second case, the
compression ratio was fixed to 10%, and the number of bits per vector (nbpv) was
varied from 10 to 18 bits/vector. The results are shown in Figs. 3.17, 3.18, 3.19, and
3.20. A comparison between the different CS-based speech codecs (using the different
quantization methods) was also performed. Note that we have limited the tests to
these compression ratios and BRs due to memory constraint as the complexity of
LBG algorithm increases exponentially with the number of bits per vector nbpv.

Case 1: BR = 1.6 kbit/s and 10% ≤ C ≤ 90%
In this case, we study the effect of the compression ratio (C) on the quality and
intelligibility of the recovered speech after compression using different quantization
methods with CS measurements.

Performance using VQ Fig. 3.13 presents the average PESQ, MSE, and SII scores
of the recovered speech after compression using VQ of CS measurements in the case
of BR=1.6 kbit/s when different values of C are considered. Fair and good PESQ
scores (2.3002 ≤ PESQ ≤ 2.6897) are achieved with the studied C (Fig. 3.13(A)). For
example, for C = 20% the PESQ = 2.58, and for C = 70% the PESQ = 2.69. The
highest PESQ score (PESQ=2.6897) is achieved when C = 70%.

From Fig. 3.13(B), one can notice that low MSE scores are achieved. They are close
to 0.02 for all the studied values of C.

Poor average intelligibility scores are achieved, as depicted in Fig. 3.13(C), which
shows low average SII values (0.3733 ≤ SII ≤ 0.4231). The highest average SII score
is achieved for C = 40%.

Performance using SVQ The compressed sensing-based speech codec using SVQ
was evaluated for two and three splits SVQ. Results in Fig. 3.14 demonstrate that this
method performs competitively for two-splits and three-splits SVQ. Fair and good
PESQ scores (2.1547 ≤ PESQ ≤ 2.7123 for two-splits SVQ and 2.0683 ≤ PESQ
≤ 2.8416 for three-splits SVQ) are achieved with the studied C as observed in
Fig. 3.14(A). For example, for C = 30% the PESQ = 2.5344 using two-splits SVQ
and PESQ= 2.6179 using three-splits SVQ. For C = 70% the PESQ = 2.6261 using
two-splits SVQ and PESQ= 2.5455 using three-splits SVQ. The best average PESQ
score (2.8416) is achieved using three-splits SVQ for C = 50%.
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From Fig. 3.14(B), one can notice that low MSE scores are achieved. They are close
to 0.02 for all the studied values of C.

Poor average intelligibility scores are obtained (Fig. 3.14(C)). From this figure, one
can note that the two codecs achieve low average SII values (0.3448 ≤ SII≤ 0.4216 for
two-splits SVQ and 0.3475 ≤ SII ≤ 0.4059 for three-splits SVQ). The highest average
SII score (SII=0.4216) is achieved using two-splits SVQ for C = 10%.

Performance using MSVQ Two and three-stages MSVQ of CS measurements were
performed for speech coding. As depicted in Fig. 3.15, performances in the case
of two-stages MSVQ are close to those of three-stages MSVQ for various values of
C. One can notice from Fig. 3.15(A) that fair and good PESQ scores (2.2698 ≤ PESQ
≤ 2.8560 for two-stages MSVQ and 2.2999 ≤ PESQ ≤ 2.7443 for three-stages MSVQ)
are achieved with the studied C. For example, for C = 30% the PESQ = 2.5185
using two-stages MSVQ and PESQ= 2.5164 using three-stages MSVQ. For C = 80%
the PESQ = 2.6831 using both two-splits MSVQ and three-stages MSVQ. The best
average PESQ score (2.8560) is achieved using two-stages MSVQ for C = 60%.

It is seen in Fig. 3.15(B) that low MSE scores, close to 0.02, are achieved for all the
studied range of C.

As shown in Fig. 3.15(C), poor average intelligibility scores are achieved, which
is interpreted by the low average SII values (0.3706 ≤ SII ≤ 0.4300 for two-stages
MSVQ and 0.3553 ≤ SII ≤ 0.4113 for three-stages MSVQ). The highest average SII
score (SII=0.4300) is achieved using two-stages MSVQ for C = 60%.

Performance using S-MSVQ Speech coding using S-MSVQ of CS measurements
was done for various numbers of splits and stages. One can notice from Fig. 3.16 that
this speech codec performs competitively for the different numbers of splits/stages,
with the studied values of C. It is noted in Fig. 3.16(A) that fair and good PESQ
scores are achieved. For instance, for C = 50% the PESQ = 2.6636 using two-stages
two-splits S-MSVQ, PESQ = 2.5280 using two-stages three-splits S-MSVQ, PESQ
= 2.7542 using three-stages two-splits S-MSVQ, and PESQ = 2.6664 using three-
stages three-splits S-MSVQ. The best average PESQ score (2.8580) is achieved using
two-stages three-splits S-MSVQ for C = 20%.

From Fig. 3.16(B), it is observed that low MSE scores, close to 0.02, are achieved
for all the studied range of C.
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Poor average intelligibility scores are achieved, which is interpreted by the low SII
values observed in Fig. 3.16(C). The highest average SII score (SII=0.4320) is achieved
using two-stages three-splits S-MSVQ for C = 20%.

Comparison of the different CS-based codecs Table 3.1 compares the average
PESQ, MSE, and SII scores of the recovered speech after compression using SQ,
VQ, three-splits SVQ, two-stages MSVQ, and two-stages three-splits S-MSVQ of CS
measurements. The execution times of quantization/dequantization are also listed in
this table. Note that for SQ, we provide only the results for C = 10% as the minimum
bitrate achieved (1.6 kbit/s) for the studied range of C is obtained when C = 10%
and nbps = 1 bit. Higher values of C lead to higher BRs. As highlighted in this table,
the proposed speech codecs (CS with SVQ/S-MSVQ) achieve good average PESQ
scores for low bitrate (BR = 1.6 kbit/s). They are better than the values obtained for
SQ and VQ. To be specific, the highest PESQ scores for SVQ and S-MSVQ (values
in bold in the table); namely 2.842 and 2.858, respectively (obtained for C = 50%
using SVQ and C = 20% using S-MSVQ) are better than the highest PESQ score
of VQ which is 2.690 (obtained for C = 70%) and the PESQ score of SQ which is
2.273. Moreover, S-MSVQ leads to the best average PESQ score over all the other
quantization methods including MSVQ.

For the MSE performance, one can note that the values obtained using vector
quantizations (VQ, SVQ, MSVQ, S-MSVQ) are better than those obtained using SQ.
Despite S-MSVQ and MSVQ perform better than the other quantizations, the MSE
performance of all of them is comparable, i.e., there is not a big difference.

Poor intelligibility scores are obtained for all the studied quantizations. Vector
quantizations (VQ, SVQ, MSVQ, and S-MSVQ) perform better than SQ. The best
performance is achieved using S-MSVQ. By way of illustration, the best average
intelligibility score achieved using S-MSVQ, which is 0.432 (obtained for C = 20%), is
better than the values obtained using SQ (0.384), VQ (0.423), SVQ (0.406), and MSVQ
(0.430).

In addition to quality and intelligibility assessment, we compared the execution
times. We notice (from the same table) that the execution time of SQ is the lowest,
this can be justified by the fact that SQ has less complexity. We also notice that the
execution times of SVQ, MSVQ, and S-MSVQ (values in bold) are lower than that of
VQ. The lowest execution time, over vector quantizations, is achieved using S-MSVQ
when C = 80%. This is because S-MSVQ has less complexity compared to the other
vector quantizations (VQ, SVQ, and S-MSVQ) as it shares the bits available (nbpv)
between the splits and stages.
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TABLE 3.1: The average performance scores of the recovered speech
signals after compression (BR = 1.6 kbit/s) using different quantization
techniques (namely, scalar quantization, vector quantization, three-splits
split vector quantization, two-stages multistage vector quantization,
and two-stages three-splits split-multistage vector quantization) with
CS measurements. Note that the bitrate is fixed to 1.6 kbit/s the compression
ratio (C) is varying from 10% to 90%. The best scores for each quantization

method are shown in bold.

Measure C (%) Quantization Method
SQ VQ SVQ MSVQ S-MSVQ

PESQ

10 2.273 2.347 2.068 2.282 2.475
20 − 2.583 2.606 2.635 2.858
30 − 2.427 2.618 2.519 2.523
40 − 2.300 2.501 2.270 2.361
50 − 2.503 2.842 2.297 2.528
60 − 2.472 2.333 2.856 2.636
70 − 2.690 2.546 2.546 2.687
80 − 2.686 2.620 2.683 2.469
90 − 2.570 2.737 2.581 2.611

MSE

10 0.022 0.022 0.026 0.021 0.022
20 − 0.019 0.021 0.023 0.018
30 − 0.019 0.021 0.023 0.021
40 − 0.022 0.021 0.021 0.021
50 − 0.021 0.021 0.020 0.021
60 − 0.020 0.021 0.017 0.021
70 − 0.019 0.021 0.021 0.020
80 − 0.021 0.020 0.021 0.021
90 − 0.020 0.021 0.020 0.021

SII

10 0.384 0.394 0.393 0.385 0.358
20 − 0.409 0.370 0.406 0.432
30 − 0.378 0.379 0.371 0.370
40 − 0.423 0.364 0.378 0.373
50 − 0.401 0.406 0.415 0.375
60 − 0.387 0.348 0.430 0.327
70 − 0.416 0.396 0.408 0.404
80 − 0.373 0.377 0.383 0.398
90 − 0.388 0.390 0.400 0.358

Time (s)

10 0.0001 0.054 0.012 0.009 0.013
20 − 0.027 0.012 0.010 0.012
30 − 0.026 0.011 0.014 0.008
40 − 0.027 0.011 0.011 0.009
50 − 0.029 0.013 0.008 0.012
60 − 0.028 0.008 0.012 0.010
70 − 0.026 0.009 0.009 0.009
80 − 0.030 0.012 0.009 0.007
90 − 0.026 0.012 0.011 0.011
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Case 2: C = 10% and 10 ≤ nbpv ≤ 90% bits/vector
In the second case, we focus on the effect of the number of bits per vector (nbpv) on the
quality and intelligibility of the recovered speech after compression using different
quantization methods with CS measurements. Note that varying the number of
bits per vector (nbpv) influences the bitrate, as the latter is computed, for vector
quantizations, as follows

BR = nbpv× Nv/Tf (3.6)

where, nbpv is the number of bits per vector, Tf is the speech frame duration, and Nv

is the number of vectors in the frame.

Nv = M/dim (3.7)

where M is the CS measurements number, and dim is the number of samples (CS
measurements) included in a vector considered for vector quantization. From
Eqs. (3.4), (3.6), and (3.7), the bitrate can be computed as

BR = C× fs × nbpv/dim (3.8)

where fs is the sampling frequency of the speech. It is also noticed from the latter
equation (compared to Eq. (3.5)) that the lowest bitrate than can be achieved by
VQ (considering nbpv = 1) is dim times lesser than the lowest bitrate that can be
achieved using SQ (considering nbps = 1). Returning to our experiment, where
dim = 16, fs = 16 kHz, C = 10%. Considering 10 ≤ nbpv ≤ 18 bits/vector means
that 1 ≤ BR ≤ 1.8 kbit/s. This is theoretically. In practice M may not to be multiple
of dim; hence Nv can be chosen as the nearest integer greater than or equal to M/dim.
Consequently, slightly higher bitrates than the theoretic ones are achieved. For our
tests 1.2 ≤ BR ≤ 2.16 kbit/s.

Performance using VQ Fig. 3.17 presents the average PESQ, MSE, and SII scores
of the recovered speech after compression using VQ of CS measurements in the
case of C = 10% when different values of nbpv are considered. Fair PESQ scores
(2.3357 ≤ PESQ ≤ 2.3869) are achieved with the studied nbpv (Fig. 3.17(A)). For
example, for nbpv = 14 bits/vector, the PESQ = 2.3472. The highest average PESQ
score (PESQ=2.3869) is achieved when nbpv = 12 bits/vector.

We notice from Fig. 3.17(B) that low MSE scores are achieved. They are close to
0.02 for all the studied values of nbpv.
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Poor average intelligibility scores are achieved, as depicted in Fig. 3.17(C), which
shows low average SII values (0.3940 ≤ SII ≤ 0.3974). The highest average SII
score is achieved for nbpv = 12 bits/vector. Note that there is not a big difference
between the performance results of the studied nbpv as the difference between the
chosen numbers of bits per vector is small (only two bits). This remark is kept for the
subsequent results.

Performance using SVQ The proposed CS-based speech codec (using SVQ) was
evaluated for two and three splits SVQ. Results in Fig. 3.18 demonstrate that this
method performs competitively for two-splits and three-splits SVQ with regard to the
obtained PESQ scores. Fair and good PESQ scores (2.1309 ≤ PESQ ≤ 2.4696 for two-
splits SVQ and 2.0683 ≤ PESQ ≤ 2.7629 for three-splits SVQ) are achieved with the
studied nbpv as observed in Fig. 3.18(A). For example, for nbpv = 10 bits/vector, the
PESQ = 2.4696 using two-splits SVQ and PESQ= 2.7629 using three-splits SVQ. For
nbpv = 12 bits/vector, the PESQ = 2.4075 using two-splits SVQ and PESQ= 2.2245
using three-splits SVQ. The best average PESQ score (2.7629) is achieved using
three-splits SVQ for nbpv = 10 bits/vector (i.e., BR = 1.2 kbit/s).

From Fig. 3.18(B), one can notice that low MSE scores are achieved. They are close
to 0.02 for all the studied values of nbpv. The MSE values obtained using two-splits
SVQ are lower than those obtained using three-splits SVQ.

From Fig. 3.18(C), we observe that poor average intelligibility scores are obtained.
The two codecs achieve low average SII values, to clarify 0.3366 ≤ SII ≤ 0.4407
for two-splits SVQ, and 0.2866 ≤ SII ≤ 0.3930 for three-splits SVQ. The SII values
obtained using two-splits SVQ are higher than those obtained using three-splits
SVQ for all the studied range of nbpv. The highest average SII score (SII=0.4407) is
achieved using two-splits SVQ for nbpv = 18 bits/vector.

Performance using MSVQ Fig. 3.19 reports the performance of a CS-based speech
codec using MSVQ, where two and three stages are considered. As can be seen in
this figure, this codec performs competitively for two-stages and three-stages MSVQ.
From Fig. 3.19(A), we can note that fair and good PESQ scores are achieved with the
studied nbpv. Indeed, 2.2573 ≤ PESQ ≤ 2.7910 for two-stages MSVQ, and 2.2118 ≤
PESQ ≤ 2.5287 for three-stages MSVQ. To explain further, for nbpv = 12 bits/vector,
the PESQ = 2.3879 using two-stages MSVQ and PESQ= 2.5287 using three-stages
MSVQ. For nbpv = 14 bits/vector, the PESQ = 2.7910 using two-stages MSVQ and
PESQ= 2.2999 using three-stages MSVQ. The best average PESQ score (2.7910) is
achieved using two-stages MSVQ for nbpv = 14 bits/vector (i.e., BR = 1.68 kbit/s).
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Low MSE scores, close to 0.02, are achieved for all the studied values of nbpv as
depicted in Fig. 3.19(B). The average MSE values obtained using three-stages MSVQ
are lower than those obtained using two-stages MSVQ for nbpv ≤ 13 bits/vector. For
nbpv > 13 the CS-speech codec using two-stages MSVQ achieves low MSE values.

As illustrated in Fig. 3.19(C), poor average intelligibility scores are are obtained.
To clarify, 0.3537 ≤ SII ≤ 0.4320 for two-stages MSVQ, and 0.3167 ≤ SII ≤ 0.3957
for three-stages MSVQ. The SII values obtained using two-stages MSVQ are higher
than those obtained using three-stages MSVQ for all the studied range of nbpv.
The highest average SII score (SII=0.4320) is achieved using two-stages MSVQ for
nbpv = 14 bits/vector.

Performance using S-MSVQ The other proposed speech codec based on CS and
S-MSVQ was evaluated for various numbers of splits and stages. The performance
results highlighted in Fig. 3.20 reveal that this speech codec performs competitively
for the different numbers of splits/stages, with the studied values of nbpv. We
observe from Fig. 3.20(A) that fair PESQ scores are achieved for two-stages two-splits
S-MSVQ, three-stages two-splits S-MSVQ, and three-stages three-splits S-MSVQ,
over the studied range of nbpv. When two-stages three-splits S-MSVQ is used, fair
and good average PESQ scores are obtained. For example, for nbpv = 12 bits/vector,
the PESQ = 2.3022 using two-stages two-splits S-MSVQ, PESQ = 2.8030 using
two-stages three-splits S-MSVQ, PESQ = 2.2669 using three-stages two-splits S-
MSVQ, and PESQ = 2.4606 using three-stages three-splits S-MSVQ. The best average
PESQ score (2.8030) is achieved using two-stages three-splits S-MSVQ for nbpv = 12
bits/vector. It is also apparent from this figure that for almost all the values of nbpv,
two-stages three-splits S-MSVQ gives the highest average PESQ scores.

As shown in Fig. 3.20(B), low MSE scores, close to 0.02, are achieved for all the
studied range of nbpv when two-stages three-splits S-MSVQ, three-stages two-splits
S-MSVQ, or three-stages three-splits S-MSVQ are used.

Poor average intelligibility scores are achieved, which is interpreted by the low SII
values observed in Fig. 3.20(C). The highest average SII score (SII=0.4340) is achieved
using two-stages three-splits S-MSVQ for nbpv = 12 bits/vector.

Comparison of the different CS-based codecs Table 3.2 compares the average
PESQ, MSE, and SII scores of the recovered speech after compression using SQ,
VQ, three-splits SVQ, two-stages MSVQ, and two-stages three-splits S-MSVQ of
CS measurements, in the case of C = 10% and 10 ≤ nbpv ≤ 18 bits/vector. The
execution times of quantization/dequantization are also reported. For SQ, only the
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results for theoritic bitrate BR = 1.6 kbit/s (corresponding to nbpv = 16 bits/vector)
are provided as the minimum bitrate achieved (1.6 kbit/s) using SQ for the studied
ranges of nbps and C is obtained when C = 10% and nbps = 1 bit. Higher values of
nbps lead to higher BRs.

TABLE 3.2: The average performance scores of the recovered speech sig-
nals after compression using different quantization techniques (namely,
scalar quantization, vector quantization, three-splits vector quantiza-
tion, two-stages vector quantization, and two-stages three-splits vector
quantization) with compressed sensing measurements. Note that the
compression ratio (C)is fixed to 10% and the number of bits per vector are

varying from 10 to 18 bits.

Measure Bit/Vector Quantization Method
SQ VQ SVQ MSVQ S-MSVQ

PESQ

10 − 2.336 2.763 2.257 2.402
12 − 2.387 2.225 2.388 2.803
14 − 2.347 2.068 2.791 2.475
16 2.273 2.347 2.514 2.481 2.422
18 − 2.347 2.463 2.346 2.503

MSE

10 − 0.022 0.027 0.026 0.025
12 − 0.023 0.027 0.023 0.021
14 − 0.022 0.026 0.021 0.022
16 0.022 0.022 0.025 0.023 0.022
18 − 0.022 0.024 0.022 0.022

SII

10 − 0.394 0.287 0.354 0.284
12 − 0.397 0.363 0.426 0.434
14 − 0.394 0.393 0.432 0.358
16 0.384 0.394 0.388 0.431 0.318
18 − 0.394 0.353 0.417 0.373

Time (s)

10 − 0.012 0.009 0.009 0.006
12 − 0.010 0.008 0.008 0.007
14 − 0.011 0.007 0.007 0.008
16 0.0001 0.018 0.007 0.008 0.007
18 − 0.018 0.008 0.014 0.009

Results in this table prove that, the proposed speech codecs (CS with SVQ/S-
MSVQ) achieves good average PESQ scores for low compression ratio (C = 10%).
They are better than the values obtained for SQ and VQ. To explain further, the
highest PESQ scores for SVQ and S-MSVQ (values in bold in the table); namely 2.763
and 2.803, respectively (obtained for nbpv = 10 bits/vector using SVQ and nbpv = 12
bits/vector using S-MSVQ) are better than the highest PESQ score achieved using
VQ which is 2.387 (obtained for nbpv = 12 bits/vector) and the PESQ score achieved
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using SQ which is 2.273. One can also notice that using S-MSVQ to quantize CS
measurements results in the best average PESQ score over all the other quantization
methods including MSVQ.

Regarding the MSE performance, we notice that S-MSVQ and MSVQ perform
better than the other quantizations (SQ, VQ, SVQ). However, the MSE performance
of all of them is generally comparable.

As for the intelligibility performance, we find that poor intelligibility scores are
obtained for all the studied quantizations. One can note from the results reported in
the table that vector quantizations (VQ, SVQ, MSVQ, and S-MSVQ) perform better
than SQ. In addition, we notice that the intelligibility scores achieved using MSVQ
and S-MSVQ are better than those obtained using VQ and SVQ. It is also apparent
that the best performance is achieved using S-MSVQ. To be specific, the best average
intelligibility score achieved using S-MSVQ, which is 0.434 (obtained for nbpv = 12
bits/vector), is better than the values obtained using SQ (0.384), VQ (0.397), SVQ
(0.393), and MSVQ (0.432).

For the execution times comparison, one can note (from the same table) that the
execution time of SQ is the lowest. It is also observed that the execution times of
SVQ, MSVQ, and S-MSVQ (values in bold) are lower than that of VQ. The lowest
execution time, over vector quantizations, is achieved using S-MSVQ when nbpv =

10 bits/vector. This is because S-MSVQ has less complexity compared to the other
vector quantizations as stated before.

Comparison with Other Compressed Sensing-Based Codecs

In addition to the comparison with CS-based speech coding using SQ, VQ, and
MSVQ of CS measurements, we compared the performance of our speech codec with
other CS-based speech coding; namely the works of (Giacobello et al., 2012) and
(Al-Azawi and Gaze, 2018). These two works have not used quantization for CS
measurements. In (Giacobello et al., 2012), the authors have introduced sparsity in a
linear prediction framework to improve the linear prediction coding performances.
(Al-Azawi and Gaze, 2018) has introduced a combined compression/encryption
method for speech using CS. Contourlet transform increases the sparsity whereas the
chaotic system generates the sensing matrix in the proposed approach. The average
PESQ scores shown in Table 3.3 demonstrate that our proposed methods perform
better than the method proposed in (Al-Azawi and Gaze, 2018). In the latter work, the
authors didn’t use a quantization scheme. They obtained a PESQ score of 2.73 for a
C = 40%. Although we used a quantization scheme (which engenders a quantization
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error) and lower C = 10%, our PESQ values (2.76 for SVQ and 2.80 for S-MSVQ )
are better. The PESQ value obtained by the method proposed in (Giacobello et al.,
2012), for a BR = 10.1 kbits/s and C = 50%, is close to 4.13± 0.13. Despite this value
is higher than our PESQ scores, our methods lead to good results for significantly
lower bitrates (1.20 and 1.44 kbit/s) and lower compression ratio (C = 10%). Our
methods can achieve higher scores for higher bitrates.

TABLE 3.3: Performance measures of the two proposed speech codecs
(compressed sensing with three-splits split vector quantization and
compressed sensing with two-stages three-splits split-multistage vector

quantization)

Method Compression Ratio PESQ

Proposed 1 (CS with SVQ) 10% (BR = 1.20 kbit/s) 2.76
Proposed 2 (CS with S-MSVQ) 10% (BR = 1.44 kbit/s) 2.80
(Giacobello et al., 2012) 50% (BR = 10.1 kbit/s) 4.13± 0.13
(Al-Azawi and Gaze, 2018) 40% 2.73

Comparison with currently used compression standards

Our CS-codec using S-MSVQ was also compared with two currently used speech
coding standards, namely AMR and AMR-WB (Cheraitia and Bouzid, 2014). The
2nd proposed CS-codec was tested in noise free and in presence of additive Gaussian
noise (AWGN) noise. Table 3.4 presents the PESQ performance of the recovered
speech from our CS-codec (using S-MSVQ), AMR, and AMR-WB in noise free and
AWGN environment. The proposed CS-speech coding allows acceptable speech

TABLE 3.4: PESQ comparison of the proposed CS-codec with AMR and
AMR-WB in noise free and additive white Gaussian noise environment.

Method BR (kbit/s) Noise free 20 dB 10 dB 5 dB

Proposed 2 (CS with S-MSVQ) 8.85 3.14 3.02 2.95 2.72
AMR (Giacobello et al., 2012) 10.2 4.02± 0.11 3.25± 0.19 2.76± 0.23 −
AMR-WB (Cheraitia and Bouzid, 2014) 12.65 3.77 − 3.18 1.35

quality compared to AMR and AMR-WB. To be more specific, in the noisy case, the
average PESQ scores obtained using the proposed CS-codec are close to those of AMR
even with smaller BR. Additionally, in 5 dB white Gaussian noise, the average PESQ
score obtained using the proposed CS-codec for a BR = 8.85 kbit/s (PESQ= 2.72) is
better than that obtained using AMR-WB at BR = 12.65 kbit/s (PESQ= 1.35). One
can also notice that our PESQ scores decrease at the lowest rate, which means that
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our CS-codec is robust to the SNR fall. The latter is achieved thanks to the robustness
of `1 minimization, and the use of wavelet thresholding (performed to enhance
the sparsity) which is considered as a denoising method in many applications, e.g.,
(Sekkate, Khalil, and Adib, 2019).

3.8 Conclusion

As this thesis falls in the area of speech compression and communication, we have
presented in this chapter two propositions of CS-based speech codec using two
different quantization methods; namely, SVQ and S-MSVQ with CS measurements.
Additionally, we have showed results for speech when SQ, VQ, and MSVQ are used.

Our results casts light on the findings summarized below:

• Using SQ to quantize CS measurements for speech compression allows good
PESQ scores using only 1 bit/sample with C = 20%, and fair intelligibility
scores using only 2 bits/sample and C = 20%. Considering 4 bits/sample, SQ
does not affect the quality of CS reconstruction. Moreover, choosing nbps = 4
bits/sample and C = 20%, a trade-off between the bitrate and the speech
quality is achieved. However, better results for lower bitrates can be achieved
using vector quantizations. Results provide also evidence that SQ permits the
lowest execution time.

• In the case of vector quantizations, for a fixed bitrate (BR = 1.6 kbit/s in our
case), the rising of C does not mean that better quality/intelligibility scores
are achieved. The value of C that leads to the highest scores can be selected
empirically.

• Likewise, for a fixed compression ratio (C = 10% in our case), the rising of
the number of bits per vector does not mean that better quality/intelligibility
scores are achieved. The value of nbpv that leads to the best performance can
be selected empirically. This is very likely due to the fact that the difference
between the studied values of nbpv is small.

• Yet, the rising of the number of splits and/or stages in the case of SVQ, MSVQ,
and S-MSVQ does not mean that better performance is achieved. Each method
performs competitively with regard of the number of splits and/or stages.
One can empirically choose the number of splits and/or stages that leads to a
compromise between quality and complexity.
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• For the studied bitrate (BR = 1.6 kbit/s), all the studied methods (including
SQ) give poor intelligibility scores. Better values can be achieved for higher
bitrates.

• Moreover, using our proposed speech codecs (CS with SVQ/S-MSVQ), good
quality performance for lower bitrate is achieved with an acceptable execution
time compared to the CS-speech codecs using SQ.

• The best quality performance is achieved using S-MSVQ. The latter uses less
execution time than the other vector quantizations.

In the following chapter, a novel mobile communication system exploiting CS is
developed.
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Chapter 4

Designing a New Mobile
Communication System by Exploiting
Compressed Sensing

4.1 Introduction

The consumption of physical resources used for mobile communications depends
on the data volume. The latter continues to increase; hence the need to improve the
performance of systems used for transmission. In this perspective, we propose a new
end-to-end communication system by using compressed sensing (CS) instead of the
traditional Nyquist-Shannon sampling technique, for simultaneously acquiring and
compressing speech (Haneche, Ouahabi, and Boudraa, 2019b). Our work considers all
the transmission chain. In other words, it studies the behaviour of CS-source coding
within the transmission chain when undergoing real communication-conditions.
In addition, efficient techniques to mitigate the channel effects are chosen to meet
the requirement of future communication systems such as 5G communications. In
this chapter, the new CS-based mobile system is described, and results for speech
communication are presented. Moreover, an alternative scheme is presented for
lower bitrates (Haneche, Ouahabi, and Boudraa, 2019a).

4.2 Motivation

In current communication systems, signals are acquired and then source-coded
(as shown in Fig. 4.1) to have a compressed form of speech in order to reduce
network loading. High complexity standards, e.g., G.722.1, adaptive multi-rate
wideband (AMR-WB, also normalized as ITU-T G.722.2), are used (Bessette et al.,
2002; Cheraitia and Bouzid, 2014). These standards need several processes, which
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increase the complexity of communication systems. Although these systems grant
high bandwidth mobile service, it seems that they will not be able to meet the
emerging demands of future mobile communications, where billions of devices
require secured Gigabit wireless connectivity (Internet of Things). Researches on
new technologies are in progress to encounter the current communication systems
drawbacks summarized as follows (Wunder et al., 2015; Gao et al., 2018):

• Broadband services offered to mobile devices create inefficiencies in both spec-
trum usage and physical resources.

• The extensive growth of applications causes a very high energy consumption.

• Computational load is also an issue since a very big amount of data is acquired
and then submitted to complex compression techniques.

• At high frequency ranges, robustness and reliability know an increasing risk in
dramatic atmospheric conditions.

• As each person may be connected to many devices, an increasing risk of receiv-
ing an attack rises (security threats).

Future communication systems researches are not interested only by providing
higher rates, but more interested by reducing the processing load and the memory
requirements. Moreover, enhancing the battery life and the security are also a
purpose. Considering the aforementioned shortcomings, we propose a low-cost
solution based on sparse signal processing. The proposed design allows performing
simultaneously the acquisition and the compression. We replaced the two blocks (in
dashed line) in Fig. 4.1 by one CS-source coding module. The latter implicitly reduces
the complexity of the communication system due to the use of simple quantization
and binary encoding. In addition, it offers some level of security at zero-cost. This
scheme is investigated in real communication conditions. The whole transmission
chain is, hence, considered using efficient techniques to compensate the channel.

FIGURE 4.1: General diagram of communication systems
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4.3 The Proposed End-to-End Communication System

Model

Our goal is to contribute to the development of a mobile communication system by
applying CS-source coding, performing multicarrier modulation, and using channel
coding and receive antenna diversity to meet the requirement of future commu-
nication systems such as 5G communications. This entails mitigating the channel
effects, optimizing spectral efficiency, and ensuring robustness and reliability while
increasing the baud rate. The proposed system shows a simplified design, and allows
reducing bit rates and processing load compared to actual communication systems
based on, for example, G.722.1 and G.722.2 speech codecs. In addition, CS allows
secure communications without additional costs.

The designed communication scheme is presented in Fig. 4.2 It includes, at the

FIGURE 4.2: General diagram of the proposed communication scheme
(note that this system integrates compressed sensing-speech coding instead of

the current codecs standards such as G.722.2)

transmission side, the following blocks:

• The proposed speech coder based on CS.

• Channel encoder using convolutional codes.

• Modulator using orthogonal frequency division multiplexing (OFDM).

More details about the proposed design are provided in the subsequent subsections.

4.3.1 Compressed Sensing-Based Source Coding

The new end-to-end communication system is proposed to increase transmission
speed, robustness, and security in order to meet the requirements of mobile systems
that know an exponentially increasing data amount over time. The design relies
on the use of CS-source coding instead of the supported speech coding standards
in actual mobile communication systems. The proposed CS-source coding method
(presented in Fig. 4.3) allows reducing the speech coding complexity by using simple
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quantization and binary encoding, saving communication system resources, and
encrypting communications without additional costs.

FIGURE 4.3: Proposed compressed sensing-based speech codec

In this work, we investigate the CS-source coding in real conditions by transmit-
ting the compressed-sensed signals through a mobile communication system where
multipath fading is always observed. Following, fading and channel modelling
are clarified. Techniques chosen to compensate the channel and to ensure a robust
communication are presented next.

4.3.2 Fading and Channel Modelling

The signals propagation over a mobile communication system is affected by three
basic mechanisms: reflection, diffraction, and scattering. In fact, a signal may arrive
at the receiver via multiple paths causing inter-symbol interference (ISI); this phe-
nomenon is called multipath propagation. Another cause of ISI is the bandlimited
character of many practical channels, for which the transmitted symbols tend to get
“smeared" in time, and then interfered with. Mobile communication systems can also
provide fluctuations in the amplitude and phase of the received signal, and the angle
of arrival giving rise to multipath fading terminology (Sklar, 2001).

Multipath fading effects in mobile communication systems

Two types of fading effects characterize mobile communications: large-scale and
small-scale fading (Sklar, 2001). Large-scale fading represents the average signal
power attenuation or the path loss due to the motion over large areas. Small-scale
fading refers to the dramatic changes in signal amplitude and phase that can be
experienced as a result of small changes (as small as half wavelength) in the spatial
positioning between a receiver and transmitter. In mobile systems, the channel is time
varying due to the motion between the transmitter and the receiver, and this results
in propagation paths changes. Two manifestations of small-scale fading are signal
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time-dispersion (signal spreading) and time-variant nature of the channel (Sklar,
2001). For signal dispersion, the fading degradation can be frequency-selective or
frequency-nonselective (flat) fading. For the time-variant manifestation, the attenua-
tion can be fast fading or slow fading. Let us define Bc as the minimum frequency
distance where attenuations of the channel are uncorrelated, and Tc as the minimum
temporal distance where the attenuations of channel are (nearly) constants. If the
signal bandwidth is smaller than the coherence bandwidth Bc, then the fading is
flat; otherwise, it is frequency-selective. If the signal duration is greater than the
coherence time Tc, then fast fading occurs; otherwise, it is slow fading. The small
scale fading (short-term) can be modelled as Rayleigh fading (Stüber, 2017).

Modelling the propagation channel

Mobile systems channels have multiple paths due to reflection, diffraction, and scat-
tering caused by environment obstacles. Each path is characterized by an attenuation
and a delay. The received signal r(n) is therefore a sum of translated versions, and it
can be written as (Sklar, 2001):

r(n) = ∑
k

h(n; k)a(n− k) + w(n) (4.1)

where n denotes discrete time, a(n) is the transmitted symbol, w(n) is an additive
white Gaussian noise (AWGN), and h(n; k) is the time varying channel impulse
response. The impulse response of the channel h(n; k) is modelled by (Sklar, 2001):

h(n; k) = |h(n; k)| exp(jϕ(k)) (4.2)

where ϕ(k) represents a random variable phase uniformly distributed in [−π, π],
and the amplitude |h(n; k)| can follow several distributions such as Rayleigh or Rice
models. In the case of non line of sight propagation, i.e., the received signal is the
sum of only delayed signals due to multipath without having a direct path, then
|h(n; k)| is a Rayleigh process. If the propagation is line of sight, i.e., there is a direct
path providing a dominant component, then |h(n; k)| follows a Rice distribution
(Stüber, 2017).

Rayleigh fading model is considered in this thesis as it is ideally suited to situa-
tions where there are large numbers of signal paths and reflections. It operates best
under conditions when there is no dominant signal (direct line of sight signal), and
in many instances cellular telephones being used in a dense urban environment fall
into this category.
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4.3.3 Multipath Fading Compensation

In a typical mobile radio propagation environment, the amplitude of the received
signal is weakened or strengthened depending on the position of the terminal. Such
communications suffer from ISI and signal attenuation due to the channel. Rayleigh
channel is a statistical model of the fading channel recognized as the model of
the worst case . It assumes that the power of a signal transmitted through such a
communication channel varies randomly, or fades according to Rayleigh distribution.

The presence of ISI in the system makes the communication less reliable. It is
an unwanted phenomenon as the interfering symbols have similar effect to noise,
and this introduces errors in the decision device at the receiver output. Moreover,
the attenuation, which is a reduction of signal strength during transmission, may
significantly degrade the performance of a communication system. To mitigate these
effects that are linked to the channel, various techniques are used. For instance,
equalization, direct sequence spread spectrum, or OFDM can be applied to enhance
the interfere-proof ability; and to cope with attenuation, different methods exist such
as RAKE/Pre-RAKE receiver or exploiting diversity techniques. Brief definitions of
these techniques are given bellow.

Anti-Multipath Systems

There are several signal processing solutions we can use as countermeasures to
the ISI caused by delay spread. These techniques can be used at the transmitter
or the receiver to make the signal less susceptible to delay spread. Equalization
is a signal processing technique used at the receiver to alleviate the ISI problem.
spread spectrum and multicarrier modulation fall in the category of transmitter
signal processing techniques.

Equalization Equalization is the reversal of distortion incurred by a transmission
channel. In other words, it is the process of reducing amplitude, frequency, and phase
distortion due to ISI in a channel in order to improve transmission performance.
Equalization is partitioned into two broad categories (Sklar, 2001). The first category
is based on maximum-likelihood sequence estimation, and the second category
uses filters to compensate the distorted pulses. The equalizers strengthen (boost) or
weaken (cut) the energy of specific frequency bands. It must have an estimate of
the channel impulse or frequency response1. Since the wireless channel varies over
time, the equalizer must learn the frequency response of the channel (training), and

1As the channel estimation is out of our interest, in our thesis, the channel impulse response is
considered known by the receiver
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then update its estimate of the frequency response as the channel changes (tracking).
This is often referred to as adaptive equalization. In general, the training is done by
sending, over the channel, a fixed-length known bit sequence, which can be used by
the equalizer at reception to estimate the channel frequency response.

Direct Sequence Spread Spectrum Spread spectrum techniques allow spreading
the signal in the time or frequency domains. They reduce the risk of interference
with other receivers while providing some privacy. One of the most used, direct
sequence spread spectrum replaces “1” by a pseudo-random sequence and the “0” by
its logical complement (chipping); thus, a redundancy is introduced for performing
detection or even error correction at the end of transmission chain (Stüber, 2017).

OFDM Modulation is a multicarrier modulation technique consisting in transmit-
ting digital data by modulating it on a large number of orthogonal carriers at the same
time. The modulation and demodulation are implemented using circuits performing
fast Fourier transforms. OFDM has been adopted in several wireless standards like
802.11a/g/n (WLAN), 802.16a (WiMAX), LTE, etc. (Stüber, 2017). It has been mainly
designed to resist against the multipath fading and to ensure sufficiently high data
rates. The advantages of OFDM are:

• Low ISI: Adding a cyclic prefix (CP) increases the robustness of the OFDM
signal against multipath.

• Optimal spectral occupancy: Orthogonality between the n subcarriers allows
overlapping their frequency bands, respectively, and thus optimizes the spectral
efficiency of the modulated signal.

• Locally invariant Channel: The bandwidth of each subcarrier is small compared
to the entire bandwidth of the OFDM signal. Consequently, it can be considered
that the frequency response of the transmission channel is flat at each subcarrier.
The frequency fading of the channel is, therefore, a “flat fading”.

• Simple frequency equalization: Complex equalization (inverse convolution) is
reduced to a simple division in the frequency domain.

Hence, OFDM is used in this thesis for modulation.

Anti-Fading Systems

To counter the effects of multipath fading, path diversity can be exploited using
RAKE/PreRAKE receiver. In addition, different other diversity schemes can be used.
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RAKE/PreRAKE Receiver A RAKE receiver is a radio receiver that overcomes
the fading due to multipath phenomena. It consists of several sub-receptors called
“fingers”. Each finger is a correlator associated with a multipath propagation compo-
nent. It independently decodes the multipath components. The contribution of each
sub-receptor is then recombined to coherently sum all these multiple paths. This
technique improves the SNR of a transmission in a dense multipath propagation
channel (such as Rayleigh channel). However, the RAKE receiver requires some
additional signal processing for setting the weighting factors and the combination
functions. It causes more complexity and higher energy consumption in the receiver.
In mobile communications, it is desirable to reduce power consumption, size, and
cost of a mobile terminal in the downlink. PreRAKE was proposed to transfer the
receiver signal processing load to the transmitter (Stüber, 2017).

Diversity Technique Even if diversity is a form of redundancy, it is considered as
a useful solution to the problem of multipath fading in wireless communications.
Its principle is to provide for the receiver several versions of the same signal on
independent channels. These versions are unlikely to fade simultaneously. There are
mainly three types of diversity which are (Stüber, 2017):

1. frequency diversity;

2. time diversity (signal repetition); and

3. space diversity.

Frequency diversity uses multiple carriers separated by ∆ f greater than the
coherence bandwidth Bc of the channel. The system can then provide independent
versions of fading. This can be achieved, e.g., by frequency hopping, or spreading
matrices. The disadvantage of this method is its low spectral efficiency.

By transmitting the signal in different time slots, the system can achieve temporal
diversity. The interval between successive time slots must be greater than or equal
to the coherence time Tc; otherwise, the system performance degrades. This can be
achieved by coding and interleaving. Its disadvantage is reduced system capacity.

To provide independent fading, one can exploit space diversity using multiple
transmit and/or receive antennas, and choosing the spacing between the antennas
(> λ/2) (Stüber, 2017).

Depending on the antenna combination in the transmitter or the receiver, one can
class space diversity as:
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1. receive diversity, which uses a single transmitting antenna and multiple receiv-
ing antennas (SIMO: Single Input Multiple Output);

2. transmit diversity, which consists of using multiple transmitting antennas and
a single receiving antenna (MISO: Multiple Input Single Output); or

3. mixed diversity in transmission and reception, which combines the use of both
multiple transmitting and multiple receiving antennas (MIMO: Multiple Input
Multiple Output).

In this work, space diversity, using multiple receiving antenna, is used at the
receiver (SIMO).

The main objective of SIMO systems is to reduce the amplitude fluctuations due
to fading. It uses signals received by two or more uncorrelated antennas. If an
antenna suffers a fading, it may not reach the other antennas, and at least, one good
signal can be received.

The various received versions are combined at the reception so that the fading
is reduced. Three processing techniques can be used to combine diversity (Stüber,
2017): Selection combining (SC), equal gain combining (EGC), and maximum ratio
combining (MRC). In SC, the idea is to select the antenna with the best signal (usually
the signal strength is taken as a measure of signal quality). EGC seeks to improve
results by co-phasing signals (by applying the same weighting factor), and adding
them. Maximum ratio combining is the most optimal method. It differs from EGC
by using different weighting factors dependent on the SNRs. For the proposed
communication system design the three combiners are, firstly, assessed to choose the
best for our system.

In addition to equalization, OFDM modulation, and diversity, channel coding is
used for error detection and correction as described in the next subsection.

4.3.4 Channel Coding

Channel coding is used, in communication systems (Fig. 4.1), to minimize error
rate. The principle is to add additional digits to the transmitted information. The
added digits do not carry new information, but they allow the receiver detecting
and correcting errors. Error correcting codes are divided into two main classes:
block codes and conventional codes. In convolutional coding, the bits are processed
serially and not in blocks. The redundant bits are generated by the use of modulo-2
convolutions in the encoder; hence the name. A convolutional encoder with k inputs
and n outputs is of rate k/n. The convolutional code is specified by the parameters



88
Chapter 4. Designing a New Mobile Communication System by Exploiting

Compressed Sensing

(n,k,L), where L is the constraint length of the code. Convolutional codes are applied
in almost all communication systems after the apparition of Viterbi’s algorithm for
decoding (Ruyet and Pischella, 2015). Therefore, convolutional coding and Viterbi
decoding are used in this work for error detection/correction. More details about
channel coding can be found in (Stüber, 2017; Ruyet and Pischella, 2015).

4.4 Improving the Sytstem for Lower Bitrates

The proposed communication system integrate a CS-based speech codec that exploits
scalar quantization (SQ) for CS measurements quantization. Even if this codec is
very effective in terms of quality, intelligibility, and execution time, as discussed in
the previous chapter, it can not achieve very low bitrates. To improve the proposed
communication system for lower bitrates, we propose the use of CS speech codec
(see Fig. 4.4) that uses split-multistage vector quantization (S-MSVQ) instead of SQ.

FIGURE 4.4: Proposed compressed sensing-based speech codec

The evaluation of the performance of the proposed communication system and
its improved version is performed and presented in the following section.

4.5 Experiments

The proposed end-to-end transmission scheme (Fig. 4.5) increases the transmission
rate by using CS-source coding for speech compression in the context of mobile
communication systems. After applying CS, the obtained signal, called observation
vector, is quantized and binary encoded. In order to minimize error rate, channel
encoding is performed using convolutional code. The obtained data are then modu-
lated using OFDM and transmitted over a Rayleigh multipath channel. The signal
is received at multiple antennas (receive diversity). OFDM demodulation, diversity
combining, and equalization are, then, applied. In this work, the three combining
techniques (SC, EGC, and MRC) are tested and compared to select the best one
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Original signal s

Windowing: Speech segmentation into frames of 25ms with
40% shift

Representation in a sparse basis (wavelet) Ψ : N × N
s = Ψθ

Vector of coefficients θ

Thresholding: Forcing non significant coefficients θi to zero

Sparse θ

Creation of random measurement matrix Φ: M× N

Acquiring M significant samples: y = Φs = ΦΨθ

Optimal scalar quantization and binary encoding

Communication system

Binary decoding and de-quantization

Reconstruction by `1 minimization, inverse wavelet
transform, and overlap-add speech segments

Recovered signal ŝ

FIGURE 4.6: Flowchart of compressed sensing-source coding.

regarding the bit error rate (BER) as will be seen. After that channel decoding using
Viterbi algorithm is performed. To recover the speech signal, CS-source decoding
is performed by: binary decoding, dequantization, and CS reconstruction. Fig. 4.5
shows the steps of the simulation.

In the proposed system, the speech signal is, directly, source-coded using a
method based on CS (block A). Fig. 4.6 illustrates the CS-source coding implementa-
tion steps when SQ is considered.

The speech signal is, firstly, segmented. The sparse representation is obtained
by projecting each speech segment in the wavelet basis (Ouahabi, 2012), and then,
performing the thresholding (Algorithm 4). As the energy is concentrated in the
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coefficients of higher amplitude, eliminating the lower coefficients will improve the
sparsity without involving a significant signal loss. This can be done by applying
hard thresholding using the universal threshold γ defined as (Donoho and Johnstone,
1994; Donoho, 1995):

γ = σ
√

2 loge N (4.3)

where N is the length of the vector of coefficients, and σ2 is the noise variance. σ

is estimated by σ̂ = m/0.6745, where m is the median of wavelet coefficients at
level one. After zeroing the wavelet coefficients (i.e., hard thresholding) greater than
the threshold γ, an M× N Gaussian random measurement matrix is created. This
matrix fulfills the RIP and incoherence conditions. M random values are acquired
by multiplying the sparse vector by this matrix. The result (observation vector) is a
compressed and secured signal, due to the randomness of the measurement matrix
that encrypt the signal. This encryption is another advantage of using a random
measurement matrix. The observation vector is then quantized using optimal SQ
(using Lloyd optimization)2, and then binary encoded.

Algorithm 4 Performing compressed sensing on speech

Input: s the input speech signal and M the number of measurements
Output: The observation vector y

1: function COMPRESSED SENSING(s, M)
2: Sparse representation
3: θ← Ψs . Ψ: “db1" wavelet basis
4: Compute threshold γ
5: σ← median(θ)/0.6745
6: N← length(θ)
7: γ← σ

√
2 loge N

8: Perform thresholding
9: for i← 1 to N do

10: if |θ(i)| < γ then
11: θ(i)← 0 . Hard thresholding
12: end if
13: end for
14: Create random measurement matrix Φ . of length M× N
15: Perform acquisition
16: y← Φθ . y has length M
17: return y
18: end function

The compressed sensing-source coded signal is channel encoded (block B) using
1/2 rate convolutional code (the constraint length is equal to 7 and the code generator

2For the improved version of the proposed communication system, split-multistage vector quanti-
zation is used in the simulation.
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is [171 133]). OFDM modulation is then performed, as seen in Fig. 4.5 (block C). In
OFDM (Algorithm 5), the signal bandwidth Bs is divided into L sub-bands of ∆ f
bandwidth, with parameters chosen such as

∆ f � Bc (4.4)

and
Ts � Tc (4.5)

where Ts is the symbol period, Bc is the coherence bandwidth of the channel, and Tc

is the coherence time of the channel. This results in a frequency non-selective (in the
band ∆ f of subcarrier) and time-invariant (during the period Ts of a symbol) channel.
The insertion of the cyclic prefix (CP) allows spreading the duration of an OFDM
symbol to prevent interference between OFDM symbols (ISI).

Algorithm 5 Performing OFDM

Input: y the signal to transmit, Nb the OFDM symbol length, and CP the cyclic
prefix duration

Output: The modulated symbols Yi f f tCP
1: function OFDM(y, Nb, CP)
2: Perform QAM-16 modulation
3: yqam ← QAM16(y)
4: Form NbSymb symbols Symb of length Nb
5: NbSymb← length(yqam)/Nb
6: Perform IFFT for each symbol
7: for i← 1 to NbSymb do
8: Yi f f t ← i f f t(Symb(i))
9: Add cyclic prefix to get Yi f f tCP . Length Yi f f tCP is Nb + CP

10: end for
11: return NbSymb OFDM symbols (Yi f f tCP)
12: end function

For OFDM, the quadrature amplitude modulation (QAM) is applied to the ob-
servation vector. Then, the serial to parallel conversion (S/P) and inverse Fourier
transform are performed, and the CP is added. The principle of QAM is to form
p-bit symbols (p integer), and then represent them in a constellation. A constellation
may be of different sizes depending on the desired number of bits per symbol. In-
deed, a constellation represents all the possible states of these symbols. Thus, if we
want p-bit symbols, we will have 2p possible symbols corresponding to 2p points
in the constellation, arranged in a square grid with equal vertical and horizontal
spacing. By using more points on the constellation, it is possible to transmit more
bits per symbol. However the points are closer together and they are therefore more
susceptible to noise and data errors. In this simulation we used 16-QAM, i.e., a
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constellation of 16 symbols, as a compromise between transmission rate and error.
Let Dp = Ap exp (jϑp) be the symbol associated to the 16-QAM constellation point,
where Ap is its amplitude, and ϑp is its phase. Since all sub-carriers are transmitted
in parallel, the OFDM symbol a(n) can be written as:

a(n) =
N

∑
p=1

Dp exp (j2πpn/N) (4.6)

where Dp is the constellation point, n is a discrete time variable. Equation (4.6) can
be thought of as an IFFT process, where N is the IFFT size. To add a CP, one can
simply copy the end of the OFDM symbol to which it is added.

The OFDM symbols are transmitted through the Rayleigh multipath channel.
This simulation assumes that the number of taps in the channel is lower than the
CP duration (to reduce ISI). Since the defined CP is of eight samples, the Rayleigh
channel is chosen to be of seven taps. This means that the received signal is the
sum of seven delayed versions of the transmitted signal. By choosing a relevant
OFDM symbol duration (Ts � Tc), one can obtain a time invariant channel during
the symbol period; hence the received symbol is expressed as:

r(n) = h(n) ∗ a(n) + w(n) (4.7)

where n denotes a discrete time, r(n) is the received symbol, h(n) is the channel
impulse response statistically described by a Rayleigh distribution, a(n) is the trans-
mitted symbol, w(n) is an AWGN, and ∗ denotes the convolution operator.

The propagation in such a channel causes ISI and attenuation. OFDM overtakes
the ISI between symbols thanks to CP insertion. To compensate signal attenuation,
we used the technique of spatial receive diversity by utilizing multiple antennas in
reception.

After the CP extraction, the received symbols (by the various antennas) are trans-
formed to the frequency domain. They are, next, combined using SC (Algorithm 6),
EGC (Algorithm 7), or MRC (Algorithm 8). In the next step, the equalization, parallel
to serial conversion (P/S), and the QAM demodulation are performed (block D of
Fig. 4.5).

Channel decoding is performed using Viterbi algorithm (block E). In CS-source
decoding (block F), binary decoding is, firstly, performed. The result is, secondly,
de-quantized to restore the observation vector. This vector passes finally to the recon-
struction module which recovers the original signal by performing `1 minimization,



94
Chapter 4. Designing a New Mobile Communication System by Exploiting

Compressed Sensing

Algorithm 6 Selection combining algorithm

Input: SymbF a matrix of length nRx × Nb that contains the frequency domain
received OFDM symbols in lines, and h a matrix of length nRx× nTap where
each line is the channel response of a path

Output: The combined OFDM symbol SymbFhat
1: function SELECTION COMBINING(SymbF, h)
2: Compute the frequency response of the channels H
3: H← f f t(h)
4: Compute the channels power Hpower
5: Hpower← H. ∗ conj(H)
6: Find the maximum power Hpowermax
7: Hpowermax ← max(Hpower)
8: Select the chain with the maximum power
9: Hsel ← H(Hpower == Hpowermax)

10: SymbFsel ← SymbF(Hpower == Hpowermax)
11: Equalization with the selected chain
12: SymbFhat ← SymbFsel./Hsel
13: return SymbFhat
14: end function

Algorithm 7 Equal gain combining algorithm

Input: SymbF a matrix of length nRx × Nb that contains the frequency domain
received OFDM symbols in lines, and h a matrix of length nRx× nTap where
each line is the channel response of a path

Output: The combined OFDM symbol SymbFhat
1: function EQUAL GAIN COMBINING(SymbF, h)
2: Compute the frequency response of the channels H
3: H← f f t(h)
4: Divide by the phase of H
5: SymbF← SymbF. ∗ exp(−j ∗ angle(H))
6: Compute the sum
7: SymbFhat ← sum(SymbF, 1)./sum(abs(H), 1)
8: return SymbFhat
9: end function
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Algorithm 8 Maximal ratio combining algorithm

Input: SymbF a matrix of length nRx × Nb that contains the frequency domain
received OFDM symbols in lines, and h a matrix of length nRx× nTap where
each line is the channel response of a path

Output: The combined OFDM symbol SymbFhat
1: function MAXIMAL RATIO COMBINING(SymbF, h)
2: Compute the frequency response of the channels H
3: H← f f t(h)
4: Compute the combined signal
5: SymbFhat ←

sum(conj(H). ∗ SymbF, 1)./sum(H. ∗ conj(H), 1)
6: return SymbFhat
7: end function

inverse wavelet transform, and overlap-add speech segments. We consider basis
pursuit because:

1. minimizing the l1 norm of a solution promotes sparsity,

2. the sparse approximation problem can be replaced by a convex problem, and
there are many computationally efficient algorithms that can find the solutions,
and

3. `1 minimization is known by its robustness.

The parameters of the simulation and performance measures are presented next.

4.5.1 Simulation Setup and Performance Measures

A new mobile communication system that integrates CS-speech codec instead of the
current speech codecs (e.g., AMR-WB) is designed. Simulations were carried out to
evaluate the performance of
(i) the proposed communication system when the integrated CS-speech codec is
based on SQ of CS measurements; and
(ii) its improved version that considers a CS-speech codec based on S-MSVQ of CS
measurements.

The experiments used clean speech signals extracted from TIMIT database (Garo-
folo et al., 1993). The sampling frequency is fs = 16 kHz. A Hamming window was
used for speech segmentation. The frame size was chosen to be 25 ms with a 40%
shift. This test was conducted using MATLAB. Different compression ratios (C) are
considered when performing CS.
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For SQ, the number of bits per sample (nbps) was chosen to be 4 based on the
results of the previous chapter. For S-MSVQ, the codebooks were created using a
training database composed of CS measurements (observation vectors) obtained by
performing CS on the training speech signals at different values of C. Thus, we have
a different training database for each C. Note that 50 utterances were considered
for training, and 20 utterances, different from the latter, were used for test (of both
genders).

The parameters of the simulation are summarized in Table 4.1.

TABLE 4.1: Simulation parameters

Parameter Value

Sparse basis Wavelet (db1 was used)
Measurement matrix Gaussian random
Channel coding 1/2 convolutional code
Channel decoding Viterbi algorithm
OFDM QAM16, nFFT = 64, CP = 1/8
Channel model Rayleigh
Number of paths nTaps = 7
Diversity technique Receive-antenna diversity, nRx = 1 to 3
Combining techniques SC, EGC and MRC
Recovery method `1 minimization

The performances of the proposed communication systems are evaluated in terms
of wideband extension of the perceptual evaluation of speech quality (WB-PESQ)
and speech intelligibility index (SII). Refer to Section 3.7.2 for more details about
these measures.

4.5.2 Results

Thanks to the sparsity of speech in the wavelet basis, CS can be used for simultane-
ously acquiring and compressing signals. Exploiting this paradigm, besides other
signal processing techniques, for speech communication has resulted in a new design
for mobile systems.

Evaluation of the Proposed Communication System

Fig. 4.7 shows a zoom of 1000 samples of an example of simulation as well as its
wavelet coefficients after thresholding.

Figs. 4.8, 4.9, and 4.10 present the variation of BER vs. Eb/No when performing
the three diversity combining techniques (SC, EGC, and MRC respectively) with
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FIGURE 4.7: An extract of 1000 samples of original speech signal (top),
and its sparse representation (bottom). (Observe that the wavelet represen-

tation is sparser than the temporal one).

different numbers of antennas in reception. As expected, they show that the BER
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FIGURE 4.8: Performance of selection combining diversity with OFDM
modulation in Rayleigh channel. (Observe that with SC the BERs are
reduced when the number of receiving antennas increases: Around 8 dB im-

provement at 10−2 BER point with nRx = 2 and 10 dB with nRx = 3).

decreases with the rising of the number of receiving antennas. The more the number
of receiving antennas increases, the more the performances approach those of an
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FIGURE 4.9: Performance of equal gain diversity combining with OFDM
modulation in Rayleigh channel. (Observe that with EGC the BERs are
reduced when the number of receiving antennas increases: Around 9 dB im-

provement at 10−2 BER point with nRx = 2 and 12 dB with nRx = 3).
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FIGURE 4.10: Performance of maximum ratio diversity combining with
OFDM modulation in Rayleigh channel. (Observe that with MRC the
BERs are reduced when the number of receiving antennas increases: Around 10
dB improvement at 10−2 BER point with nRx = 2 and 13 dB with nRx = 3).
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AWGN channel in which the fading effects (in Eq. (4.7)) are not considered, i.e.,
r(n) = a(n) + w(n). In real systems, the number of receiving antennas is limited to
the constraint of mobile phone size (e.g., two antennas are used in the current mobile
devices: The main antenna and the diversity antenna); therefore, we have limited our
study to two receiving antennas while three receiving antennas are used to show the
effect of increasing the number of antennas on the BER. However, this study can be
extended to more antennas to accommodate future 5G systems. Fig. 4.11 compares
the BERs of the three techniques. The BERs of MRC combiner are smaller than those
of EGC and SC.
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FIGURE 4.11: Performance comparison of diversity combining tech-
niques with OFDM modulation in Rayleigh channel (nRx=3). (Observe

that the BERs of MRC are the smallest).

Fig. 4.12 shows the transmitted constellation and the received constellation after
using two receiving antennas and MRC combiner with a compression ratio C = 20%
and nbps = 4 (BR = 12.8 kbit/s). One can observe that the constellation is recovered
but with few grains.

Fig. 4.13 presents the original and the recovered speech signals after performing
channel decoding and CS-source decoding. To quantify the difference between the
two signals, we computed the MSE. For this example, an MSE = 1.2× 10−3 and a
PESQ = 3.43 are obtained.
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FIGURE 4.12: Constellation diagrams of the transmitted signal (in red
asterisks) and the received signal (in blue dots) after equalization with
receive diversity (BR = 12.8 kbit/s; nRx=2; MRC; Eb/No= 20 dB).
(Observe that the QAM-16 constellation is recovered with few distortion due

to the white Gaussian noise).

FIGURE 4.13: The original (top) and the recovered (bottom) speech
signals. (Note that the mean-squared error of this example is 1.2× 10−3, and

the PESQ is 3.43).
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Table 4.2 lists the average PESQ scores of the speech issued from the proposed
communication system (that integrates CS-source coding). It also clarifies the effects
of the channel (nRx = 1), the diversity (nRx = 2), and the compression ratio
(C = M/N) on the quality of output speech. Here, the number of antennas is limited
to 2 (as in actual mobile phones) and nbps = 4 in 10 dB environment. The average
SII values of the proposed chain are presented in Table 4.3.

TABLE 4.2: The average PESQ scores of the recovered speech signals
(nbps = 4, Eb/No= 10 dB).

C (%) BR (kbit/s) PESQ
nRx = 1 nRx = 2

10 6.4 2.44 2.39
20 12.8 2.86 3.33
30 19.2 2.77 2.81
40 25.6 2.88 2.99
50 32 3.41 3.80
60 38.4 3.12 3.82
70 44.8 3.00 3.70
80 51.2 3.35 3.73
90 57.6 3.63 3.74

TABLE 4.3: The average SII values of the recovered speech signals
(nbps = 4, Eb/No = 10 dB).

C (%) BR (kbit/s) SII
nRx = 1 nRx = 2

10 6.4 0.42 0.41
20 12.8 0.45 0.50
30 19.2 0.50 0.53
40 25.6 0.57 0.61
50 32 0.61 0.72
60 38.4 0.69 0.83
70 44.8 0.70 0.85
80 51.2 0.73 0.86
90 57.6 0.76 0.85

Evaluation of the improved version of the Proposed Communication System

An improved version of the proposed communication system is designed for low
bitrates. It was evaluated for BR = 8.85 kbit/s using different number of stages/splits
and various values of C. We chose this bitrate because it is one of the nine BRs
(modes) of AMR-WB which is used in GSM and UMTS networks. We did not
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considered higher BRs in the evaluation of the improved version because of the
memory constraints.

The average quality and intelligibility scores are presented in Figs. 4.14 and 4.15,
respectively. One can observe the increase of SII and PESQ scores with the rising of
C.
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FIGURE 4.14: PESQ performances of the reconstructed signal for the
proposed communication system, BR= 8.85 kbit/s. (Observe that the best

quality is obtained when using 2-stages 3-splits S-MSVQ for a CR=20%)

Table 4.4 lists the average PESQ and SII scores of the recovered speech from the
proposed mobile communication system and its improved version. It also highlights
a comparison with the PESQ results of some other CS-based speech compression
methods.

4.5.3 Discussion

Performing both acquisition and compression simultaneously, by CS, reduces the
processing burden at the transmitter. Hence, less pre-processing time and commu-
nication resources are needed, e.g., less battery consumption is required compared
to current speech coding standards, such as AMR-WB that allows good quality at
the cost of high battery consumption. By decreasing the amount of data, the time
required for transmission across the network is reduced. Consequently, the transmis-
sion speed is increased. Because the condensed data take up less bandwidth, one
can transmit greater volumes at a time, and this increases the transmission rate. In
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FIGURE 4.15: Intelligibility performances of reconstructed signal for
the proposed communication system, BR= 8.85 kbit/s. (Observe that the

intelligibility score increases with the rising of CR)

addition, the randomness of the measurement matrix may enhance the security of the
communication because it can be considered as a form of encryption (Cambareri et al.,
2015). The results presented here show that the proposed communication system
design allows promising performances considering real transmission conditions.

Quality and Intelligibility Assessment

The use of CS for speech compression is possible thanks to the sparseness of speech
in the wavelet domain as evidenced in Fig. 4.7. The latter shows that the wavelet
coefficients present more null values; hence the sparsity.

The compressed signal is convolutionally encoded to increase the robustness
against error, and modulated with OFDM to enhance the spectral efficiency and also
the immunity against ISI caused by Rayleigh multipath fading channel.

The transmitted symbols, presented by the red asterisks in the constellation
diagram in Fig. 4.12, are distorted after passing through this channel. To reduce this
distortion, receive antenna diversity is used.

With the tested combiners: SC, EGC, and MRC (Figs. 4.8, 4.9, and 4.10), one
notices that when the number of antennas increases, the BER vs. Eb/No decreases
faster. For instance, with MRC and for a BER of 10−2, Eb/No gains of 10 dB and 13
dB are obtained for two and three receiving antennas respectively. So, using more
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receiving antennas leads to higher quality. This means that the diversity (within the
proposed communication scheme) keeps its performance, and therefore it can be
used in systems based on CS to mitigate the attenuation. Results in Table 4.2 support
this deduction. Improved PESQ scores are obtained using two antennas with MRC
combiner, e.g., for C = 20%, the average PESQ score is 2.86. It increases to 3.33 when
using two receiving antennas; hence the channel compensation.

Analysing Fig. 4.11, one notices that MRC gives the smallest BER comparing to
EGC and SC; for this reason, MRC is adopted in the proposed system.

Fig. 4.12 shows that with two receiving antennas and MRC combiner, one gets
the transmitted constellation but with some grains (the blue dots in the diagram) due
to the residual AWGN (see Eq. (4.7)).

Fig. 4.13 indicates that the two signals are almost similar. An MSE = 1.2× 10−3

and a PESQ = 3.43 are reported for this example, demonstrating a successful recovery.
In fact, our communication system provides a good quality of recovered speech
justified by a PESQ score approaching 3.5 for BR = 12.8 kbit/s. One can justify
this by the robustness of `1 minimization, and the use of wavelet thresholding
(performed to enhance the sparsity) which is considered as a denoising method in
many applications.

Let us remind that a PESQ ≥ 2.5 is interpreted as a good quality score, and a SII
≥ 0.75 is a good intelligibility score. Note that this communication system was inves-
tigated for real communication conditions (10 dB Rayleigh channel). The promising
PESQ values presented in Table 4.2 prove that the techniques used for mitigating
channel effects allow channel compensation. One also notices from Table 4.2 (re-
spectively Table 4.3) the improvement of PESQ scores (respectively SII values) of
the output speech of the proposed system with the raising of compression ratio
(C = M/N). With the same BR (12.8 kbit/s corresponding to C = 20%), our CS-
based communication system achieves fair intelligibility score of SII = 0.50 (Table 4.3).
Good SII values are observed for high compression ratios.

Our CS-source coding scheme was compared with AMR-WB speech encoder,
which is used in current mobile communication systems. At a BR = 12.65 kbit/s
and for a channel error probability pe = 0.01, the average PESQ score obtained
using the original AMR-WB with 46 bits/frame split-multistage vector quantization
is 2.86, and it is 1.35 for a pe = 0.1 (Cheraitia and Bouzid, 2014, Table 8). With a
BR = 12.64 kbit/s (corresponding to C = 19.75%), our CS-source coding scheme
achieves an average PESQ score of 2.40 for a pe = 0.01, and 2.33 for a pe = 0.1. One
can notice that for more dramatic communications conditions (higher channel error
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probability, i.e., pe = 0.1), the PESQ results reveal the advantages of the proposed
design. Furthermore, a gain in processing time performance is achieved. The latter is
justified by the reduced complexity of source-coding and the amount of data, that
decreases the processing burden in all the steps of the communication.

The improved version of the proposed communication systems also shows
promising results. Considering a BR = 8.85 kbit/s, fair intelligibility scores are
achieved for all the studied values of C. It is also noticed that the results obtained
using two-stages S-MSVQ quantizers are better than those obtained using the three-
stages S-MSVQ quantizer (Fig. 4.15). Good PESQ scores are obtained for all the
studied S-MSVQ quantizers and C values. For two-stages S-MSVQ, the average
PESQ scores are better than those obtained for three-stages S-MSVQ. As the best
PESQ value is achieved using two-stages three-splits S-MSVQ and C = 20%, the
latter parameters were selected and used in the CS-speech coding module integrated
in improved version of the new end-to-end communication system. The average
PESQ and SII scores are listed in Table 4.4. This table also highlights a comparison
with the results obtained using the proposed communication systems with BR = 8.85
kbit/s and some other CS-based speech compression methods. The improved ver-
sion of the proposed communication system design allows good quality of recovered
speech, justified by a PESQ score close to 3.14, and fair intelligibility (SII= 0.47) for
a BR = 8.85 kbit/s. Results in this table confirm that the improved version of the
proposed communication system leads to an enhanced quality and intelligibility of
the recovered speech compared to the, firstly, proposed system (PESQ= 2.41 and
SII= 0.45). Additionally, the obtained average PESQ scores are better than those
achieved using the speech compression methods presented in (Giacobello et al., 2012;
Al-Azawi and Gaze, 2018; Ji, Zhu, and Champagne, 2019).

The method presented in (Giacobello et al., 2012) performs speech coding based
on sparse linear prediction. The PESQ value obtained for a BR = 10.1 kbits/s is close
to 4.13± 0.13 in noise-free conditions, and it is close to 3.21± 0.19 in the presence
of AWGN for an SNR of 10 dB. The latter value is close to our results (PESQ=3.14)
obtained for lower BR = 8.85 kbit/s and in more dramatic communication scenario
considering multipath fading effects (in addition to AWGN).

In (Al-Azawi and Gaze, 2018), the authors proposed a method of simultaneously
speech compression and encryption. They didn’t use a quantization scheme. In
addition, noisy communication channel was not considered in their tests. They
obtained a PESQ score of 4.43 for a C = 60%. For lower compression ratio C = 40%,
they achieved a PESQ value of 2.73. Although we used a quantization scheme
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(which engenders a quantization error), lower C = 20%, and we considered a 10-dB
Rayleigh channel, our average PESQ value 3.14 is better.

Ji et al. in (Ji, Zhu, and Champagne, 2019), proposed a new dictionary leaning
method, and presented a new compressive speech sensing. They also proposed a
new linear predictive coding (LPC) coefficients extraction technique for voiced and
unvoiced speech. Considering AWGN and for a C = 30%, the obtained PESQ scores
are 2.4 and 2.25 for males and females, respectively. Even with higher C = 80%, they
achieved PESQ values of 2.71 and 2.8 for males and females, respectively. In our case,
we considered the multipath fading effect in addition to AWGN, and with lower
C = 20% we obtained a better PESQ score of 3.14.

About Complexity and Security Aspects

A reduction in processing time (in the new communication system design) is achieved
using the proposed CS-speech coding. Since CS uses advanced reconstruction proce-
dures to compensate the lack of measurements, the computational burden is shifted
from the transmitter to the receiver. Nevertheless, the overall load of the design is
implicitly reduced as CS affects the entire mobile communication system. Indeed, the
following three impacts influenced our communication system load, in addition to
reducing the energy consumption, the memory requirements, and the hardware and
software costs. Firstly, our communication system process less samples (i.e., faster
acquisition and smaller traffic volume); hence less computational burden is carried.
Secondly, with the simultaneous acquisition and compression in our design (i.e.,
proposed CS-source coding), one can avoid the utilization of costly-computational
compression techniques (e.g., AMR-WB). Therefore, a separate module for com-
pression is not needed (i.e., less complexity for the system). Thirdly, the secrecy
properties of CS measurements permit joint compression and encryption (again at
the acquisition stage), eliminating the additional computational cost of a separate
encryption protocol.

Indeed, the randomness of the sensing matrix leads naturally to an implicit en-
cryption (as evidence, see (Orsdemir et al., 2008; Cambareri et al., 2015; Bianchi,
Bioglio, and Magli, 2014; Bianchi, Bioglio, and Magli, 2016) which analyse the secu-
rity properties of CS. Some results for speech encryption application are reported
in (Cambareri et al., 2015)). In fact, random matrices are generated by a pseudo-
random number generator using an initial seed. The latter is shared between the
transmitter and the receiver (shared secret). The compressed sensing measurements
are transmitted, and its intended receivers may recover s by knowing y, and by
having a prior agreement on the initial seed (or shared secret) that is necessary to
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reproduce Φ (note here that sharing only the seed instead of the matrix Φ reduces
the memory requirements which makes another advantage of this scheme). Hence
the CS measurements y can be considered as an encrypted representation of the
original signal s. In other words, the security of CS relies on the fact that an attacker
has no knowledge about the sensing matrix Φ since it does not have the seed used
to generate it. Consequently, CS is considered as a symmetric encryption scheme
(i.e., private key cryptosystem), where s is the plaintext, y is the ciphertext, and the
linear transformation operated by the sensing matrix Φ (the acquisition process) is
the encryption algorithm (the initial seed is the encryption key). Since Gaussian
random matrix is used in our design, we can say that our communication system
grants some level of security promoting implicitly an encryption at zero-cost. More
information about CS in security field can be found in (Zhang et al., 2016).

4.6 Conclusion

A novel end-to-end communication scheme that uses a method based on CS for
speech coding is presented in this chapter. An improved version is also introduced
for lower bitrates. The communication systems are investigated for worst case
communication conditions (Rayleigh environments). The channel model and the
techniques chosen to mitigate the channel effects (to provide secure and robust
communications) are described. Results for speech communication are also provided.

To sum up, the study outcomes led to the following key findings:

• Compressed sensing performs the acquisition and compression simultaneously;
hence reducing the processing load, network resources, memory, and the power
consumption, which offers significant advantages over current methods such
as AMR-WB that allows a good speech quality for small bit-rates but requires
high battery consumption. Moreover, by reducing the data amount one can
transmit greater volume at a time, which increases the transmission rate.

• A reduced complexity speech coding system is achieved using optimal SQ or
S-MSVQ of CS measurements and binary encoding. This further reduces the
overall complexity of the communication system.

• The randomness of the acquisition matrix serves as encryption, which allows
secure communications without additional costs.

• The use of `1 minimization and wavelet thresholding (for sparsity) enhances
the robustness against noise.
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• Diversity techniques keep their performances when using CS-speech codec in
the communication system:

1. More receiving antennas corresponds to better BERs.

2. Maximal ratio combining method gives better results in terms of BERs
than SC and EGC.

• Good perceptual evaluation of speech quality scores, and fair coherence speech
intelligibility index values are achieved with the proposed mobile communica-
tion system and its improved version. For example, for a BR = 12.8 kbit/s, an
average PESQ score close to 3.5 is achieved considering the proposed commu-
nication system in a 10 dB Rayleigh environment. The improved version of the
proposed communication system leads to an average PESQ score of 3.14 for a
BR= 8.85 kbit/s in a 10 dB Rayleigh environment.

• The improved version of the proposed communication scheme allows enhanc-
ing the performance of the latter.

• In degraded communication environments and lower bitrates, the average
PESQ values obtained using our design are better than those obtained using
several recently proposed CS-speech coding methods. For example, for C =

30%, a PESQ scores of 2.40 and 2.25 were obtained for male and female speech
using the method proposed in (Ji, Zhu, and Champagne, 2019) in AWGN
channel. In our case, we obtained a PESQ value of 3.14 for C = 20% in 10 dB
Rayleigh channel.

In the following chapter, another application of compressed sensing in another
area (speech enhancement) will be presented.





111

Chapter 5

Speech Enhancement Using
Compressed Sensing

5.1 Introduction

In this chapter, a focus is made on the speech enhancement, which is an importatnt
task in many areas including speech coding and communication . The sparsity of
speech (in a suitable sparse basis or an overcomplete dictionary) has been exploited
to design new methods for speech enhancement based on compressed sensing (CS).
These alternative methods have proven better performance than conventional speech
enhancement methods that have been widely used such as, spectral subtraction,
Wiener filtering, wavelet denoising, etc. Here, we propose a novel speech enhance-
ment approach based on CS (Haneche, Boudraa, and Ouahabi, 2020). Details of the
proposed CS-based speech enhancement method are presented after a brief descrip-
tion of some conventional techniques. Numerical results and discussion are also
provided later in the chapter.

5.2 Motivation

Speech has been the primary form of communication between humans since the
beginning of human civilization. Additive background noise, coming from envi-
ronment such as in restaurants, market, and factory, can mask the speech signal.
This effect reduces the quality, makes difficult listening, and gives poor performance
in many applications. Hence, speech enhancement is required. The main objec-
tive of speech enhancement is to improve the perceptual aspects of speech such as
quality, which reduces the listener fatigue (Hu and Loizou, 2008). Several areas of
signal processing, including speech coding, automatic speech recognition, biomedical
applications, hearing aid, mobile radio communications, teleconferencing systems,
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military communications, etc, are concerned by speech enhancement. There are
two main categories of speech enhancement: multiple channel and single channel
approaches (Benesty, Makino, and Chen, 2005). Multi-channel solutions require
more than one microphone for observations. They exploit the spatial diversity to
separate the signal of interest from noise. Single channel techniques offer a much
more computationally efficient solution since only one microphone is used (Paliwal,
Wójcicki, and Schwerin, 2010). These methods prevail, because of their low cost
and simplicity. Popular single channel speech enhancement techniques are based
on spectral subtraction (Boll, 1979; Paliwal, Wójcicki, and Schwerin, 2010), filtering
(Almajai and Milner, 2011), wavelet shrinkage (Donoho, 1995; Ouahabi, 2012), or
statistical modeling methods (Loizou, 2007):

• Spectral subtraction was firstly suggested by Boll (Boll, 1979), and has gained
huge acceptance due to its simplicity (Paliwal, Wójcicki, and Schwerin, 2010)
Basically, the enhanced signal can be obtained by subtracting the estimated
spectral noise from the noisy spectral observations. An accurate noise spectral
component estimation is needed. Typically, a voice activity detector (VAD) is
used to detect the presence of speech and non-speech periods for the estimation
of noise statistics.

• Filtering, such as Wiener filtering and Kalman filter-based methods, estimates
clean speech signals by minimizing an estimation error analytically (Almajai
and Milner, 2011). These methods are more effective to denoise stationary
noises than non-stationary noises.

• Wavelet denoising was introduced by Donoho (Donoho, 1995). It is based on
the assumption that low amplitude wavelet coefficients represent noise. The
enhanced signal is obtained by transform back the wavelet coefficients to time
domain after performing soft/hard thresholding.

• Statistical modeling methods have an improved denoising capacities for non-
stationary noises by employing statistical models to maximize certain statistical
criteria, e.g., maximum likelihood (ML) (Loizou, 2007).

An alternative to these conventional methods is a technique based on CS. The idea
is to exploit the sparsity of speech in the chosen dictionaries. Few important CS-based
speech enhancement methods have been proposed (Sigg, Dikk, and Buhmann, 2012;
Jančovič, Zou, and Köküer, 2012; Low, Pham, and Venkatesh, 2013; Wu, Zhu, and
Swamy, 2013; Wu, Zhu, and Swamy, 2014; Ramdas, Mishra, and Gorthi, 2015; Luo
et al., 2016; Wang et al., 2016). They seek to estimate a sparse representation of the
clean speech by reconstructing only the sparse components (speech) from the mixture
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(speech and noise). In fact, CS provides an efficient transform to the measurement
domain, while the recovery algorithm provides a way to return to the data domain.
Nevertheless, when the input SNR is low, the energy of the noise is relatively large,
and this results in degraded reconstruction quality (Wang, Wang, and Hao, 2019).
Hence, the performances of speech enhancement by sparse recovery are reduced for
low SNR scenarios (Wang et al., 2016). To address this issue, we aim to exploit the
information about the noise, in the measurement domain, besides sparse recovery
in a CS-based speech enhancement framework. The idea is to subtract the noise
measurement before performing the CS reconstruction to reduce the impact of the
noise; hence more accurate sparse recovery can be achieved.

5.3 Brief Description of Some Conventional Speech En-

hancement Methods

Additive noise coming from environment introduces an annoying distortion in the
speech signal. Therefore, speech should often be enhanced before further processing.
Let s be a speech signal affected by the additive noise n giving the noisy speech x
that can be represented as

x = s + n (5.1)

Speech enhancement methods aim to extract s from the mixture x. In the subse-
quent subsections, some classical speech enhancement methods; namely spectral
subtraction, Wiener filtering, and wavelet denoising are described.

5.3.1 Spectral Subtraction

Spectral subtraction is historically one of the oldest algorithms, its main properties
are its easy implementation and minimal complexity. It is a single channel speech
enhancement technique. In spectral subtraction the enhanced speech is synthesized
from the spectrum obtained by subtracting the noise spectrum from the input noisy
signal spectrum. Therefore, the magnitude of the noise spectrum has to be estimated
based on the available noisy speech signal, and this is a challenging task. Important
assumptions in this method are the stationarity of speech and the non-correlation
of noise with the clean signal (Upadhyay and Jaiswal, 2016). Considering speech
segments of 20− 30 ms, the frequency representation is described as

X = S + N (5.2)
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where X, S, and N are the spectrograms of signals in equation (5.1). The spectrogram
of the enhanced speech is defined as

Ŝ = |Ŝ| exp(jϕx) (5.3)

where ϕx is the phase spectra of the noisy speech x, and |Ŝ| is the estimated magnitude
spectrogram obtained by

|Ŝ| = |X| − |N̂| (5.4)

where |N̂| is the magnitude of the estimated noise spectrogram. The noise spectrum
is estimated during pauses. Voice activity detection is used for detecting the pres-
ence/absence of speech. The time representation of the enhanced speech is obtained
by inverse Fourier transformation of Ŝ.

Spectral subtraction introduces a new type of noise commonly referred to in the
literature as “musical noise”. Another minor shortcoming of the spectral subtraction
algorithm is the use of noisy phase that produces a roughness in the quality of
the synthesized speech. As the presence of noise in the phase does not contribute
much to the degradation of speech quality , and because the clean phase Estimation
greatly increases the complexity of the enhancement algorithm, much effort has been
focused on finding methods to reduce musical noise. Berouti and Boll’s subtraction
methods (Berouti, Schwartz, and Makhoul, 1979; Boll, 1979) form the basis of spectral
subtraction for the new methods. For example, Paliwal in 2010 (Paliwal, Wójcicki, and
Schwerin, 2010) proposed to apply spectral subtraction algorithm in the modulation
domain. Kamath and Loizou suggested to divide the spectrum into frequency bands
and then to apply different nonlinear rules in each band (Kamath and Loizou, 2002).
Yet, Virag suggested the use of a psychoacoustical model so as to render the residual
noise inaudible (Virag, 1999).

5.3.2 Wiener Filtering

The Wiener filter is an optimal filter that minimize the MSE criterion. It differs
from spectral subtraction by the fact that it gives the minimum MSE estimate of the
short-time Fourier transform (STFT) whereas the spectral subtraction obtains the
minimum MSE estimate of the short-time spectral magnitude without changing the
phase (Vaseghi, 2005). The gain function of Wiener filter can be defined as (Upadhyay
and Jaiswal, 2016)

G =
Ps

Px
=

Px − Pn

Px
(5.5)
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here Ps, Pn, and Px are the power spectral density of the clean speech, the noise, and
the noisy speech, respectively. The enhanced speech is estimated as (Upadhyay and
Jaiswal, 2016)

P̂s = GPx (5.6)

|ŝ| = TF−1(

√
P̂s) (5.7)

Taking into account the (noisy) phase, we obtain

ŝ = |ŝ|ejϕx (5.8)

5.3.3 Wavelet Denoising

Wavelet shrinkage denoising is considered as a non-parametric method (Ahmed et al.,
2015; Ouahabi, 2013). It offers an adaptive resolution better than STFT (Ouahabi,
2012). Speech signal has sparse representation in wavelet basis. Thus, one can
eliminate low coefficients, which carry non significant information (mostly represent
noise) to have a enhanced speech. Wavelet-based denoising method consists of three
steps:

1. Perform forward wavelet transform on noisy speech (Eq. (5.1)), to obtain

Wx = Ws + Wn (5.9)

where Wx, Ws, and Wn denote the wavelet transform representations of noisy,
clean, and noise signals, respectively.

2. Apply a threshold γ, using a thresholding function T(.), on the wavelet coef-
ficients T(Wx, γ). Several thresold estimation methods exist, e.g., universal,
visushrink, minimax, and heuristic sure thresholds. The method proposed by
Donoho and Johnstone (Donoho and Johnstone, 1994; Donoho, 1995), called
universal threshold, is widely used. It is defined by Eq. (4.3). This threshold is
used in a thresholding function that can be hard, soft, or semi-soft thresholding
function. Hard thresholding is defined as

Thard(Wx, γ) =

{
Wx if |Wx| > γ

0 otherwise
(5.10)

where Thard(.) denotes the hard thresholding function and γ the universal
threshold.



116 Chapter 5. Speech Enhancement Using Compressed Sensing

The estimated wavelet representation of the enhanced speech is described as

Ŵs = Thard (Wx, γ) (5.11)

3. Perform inverse wavelet transform to Ŵs.

5.4 Compressed Sensing-Based Speech Enhancement

Compressed sensing can be used for speech enhancement thanks to sparsity of clean
speech in a chosen basis. The basic CS-based speech enhancement steps are:

1. Sparse representation: By projecting the noisy speech x in a suitable sparse
basis Ψ (e.g, wavelet, time-frequency, ... representation) as defined by Eq. (2.2),
and performing hard thresholding (using the universal threshold) to eliminate
non-significant coefficients, and hence reinforce sparsity.

2. Acquisition: By multiplying the sparse vector of coefficients θ with a random
Gaussian matrix Φ (see Eq. (2.18)).

3. Sparse recovery: By applying a CS reconstruction algorithm (refer to Sec-
tion 2.3.3 for more details), for example `1 minimization defined in Eq. (2.24).

The enhanced speech ŝ is obtained by inverse sparse transform (e.g, inverse
wavelet transform, inverse short-time Fourier transform, ...) of the recovered sparse
vector θ̂.

In the following section, we present our proposed CS-based speech enhancement
method.

5.5 Proposed compressed sensing-based speech enhance-

ment method

Sparsity plays an important role in CS. It is the first condition that must be verified
to allow CS reconstruction. The fact that most real-life signals are sparse in some
transform bases has encouraged the usage of CS in many applications, including
speech enhancement. Speech signals are sparse in the time-frequency domain (Low,
Pham, and Venkatesh, 2013; Wang et al., 2016); hence our choice to perform the
enhancement in the time-frequency domain. In this section, the general description as
well as the mathematical formulation of the proposed CS-based speech enhancement
approach are given.
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FIGURE 5.1: Block Diagram of the proposed CS-based speech enhance-
ment method. Note that for each frame, a decision speech/silence is performed

and a processing is done depending on the result.

5.5.1 System Overview

We propose a speech enhancement method based on CS by performing noise sub-
traction in the measurement domain. Fig. 5.1 presents our enhancement technique.
This approach is divided into two stages: dictionary learning and speech enhance-
ment procedure. For dictionary learning we used K-SVD algorithm to train, in the
frequency domain, an overcomplete dictionary D that would be used for CS recovery.
This dictionary can sparsely represent the speech signals with a tolerable error. The
proposed speech enhancement process is performed on the overlapped frames in
the frequency domain. First, speech segmentation using overlapped Hamming win-
dows is performed. For each frame f , we compute the frequency representation (in
other words, STFT). The noise measurement can be performed based on noise-only
frames. The frames corresponding to the first 100− 300 ms of every noisy speech
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are usually considered as silence; hence they contain only noise (Boll, 1979; Cole,
Karam, and Aglan, 2008; Seyedtabaee and Goodarzi, 2010). In this work, the first
250 ms are assumed to be the initial silence, and the corresponding NIS frames are
used to compute the initial noise ŷn (in the measurement domain) by averaging the
observation vectors of these segments. Next, VAD is performed, and a mask function
M is created depending on the VAD output. If the current frame is classified as
speech (VAD( f ) = 1), masking is performed on the speech spectrum, and the noise
(in the measurement domain) is subtracted from the observation vector of the noisy
speech. The enhanced speech spectrum is obtained by CS recovery using orthogonal
matching pursuit (OMP). Otherwise, if the current frame is considered as silence
(VAD( f ) = 0), the noise measurement are updated, and the mask is applied on the
spectrum. In this case, the enhanced speech spectrum is the masked spectrum. After
that, we return to the time domain, and we overlap-add speech segments to obtain
the enhanced speech (in other words, inverse STFT). Algorithm 9 details the speech
enhancement procedure.

5.5.2 Mathematical Formulation of the Proposed Speech enhance-

ment process

Assuming a noisy speech x ∈ RN, it can be represented as defined in Eq. (5.1)
Considering overlapped segments and passing to the frequency domain, we obtain
the spectrogram X ∈ RB×F (see Eq.( 5.2)), where B is the number of frequency
bins, and F is the number of frames. X can be spanned by few atoms from an
overcomplete dictionary trained using clean speech spectrograms, giving hence the
sparse representation Θ

X = DΘ (5.12)

where D ∈ RB×T is the overcomplete dictionary, and T is the number of atoms. Θ is
a T × F matrix containing the sparse coefficients vectors Θ f . Note that

∀ f = 1, . . . , F ‖ Θ f ‖0≤ K

where Θ f is the f th frame of Θ, and K is the sparsity.

The CS acquisition (sampling process) holds the matrix of observation vectors Yx

defined as
Yx = ΦX = ΦDΘ (5.13)

where Φ ∈ RM×B is random Gaussian sensing matrix (M < B), and Yx is the matrix
of dimension M× F containing the observation vectors (Measurement vectors). The
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Algorithm 9 Proposed CS-based speech enhancement procedure

Input: x the noisy speech and D the overcomplete dictionary
Output: The enhanced speech ŝ

1: Speech segmentation . Hamming window
2: Create a sensing matrix Φ . random Gaussian matrix
3: Perform noise measurement ŷn . for the 1st NIS frames (Eq. (5.15))
4: for each frame f do
5: Compute spectrum X f

6: Perform VAD
7: Create a mask M f . with regard to Eq. (5.18)
8: if VAD( f ) = 1 then . speech frame detected
9: Apply the mask to the spectrum as

X f
m ←M f X f . element-wise multiplication

10: Estimate the clean speech frame measurement ŷs as
ŷs ← ΦX f

m − ŷn . noise subtraction in the measurement domain
11: Perform OMP to obtain the the sparse coefficients vector Θ̂

f
s

12: Compute the enhanced spectrum Ŝ f as
Ŝ f ← DΘ̂

f
s

13: else . silence frame detected
14: Update the noise measurement ŷn . with regard to Eq. (5.16)
15: Apply the mask to the spectrum as

X f
m ←M f X f . element-wise multiplication

16: Compute the enhanced spectrum Ŝ f as
Ŝ f ← X f

m . the enhanced spectrum is the masked spectrum
17: end if
18: end for
19: Return to the time domain
20: Overlap-add the enhanced speech segments
21: return ŝ

speech spectra are independently projected on the measurement domain using the
same sensing matrix Φ, i.e., for each f th frame X f from X corresponds an observation
vector Y f

x ∈ RM×1 which is the f th column of Yx.

By substituting X (see Eq. 5.2), the latter equation is equivalent to

Yx = ΦS + ΦN = Ys + Yn (5.14)

where Ys and Yn are the matrices containing the observation vectors corresponding to
the clean speech and the noise, respectively. In other words, they are the projections
of S and N in the measurement domain.

To perform noise subtraction in the measurement domain, we need to estimate the
observation vector of the noise (i.e., estimate the noise in the measurement domain).
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This can be done during pauses. We used VAD technique to detect voice/silence
frames.

The principle of VAD devices is based on features extraction and comparison
with thresholds computed from noise-only periods. Generally, VAD has a binary
output. Voice activity is detected (VAD output = 1) if the features values exceed
the thresholds. Otherwise, silence is detected (VAD output = 0). More accurate
thresholds provide more reliable voice detection results. After many experiments,
we chose the algorithm proposed by Verteletskaya (Verteletskaya and Sakhnov, 2010)
for voice/silence detection. This algorithm is based on periodicity detection, as well
as the high-frequency to low-frequency signal energy ratio and full-band energy
computation.

The noise in the measurement domain was estimated by frame-averaging the
observation vectors corresponding to the silence segments. Initially, we considered
the first NIS frames as silence, and we estimated noise measurements as

ŷn(i) =
1

NIS

NIS

∑
f=1

Yx(i, f ), i = 1, . . . , M (5.15)

where f is the frame index, M is the number of measurements, and Yx is the matrix
of observation vectors corresponding to the noisy speech x. Usually, it is assumed
that the first 100− 300 ms of the speech signal do not contain speech (Boll, 1979; Cole,
Karam, and Aglan, 2008; Seyedtabaee and Goodarzi, 2010). Therefore, in this work
we considered that the number of the initial silence frames NIS corresponds to the
initial 250 ms, which is a noise-only signal. ŷn is updated when a silence frame f
is detected (VAD( f ) = 0). Hence, the frame-averaged noise observation vector is
expressed as

ŷn(i) =
1

NS
[(NS − 1)ŷn(i) + Yx(i, f )] (5.16)

where NS is the total number of silence segments.

After estimating noise in the measurement domain, we applied a mask function
M to the spectrogram X. This function returns to zero all the silence frames giving,
hence, Xm defined as

Xm = MX (5.17)

with

M(b, f ) =

1 if VAD( f ) = 1

0 if VAD( f ) = 0
(5.18)
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where b = 1, . . . , B is the frequency bins index, and f = 1, . . . , F is the frame index.
The multiplication is performed in an element-wise manner.

The noise subtraction (in the measurement domain) was performed for each
active-speech frame as follows

Ŷ f
s = Y f − ŷn if VAD( f ) = 1 (5.19)

where f is the frame index, and Ŷ f
s and Y f are the f th frames of Ŷs and Y, respectively.

Ŷs and Y denote the matrices containing the observation vectors corresponding to
the enhanced and masked spectrograms, respectively. Y = ΦXm.

After performing noise subtraction in the measurement domain, OMP algorithm
was applied to recover the sparse coefficients vectors. OMP is a greedy algorithm
that is proved to be an attractive alternative of basis pursuit (Tropp and Gilbert, 2007).
It is faster and easy to implement. The problem can be formulated as

Θ̂
f
s = arg min

Θ
f
s

‖ Ŷ f
s −ΦDΘ

f
s ‖2 s.t. ‖ Θ

f
s ‖0≤ K (5.20)

or as
Θ̂

f
s = arg min

Θ
f
s

‖ Θ
f
s ‖0 s.t. ‖ Ŷ f

s −ΦDΘ
f
s ‖2≤ σ (5.21)

where Θ̂
f
s is the f th frame of the estimated sparse coefficients matrix Θ̂s.

The enhanced spectrogram is described as

Ŝ f =

DΘ̂
f
s if VAD( f ) = 1

X f
m if VAD( f ) = 0

(5.22)

where Ŝ f and X f
m are the f th frames of Ŝ and Xm respectively.

The enhanced speech ŝ was obtained by performing the inverse STFT.

Experiments have been done to assess the proposed CS-based speech enhance-
ment method. The simulation setup, performance measures, and the results and
discussion are presented in the following section.

5.6 Experiments

The performances of our approach are evaluated in comparison with recent state-of-
the-art methods, using various interferer signals in terms of three objective measures,
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namely, segmental SNR, perceptual evaluation of speech quality, and short-time
objective intelligibility.

5.6.1 Experimental Setting

We used clean speech from NOIZEUS database (Hu and Loizou, 2007). The sampling
frequency of these signals is 8 kHz. The speech signals were partitioned into two
disdjoint groups: a training set and a test set. Ten utterances (five females and five
males) were used for training. The data in the test set were from 20 speakers (10
females and 10 males). The test clean data were corrupted by adding various noises
with various SNR levels to simulate adverse environments. These noises include
babble, police siren, piano, market, factory, and white Gaussian noise. Babble, factory, and
white Gaussian noise were obtained from NOISEX-92 database (Varga and Steeneken,
1993), and police siren, piano and market noises from (Freesound 2019). All the noise
data were downsampled to 8 kHz. Recall that the initial 250 ms (corresponding to
NIS frames) of each noisy speech signal were assumed to be a noise-only signal, and
used to perform the initial noise measurement.

The overcomplete dictionary was learned using spectrograms of clean training
set. 512 frequency bins were considered for the STFT with 32 ms Hamming window
and 4 ms shift. K-SVD algorithm was adopted using 1024 atoms, because it offers
trade-off between the performance of the dictionary and training time. The number
of iterations was set to 100 as in (Wang et al., 2016). To chose the sparsity value of
K-SVD, many experiments were carried out. In these experiments, the overcomplete
dictionaries were trained using different sparsity values of K-SVD, ranging from 10
to 50. The PESQ scores of the enhanced speech were computed for 10 dB babble noise
(similar to (Wang et al., 2016)). They are presented in Table 5.1. The highest PESQ
score is shown in bold. As evidenced in this table, the best PESQ score is obtained

TABLE 5.1: PESQ performances of the proposed CS-based speech en-
hancement method for different sparsity values of K-SVD in 10 dB babble

noise.

Sparsity 10 15 20 25 30 35 40 45 50

PESQ 2.45 2.47 2.49 2.48 2.46 2.44 2.46 2.44 2.46

using the sparsity value of 20. This finding is in accordance with that reported in
(Wang et al., 2016). Hence, the sparsity value of K-SVD was set to 20 in this work.

In the enhancement process, all the noisy utterances were transformed into the
time-frequency domain using the STFT. A mask function M was created based on
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the VAD output, as defined by Eq. (5.18). The clean spectra were estimated as
described in subsection 5.5.2. This method is based on CS and noise subtraction
in the measurement domain. The noise measurements were initially estimated by
averaging the observation vectors of the first NIS silence segments, and then updated
according to Eq. (5.16). VAD was used to detect the silence/speech segments. A
random Gaussian matrix was used as sensing matrix. The number of measurement
M was chosen (as in (Low, Pham, and Venkatesh, 2013)) to be 90% of the segment
length (because the first purpose is enhancing speech rather than compressing it).
OMP algorithm was used as a reconstruction algorithm. Inverse STFT was applied
to obtain the enhanced speech in the time domain.

5.6.2 Performance Measures

Three objective measures are utilized to evaluate the performance of the proposed CS-
based speech enhancement algorithm: the segmental SNR (SNRseg), the perceptual
evaluation of speech quality (PESQ), and the short-time objective intelligibility (STOI).
The segmental SNR is defined as the mean of SNRs of all the segments (frames). It is
defined as (Loizou, 2007)

SNRseg =
10
F

F−1

∑
f=0

log10

∑
N. f+N−1
i=N. f s2(i)

∑
N. f+N−1
i=N. f (s(i)− ŝ(i))2

(5.23)

where s and ŝ are the clean and the enhanced signals, N is the frame length, and F is
the number of frames.

The STOI (Taal et al., 2011) is an objective measure of speech intelligibility. It is
highly correlated to human speech intelligibility score. The STOI score ranges from 0
(bad) to 1 (excellent). Fig. 5.2 gives more details on the STOI scale.

For more details about the PESQ scale, refer to Fig. 3.10.

FIGURE 5.2: The STOI scale.

5.6.3 Results and Discussion

We reduced the impact of the noise on the CS recovery in two main steps:
(i) estimating the noise (in the measurement domain) during pauses, and subtracting
it from the observation vectors of active speech frames before CS recovery;
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(ii) applying a mask function that considers all the frequency bins of silence frames
unreliable.
One can note from the aforementioned contributions that different processes are
performed for speech and silence frames; hence the need to a VAD technique in the
proposed method.

To illustrate the effect of the VAD, an experiment was carried out without the use
of VAD. In other words, pure CS was used to enhance the noisy speech.

The performances are shown in Table 5.2. From these results, one can note that
better performances, in terms of SNRseg improvements and PESQ, are achieved
using the proposed CS-based speech enhancement method. Moreover, it is noticed
that this improvement is more significant in low SNRs than in higher SNRs.

TABLE 5.2: SNRseg improvement, PESQ, and STOI performances of the
CS-based speech enhancement method (without VAD), the proposed
CS-based speech enhancement method, and the proposed CS-based

speech enhancement method with the Oracle mask in babble noise.

Method Noise level (dB)
-10 -5 0 5 10 15 20

SNRseg(dB)
CS (no VAD) 1.37 1.76 1.86 1.78 2.65 0.89 -1.5
Proposed 3.87 3.75 3.64 3.40 3.01 1.48 -0.95
Proposed (Oracle) 3.93 3.90 3.8 3.5 3.06 1.6 -0.94

PESQ
CS (no VAD) 0.83 1.13 1.37 1.65 2.27 2.47 2.61
Proposed 1.21 1.54 1.89 2.21 2.49 2.64 2.80
Proposed (Oracle) 1.26 1.6 1.96 2.28 2.52 2.69 2.85

STOI
CS (no VAD) 0.47 0.55 0.64 0.72 0.77 0.80 0.83
Proposed 0.48 0.55 0.65 0.72 0.78 0.80 0.83
Proposed (Oracle) 0.49 0.57 0.66 0.72 0.79 0.81 0.83

Nonetheless, VAD techniques may omit errors when classifying speech/silence
segments, as in some cases they confuse between the noise and unvoiced sounds.
Thus, a study on how sensitive is our method to the VAD errors is needed. To this
end, a new experiment was performed using an ideal binary mask instead of the
VAD-based mask within the proposed method. This ideal mask was created based
on the Oracle estimator (i.e., assuming that the clean signal is known). Therefore, this
approach can assert that our method achieves the best performances.

To explain further, Oracle estimators are algorithms that determine the separation
parameters providing the best possible performance. The resulting estimates are
called oracle estimates. In view of this definition, oracle estimators can be used, in an
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evaluation context, only if reference source signals are available. The binary mask
is a signal processing technique that retains the speech-dominated time-frequency
regions, while zeroing out the noise-dominated time-frequency regions of noisy
speech. The ideal or oracle binary mask is the best possible binary mask for a given
signal. It can be computed only if the clean speech is known. In this (ideal) case, the
oracle estimator makes the retain/discard decision based on the oracle (exact) SNR
of each time-frequency bin, compared to a threshold called the local SNR criterion
(LC). The ideal binary mask can be defined as

MIBM(b, f ) =

1 if SNR(b, f ) ≥ LC

0 otherwise
(5.24)

where b = 1, . . . , B is the frequency bins index, and f = 1, . . . , F is the frame index.
LC is the local SNR criterion in dB, and its value is often arbitrarily determined,
since it has been believed that the specific choices of LC won’t significantly affect the
intelligibility of the processed speech, as long as the chosen LC value is not too low
or too high. In other words, the speech intelligibility is largely independent of LC for
a wide range of LC values (typically between −12 and 0 dB) (Brungart et al., 2006;
Kjems et al., 2009). Other works found that the LC value for the ideal binary mask
should be set to 5 dB below the overall SNR (Kjems et al., 2009; Wang, Narayanan,
and Wang, 2014; Zhang and Shen, 2019). In our simulations, we set the value of LC
to −5 dB. The ideal binary mask cannot occur in real life, but for several reasons this
result is important. Particularly, it can be a criterion to estimate the performance of a
practical algorithm (speech enhancement in our case), i.e., an upper bound.

The performance of the enhanced speech using the proposed CS-based speech
enhancement method with the Oracle mask in the case of babble noise is evaluated
in Table 5.2. The results indicate that the proposed method with the Oracle mask
achieves the best performances, but overall, they are quite close to those of the
proposed CS-based speech enhancement approach (with the VAD-based mask).
This shows that the proposed method (using the chosen VAD technique) works
successfully, i.e., it is robust to the VAD errors.

To evaluate the performance of the proposed CS-based speech enhancement
method, we compared the results against several recent CS-based speech enhance-
ment algorithms from the literature (see Table 5.3), including Wang16 (Wang et al.,
2016), compressive sampling matching pursuit speech enhacement (CoSaMPSE) (Wu,
Zhu, and Swamy, 2013; Wu, Zhu, and Swamy, 2014), generative dictionary learning
(GDL) (Sigg, Dikk, and Buhmann, 2012), complementary joint sparse representations
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TABLE 5.3: Methods used for comparison

Method Based or Not
on CS Year Reference

Wang16 Yes 2016 (Wang et al., 2016)
Compressive sampling
matching pursuit speech
enhacement (CoSaMPSE)

Yes 2013 (Wu, Zhu, and Swamy, 2013;
Wu, Zhu, and Swamy, 2014)

Generative dictionary
learning (GDL) Yes 2012 (Sigg, Dikk, and Buhmann,

2012)
Complementary joint
sparse representations
(CJSR)

Yes 2016 (Luo et al., 2016)

Low13 Yes 2013 (Low, Pham, and Venkatesh,
2013)

Regularized non-negative
matrix factorization with
Gaussian mixtures and
weighted Wiener filtering
(RNG-WWF)

No 2017 (Chung, Plourde, and
Champagne, 2017)

Supervised non-negative
matrix factorization (super-
vised NMF)

No 2013 (Mohammadiha, Smaragdis,
and Leijon, 2013)

(CJSR) (Luo et al., 2016), and the method proposed by Low (Low13) (Low, Pham,
and Venkatesh, 2013). Other recent speech enhancement methods (not based on CS),
namely, regularized non-negative matrix factorization with Gaussian mixtures and
weighted Wiener filtering (RNG-WWF) (Chung, Plourde, and Champagne, 2017),
and supervised non-negative matrix factorization (supervised NMF) (Mohammadiha,
Smaragdis, and Leijon, 2013), were also considered for comparison. We chose these
methods because they have been shown that they outperform the classical speech en-
hancement methods as well as many other speech enhancement techniques (Chung,
Plourde, and Champagne, 2017; Wang et al., 2016; Wu, Zhu, and Swamy, 2013; Wu,
Zhu, and Swamy, 2014; Low, Pham, and Venkatesh, 2013), e.g., regularized NMF
(Grais and Erdogan, 2013), the maximum a posteriori estimator of the magnitude
squared spectrum (Lu and Loizou, 2011), Wu11 (Wu, Zhu, and Swamy, 2011), the
Wiener based method (Benesty, Makino, and Chen, 2005), etc.

Figs. 5.3, 5.4, and 5.5 compare, respectively, the segmental SNR improvement,
PESQ, and the STOI values of the proposed algorithm with the CS-based speech
enhancement methods proposed in (Wang et al., 2016; Wu, Zhu, and Swamy, 2014)
for different noise types (babble, police siren, piano, and market) and various SNR levels
ranging from -10 dB to 20 dB. For most noise scenarios, the SNRseg improvements
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FIGURE 5.3: Segmental SNR improvements of the proposed CS-based
speech enhancement method, Wang16 and CoSaMPSE in various noise
conditions : (a) babble, (b) police siren, (c) piano, and (d) market. The seg-
mental SNR improvements of Wang16 and CoSaMPSE are not available

for the input SNRs -10 dB and -5 dB.

of the proposed method decrease at low rate for low input SNRs. For babble and
market noises (Fig. 5.3 (a) and (d)), our SNRseg improvements are higher (significantly
higher for market noise) than those of Wang16 and CoSaMPSE at various input SNRs
levels (0–15 dB). For police siren and piano noises (Fig. 5.3 (b) and (c)), our SNRseg
improvements are significantly higher than those of Wang16 and CoSaMPSE. From
Fig. 5.4, we notice that for babble noise, fair PESQ scores (1.5 ≤ PESQ ≤ 2.5) are
obtained for −5 ≤ SNRs ≤ 10 dB, and good PESQ scores (2.5 ≤ PESQ ≤ 3.5) are
obtained for higher SNRs. For police siren noise, fair PESQ scores are obtained for
−8 ≤ SNRs ≤ 10 dB, and good PESQ scores are obtained for higher SNRs. For the
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FIGURE 5.4: PESQ performances of the proposed CS-based speech en-
hancement method, Wang16 and CoSaMPSE in various noise conditions:
(a) babble, (b) police siren, (c) piano, and (d) market. The PESQ scores of
Wang16 and CoSaMPSE are not available for the input SNRs -10 dB and

-5 dB.

other types of noises (piano, and market noises), fair PESQ values are obtained for low
SNRs (≤ 5 dB), and good PESQ scores for higher SNR levels. Our CS-based speech
enhancement method significantly outperforms Wang16 and CoSaMPSE techniques
in babble and market noises (Fig. 5.4 (a) and (d)). It also provides better PESQ results
for input SNR levels ≤ 15 dB with police siren noise, and ≤ 10 dB with the piano noise.
In all noise scenarios, good STOI (0.6 ≤ STOI ≤ 0.75) and excellent STOI (0.75 ≤ STOI
≤ 1) values are obtained (Fig. 5.5). With babble noise (Fig. 5.5 (a)), they are better
than the results of CoSaMPSE for SNR levels ≤ 10 dB, and comparable to the results
of Wang16 for low input SNRs approaching 0 dB. For piano noise (Fig. 5.5 (c)), the
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FIGURE 5.5: STOI performances of the proposed CS-based speech en-
hancement method, Wang16 and CoSaMPSE in various noise conditions:
(a) babble ,(b) police siren, (c) piano, and (d) market. The STOI values of
Wang16 and CoSaMPSE are not available for the input SNRs -10 dB and

-5 dB.

obtained STOI results using our proposed method significantly outperform those of
Wang16 and CoSaMPSE for input SNR levels ≤ 10 dB. For market noise (Fig. 5.5 (d)),
our STOI scores are higher than those of Wang16 and CoSaMPSE for input SNR levels
≤ 15 dB. In this work, we do not use techniques to enhance the speech intelligibility
because we are interested mainly in speech quality enhancement. This fact can justify
why the STOI scores are sometimes (e.g., for police siren noise (Fig. 5.5 (b))) lower
than those of Wang16 and CoSaMPSE.

White and factory noises are also considered in our experiments. Fig. 5.6 highlights
the comparison between our PESQ scores and those achieved using supervised NMF
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FIGURE 5.6: PESQ performances of the proposed CS-based speech
enhancement method and supervised NMF in white noise.

FIGURE 5.7: PESQ performances of the proposed CS-based speech
enhancement method, supervised NMF, CJSR, GDL, and RNG-WWF in

factory noise.

(Mohammadiha, Smaragdis, and Leijon, 2013) in white noise. One can note that the
results are comparable at various input SNR levels.
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FIGURE 5.8: PESQ performances of the proposed CS-based speech
enhancement method, RNG-WWF, and GDL in babble noise.

Fig. 5.7 compares our PESQ scores with those obtained using supervised NMF
(Mohammadiha, Smaragdis, and Leijon, 2013), CJSR (Luo et al., 2016), GDL (Sigg,
Dikk, and Buhmann, 2012), and RNG-WWF (Chung, Plourde, and Champagne, 2017)
in factory noise. We observe that for various input SNRs, our results are slightly
better than those obtained using supervised NMF, GDL, and RNG-WWF, and they
are comparable to the scores achieved using CJSR.

The proposed method was also compared with RNG-WWF and GDL for babble
noise in terms of PESQ scores as shown in Fig. 5.8. The latter demonstrates that our
PESQ scores are comparable to those of RNG-WWF and GDL for various input SNR
levels.

In Table 5.4, comparison is made, in terms of segmental SNR improvement and
PESQ, between our results and those obtained using the CS-based speech enhance-
ment methods proposed by Low (Low13) (Low, Pham, and Venkatesh, 2013), Wang
(Wang16) (Wang et al., 2016), and CoSaMPSE. We observe that in terms of segmental
SNR, our approach achieves the highest improvements. Additionally, the proposed
method gives better PESQ scores than those achieved by Wang16 and CoSaMPSE.

Fig. 5.9 shows representation of clean, noisy, and enhanced speech (for one
simulation example). As reported in these graphs, the enhanced signal presents less
noise compared to the noisy signal.
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TABLE 5.4: Segmental SNR improvements of the proposed CS-based
speech enhancement method, Low13, Wang16, and CoSaMPSE in babble

noise.

Measure Method SNRin (dB)
−10 −5 0 5 10

SNRseg

Proposed 3.87 3.75 3.64 3.40 3.01
Low2013 − 1.17 1.25 1.08 1
Wang16 − − 3.3 2.8 2
CoSaMPSE − − 0.75 1 0.75

PESQ

Proposed 1.21 1.54 1.89 2.21 2.49
Low2013 − 1.60 2 2.45 2.75
Wang16 − − 1.30 1.70 2
CoSaMPSE − − 1.40 1.70 1.95
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FIGURE 5.9: Clean (top), noisy (middle), and enhanced (bottom) speech
waveforms . Note that This signals is the sentence “Wipe the grease off his
dirty face” ( |"waIp D@ "gri:s O:f Iz "dÇ:ti "feIs| ) pronounced by a male. The
noisy signal is obtained by corrupting the clean speech by babble noise at 0 dB.
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From the comparisons above, key findings emerge:

• The proposed CS-based speech enhancement method performs well, giving
good results in terms of segmental SNR, PESQ, and STOI scores.

• When comparing our results to those of the previous CS-based speech en-
hancement methods and other recent techniques (non-based on CS), it must be
pointed out that better (and sometimes comparable) performances (in terms of
SNRseg and PESQ) are achieved by our approach for different noise types and
levels.

• Another promising finding casts light on the fact that for low input SNRs, the
proposed method delivers a significant improvement in terms of SNRseg and
PESQ scores in various noise conditions (babble, police siren, piano, and market)
compared to compressive sampling matching pursuit speech enhancement
(CoSaMPSE) and Wang16 methods. This is significant because these CS-based
speech enhancement methods suffer from the performance decrease in low
SNR environments. This can be justified by the fact that

1. CoSaMPSE performs pure CS on all the signal segments; hence the en-
hancement performance decreases as it depends on the recovery quality
that degrades with the SNR drops;

2. in Wang16 technique, a mask function is applied on the spectrogram before
the sparse recovery to keep only the reliable frequency bins. The purpose
is to guarantee that frequency bins dominated by the noise do not affect
the CS recovery. Nevertheless, in low SNR, the energy of the noise is large,
and the frequency bins that remain after masking are not reliable enough.
Hence, noise still has an impact on the sparse recovery performance.

In contrast, our method further reduces the noise effect by performing noise
subtraction in the measurement domain, for active speech segments, before
the sparse recovery. Moreover, our mask function considers all the frequency
bins of silence segments non-reliable. Consequently, the CS reconstruction is
applied only on the estimated clean measurement Ŷs (see Eq. (5.20)). Hence,
the enhancement performance is improved significantly when the SNR is low.

It is worth noting that it is important to choose an efficient VAD technique because
errors in the speech/silence detection may influence on the enhanced speech quality.
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5.7 Conclusion

In this chapter a novel approach for CS-based speech enhancement is proposed. The
new scheme performs noise subtraction in the measurement domain in addition to
sparse recovery. Details of the proposed approach are given after providing brief
descriptions of three classical speech enhancement methods and the basic CS-based
speech enhancement technique.

Results have shown that the proposed CS-based speech enhancement approach
has good performances better than those of other recent methods (based/not based
on CS), especially for low SNRs. For instance, a segmental SNR improvement of
3.75 dB and a PESQ score of 1.54 are obtained in −5 dB babble noise. As such, the
proposed method is a good alternative for speech enhancement.
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Chapter 6

Conclusions and Perspectives

The recent advances in applications lead to a huge amount of circulating data in the
network, which pose a serious logistical and computational challenges for mobile
communication systems. This requires urgent solutions to more efficiently acquire
and compress signals. This study set out to exploit the compressed sensing (CS)
paradigm for speech coding and communication. This project was undertaken to
design a new speech codec based on CS, and to evaluate its behaviour in mobile
communication conditions to end up with a novel mobile communication scheme.
Furthermore, we had been interested in background noise that may mask the speech
signal, and hence give poor performance in many applications, including speech
coding and communication. Thus, the second aim of this study was to propose an
alternative speech enhancement method based on CS.

In Chapter 3, our idea was to exploit the sparsity of speech in the wavelet basis
and the dimensionality reduction property of CS to design a new speech codec
based on simply quantizing the CS measurements. We proposed two speech codecs
that perform simultaneously the acquisition and compression. The first is based on
split vector quantization (SVQ) of compressive sampling measurements, and the
second uses split-multistage vector quantization (S-MSVQ). Moreover, new results
for speech coding using scalar quantization (SQ), vector quantization, and multistage
vector quantization are provided as the latter three schemes were only used for image
compression in literature. We also derived the mathematical formula to compute
the bitrate when the proposed codecs are used. Results has revealed that speech
coding by performing SQ of CS measurements allows good quality and intelligibility
scores. In fact, we have shown that SQ using four bits per sample does not affect the
performance of CS reconstruction, and that this choice leads to trade-off between
the bitrate and the speech quality. However, for lower bitrates, our proposed speech
codecs (CS with SVQ/S-MSVQ) perform better. Indeed, using the designed CS-based
speech codecs, good quality performance is achieved with an acceptable execution
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time. The best quality performance is achieved when using the proposed codec based
on S-MSVQ of CS measurements. Our results are also better than those of other
CS-based speech codecs for lower bitrates or compression ratios.

In Chapter 4, a new end-to-end communication system was designed to increase
transmission speed, robustness, and security in order to meet the requirements of
mobile systems that know an exponentially increasing data amount over time. The
design relies on the use of CS-speech codec instead of the supported speech coding
standards in actual mobile communication systems, e.g., ITU-T G.722.2. Firstly, we
considered a CS-source coding method based on SQ of CS measurements. This
allows reducing the speech coding complexity (by using simple quantization and
binary encoding), increasing the transmission speed, saving the communication
system resources, and encrypting communications without additional costs. Its
performance was investigated in worst case communication conditions (Rayleigh
channel). Relevant techniques; namely, convolutional coding, OFDM modulation,
and diversity are used to mitigate the channel effects; hence, the new secure and
robust end-to-end mobile communication scheme. Results have reported that for a
bit rate of 12.8 kbit/s the proposed scheme achieves fair speech intelligibility and good
output speech quality scores in 10 dB Rayleigh environment. Secondly, for dealing
with lower bitrates, we proposed an improved version of the new mobile system
by incorporating the designed speech codec based on S-MSVQ of CS measurements
instead of the speech codec based on SQ of CS measurements. Results have reported
that for a bit rate of 8.85 kbit/s and in 10 dB Rayleigh environment, the recovered
speech has a good quality and a fair intelligibility scores. Moreover, in degraded
communication environments and lower bitrates, the comparison with recent CS-
based speech coding methods has shown the merit of the proposed systems.

In Chapter 5, we dealt with the background noise problem, especially at low SNRs
where the performance of CS reconstruction decrease. We proposed a novel speech
enhancement approach based on CS. Our method performs noise subtraction in the
measurement domain in addition to sparse recovery. Dictionary learning, using
K-singular value decomposition algorithm, is performed to create an overcomplete
dictionary. The noise in the measurement domain is estimated during pauses. Voice
activity detection (VAD) is used to classify speech/silence frames. We note here that a
good choice of VAD technique is important for an accurate speech/silence detection;
otherwise, the enhanced speech quality may be influenced by speech classification
errors. Based on the VAD output, a mask function is created, and applied to the noisy
speech spectrogram. Furthermore, from each active-speech observation vector, the
estimated noise observation vector is subtracted. The enhanced speech spectra are
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obtained by sparse recovery using orthogonal matching pursuit. Inverse short-time
Fourier transform is used to obtain the enhanced speech. Objective quality and
intelligibility evaluations have indicated that our method outperforms the baseline
methods in many noisy environments. The proposed CS-based speech enhance-
ment approach achieves good results in low SNRs, for example, a segmental SNR
improvement of 3.75 and a PESQ score of 1.54 are obtained in -5 dB babble noise.

Our proposed communication systems are designed to meet the various demands
in terms of rapidity and security constraints, as in remote control systems and military
mobile communications.

Future direction of this research would focus on designing a communication
system based on scalable CS-source coding. This suggests that using an adaptive
compression ratio depending on the speech segment sparsity and the environment
conditions may enhance the quality of the recovered speech at the receiver. Further-
more, considering transmit diversity combined with receive diversity within the
proposed communication system (MIMO) would also improve the results.
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