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Chapter 1

Introduction

Resume
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.2 The real-world challenges and limitations . . . . . . . . . . . . 9

1.2.1 Difficulties in labeling process . . . . . . . . . . . . . . . . . . . 9

1.2.2 Generation of land use maps by land cover maps . . . . . . . . 11

1.2.3 Multi-sensor and heterogeneous information fusion . . . . . . . 13

1.3 Motivations and contributions . . . . . . . . . . . . . . . . . . . 14

1.3.1 Handling limited labeled data . . . . . . . . . . . . . . . . . . . 15

1.3.2 Fusion of multiple supervised and unsupervised methods . . . . 15

1.3.3 A fusion architecture possible to define land use maps by users 16

1.3.4 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

1.4 Plan of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 18

Land cover classification based on multi-sensor data fusion has great potential for
practical applications, especially for missions on complex nature areas. A large number
of labeled samples is important in land cover classification. However, collecting sufficient
ground information, especially in hard-to-access areas, is usually difficult and expensive.
Moreover, labels and remote sensing data are often collected in different periods, so that
objects on the ground can be mislabeled. Therefore, our research interest focuses on how
to improve the accuracy of land cover classification by fusion of multiple sources when
limited labeled samples are available.

In this chapter, we present the challenges and limitations in industrial problems that
arose in the METIS (Multiphysics Exploration Technology Integrated System) project
initiated by TOTAL. Problems in a natural or industrial context are often difficult to
define precisely and clearly. On the contrary, problems in an academic context need to
be well described and located. Therefore, the main objective of this chapter is to explain
how we transfer multiple industrial requirements into academic problems.
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8 Introduction

1.1 Introduction

Land cover relates to the biophysical cover of the Earth’s terrestrial surface, identifying
vegetation, water, bare soil, or impervious surfaces, etc. Identifying land cover is essential
for planning and managing natural resources (e.g. development, protection), understand-
ing the distribution of habitats, and for modeling environmental variables. Identification
of land cover types provides basic information for the generation of other thematic maps
and establishes a baseline for monitoring activities. Therefore, land cover classification
using satellite data is one of the most important applications of remote sensing.

A great deal of ground information (e.g. labeled samples) is usually required to gen-
erate high-quality land cover classification. However, in complex natural areas, collecting
information on the ground can be time-consuming and extremely expensive. Nowadays,
multiple sensor technologies have gained great attention in land cover classification. They
bring different and complementary information—spectral characteristics that may help
to overcome the limitations caused by inadequate ground information. In the METIS
project initiated by TOTAL, multiple sensors are available, including sensors for multi-
spectral and hyper-spectral imaging, synthetic aperture radar (SAR), and light detection
and ranging (LiDAR). Nevertheless, labeled samples in the study area are severely inade-
quate. Multiple sensors can generate different land cover maps to provide heterogeneous
yet supplementary information of the objects on the ground. Accordingly, in our thesis,
we manage to improve the accuracy of land cover classification with limited labeled data
by the combination of heterogeneous information from multiple sensors.

Another problem caused by the lack of ground information is the ambiguous relations
between land cover maps and land use maps. Land cover maps provide information on
natural features that can be directly observed on the Earth’s surface. Land use maps
refer to how people are using information on landscapes for different purposes. Without
adequate ground information, generating land use maps by land cover maps is difficult for
complex areas. For example, in the METIS project, we are interested in a land use map
(i.e. accessibility map) to describe the difficulty to move to some location or to traverse
some area on the ground. However, the relations between accessibility and land covers
are still difficult to determine because the term accessibility involves many factors, such
as time, risk, cost etc. Therefore, many ground surveys are required to exploit the real-
time information on the ground so that the concept of accessibility can be well-defined
in terms of users’ objectives, and that the relations between accessibility and land covers
can be determined. Therefore, when combining multiple heterogeneous land cover maps,
we have to consider how to enable users to synthesize the scheme for land use maps, such
as accessibility with different criteria.

In our research, we focus on the fusion of heterogeneous information from different
sources. The combination system aims to solve the problems caused by limited labeled
samples and can thus be used in land cover classification for hard-to-access areas. The
semantic labels for the land cover classification from each sensor can be different, and
may not corresponds to the final scheme of labels that users await. For instance, land
cover classification methods of different sensors provide semantic labels for the ground.
However, based on these land cover maps, an accessibility map is supposed to be generated
to meet users’ needs. Therefore, another objective of the combination is to provide an
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interface with a final scheme probably different from the input land cover maps present.

In this chapter, we present the challenges and limits of the real problems in section 1.2.
In section 1.3, we present our motivations and contributions, focusing on the modeling of
these challenges and limitations. We give an overview of this thesis in section 1.4. More
details on the METIS project of TOTAL are presented in the appendix A.

1.2 The real-world challenges and limitations

This section explains some major challenges and limitations related to our research in
real-world applications. Ground surveys often play an essential role, however, it is usually
time-consuming and expensive, sometimes even risky. Limited ground surveys bring many
inconveniences, such as difficulties in the labeling process, detailed in section 1.2.1, and
problems in land use maps, detailed in section 6.2.4. Besides, fusion of multi-sensor data
is also a challenging task in reality because of many factors, such as heterogeneity of data.
Related details are presented in section 1.2.3.

1.2.1 Difficulties in labeling process

Sufficient labeled data with high quality is one of the prerequisites in land cover classi-
fication. Despite various proposed land cover scheme, none of the current schemes has
been internationally accepted because the definition of land covers greatly changes due to
different purposes. The major process to define land cover scheme includes two phases:
an initial dichotomous phase, and a subsequent modular-hierarchical phase, shown in Fig-
ure 1.1. In the dichotomous phase, major land cover types (e.g., ice/snow, water, bare)
are defined. In modular-hierarchical phase, environmental and technical attributes are
incorporated in the definition to refine the major land cover types defined in the dichoto-
mous phase. Environmental attributes (e.g., climate, altitude, time, and erosion) easily
influence land covers possibly leading to mislabeled. Technical attributes (e.g., floristic
aspect, crop types, and soils types) are also sometimes considered in defining land cover
types for specific purposes. However, specific technical disciplines are often required dur-
ing a ground survey, making the labeling process expensive and time-consuming. We take
a recent land cover scheme proposed by NASA [142] as an example in Figure 1.2. The
major land cover classes contain seven types: ice/snow, water, bare, developed, forest,
herbaceous, and shrub. Below each of them, more refined class types are defined based
on environmental attributes, marked in blue text, and/or specific technical attributes,
marked in green text. Some classes related to environmental attributes, such as open
shrub and sparse shrub, possibly change in a short time, and their boundaries become
less clear to observe on the ground. Furthermore, specific knowledge is required to dis-
tinguish phenological sub-classes of forest or shrub, types of bare soil, and rocks.

In multi-sensor systems, data are often collected with different resolutions. Therefore,
it is highly possible that the resolution of data required to label does not correspond
to the scale of ground survey areas. For example, if the ground survey is conducted by
the areas with 30m×30m, collected labels possibly contain information from more than
one land covers in each square. Remote sensed data with higher resolution than 30m
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Figure 1.1. Overview of the land cover classification scheme.

are easily incorrectly labeled because more detailed information lacks within squares less
than 30m×30m. Furthermore, remotely sensed data is also possible to be localized in an
incorrect geographic location, especially when the scale of ground survey areas and data
resolution is highly different.

Limited accessibility usually occurs in hard-to-access areas such as mountain areas,
which makes ground survey extremely difficult. The collection of labeled data in this sit-
uation is usually so expensive, risky, and time-consuming that gathering sufficient labeled
data is impossible. Besides manually labeling process on the ground, airborne photos and
images captured by drones can also help for generating semantic labels. This process,
however, is usually expensive in real-life applications, so that is more suitable for labeling
simple landscapes such as vegetation area, water, bare soil, etc. More complicated details,
related to vegetation type, density, soil humidity, and ground situations, are usually hard
to manually describe merely based o airborne photos. It is also highly possible to generate
wrong labels in this process.

For some complicated landscapes, the labeling process is usually difficult due to many
reasons including but not limited the following:

1) No clear boundary exists between two land cover classes so that they are difficult
to distinguish on the ground.

2) Rapid changes of land covers lead to the difference between the ground labels and
corresponding remote sensed data.

3) Specific knowledge/techniques are required to distinguish some land cover types on
the ground.
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Figure 1.2. Land cover scheme with multiple refined class types based on environmental
and specific technical attributes.

4) The scale of ground survey areas does not correspond to the resolution of remotely
sensed data, especially in multi-sensor applications.

5) Geographic location on the ground does not correspond to the remotely sensed data.

6) Limited accessibility on hard-to-access areas makes the ground survey difficult or
even impossible.

Therefore, collecting sufficient and high quality labeled data is often difficult due to tech-
nical or economical limitations. Classification results generated by a limited amount of
training data are usually uncertain and incorrect. The limitations caused by insufficient
labeled data is one of the major focus of the thesis.

1.2.2 Generation of land use maps by land cover maps

Land use and land cover are two commonly used classification systems describing the
circumstance on a given location. Land use and land cover are often confused as in-
terchangeable terms in remote sensing applications. However, they describe different
characteristics of the landscape and have different usages in reality. Land cover maps
provide information on nature features (e.g. vegetation) or man-made constructions (e.g.
buildings) that can be directly observed on the Earth’s surface. For example, a land
cover map can document how a region is covered by physical land types, including water,
forests, wetlands, impervious surfaces, and other land covers. Land use maps refer to how
people are using the information on landscapes for different purposes, such as wildlife
habitat, conservation, etc. Land use maps do not describe directly the surface cover on
the ground whereas they are related to land covers to some extent.
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Figure 1.3. Land cover map VS. land use map.

Land cover data usually are interpreted from remote sensing satellite imagery and/or
aerial photos because they are merely related to physical characteristics on the surface.
Land use data, by contrast, sometimes can be determined from satellite imagery or aerial
photos, but not usually. Land use maps often incorporate ancillary data, such as elevation,
topographic information, and ground surveys since useful information can be difficult to
interpret from imagery, as shown in Figure 1.3.

Classes contained in a land use/land cover map is called as scheme in remote sensing
classification, and it also refers to the frame of discernment in belief functions, which are
detailed in section 2.4. Each class in the land use/land cover scheme should neither be
conflicting nor overlapping in their definitions.

In our research, land cover data are provided by different sensors, such as multi-spectral
satellites, SAR or LiDAR, based on which land cover maps can be extracted. However,
land use data related to accessibility cannot be directly interpreted by sensors, and even
is hard to define by ancillary data.

Determining the accessibility of different land covers is difficult for the following rea-
sons:

1) The definition of accessibility is based on multiple criteria and thus could be ambigu-
ous or even contradictory sometimes. For example, accessibility can be related to
the cost of energy, the consumption of time, the risk of traversing, and the expense
of budget.

2) A land cover types may have different accessibility in the same landscape or different
ones. For example, grassland on low elevation could be easier to traverse than that
on a high elevation.

3) Different land covers could also have the same accessibility in the same landscape or
different ones. For example, different vegetation could have the same accessibility
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based on energy cost.

Up till now, the definition of accessibility has still been ambiguous and vague, because
its determination depends on further observations and surveys on the ground. Therefore,
the scheme of land use maps related to the displacement model has not been available.
What we can directly obtain from satellites and other sensors is merely the land cover
maps. Therefore, to transfer the different land cover maps to the land use map is of great
importance.

1.2.3 Multi-sensor and heterogeneous information fusion

The information from different sensors such as multi-spectral satellites, SAR or LiDAR is
highly different. It is thus essential to combine heterogeneous information from multiple
sensors. Unlike traditional fusion system that is designed to improve the accuracy of land
cover classification, besides improvement of accuracy, we also focus on generating land
use maps that can be later defined by users. As we presented in section 1.2.1 and 6.2.4,
the accessibility is neither well-defined nor used to label data on for a learning process.
All information provided by sensors and ground survey is used to generate land cover
maps. A clear gap exists between what the users are looking for and what sensors can
provide. Therefore, in this thesis, we focus on developing a fusion system which cannot
only combine heterogeneous information but also handle the gap, so that land use classes
can be defined by users after fusion.

Figure 1.4 describe the overview of the fusion system required in METIS. This fusion
system can achieve the combination of data from different sensors and more important,
the fusion is supposed to be sensor-independent so that any input sensor can be replaced
by others. The processing of data from multiple sensors is extremely different and they
are usually managed by different experts separately. Focusing on land cover maps after
processing makes the fusion system become sensor-independent and the related details
are displayed in section 2.3.

The major difficulties in the fusion system are the fusion of classification maps on dif-
ferent land cover schemes into the same scheme. Not all sensors use the same land cover
scheme to make their land cover maps. It is thus still possible to have some conflicts in
different land cover schemes. Land cover maps, in this case, are also heterogeneous infor-
mation. Land use classes, moreover, may be different from any land cover schemes from
sensors due to users’ definition. The fusion system has to consider these and meanwhile
to handle insufficient and low-quality training samples, as referred in section 1.2.1.

Another difficulty in our research, as we mentioned in section 6.2.4, is the ambigu-
ous relations between different land covers and their accessibility. Tracking the problem
of accessibility would require lots of ground measurements. Defining, measuring, and
processing the accessibility with multiple criteria of land covers is a time and cost con-
suming research work. Therefore, as an input of the fusion system, the land use scheme
(i.e. accessibility classes) has not been available in our research. This difficulty has been
considered in the modeling of real-world problems. Besides, despite the availability of
multiple sensors, no ground truth has been available in the study area provided by TO-
TAL. Meanwhile, processing techniques of SAR and LiDAR are extremely complicated
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Figure 1.4. Overview of the fusion system.

and time-consuming. Due to limited time and energy in our research, we focus more on
the architecture of the fusion system rather than processing different data. In our model,
data related to multi-sensors is also simplified. Details on how to model the real-world
challenges are presented in the following section 1.3.

1.3 Motivations and contributions

This section focuses on modeling the real-world challenges and limitations as research
problems. As mentioned in the previous section 1.2, the major problems arrive in our
research including:

(1) Only limited and low-quality labeled data are available in the real situation;

(2) Complicated and time-consuming processing of data from SAR and LIDAR;

(3) Heterogeneity (i.e. using different land cover schemes) of land cover maps make the
fusion difficult;

(4) Concepts and important factors related to accessibility are not available.

In section 1.3.1, we give our proposals to handle the problem (1), we simplify the
problem (2) and (3) and formulate a specific research problem in section 1.3.2. The
problem (4) is considered in section 1.3.3. In addition, specific academic contributions
are detailed in section 1.3.4.
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1.3.1 Handling limited labeled data

Limited and low-quality labeled data cause many problems in real applications, which
also has a major influence on land cover classification accuracy. Due to many constraints
such as economic factors, we can encounter the limited labeled data problem in METIS.
Considering the specific context of our research, we propose some directions to compensate
for the inconveniences caused by labeled data.

The fusion of multiple land cover maps is an efficient way to improve the overall land
cover classification accuracy when each land cover map shows poor performance. Related
details about fusion process are presented in the following section 1.3.2 and 1.3.3. It is
important to notice that overcoming some limitations from insufficient labeled data and
improving accuracy to some extent is one of the benefits provided by fusion processes.

Furthermore, we also consider handling uncertainty and imprecision to generate a
soft fusion framework. Uncertainty indicates that some object belongs to certain land
cover class with some belief degree. Imprecision describes some objects could belong
to the union of two or more land cover class with some belief degree. When lacking
sufficient labeled data, we manage to take advantage of information from uncertainty and
imprecision. Considering the low accuracy of each land cover map, it is more reasonable
not to decide on the label of an object in a crisp way. Therefore, we focus on a soft fusion
framework to handle uncertainty and imprecision.

1.3.2 Fusion of multiple supervised and unsupervised methods

As we mentioned previously, complicated data processing techniques of SAR and Li-
DAR and heterogeneity of land cover maps are two major difficulties in reality. In this
section, we explain how to simplify and model these difficulties into a specific research
problem which becomes the core of our research. The fusion system is supposed to be
sensor-independent, which indicates that we focus more on land cover maps from differ-
ent sensors instead of data processing and classification methods themselves. Therefore,
we use land cover maps generated by different classifiers based on multi-spectral sensors
to replace those from multi-sensors, as shown in Figure 1.5. Different sensors capture
distinct information on the ground, and have their own data processing techniques, and
apply specific classification methods to generate land cover maps. The inputs of the fusion
system are different land cover maps instead of initial raw data, intermediate features,
or classification methods themselves. That means the fusion system handles directly the
high-level information — land cover maps and ignores the low-level information — sensor
types, data, features, and classifiers. Accordingly, processes to generate land cover maps
by multiple sensors are so complicated yet subordinate that we choose to simplify them
as land cover classification by different classifiers based on multi-spectral data.

No matter how we generate different land cover maps, one thing we have to keep
in mind is that land cover maps in reality could be incompatible on account of the use
of different land cover schemes. In other words, a class defined in one scheme may be
conflicting or overlapping with another one in a different scheme. For example, one land
cover scheme has Forest, Non-forest as classes; and another scheme includes Vegetation
and Non-vegetation. Obviously, a class in one scheme is not the refined class in the other
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Figure 1.5. Simplify fusion of land cover maps from multiple sensors as the fusion of land
cover maps from multiple classifiers based on multi-spectral data.

one, which brings conflicts. An object belonging to Vegetation could be Forest but also
Non-forest. On the contrary, however, an object labeled as Non-forest may belong to
Vegetation but could also be Non-Vegetation. Intersections between the two schemes
(i.e. Forest, Non-vegetation) are not the refinement of the original classes and they are
apparently not exclusive. Accordingly, finding an agreement between these two schemes
becomes impossible, which brings a great deal of difficulties to handle heterogeneity in
fusion process.

Let us continue with the previous example. Due to conflicts between the two schemes,
the semantic meaning of land cover classes in one scheme becomes meaningless for those
in the other. We can thus only keep the scheme that we are interested in and consider
the other one as a result of clustering, which separates data by their spectral properties
yet regardless of semantic labels. In this way, we keep the information that helps to
distinguish these land cover classes while ignoring the semantic meaning of labels which
brings conflicts with other land cover maps. Therefore, the fusion system focuses on the
fusion of multiple supervised and unsupervised classification methods as shown in Figure
1.6, which is also the essence of our research.

1.3.3 A fusion architecture possible to define land use maps by
users

In the previous section 6.2.4, we have presented the gap existing between land cover
map and land use map (accessibility map). The inputs of the fusion system are various
land cover maps that describe situations on the ground from multiple perspectives. The
output for users, however, is supposed to be a land use map that provides information
on the accessibility of land covers. The difficulty is that, as we previously mentioned,
concepts related to accessibility have still been vague and ambiguous, so that we cannot
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Figure 1.6. Model heterogeneity caused by incompatible land cover schemes by fusion of
supervised and unsupervised classification methods.

directly use them in our research. Since our major efforts concentrate on the fusion of
multiple supervised and unsupervised methods, we have not done deep and far researches
on accessibility. Due to the required amount of ground surveys, we leave the related
definitions and concepts on accessibility to users. The fusion system, as shown in Figure
1.7, is supposed to take land use maps defined by users as an optional input when it is
available.

Land cover maps generated by multiple sensors may have incompatible schemes so
that they cannot reach an agreement. What we can do is to keep the schemes we are
interested in, and then remove the semantic meanings of land cover classes in those in-
compatible ones, that is to say, regarding them as clustering results. When the optional
input — accessibility information is available, we can incorporate it into the kept schemes
to generate the final accessibility map for users. More details are discussed in chapter 6
on future work.

1.3.4 Contributions

In this section, we briefly resume the major contributions of this dissertation. We classify
them according to the area they naturally belong to.

In the area of belief functions, the main contribution is:

• A new methodology to transfer mass functions into another discernment. The main
properties of our method that we want to emphasize are the following ones: (i) the
transformation can preserve both uncertainty and imprecision from the original frame
of discernment and transfer them to the target frame, (ii) the transformation is based
on similarity measures, which have multiple choices, (iii) the transformation can also be
extended to a learning version, using training samples to learn the similarities.
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Figure 1.7. The fusion system takes accessibility information as an optional input.

In the area of fusion of multiple supervised and unsupervised methods, our contribu-
tion is:

• A new soft fusion framework based on belief functions that can combine hetero-
geneous information and handle uncertainty. Based on the transformation method we
proposed, results from either supervised or unsupervised methods can be projected into
the discernment that we are interested in. In this framework, we also develop an iterative
fusion strategy that helps gradually to reduce uncertainty and make the overall accuracy
converge. We evaluate this fusion framework on remote sensing data in land cover classi-
fication, and the experiments show its evident efficiency, especially when training samples
for supervised methods are insufficient or mislabeled.

In the area of land cover classification, the contribution is:

• A new water detection method based on belief functions. This method takes into
account not only decisions on singletons, but also on total ignorance. In this way, potential
water on the ground can also be detected.

• An automatic land cover classification method that considers only spectral indexes
so that it can directly generate semantic labels without using training samples.

1.4 Plan of the thesis

In this chapter, we have introduced the industrial context of the problems and the diffi-
culties of working with real data. We have also explained how to model real tasks into
specific research problems. In this dissertation, we essentially focus on the fusion of multi-
ple supervised and unsupervised methods and manage to apply the fusion system in land
cover classification.
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In chapter 2, we present state-of-the-art of the land cover classification using multi-
spectral optical data. We review the development of land cover approaches from the
1970s onwards and present the most commonly used methods. More specifically, we
discuss their advantages and disadvantages, to localize our proposed frameworks in land
cover classification community. We also display a state-of-the-art of fusion techniques
at pixel, feature, and decision level, to explain the reason that we focus on the decision
level instead of the other two levels. Limited attention has been paid on fusion at the
decision level and most common fusion techniques can be separated into two categories:
consensus maximization, and uncertainty theories. We briefly present all commonly used
approaches based on consensus maximization and the basic concepts of belief functions
in this chapter.

In chapter 3, we propose a new water detection method based on belief functions that
can make decisions on total ignorance, so that potential water on the ground can also
be detected. We also develop an automatic land cover classification method to generate
semantic labels without using training samples. Related methods in this chapter show
the efficiency and advantages of belief functions in land cover classification.

In chapter 4, we present a new transformation method that can change the discern-
ment of mass functions based on similarity measures. The advantages of this architecture
include the preservation of both uncertainty and imprecision and multiple choices of sim-
ilarity measures. We also propose an iterative fusion strategy for multiple supervised
and unsupervised methods, based on the transformation method. We compare the fusion
system with this strategy with other state-of-the-art fusion methods at the output level.
We evaluate the proposed framework on synthetic data at the output level to study how
the quality of supervised and clustering results affect the combination.

In chapter 5, we evaluate the proposed framework on multiple real remote sensing
datasets to discuss how limited training samples affect the combination results.

In chapter 6, we give the conclusions of this dissertation and some future research
directions related to the problems addressed during this work.
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Chapter 2

Foundations of land cover
classification and information fusion
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Is this thesis, our research focuses on the combination of multiple supervised and
unsupervised methods in land cover classification, involving different research domains.
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Therefore, in this chapter, we introduce the foundations of the domains related to our re-
search, including multi-spectral land cover classification, information fusion and ensemble
methods, and the fusion theory we used in our research.

The objective of this chapter is: (1) to understand the trend in land cover classification;
(2) to present related researches in information fusion and ensemble methods; (3) to
introduce the basic concepts of belief functions; (4) to locate our research topic in the
community of land cover classification, ensemble methods and belief functions.
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2.1 Introduction

In land cover classification, multiple developments haven been marked in the last four
decades. Most classification methods were initially proposed in the 1970s and 1980s.
However, many advancements in specific classifiers and algorithms have occurred in the
last decade. Supervised and unsupervised pixel-based methods are one of the most im-
portant land cover classification methods in the 1970s. After 1980, the augmentation
of resolution of remote sensing data makes other methods such as subpixel, contextual-
based, and object-based, and hybrid methods became common in land cover classification.
Most studies have reported the superior performance of object-based methods on different
landscapes such as urban areas, agricultural areas, and forests. Nevertheless, object-based
methods are sensitive to the optimal segmentation scale, which can result in over or under
segmentation. The low spatial resolution of images also severely affects the performance
of object-based methods. Nowadays, hybrid classifiers and multiple classifier systems have
drawn more and more attention in land cover classification.

As multiple classifier systems show great potential in mapping land covers, many
information fusion techniques and ensemble learning methods are applied to land cover
classification. Therefore, we also give a brief introduction to information fusion techniques,
including different structures and levels of fusion, and some popular ensemble methods.
According to the needs in METIS, we locate our research interest in semi-supervised
learning at the output level. Not too much effort has been paid on this topic according
to our knowledge. We present some important previous works to combine supervised
and unsupervised classification results at the output level. Most of the current works
achieve the combination by maximizing the consensus of all individual classification, which
usually requires the baseline with high accuracy. To solve the problems caused by limited
training samples, we give a new perspective to solve the combination of supervised and
unsupervised classification results in the framework of belief functions. Therefore, we also
introduce the basic concepts in this chapter.

In this chapter, we give a brief introduction of multi-spectral land cover classification
in section 2.2, information fusion and ensemble methods in section 2.3, and the basic
concepts of belief functions in section 2.4. The conclusions are drawn in section 2.5.

2.2 Multi-spectral land cover classification

With the development of land cover classification methods, the accuracy of land cover
maps has been greatly improved since the 1970s. It is obvious that classification methods
become more and more complicated, and thus relies more on the quality and quantity of
training samples. Popular approaches such as multiple classifier systems and deep learning
techniques require sufficient and high-quality labeled data to train classifiers. However,
collecting labeled data is always an arduous and hazardous task in land cover applica-
tions, especially for complex areas such as mountain areas. Therefore, decreasing the
requirement of training samples becomes one of the most difficult challenges in land cover
classification. Many efforts have been done to solve this problem, yet fewer achievements
have recently been reached. Lots of methods are proposed for specific situations, thus
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lacking the generality to some extent. Transfer learning is a novel technique to transfer
a well-trained classification system into similar scenes where limited training samples are
available. This immature technique is still under development and has many limitations
in land cover classification.

Land cover classification based on multi-spectral optical data has gained more and
more attention in remote sensing applications since the 1970s, shortly after Landsat 1
was launched. We display the development of different land cover classification methods
in Figure 2.1. The early land cover classification methods are based on pixels, analyz-
ing each pixel as an individual unit. At this period, the traditional machine learning
approaches, such as supervised (i.e maximum likelihood, support vector machine) and
unsupervised (i.e. k-means and ISODATA), were first applied and showed great perfor-
mance in generating land cover maps [125].

These pixel-based approaches have limitations in heterogeneous regions where the size
of objects may be much smaller the size of pixels. To address this problem, subpixel based
methods, such as fuzzy classification and spectral mixture analysis techniques, have been
developed during the 1980s and 1990s. Contextual information indicating the analysis of
the relationship between a pixel and its neighborhoods was developed has gained attention
in remote sensing society [81]. The early contextual-based methods includes texture
extraction and Markov random fields models [63], [144]. It developed as the object-
based methods in the late 1990s, especially after the launch of Very- High-Resolution
(VHR) sensors, such as QuickBird and IKONOS. Object-based methods gather a group of
homogeneous pixels as an object to achieve the classification. Therefore, the development
of segmentation methods boosted the performance of object-based classification [159], [6].

The requirement of the accuracy of land cover classification has been greatly increased,
so that much more complicated methods are developed. Hybrid methods and multiple
classification systems gained the major attentions in real-life applications [22], [61]. Basic
supervised classifiers such as maximum likelihood, support vector machine showed satis-
fying performance in the hybrid system. Ensemble learning methods and some fusion the-
ories, such as belief functions, Bayesian inference, are also applied in combining multiple
classifiers and have achieved success in different aspects. After the 2010s, more compli-
cated methods have been proposed on object-level due to the more and more widespread
use of VHR images. Many advanced classifiers have also shown their efficiency in real-life
applications. Among them, deep learning techniques recently become a hot topic and
outperforms other traditional methods in different situations [89].

From the view of land cover classification, our research focus on the multiple clas-
sifierssystem while also considering unsupervised methods. Unlike the traditional com-
bination methods which require specific classifiers and rely greatly on training samples,
our research focuses on a general fusion system that does not rely on specific classifiers
and tries to solve the problem of limited training samples. We present some important
techniques in land cover classification in the next sections, to localize our research interest
in the community of land cover classification.
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Figure 2.1. Important land cover classification methods in different periods.

2.2.1 Basic pixel-based methods

In the early 1970s, many pixel-based methods on land cover classification were used for
medium/low resolution multi-spectral data, such as Landsat. Pixel-based methods assign
each pixel to a class by treating each pixel as an individual unit. Pixels classified into the
same class have more similar spectral properties than that in different classes. Since major
approaches in land cover classification are pixel-based, to make a difference with other
recent methods such as deep learning, we refer to this section as basic pixel-based methods.
Basic pixel-based methods take advantage of traditional machine learning approaches
which are categorized as supervised and unsupervised methods. This section focuses on
the most commonly used supervised and unsupervised methods and investigates their
advantages and limitations.

The most commonly used supervised classifier in land cover classification involves Max-
imum Likelihood (ML), K-Nearest Neighbors (KNN), Support Vector Machine (SVM),
Decision Tree (DT), and Artificial Neural Network (ANN).

Most supervised classifiers are based on assumptions of data distribution, which is also
called parametric classifiers, such as Maximum likelihood Classification (MLC). MLC is
fast and simple to process and perform well in different scenes of land cover classification
[87]. MLC also performs well with a limited number of training samples owing to the
assumption of data distribution [54]. Using prior probabilities boosts the land cover
classification accuracy. However, the improvement is not significantly large due to the
nature of the remotely sensed data set and to the amount of spectral overlapping of class
pairs [132]. It is found that MLC can cause over-fitting of the most dominated classes
[132]. Even though parametric classifiers have proved to be useful, these classifiers have
two major drawbacks in land cover classification: (1) data of high heterogeneous land
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covers are usually not normally distributed; (2) a lot of uncertainty is associated with the
distribution of land cover surfaces which cannot be described based on data distribution
[87].

On the contrary, non-parametric classifier refers to no prior assumption about data
distribution is assumed, such as SVM, ANN, and DT. SVM aims to find the optimal
boundary in the feature space between the classes. It can provide a good generalization
and well control over-fitting problems. Numerous studies [67], [93], [111], [92] have shown
that SVM outperforms other classifiers in most cases due to its ability to handle complex
features, even with small size training samples. However, SVM can be impacted by the
quality of the training samples. For example, a study in [54] shows that the accuracy
of SVM decreased by 8% when 20% of training samples are mislabelled. SVM is also
dependent on user-defined parameters which is difficult to determine the optimal ones.

ANN is a non-linear classifier considered as a mathematical analog of the brain. ANN
has multi-layers composed of numerous elements called neurons. All neurons in one layer
are connected to all those in adjacent layers with some weights. ANN has advantages in
handling noisy inputs while it depends greatly on user-defined parameters and architec-
tures and suffers from over-fitting problem [54], [93]. DT is a recursive split of the input
data depending on whether the value in a certain band is above or below a threshold [110].
Once DT has been trained, it is extremely rapid because no further complex mathematics
is required. However, DT may generate a non-optimal solution and get over-fitting. The
latter is normally addressed by pruning which reduces the accuracy of classification [110].

For supervised methods, the selection of training samples is critical because on the one
hand the samples are supposed to be as representative as possible for all data set, and on
the other hand, the sufficiency of samples has to be guaranteed to avoid the over-fitting. It
has been reported that sufficient training samples are crucial for supervised classification
[125]. For coarse resolution data, the selection of training samples is usually difficult
because a pixel may contain more than one land cover type, which is referred to as the
mixed pixel problem. The objective of generating training samples is to study statistically
their patterns and features to classify each land cover class. According to Kavzoglu and
Mather [74], large and accurate training samples are generally preferable. Studies have
shown that increasing the training samples can improve classification accuracy [67].

Unfortunately, it is not always easy to collect adequate training samples with high
quality due to limited access, time, or cost constraints. For remote sensing data, misla-
beled training samples are another concern. Numerous studies [93],[54] find that MLC,
SVM, DT, and ANN are sensitive to mislabeled training samples. Directly using tradi-
tional supervised methods in land cover classification is thus less effective when training
samples are insufficient.

In the context where prior knowledge is unavailable, or in the strict sense that no
training samples are available, unsupervised methods are employed. Unsupervised classi-
fication focus on the distribution and inter-relationship of data in feature space to classify
them into various groups. Therefore, are especially suitable for the situation where la-
beled data is difficult to obtain, such as mapping land cover in a hard-to-access area. A
study in [68] found that the unsupervised classification techniques appear less accurate in
comparison to the supervised classification.

Clustering techniques are usually used in land cover classification when semantic la-
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bels are unavailable. Among various unsupervised methods, k-means and ISODATA
(Iterative self-organizing data analysis technique algorithm) is the most commonly used
unsupervised classification method in remote sensing. k-means has to define the number
of clusters at the beginning and classifies each pixel into clusters by minimizing the sum
of the distance between each pixel to its assigned cluster center. The objective of k-means
is to reduce the variability within the cluster. Unlike k-means, ISODATA requires thresh-
olds to split and merge clusters instead of the number of clusters. Several iterations are
performed to update clusters until the stop condition is reached. ISODATA eliminates
clusters associated with fewer in comparison to the user-specific minimum number of
pixels and isolated pixels are either reclassified or ignored as unclassified data. k-means
and ISODATA algorithms have the best performance for images with clusters that are
spherical and that have the same standard deviation, which is often not true for complex
remote sensing images.

2.2.2 Subpixel-based methods

Compared to pixel-basic methods, subpixel-based classification was developed to address
the mixed pixel problem that a pixel may contain several land cover classes. These
landscapes may not be easily separated when classified by the ordinary pixel-based classi-
fication [19]. For low/medium resolution data such as Landsat, several land cover classes
may constitute a single pixel. The most common methods of subpixel classification are
fuzzy set techniques [53], [19] and Spectral Mixture Analysis (SMA) [87], [136].

Fuzzy set techniques were used in subpixel based methods since the 1980s. Fuzzy
representation describes partial membership of each pixel belonging to all classes, thus
the extent of each class within each pixel can be estimated [162], [51]. When using this
method, each land cover is assigned a fuzzy membership depending on its proportion in
each pixel. The proportions are in the form of ratios, percentages, or probabilities which
are converted to actual areas on the ground. It is reported that the fuzzy classification
method can reach high classification accuracy up to 93% when compared to the maximum
likelihood pixel-based method with 61% [162]. subpixel analysis methods were developed
to quantify the amount of urban impervious surfaces and urban vegetation and also show
great performance [71], [100]. The fuzzy classification has been proved important for
solving mixed pixels problems; however, it is not commonly applied in practical terms
because it is not easy to use compared to other classification methods.

Spectral mixture analysis (SMA) is another effective method for dealing with subpixel
methods, especially for medium resolution imagery such as Landsat [140]. It evaluates
each pixel spectrum as a linear combination of a set of endmember spectra [5]. The output
of SMA is endmembers represented by a fraction of each land cover type. One image for
each endmember spectrum represents the area proportions of the endmembers within
the pixel [32]. Endmember selection is one of the most important aspects of SMA, and
much previous research has explored the approaches [121]. The common forms of SMA
are Linear Spectral Mixture Analysis (LSMA) and Multiple Endmember Spectral Mixture
Analysis (MESMA). LSMA is designed to work with a fixed number of endmembers while
MESMA can be used on pixels with different numbers of endmembers [114]. Most studies
have indicated that SMA is important in improving the area estimation of land cover
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types [120]. SMA and subpixel based classification, in general, are important for effective
classification of Landsat images as they are of medium resolution and are usually used for
large areas that have heterogeneous land cover types and are likely to have mixed pixels.
The major challenge for SMA is the errors in the final allocation of fractional endmembers
resulting from spectral variability and similarity during the selection of endmembers [140].

2.2.3 Contextual-based and object-based methods

As the spatial resolution increasing, information derived from spatial and spectral rela-
tionships among pixels has gained attention to improve the accuracy of land cover classi-
fication. Contextual-based and object-methods was developed to deal with the problems
of inter-class spectral variation, and make use of spatial information. According to [81],
contextual-based methods are usually divided into three categories: (1) Texture extrac-
tion, (2) Markov random field models, and (3) object-based images analysis. However,
since object-based methods have been greatly developed and many complex approaches
have recently been proposed, it has already been regarded as a new independent category.

Texture extraction

Texture describes the placement and spatial arrangement of repetitions of tones and is
often employed to quantify the variability of pixels in a neighborhood. In the early 1970s,
texture extraction had been already used in remote sensing image classifications [63].
Many studies demonstrated the efficiency of texture-based features in land cover classi-
fication [65]. Texture extraction methods can be classified into three major categories:
(1) structural (including mathematical morphology), (2) statistical, and (3) transforma-
tion. Structural textures can be defined with the primitives and their placement rules
[63]. Morphology techniques based on non-linear operators have been applied to gener-
ate structural textures. Especially, morphological profiling and morphological attribute
filters have been developed to capture geometrical and multi-scale properties. Statistical
methods include first-order statistics (i.e. mean, standard deviation) and second-order
statistics, especially the grey-level co-occurrence matrix (GLCM) proposed by Haralick
[63]. Transform methods include Fourier, Wavelet transforms [94], and Gabor features
[156], [70]. When compared to Fourier and Gabor, the wavelet transforms perform better
as they are based on multiple spatial resolutions, and a wide range of wavelet functions
can be chosen to improve the classification accuracy. Texture information can be incor-
porated in the processes of image pre-classification (e.g. as an additional variable) and
post-classification (e.g. image filtering). Several studies have proven that the integra-
tion of textural information into remote sensing image classification can generate better
classification accuracy [115].

Markov random fields models

Markov random fields (MRFs) conceptually generalize the notion of Markov chain, a pop-
ular model for one-dimensional random sequences, to the two-dimensional framework of
image analysis. MRFs are a general family of probabilistic models for two-dimensional
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stochastic processes defined over discrete pixel lattices. They represent flexible and pow-
erful models for the contextual information associated with images. Their use in classifi-
cation allows taking advantage of the dependence among neighboring pixels to maximize
the accuracy in land-cover discrimination [99].

For remote sensing image classifications, MRFs incorporate spatial-contextual infor-
mation into a classifier by modifying the discriminant function with the addition of spatial
correlation terms. MRFs can examine the global and local properties of a remote sensing
image, and quantify the spatial autocorrelation among pixels through a mathematically
rigorous means [99]. Recently, an increasing number of studies have applied MRF-based
image classification techniques and reported significantly better results when compared to
the conventional non-contextual classification techniques. It is reported that the addition
of contextual and edge information through the MRF-based methods improved both the
visual interpretation and classification accuracy [144]. Although several MRF-based clas-
sification techniques have been successfully applied in land use land cover classifications,
the concepts of MRF are considered difficult to many remote sensing scientists, and their
implementations involve challenging computational problems [99]. The current develop-
ment of this research area offers effective automatic parameter-optimization algorithms,
which make Markovian classifiers feasible also for end users with no deep image processing
knowledge.

Object-based methods

Compared to traditional per-pixel and subpixel classification methods, object-based mod-
els provide a new paradigm to classify remote sensing imagery. With object-based models,
geographical objects are considered the basic unit for analysis. Instead of considering an
image as a collection of individual pixels with spectral properties, object-based methods
generate image objects through image segmentation and then conduct image classifica-
tion on objects rather than pixels. With image segmentation techniques, image objects
are formed using spectral, spatial, and textural and contextual information. Then these
objects are further classified using spectral and other relevant criteria. Object-based
approaches are considered more appropriate for VHR remote sensing images since they
assume that multiple image pixels form a geographic object. Many studies have proven
that significantly higher accuracy has been achieved with object-based approaches [159],
[6]. Since major researches on object-based methods are focused on supervised context
[88], we thus briefly introduce the supervised object-based methods.

Object-based methods include two major steps: segmentation and classification. Seg-
mentation is used to generate an object as the basic unit to analyze. Numerous studies
demonstrate the importance of the scale parameter because it controls the dimension and
size of segmented objects, which may directly affect classification [101]. Generally, the
smaller segmentation scales are more suitable for higher spatial resolution. However, it
can be difficult to determine the optimization scale given the fact that the variability
of the scale is affected by many factors. The scale issue, therefore, has emerged as a
major problem in object-based methods. Successful research about scale optimization
is to combine Local Variance (LV) and Rates of Change of LV (ROC-LV) to determine
appropriate segmentation scales [41]. However, this method is only capable of processing
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single-band images. Another optimized segmentation object using the Euclidean Distance
measure for the reference object and the actual object is proposed in [151]. This method
requires manual interpretation of reference objects for different land-covers. Unsupervised
segmentation methods commonly suggest a single optimization scale or require a difficult
threshold, which therefore is less used than supervised segmentation methods [47].

Even though the remarkable performance of object-based methods has been reported
for high spatial resolution images. There are still some limitations to object-based meth-
ods in land cover classification. For instance, extracting objects of land cover requires
high levels of spatial detail, which are limited in low spatial resolution images. Moreover,
selecting the optimal segmentation scale is a challenge. When the segmentation scale is
not appropriate, the image can be under or over segmented. Under segmentation means
that the image-objects are larger than the objects on the ground, which thus makes two
or more land covers in one large image object. Likewise, over segmenting an image can re-
sult in a real-world object being split into two or more objects with different classes. The
selection of classifiers is another important issue in object-based methods. It is reported
that Random Forest (RF) achieves the best performance in object-based classification,
and has attracted significant attention in recent years, followed by SVM, while MLC
performing the worst [47]. Although RF and SVM classifiers have also attracted great
attention owing to their excellent classification performance, deep learning, which is an
excellent classification technique developed in recent years, is still expected to further
promote the development of supervised object-based classification techniques [47].

2.2.4 Deep learning techniques

With the development of deep learning (DL) techniques, land cover classification studies
are paying increasing attention to feature learning. A comparison of numerous studies
has revealed that deep features have a more powerful capability than low-level features
in representing and understanding images [164], [82], [10]. Several methods have been
proposed for land cover classification with deep features, such as greedy layer-wise un-
supervised pre-training [122] and multi-scale CNN algorithm [89], and all of them have
shown a proved improvement.

Convolutional Neural Networks (CNN) model has been identified as the most efficient
solution in land cover classification [89] although some efforts were initially made on other
DL models, such as the Deep Belief Networks (DBNs) [28]. Based on CNN solution,
specific improvements have been proposed to obtain a more accurate land cover mapping.
A generative adversarial network (GAN) was first introduced as a regularization technique
on CNN [166]. Results show better performance in preventing over-fitting [166]. Besides,
they proposed 3D-GAN for spectral and spatial characteristics, leading to a significant
gain in land cover classification accuracy compared to conventional CNN. With the same
intuition, CNN architecture combined with a 3D-DL strategy as a feature processing
technique was studied in [15]. In this solution, classical 1D convolution operators are
replaced by 3D convolution operations to allow joint processing of spectral and spatial
information, and a significant performance gain has also been proven by experiments.
Therefore, the 3D-DL strategy seems to be a generally accepted method for processing
spectral-spatial features in the CNN model.



2.2 Multi-spectral land cover classification 31

Regarding the training of a supervised DL model, the preparation of the required
large number of training samples is always an inevitable and time-consuming problem.
For this reason, the techniques of the Hybrid/Multiple classifiers system (MCS) have
been developed to improve the accuracy of land cover classification to solve the problem
of heavy training data. The reduction of training samples tends to be the new topic of
land cover classification and it is also one of the objectives of our research.

2.2.5 Hybrid/Multiple classifiers system

Even though deep learning techniques outperform other methods with high accuracy of
classification, their performance is severely limited by insufficient labeled samples in real
problems. Multiple classifier systems (MCS) are other newly emerged methods that com-
bine multiple classification results from several different classifiers. The purpose of MCS
is to achieve a better classification result than that acquired by using only one classi-
fier. The core of MCS is to combine the results provided by different base classifiers,
and the earliest method for the combination was through the majority voting. By now,
some more approaches have been proposed for classifier combination, such as Bayes ap-
proach, Dempster-Shafer theory. Previous studies have shown that MCS are effective
for land cover classification [84], [24]. For example, a MCS with six base classifiers was
constructed in [84], and the classifier combination was through the voting strategy. Their
results show that MCS obtained higher accuracy than those achieved by its base clas-
sifiers. For improved performance, base classifiers to be combined in a MCS should be
selected from diverse families of pattern recognition [24], and the diversity is measured
by the difference among the base classifier’s pattern recognition algorithms [77].

The selection of appropriate supervised classifiers, such as SVM, RF, is also important
for MCS methods. SVM, RF, ANN and boosted DTs have proven to be very powerful
methods for land cover classification and, in general, these methods appear to produce
higher accuracy than other classifiers such as DT. However, the best classifier depends on
many factors, e.g., classes over the study area, nature of the training samples. There is
currently no one classifier that outperforms others in all circumstances. Each classifier has
its advantages and limitations. For example, the SVM is powerful for handling complex
characteristics while its parameters are generally difficult to determine. Besides, SVM
works well with small training samples but is sensitive to mislabelled data. The ANN has
high accuracy in general but suffers from the problem of over-fitting. RF is slightly less
efficient than SVM in pixel-based methods, but it performs better than SVM in object-
based methods. Multiple classifiers are generally more robust than a single classifier.

It has generally been shown that the quality and quantity of training data have a sig-
nificant impact on the accuracy of classification. Training data may even have a greater
impact in comparison to the algorithm used [67]. Therefore, it is preferable to obtain a
large number of high-quality training samples that fully characterize the class signatures.
Figure 2.2 shows the relationship between training samples and precision for different land
cover classification methods. Unsupervised methods do not require training samples and
are generally less accurate than supervised methods. For supervised methods, including
pixel, subpixel, and object-based approaches, adequate training samples are always prefer-
able. Many supervised classifiers such as SVM, ANN are sensitive to the quality of the
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Figure 2.2. Relationship of training samples and accuracy for different categories of land
cover classification methods.

training samples. If abundant, high-quality training samples are available, deep learning
techniques may be considered the best choice. Their accuracy is higher in comparison to
the others and thus becomes a new trend in the land cover classification community.

The combination of multiple classifiers outperforms other methods and should be
considered the best choice with limited training samples. Therefore, we focus on fusion
and ensemble methods in the next section.

2.3 Information fusion and ensemble methods

Multiple techniques from information fusion and ensemble methods effectively combine
different classifiers in MCS methods and achieve high accuracy in land cover classifica-
tion. In this section, we present related researches in the fields of information fusion and
ensemble methods, which are furthered studied in land cover classification and help to
design MCS methods.

2.3.1 Structures of fusion

Different classifiers, such as parametric classifiers (e.g. maximum likelihood) and non-
parametric classifiers (e.g. neural network, decision tree), have their strengths and limi-
tations. Multiple Classification System (MCS) has shown great potential for improving
the accuracy and reliability of remote sensing image classification. A critical step is to de-
velop appropriate rules for combining classification results from different classifiers. MCS
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can be roughly classified in both sequential and parallel structures. The former uses the
output of one classifier as the input of another, while the latter applies several classi-
fiers individually and processes their output together. In this section, we provide only a
brief introduction to the multiple classifiers used in land use classification. Details on the
ensemble and fusion methods are explained in the next section.

Sequential structure

In a sequential structure, the classification result generated by one classifier is used as
input to the next classifier, as shown in Figure 2.3. The results obtained by each classifier
are also passed on to the next classifier until a result is obtained by the last classifier in the
chain. Boosting is the sequential structure most commonly used in land cover classification
[22], [61]. Boosting can process data with weights, and the weights of misclassified samples
are increased to focus the learning algorithm on specific samples. As a result, boosting
can reduce both variance and classification bias, but it is very sensitive to noisy data.

Figure 2.3. Sequential structure.

Boosted Decision Tree (Boosted DTs) is an ensemble method using multiple DTs to
overcome the drawbacks of a single DT. Boosted DTs attempt to minimize the errors
of the previous trees adaptively. A commonly used boosted DTs is Adaptive boosting
(Adaboost). Each tree of Adaboost is a weak learner with poor predictions. An additive
model allows combining all weak learners so that the loss function is minimized. Adaboost
improves the accuracy of each weak learner by 6%− 8% and also shows high robustness
and low risk of over-fitting [27].

Extreme gradient boosting (Xgboost) is another popular boosting method proposed
in [26]. Xgboost was conducted on the data of WorldView-3 using Bayesian parameter
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optimization [59]. This study found that Xgboost outperforms RF and SVM by 2–5% in
larger sample sizes albeit with increased computational time. Another study [90] com-
pared Xgboost with five non-parametric classifiers on Landsat-8 data, and it showed that
Xgboost slightly outperformed SVM by 0.3%.

Parallel structure

In a parallel structure, multiple classifiers are designed independently without any mutual
interaction and their results are combined according to certain strategies, as shown in
Figure 2.4. One of the most successful parallel ensemble classifiers is Random Forest
(RF), which uses a large number of DTs to overcome the weakness of a single DT. The
majority vote of all DTs is generally used to assign a final class. This directly overcomes
the problem that a single DT may not be optimal. By incorporating several DTs, an
overall optimum should be obtained. RF has some advantages such as reduced training
time and easy parameterization [113]. Besides, RF parameters seem to have little influence
on the accuracy of the classification [113].

Other popular and successful ensemble approaches are majority voting, fuzzy integral,
Dempster-Shafer’s theory, etc. Some previous studies have shown that simple majority
voting of the prediction is an effective strategy [131]. In this scheme, a pixel is classified
as the class that has been chosen by the majority of individual classifiers. The simple
majority voting rule is used to integrate multiple binary classifiers for mapping a specific
class [52]. Some studies have examined the combination of soft classification methods
for remotely sensed images and found that the combination of classification methods can
improve the accuracy [40].

Figure 2.4. Parallel structure.



2.3 Information fusion and ensemble methods 35

2.3.2 Levels of fusion

Levels of fusion is another important aspect in MCS methods for land cover classification,
because each individual level requires different processing steps and has different advan-
tages and limitations [91]. The levels are distinguished by where the actual fusion step
takes place, as shown in Figure 2.5.

Figure 2.5. General processing steps for different fusion levels.

Pixel level fusion

Pixel level fusion is designed to synthesize multiple input images in pixel levels to generate
a new fused image, which is expected to be more informative than any of the inputs.
Pixel level fusion is the fusion at the lowest processing level referring to the merging of
measured physical parameters. Image fusion taking place at pixel level requires sensor
specifically corrected data and alignment. It is critical to remove influences that affect
and falsify the values collected by a certain sensor. Besides, the multi-sensor images
have to be coregistered and geometrically corrected to ensure that the data coincide on
a pixel-by-pixel basis and refers to the same location on the ground. For the integration
in a geographic information system (GIS) or the Digital Earth environment, geocoding is
indispensable. The actual information extraction takes place after the fusion process. An
important fact to be considered in pixel-based fusion is the effect of changes between the
different acquisition dates of the input images [139]. A combination of changed objects
into one fused image can cause spectral artifacts if these changes are not considered or if
image fusion techniques are used in an uncontrolled manner.

Remote sensing image fusion techniques have different sensitivities to misregistration
depending on the chosen approach. In remote sensing applications, pixel-based fusion is
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essentially used for pansharpening which aims at enhancing spatial resolution through the
synthesis of a low resolution multi-spectral (MS) image and a high resolution panchromatic
(PAN) image [95]. Different arithmetic combinations have been developed for pixel image
fusion. The principal component analysis (PCA) transform [83] converts inter-correlated
multi-spectral bands into a new set of uncorrelated components.

Pixel fusion algorithms mentioned above have been widely used for relatively simple
and time-efficient fusion schemes [139]. However, several problems must be considered
before their application: 1) These fusion algorithms generate a fused image from a set
of pixels in the various sources. These pixel-level fusion methods are very sensitive to
registration accuracy so that co-registration of input images at subpixel level is required;
2) These image fusion methods are often successful at improving the spatial resolution.
However, they tend to distort the original spectral signatures to some extent [14]. More
new techniques such as the wavelet transform [153], [60] seem to reduce the color distortion
problem and to keep the statistical parameters invariable.

Feature level fusion

Complex object structures require more complex processing. Land cover mapping studies
often rely on remote sensing feature-based fusion for classification to obtain a better and
more complete description of the objects on the ground. In particular, complex urban
areas require additional inputs into the fusion process because the variability of urban
objects is based on their inherent spectral heterogeneity [105]. Prior feature extraction
of the urban extent can help the mapping, especially if multi-resolution data sets are
involved [56]. Feature fusion implies that the images are processed to extract features
of interest using feature extraction methods. Feature-level fusion uses a group of image
pixels to form contiguous regions and requires the extraction of different features from
source data. According to [62], “feature extraction addresses the problem of finding the
most compact and informative set of features to improve the efficiency of data storage
and processing.”

For the objective of land cover classification, features can be spectral signatures, tex-
ture features, etc. Compared to pixel-level fusion, feature level fusion is more suitable
for a complex environment that requires higher processing levels. Especially in an urban
context where high-resolution data are a prerequisite and land cover is complex in nature,
feature-level fusion is of interest.

Most existing techniques defined shallow handcrafted features or transform based fil-
ters of the input data that are not robust enough to make a deal with classification
challenges of remote sensing data [62]. Additionally, traditional fusion methods use either
low-level features or score-based fusion to fuse features. Deep learning frameworks have
recently enhanced the classification performance by automatic extraction of extremely
powerful deep features. In [146], the authors provide a deep supervision strategy to en-
hance the generalization performance in the intermediate layers of the AlexNet model. In
[145], the proposed approach merges the deep learning architecture and classical hand-
crafted feature extraction approaches. The authors fuse the rich feature extraction ca-
pabilities of the Convolutional Neural Networks (CNNs) with the Correlograms features.
Despite the significant performance of deep learning feature fusion, generating powerful
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fused features usually requires a large number of training samples. Its application thus is
limited for inadequate labeled data.

Decision level fusion

Decision fusion is defined as “the highest level of information fusion, which reinforces
the common interpretation, resolves differences” while providing “a better understanding
of the observed objects” [42]. Decision-level fusion approaches include Bayesian theory,
belief functions, abductive reasoning, majority voting etc.

Bayesian method combines evidence related to the probability theory rules. It can
provide a determination of the probability of a hypothesis being true with given evi-
dence. Furthermore, it not only allows the incorporation of prior knowledge about the
likelihood but also utilization of subjective probabilities for a prior probability. Theory
of belief functions also known as Dempster-Shafer theory allows representation of incom-
plete knowledge with uncertainty and imprecision. Based on the theory, authors in [79]
improved the land cover accuracy using multi-source remote sensing data. The abductive
reasoning approach [11] searches for the best probability of the information to be true
following a reasoning pattern and can involve neural networks or fuzzy logic. Semantic
methods utilize semantic data of different origin to derive the interpretation. It requires
a known set of knowledge, which can be used to match the information.

Compared to pixel-level fusion and feature level fusion, fusion at decision level is more
robust yet more complicated [42]. It thus gains less attention in comparison to the other
two fusion levels. In our research, we have to consider combining the results generated by
different supervised and unsupervised methods. Decision level fusion is more suitable for
our situation because we are only interested in the outputs of classifiers rather than the
input features or classifiers themselves.

2.3.3 Overview of ensemble methods

Supervised and unsupervised methods have been proved to be outstanding in different
contexts: supervised methods show powerful performance when sufficient labeled data are
available, while unsupervised methods also called clustering focus on grouping unlabeled
data based on specific properties. Both of them have their advantages and drawbacks
which provide complementary or conflicting information about the raw data (e.g. multi-
spectral data). Therefore, a combination of supervised and unsupervised methods have
been gradually gained more attention.

According to the research in [57], [58], the entire spectral of learning methods is based
on two dimensions: one dimension is the level of supervision (supervised, semi-supervised,
unsupervised), and the other is the way the ensemble executes (no ensemble, ensemble at
the raw data level and the ensemble at the output level), as shown in Figure 2.6 [57].

The ensemble at raw data level can also be considered as an ensemble by learning.
In the supervised context, the most common methods are boosting, bagging, Bayesian
model averaging, in which raw data are applied to train a combination process [124], [16].
Weighted majority voting [33] can also be classified into this level because weights are
generally trained from labeled data by maximizing some pre-defined objective function.
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Figure 2.6. Classification of combination strategies proposed in [57].

The theory of belief functions is usually used for multi-source fusion at the output level.
However, some recent researches add a training process to obtain optimal weight for each
classifier. Authors in [86] proposed a new weighted classifier combination method based
on belief functions to enhance classification accuracy. The optimal weighting factors of
classifiers are obtained by minimizing the distances between fusion results obtained by
Dempster’s rule and the target output in training data space to fully take advantage of
the complementary information of the classifiers.

For ensemble in the semi-supervised learning context, multi-view learning can learn
from both labeled and unlabeled data from multiple sources [21], [163]. It aims to learn
one function to model each view and jointly optimizes all the functions to improve the
performance. A naive solution for multi-view learning is to concatenate all multiple
views into one single view by training process, which yet has the over-fitting problem on
small training sets. Recently, a more elaborate solution has been proposed to overcome its
drawbacks such as co-EM [106], which are trained alternatively on two distinct views with
confident labels for the unlabeled data. Some specific scenarios to achieve the combination
are also considered on this level. For instance, in [31], supervised methods are used to
extract the dissimilarity from raw data to guide an unsupervised clustering instead of
the traditional distance function. A combination of supervised and unsupervised has
also been applied to train the activation functions of neural networks in [23]. However,
the majority of semi-supervised scenarios usually consider only one supervised method
and one unsupervised method [25], which is arduous to combine several supervised and
unsupervised sources. Although multi-view learning can combine multiple classifiers, it is
easily suffered from the over-fitting problem, which is therefore not appropriate for small
training sets [163].
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At the output level, major research has been devoted to ensemble learning for either
supervise or unsupervised methods. In supervised methods, majority voting [98] can
achieve the combination on the output level. A noteworthy point of majority voting based
combination is that dependent classifiers can potentially offer a dramatic improvement
over independent classifiers [76]. Except for majority, belief functions can also be applied
in combining multiple classifiers at this level [17], [85]. Compared to majority voting,
methods based on belief functions cope with a more complex problem because several
combinations and decision rules are proposed under this framework to manage different
situations [128]. The details about belief functions are displayed in section 2.4. Other
methods such as stacked generalization [64], [152], and the mixture of experts [3] can
be considered between raw data ensemble and output ensemble because they generate a
meta-learner on the output level and need the labels of raw data as feedback as well.

In the unsupervised context, the combination is more difficult when the numbers of
clusters from the various single model are different. Therefore, the final combined clus-
tering results are generally required to obtain the most agreement with all individual
clustering methods, modeled by an objective function using consensus maximization [55].
Multi-view clustering comes from a statistical background of several methods analyzing
different views of the same data with different attributes [18]. Collaborative cluster-
ing [30], [141], is another close family to multi-view clustering, which allows different
types of algorithms to work together. In [150], the authors proposed a multi-view voting
strategy to combine multiple clustering. Each result votes for the class it had found for
each object and its corresponding class in the other results. The theory of belief functions
was also used in combination of unsupervised learning in an early research [78], which
takes the intersection from two clustering methods as the final discernment. Recently, a
novel method combining evidential clustering methods based on belief functions is pro-
posed [80]. This method combines relational representations of base credal partitions by
averaging and minimizes an error function to obtain the consensus solution and it show
the good performances on simulated and real datasets.

We make a summary of the advantages and limitations of different methods both from
the level of supervision and the level of combination, as shown in Table 2.1. According
to our research on state of the art, several latest developments, such as combination
methods based on belief functions have not yet drawn much attention in the domain
of ensemble methods. Compared to other methods, the theory of belief functions has
excellent potential infusing multiple sources, no matter in which level of supervision.
Furthermore, majority voting has also been underestimated in the previous state of the
art. This technique is not merely suitable to combine supervised learning at the output
level but raw data level as well. The theory of belief functions has a more flexible and
widely used compared to other methods. It also measures uncertainty and imprecision,
which thus becomes the leading theory in our fusion framework.

We consider combining multiple supervised methods which are categorized as semi-
supervised methods, marked by yellow rectangular in Figure 2.6. Ensemble methods at
raw data, also known as an ensemble by learning, require adequate labeled data to train
the learning process, which is not appropriate in our situation. Since we concentrate
on the case where training samples are limited or inadequate, it is reasonable to focus
on the semi-supervised ensemble method combining several supervised and unsupervised



40 Foundations of land cover classification and information fusion

methods at the output level, which only applies the outputs from every single model
without accessing raw data to achieve the training process.

According to our research on the state of the art, there are minimal attempts to
combine multiple supervised methods and unsupervised methods at the output level.
In section 2.3.4, we present the essential combination methods at the decision level to
combine several supervised and unsupervised models.

Table 2.1 – A summary of combination methods.

Supervision
level

Combination
level

Methods Advantages Limitations

Supervised
learning

Single model
SVM,
KNN,

...
Simple model

1. Can not combine
with other methods
2. Over-fitting
3. Require enough
labeled data

Ensemble at
raw data

Boosting,
Bagging,

...

Combine
with multiple
methods

1. Require enough
labeled data
2. Over-fitting

Ensemble
at the output

level

Majority voting,
Belief functions

Not require
the amount of
labeled data

1. Combined results
depend a lot on
basic classifiers
2. Complicated

Semi-
supervised
learning

Single model
Semi-supervised

learning
Simple model

1. Can not combine
with multiple methods

Ensemble at
raw data

Multi-view
learning

Combine with
classifiers

1. Over-fitting
2. Require amount
of labeled data

Ensemble
at the output

level

Consensus
maximization,

Belief functions

Combine
classifiers
&clusterings

1. Models are complicated
2. Not too much
related research

Unsupervised
learning

Single model
Kmeans,

...

Used for
unlabeled
data

1. Can not combine
with multiple methods

Ensemble at
raw data

Multi-view
clustering,
Majority
voting

Can combine
with multiple
clusterings

1. Final results do
not have labeled
information

Ensemble
at the output

level

Collaborative
clustering,

Belief functions

Can combine
with multiple
clusterings

1.Final results do
not have labeled
information
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2.3.4 Semi-supervised ensemble methods at the output level

Most of the existing semi-supervised ensemble methods at the output level are based on
consensus maximization, transferring the fusion process as an optimization problem. The
solution of this optimization problem is used as the final fused result which takes the most
agreements among all supervised and unsupervised models.

Suppose we have N objects X = {x1, ..., xN} to classify into Y classes Ω = {ω1, ..., ωY }.
We have M supervised models S = {s1, s2, ..., sM} and a L unsupervised models C =
{c1, c2, ..., cL} with different numbers of clusters. Both classes and clusters discovered
by each supervised and unsupervised model are called groups. The set of groups noted
as G = {g1, g2, ..., gG}, contains all classes and clusters from different methods. For
consensus maximization based methods, there are some important concepts to construct
the optimization problem, presented as follows:

Definition 1 (Membership Matrix). Membership matrix is defined as A m|N×G where
A m|ij = 1 indicates the object xi belongs to group gj, 0 otherwise.

Definition 2 (Co-occurrence Matrix). Co-occurrence matrix is defined as A c|N×N
where A m|ij ∈ R indicates the number of times two objects xi and xj occur together in
the same group.

Definition 3 (Object-class Matrix). Object-class matrix is defined as F o|N×Y where
F o|ij indicates the probability of an object xi belonging to class ωj.

Definition 4 (Group-class Matrix). Group-class matrix is defined as F g|G×Y where
F g|ij ∈ R indicates the probability of a group gi being labeled as class ωj.

Definition 5 (Average-class-distribution Matrix). Average-class-distribution matrix
is defined as Y o|N×Y where Y o|ij indicates the fraction of times object xi is labeled as
class ωj by the M base classifiers.

Definition 6 (Average-group-distribution Matrix). Average-group-distribution matrix
is defined as Y g|G×Y where Y g|ij indicates the fraction of times group gi is labeled as
class ωj by the M base classifiers.

Based on these matrices, different optimization problems have been constructed to
maximize the consensus among all supervised and unsupervised models. We present the
existing methods based on consensus maximization in the following.

Graph-based Consensus Maximization (BGCM) Algorithm

One of the early remarkable researches is Bipartite Graph-based Consensus Maximization
(BGCM) Algorithm [57]. It considers the results of clustering as constraints and max-
imizes the consensus among both supervised predictions and unsupervised constraints.
The data, models, and outputs are summarized by a bipartite graph, in which the on
one side nodes denote the groups’ output by the models, and the other side nodes denote
objects. A group node and an object node are connected if the object is assigned to the
group, no matter if it comes from a supervised or unsupervised model. From the resulting
graph, the goal is to predict the class labels so that they agree with the supervised models
and also satisfy the constraints enforced by the clustering models, as much as possible.
In other words, the authors in [57] aim at consolidating a classification solution by max-
imizing the consensus among both supervised predictions and unsupervised constraints,
casting it as an optimization problem on a bipartite graph.
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The consensus agreement optimization problem is constructed as:
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where ||.|| and |.| denote a vector’s L2 and L1 norm. % is the shadow price payment
for violating the constraints. kgj ∈ [0, 1] is the weight of the constraints. The first term
ensures that if an object xi is assigned to group gj by one of the models, their conditional
probability estimates for the category label must be close. The second term imposes the
constraint that group gj’s consensus class label estimate should not deviate much from
its initial class label prediction.

C3E model

C3E [4] is another early ensemble model that combines heterogeneous base methods. It
uses multiple classifiers to generate an initial class-level probability distribution for each
object. The distribution is then refined using a clustering ensemble. The authors think
that the clustering ensemble provides supplementary constraints for classifying the objects
of X, with the rationale that similar objects are more likely to share the same class label.

The consensus agreement optimization problem is constructed as:

min
Fo

i.

(
N∑
i=1

B(Y o
i. ,F

o
i.) + %

N∑
i=1

N∑
j=1

A cn
ij B(F o

i. ,F
o
j.)) (2.4)

s.t. F o
i. > 0, |F o

i.| = 1, i = 1, ..., N (2.5)

Y o
j. > 0, |Y o

j. | = 1, j = 1, ..., G (2.6)

where B can be any Bregman divergence, used as the loss function. % is the shadow price
payment for violating the constraints. A cn with A cn

ij ∈ [0, 1] is the normalized version of
A c.

Unconstrained Probabilistic Embedding (UPE) Model

The UPE model [7] casts the combination problem as an unconstrained probabilistic
embedding problem. It assumes that both objects and groups have latent coordinates
without constraints in a D-dimensional Euclidean space. They also consider the mapping
from the embedded space into the space of results from supervised and unsupervised mod-
els as a probabilistic generative process. The prediction of an object is then determined
by the distance between the object and the classes in the embedded space.

Suppose we have a set of objects X = {x1, ..., xN} and the objects have latent coor-
dinates X∗ = {x∗i }ni=1, where x∗i is a coordinate of the i-th object in the embedded space
with dimension D . For each group gj, it also has latent coordinate g∗j with dimension D
in the embedded space. The set of all the group coordinates is G∗.
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The unknown parameters are a set of object coordinates X∗ and a set of group co-
ordinates G∗, which can be estimated by maximizing the posterior P (X∗, G∗|Ac). It is
equivalent to the following optimization problem:

min
X∗,G∗

N∑
i=1

G∑
j=1

AcijlogP (gj|x∗i , G∗) +
N∑
i=1

logP (x∗i ) +
G∑
i=1

logP (g∗j ) (2.7)

After obtaining a local optimum solution for {X∗, G∗}, the label of object xi can be
predicted by:

min
1≤j≤Y

P (gj|x∗i , G∗) (2.8)

EC3 model

EC3 [25] focuses on the meta-output level without accessing the raw data. It maps the
combination into a convex optimization problem and the objective function is based on a
consensus at the object level as well as at the group level, which differs from BGCM and
UPE. The proposed objective function ensures that:

1. the group characteristics is similar to the characteristics of its constituent objects,
note as J1:

J1 =
N∑
i=1

G∑
j=1

kmij ||F o
i. −F g

j.||2 (2.9)

where km is a bi-stochastic matrices corresponding to Am.

2. the more two objects are part of same base groups, the higher the probability that
they are assigned to the same class, which is occurrence principle, noted as J2:

J2 =
N∑
i=1

N∑
j=1

kcij||F o
i. −F o

j.||2 (2.10)

where kc is a bi-stochastic matrices corresponding to the co-occurrence matrix Ac.

3. class distribution of an object is similar to its average class distribution obtained
from multiple base classifiers,which is called consensus principle, noted as J3:

J3 =
N∑
i=1

||F o
i. − Y o

i. ||2 (2.11)

4. class distribution of a group is similar to the average class distribution of its con-
stituent objects, noted as J4:

J4 =
G∑
j=1

||F g
j. − Y g

j. ||2 (2.12)
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The optimization problem combines these four hypotheses together as follows:

min
Fo,Fg

δ1

2
J1 +

δ2

2
J2 + δ3J3 + δ4J4 (2.13)

s.t.0 ≤ δ1, δ2, δ3, δ4 ≤ 1 (2.14)

1

2
δ1 +

1

2
δ2 + δ3 + δ4 = 1 (2.15)

F o
i > 0, |F o

i | = 1, i = 1, ..., N (2.16)

F g
j > 0, |F g

j | = 1, j = 1, ..., V (2.17)

The majority of the existing methods at the output level, as displayed previously,
are based on the consensus maximization, which demands the most possible agreement
for every single model. These proposed ensemble methods assume that: 1) labels are
generated from hard-classification and hard-clustering; 2) the object in the same class
should be in the same cluster; 3) the number of classes should be equal to the number of
clusters.

In this section, we introduced existing methods to combine several supervised and
unsupervised methods and analyze their pros and cons. Considering our research focusing
on the limited training samples, we consider solving this fusion problem by the theory of
belief functions, which is detailed in the next section.

2.4 Theory of belief functions

Uncertainty is one of the most important concepts in the real world, which represents a
state of limited knowledge or imperfect information. Often, the term uncertainty involves
two different sorts: aleatory uncertainty and epistemic uncertainty. The former represents
the variability of entities in a certain population, i.e. frequency probability. It is an
objective description and thus cannot be reduced. The latter, epistemic uncertainty,
corresponds to the lack of information and thus can be reduced. It can be described by
Bayesian/evidential probability, which represents a subjective degree of belief in events.
Many theories, such as Bayesian model, belief functions, fuzzy set theory, possibility
theory, and rough set theory are proposed to handle epistemic uncertainty.

Bayesian model employs Bayes’ rule to combine a new piece of evidence which is sup-
posed to be reliable and in the form of a certain statement [126]. In the Bayesian fusion
framework, information from different sources is integrated as the joint conditions for the
interesting object. After the combination based on Bayes’rule, decisions are usually made
by the maximum posterior. However, many other criteria, such as maximum likelihood,
maximum entropy, have been developed in order to find the best way to adapt the objec-
tive and the context of the decision. Bayesian fusion has been widely applied in different
applications [148], however it can not deal with imprecise information.

In many real-world problems, however, evidence or data can be uncertain due to ill-
defined concepts (e.g. fuzzy data), or unreliable sources, etc. Belief functions, considered
as a generalization of Bayesian theory, can combine existing evidence with new ones
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which could be uncertain. Belief functions deal with uncertain evidence by removing the
concept of the conditioning in Bayes’ rule and represent unreliable measures as discounted
probabilities. The theory of belief functions, also called Dempster-Shafer theory, is a
powerful method to deal with this sort of uncertainty and also imprecision [130], [34].
Belief functions has great advantages in image and vision fusion because it is able to
represent spatial information in images as well as its imprecision on unions and the total
ignorance [20], [129].

In contrast to Bayesian fusion and belief functions, fuzzy set theory proposed by [160]
more focus on dealing with vague data. Fuzzy reasoning has been widely used in land
cover classification based on rules and expert knowledge thanks to its ability representing
vague data. A fuzzy-based multi-sensor data fusion classifier is developed in [138] for land
cover classification, which integrates multi-sensor, contextual and a prior information in
a single and a homogeneous framework. Furthermore, a fuzzy-fusion inference approach
for image classification that uses reinforcement aggregation operators to perform the in-
ference reasoning, in which fuzzy rules of land covers have been established based on
spectral signature [127]. Compared to probability and belief reasoning, fuzzy set theory is
more suitable to describe fuzzy membership of a target in an ill-defined class. The fuzzy
membership is also required as prior knowledge. Furthermore, fuzzy set theory has been
often integrated with Bayesian fusion [46] and belief functions fusion algorithms [165] in
a complementary manner. Based on fuzzy set theory, possibility theory was first founded
by Zadeh [161] and later extended by Dubois and Prade [45]. Unlike fuzzy set theory,
possibility theory deal with the incomplete data in a similar way as Bayesian model and
belief functions only with a different quantification approach. Compared to other theories
aforementioned, possibility theory has not been commonly used in the data fusion com-
munity, yet it is argued to be most appropriate in poorly informed environments, such as
no statistical data available [44].

After Bayesian model, belief functions and fuzzy set theory, rough set theory [112] is a
new mathematical tool to represent imprecise data, ignoring uncertainty at different gran-
ularity levels. Rough set theory is considered as one of the first non-statistical approaches
in data analysis, which is concerned with the classification and analysis of imprecise, un-
certain or incomplete information and knowledge. In other words, the rough set approach
can be considered as a formal framework for discovering facts from imperfect data. Rough
set theory would allow the approximation of possible states of the system based on the
granularity of input data. After approximating data pieces as rough sets, information can
be fused using classic set theory conjunctive or disjunctive fusion operators as intersection
or union. The major advantage of rough set is that it does not require any preliminary
or additional information such as data distribution or membership function [158]. Rough
set theory allows for fusion of imprecise data approximated based merely on its internal
structure [149].

We summarize different uncertainty theories in Table 2.2 and give a little discussion
on their advantages and limitations. Bayesian model is the most widely used models yet
only focuses on modeling uncertainty. As a generalized version of Bayesian model, belief
functions measures uncertainty as well as imprecision, which can better model information
from various sensors thus is widely used in data fusion. Compared to belief functions,
fuzzy set theory and possibility theory measures vagueness and incompleteness. The fuzzy
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membership and possibility distribution can be also represented in the framework of belief
functions. Probability and possibility are also proven as special cases in belief functions
[135]. Rough set theory focuses on modeling granularity and has not been shown great
advantages in data fusion. In our research, we focus on land cover data from different
sensors/sources where imperfection of information is usually caused by similar spectral
properties of different land covers and different spectral properties of the same land cover.
This generates uncertain and imprecise information and is most appropriate to model
by belief functions. Therefore, we select belief functions in our research instead of other
uncertainty theories.

In this section, we present the basic details of the belief functions to localize our
research interest in this framework.

Table 2.2 – Comparison of different uncertainty theories.

Modeling of
imperfection

Advantages Limitations

Bayesian
model

Uncertainty
Has well-established
distribution to model
uncertainty of data.

Only deal with
uncertainty.

Fuzzy set
theory

Vagueness
Can be used to
express rules or

expert knowledge.

Only handle with
vague data.

Possibility
theory

Incompleteness
Deals with incomplete

data in poorly informed
environment.

Not commonly used
in data fusion.

Rough set
theory

Granularity
Deals with data

granularity.
Has been rarely applied
to data fusion problems.

Belief
functions

Uncertainty
Imprecision

Enables fusion of
uncertainty and
imprecise data.

High computational Complexity.

2.4.1 Representation of information

Mass functions

Consider a decision from the source E regarding a variable X. All possible states ωx of
X construct a finite set Ω, called the frame of discernment. The information supporting
the decision on X can be quantified by a basic belief assignment (BBA), also called mass
function mΩ : 2Ω −→ [0, 1], verifying:∑

A⊆Ω

mΩ
E(A) = 1 (2.18)

A mass function mΩ
E represents the state of knowledge of the source E about the

variable X on Ω. When there is no ambiguity about the frame of discernment, Ω can
be omitted and a BBA is simplified as m. Given a variable X, for any element ω ∈ Ω,
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ω is called the singleton and the value of m(ω) represents the belief degree to support
the membership of X in ω. For B ⊂ Ω, the value of m(B) represents the belief degree
committed to the hypothesis that X belongs to B.

Definition 1 (Focal element). Focal element is a subset A of Ω verifying m(A) > 0.
Focal elements include ∅ in the open-world assumption (the true state is outside

of the frame of discernment Ω). For the closed-world assumption (Ω contains all possible
state of variables), ∅ is not a focal element, thus m(∅) = 0.

Definition 2 (Vacuous BBA). A BBA is vacuous if Ω is the unique focal element, i.e.
m(Ω) = 1.

Vacuous BBA represents the total ignorance. It implies the true state of variable
X always belongs to Ω.

Definition 3 (Categorical BBA). A non-vacuous BBA has only one focal element A,
i.e. m(A) = 1, A ⊂ Ω. Categorical BBA is usually denoted as m[A].

Categorical BBA represents that the true state of variable X is always A without
any uncertainty.

Definition 4 (Bayesian BBA). A BBA is Bayesian when all its focal elements are on
singletons.

Probability distributions are considered as a kind of Bayesian BBA, which represent
precise but uncertain information.

Definition 5 (Simple BBA (SBBA)). A BBA is simple if it has no more than two
focal elements, Ω being included. In this dissertation, we denote the SBBA as mA, where
A is the focal element besides Ω.

Simple BBA represents that the state of variable X could be A and nothing more.
It supports a unique hypothesis.

Definition 6 (Dogmatic BBA). A BBA is dogmatic if Ω is not a focal element.
Dogmatic BBA implies a strong assumption that no global imprecise information

is involved. It should be cautiously used because dogmatic BBA may sometimes lead to
contradictory results in combination.

Other representations

In the theory of belief functions, besides mass functions, many representations of infor-
mation are available, such as belief, plausibility, commonality, the weight of evidence.

Definition 7 (Belief and plausibility). Belief (Bel) measures all evidences that sup-
ports B, ∀B ⊆ Ω. It is defined as:

Bel(B) =
∑
A⊆B

m(A) (2.19)

Plausibility (Pl) measures the evidences consistent with B, ∀B ⊇ Ω. It is defined as:

Pl(B) =
∑

A∩B 6=∅

m(A) (2.20)

The uncertainty on a proposition B can be represented by both Bel(B) and Pl(B),
with Bel(B) ≤ Pl(B). The interval of [Bel(B), P l(B)] represents the upper and lower
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bound of probability. For Bayesian BBA, the interval is reduced to a point and Bel becomes
the probability measure.

Definition 8 (Commonality). The commonality function q is defined as:

q(A) =
∑
B⊇A

m(B) (2.21)

The commonality q(A) represents the belief degree that could potentially support
A with further information.

Mass functions (BBA), belief, plausibility and commonality are four equivalent repre-
sentations of a piece of evidence. Mass functions can be calculated by Bel, Pl or q as:

m(A) =
∑
B⊆A

(−1)|A|−|B|Bel(B) (2.22a)

=
∑
B⊆A

(−1)|A|−|B|+1(Pl(B̄)) (2.22b)

=
∑
B⊇A

(−1)|A|−|B|q(B) (2.22c)

Definition 9 (Weight of evidence) For a simple BBA as:

mA(A) = s (2.23a)

mA(Ω) = 1− s (2.23b)

with s ∈ [0, 1], the weight of evidence w ∈ [0,∞] is defined as:

w(A) = −ln(mA(Ω)) (2.24)

The weight of evidence w can be calculated by commonality q as:

w(A) =
∏
B⊇A

q(B)(−1)|B|−|A|+1

,∀A ⊂ Ω (2.25)

Discounting

In the theory of belief functions, we can use discounting operation to model the reliability
of the source regarding a piece of information. Its basic process is to weaken a mass
functions by transferring uncertainty on singletons and local ignorance on unions to the
total ignorance, as following:

αm(A) = αm(A) + (1− α)m(Ω), ∀A ⊆ Ω (2.26)

with α ∈ [0, 1]. A discounting coefficient of α reflects the reliability of the source. α = 1
means the source is reliable and the information it provides can be entirely taken into
account. On the contrary, a null α indicates that the source is not reliable at all and thus
we obtain total ignorance.
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Least Commitment Principle (LCP)

The Least Commitment Principle plays a significant role in belief functions, as does the
principle of maximum entropy in Bayesian Probability Theory. Given several BBAs com-
patible with a set of constraints, the least informative also called the least committed,
should be selected [134]. This principle requires partial orderings to compare belief func-
tions by their information content. Many partial orderings are proposed by Yager [154],
Dubois and Prade [43], and Denœux [36], defined as:

1. Pl-ordering: For all A ⊆ Ω, if two BBAs m1 and m2 verify Pl1(A) ≤ Pl2(A), it
implies m1 is Pl-more committed than m2, noted as m1 vPl m2;

2. q-ordering:For all A ⊆ Ω, if two BBAs m1 and m2 verify q1(A) ≤ q2(A), it implies
m1 is q-more committed than m2 by, noted as m1 vq m2;

3. w-ordering: For all A ⊆ Ω, if two BBAs m1 and m2 verify w1(A) ≤ w2(A), it implies
m1 is w-more committed than m2, noted as m1 vw m2;

4. s-ordering: For all A ⊆ Ω, if there exists a square matrix S verifying:∑
B⊆Ω

S(A,B) = 1 (2.27)

S(A,B) > 0⇒ A ⊆ B (2.28)

such that

m1(A) =
∑
B⊆Ω

S(A,B)m2(B) (2.29)

then m1 is said to be a specification of m2, noted as m1 vs m2, indicating m1 is
s-more committed than m2.

For two non-dogmatic BBAs m1 and m2, we have:

m1 vw m2 ⇒ m1 vs m2 ⇒

{
m1 vPl m2

m1 vq m2

(2.30)

2.4.2 Combination and decision

Combination process focuses on synthesizing multiple pieces of imperfect information
modeled by mass functions. Many combination rules are available in belief functions to
meet different requirements in the real world problems. In this section, we focus on the
most commonly used combination rules in belief functions.

Given two BBAs m1 and m2 induced by two independent and reliable sources, we can
combined them by the conjunctive rule to compute a new BBA as:

m1 ∩○m2(A) =
∑

B∩C=A

m1(B)m2(C),∀A ⊆ Ω (2.31)
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The conjunctive rule may yield an unnormalized BBA with m(∅) > 0 in the open-world
assumption. In this dissertation, we only consider close-world assumption where BBAs
expressing pieces of evidence are always normalized, i.e. m(∅) = 0.

The normalized conjunctive rule, also referred as Dempster’s rule is used to combine
evidence in the closed-world assumption, defined for all A ⊆ Ω by:

m1 ⊕m2(A) =

{
m1 ∩○m2(A)

1−m1 ∩○m2(∅) if A 6= ∅,
0 otherwise,

(2.32)

The term
∑

B∩C=Am1(B)m2(C),∀A 6= ∅ measures the inconsistency between m1 and
m2. Dempster’s rule is valid if and only if the conflict is less than 1. Otherwise, the two
BBAs are incompatible and thus cannot be combined by Dempster’s rule. Dempster’s rule
is commutative, associative, and has the vacuous BBA as the unique neutral element.
When combining different pieces of evidence, it requires that the combined pieces of
evidence induced by cognitively independent and reliable sources.

If we only know at least one source is reliable, we can use the disjunctive rule. For all
A ⊆ Ω, we have:

m1 ∪○m2(A) =
∑

B∪C=A

m1(B)m2(C) (2.33)

If the two sources are dependent, we can use the average rule of combination, calculated
as:

m1,2(A) =
1

2
(m1(A) +m2(A)) (2.34)

Decision is the last step in the framework of belief functions, based on combined mass
functions from multiple sources. For an object x, a subset of the frame of discernment has
to be chosen to maximize/minimize certain criterion. In belief functions, several decision
rules are possible and most of the time applied to the choice of a singletons. The maximum
plausibility :

x ∈ A, if Pl(A) = maxA∈Ω{Pl(A)},∀A ∈ Ω (2.35)

The maximum credibility :

x ∈ A, if Bel(A) = maxA∈Ω{Bel(A)},∀A ∈ Ω (2.36)

The maximum pignistic probability :

x ∈ A, if Betp(A) = maxA∈Ω{Betp(A)},∀A ∈ Ω (2.37)

where Betp represents the pignistic probability that dissipates the mass values associated
with focal elements to a specified focal element, given by:

BetP (A) =
∑

A∈B⊆Ω

m(B)

|B|(1−m(∅))
(2.38)

For the decision on both singletons and unions, we can use the minimum Jousselme
distance [48] in the rule of Appriou [9].
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The minimum Jousselme distance:

x ∈ A, if dJ(mx,m[A]) = minA∈2Ω{dJ(mx,m[A])} (2.39)

where mxis the BBA of an object x, and dJ(mx,m[A]) is Jousselme distance between the
mx and the categorical m[A] with A as the focal element. Jousselme distance [72] between
two BBA m1 and m2 is defined by:

dJ(m1,m2) =

√
1

2
(m1 −m2)TJ(m1 −m2) (2.40)

where J is the Jaccard weighting matrix defined as:

J =
|A ∩B|
|A ∪B|

,∀A ⊆ Ω,∀B ⊆ Ω (2.41)

The rule of Appriou:
The principle is to weight the decision function, such as the pignistic probability, by

an utility function relying on the cardinality of the elements. For L ∈ 2Ω is chosen as the
label if:

L = argmax
X∈2Ω

(md(X)BetP (X)) (2.42)

where md(X) is a mass defined by:

md(X) =
KdλX
|X|r

(2.43)

Kd is a normalization factor and λX is applied to integrate the lack of knowledge about
one of the elements of 2Ω. |X| stands for the cardinality of X. The value r ranges from
0 to 1, allowing to choose a decision which varies from a total ignorance when r is 0 and
a decision based on a singleton when r is equal to 1.

2.4.3 Operations over the frame of discernment

The frame of discernment Ω represents all possible states for a piece of uncertain and/or
imprecision information which is usually modeled by BBAs over 2Ω. It is sometimes
necessary to change the frame of discernment of certain BBAs to better handle the infor-
mation. In this section, we present some commonly used operations, including refinement,
coarsening and conditioning, to change the frame of discernment of BBAs. Besides, we
employ a new concept transformation to describe some operations to change the frame of
discernment of BBAs in more general cases.

2.4.4 Refinement and coarsening

A frame of discernment Ω is a refinement of a frame of discernment Θ if elements of Ω
can be obtained by splitting some or all of the elements of Θ. There exists a one-to-one
refining mapping ρ : 2Ω → 2Θ for all B ⊆ Θ verifying:

mΘ(B) =

{
mΩ(A) if A ⊆ Ω, B = ρ(A),

0 otherwise,
(2.44)
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If two frames of discernment have the same refinement, then the two frames are said
compatible. Coarsening is the opposite operation of refinement. If a frame of discernment
Θ is a refinement of Ω, then Ω is a coarsening of Θ.

2.4.5 Marginalization and vacuous extension

Marginalization is an operation to transfer a BBA defined on a product space Ω × Θ to
Ω as:

mΩ×Θ↓Ω(A) =
∑

B⊆Ω×Θ,proj(B↓Ω)=A

mΩ×Θ(B),∀A ⊆ Ω (2.45)

where proj(B ↓ Ω) is the projection of B onto Ω. Vacuous extension is the converse
operation defined by:

mΩ↑Ω×Θ(B) =

{
mΩ(A) if B = A×Θ, A ⊆ Ω

0 otherwise.
(2.46)

2.4.6 Transformation with more information

It is usually difficult to directly transfer a BBA in one frame of discernment to another
one. The commonly used operations, as presented previously, are often constrained to
specific cases.

Due to the lack of information, the transformation of BBAs often assigns uncertainty
on local or total ignorance according to the Least Commitment Principle. It is possible
to take into account more information and to generate a more general transformation of
BBAs.

Given two independent frames of discernment, Ω and Θ, a transformation proposed by
Karem [50] is to transfer a BBA mΘ on Θ as a BBA mΩ based on the likeness measured
by proportion. This transformation is originally proposed for classification and clustering
problems, and thus the likeness specifically refers to two groups of objects with different
labels (i.e. a class and a cluster).

The likeness is modeled by a BBA mns for an object x, defined by:

mns(A) =
|{x : x ∈ A} ∩ {x : x ∈ B}|

|{x : x ∈ B}|
, A ⊆ Ω, B ⊆ Θ, x ∈ X (2.47)

The transformation from Θ to Ω is defined by:

mΘ↑Ω(A) = mΘ(B)mΩ
ns(A) (2.48)

mΘ↑Ω(Ω) = 1−mΘ(B)(1−mΩ
ns(Ω)) (2.49)

The BBA mns can be considered as a piece of evidence indicating the confidence about
the statement that a group of objects A, ∀A ∈ Ω and a group of objects B, ∀B ∈ Θ
is the same. The original BBA mΘ is considered as a discounting factor to modify the
reliability of the evidence modeled by mns. Compared to the traditional operations, such
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as ballooning extension, this transformation takes into account the similarity information
so that it avoids assigning the most of uncertainty on local or total ignorance. This is
more useful in combination problems because the transferred BBAs are still informative
even after transformation, thanks to the consideration of additional information-likeness.

Our research interest focus on the fusion of heterogeneous information, which requires
a transformation to change all BBAs into the same frame of discernment. Each transferred
BBAs are considered as a source to combine with others so that they are supposed to be
informative. More detailed propositions and discussions on the transformation with more
information are presented in chapter 4.

2.5 Conclusion

In this chapter, we give the introduction of state-of-the-art, including multi-spectral land
cover classification, information fusion and ensemble learning, and the basic concepts of
the belief functions.

Our research focuses on the combination of supervised and unsupervised methods.
From a land cover classification perspective, the objective of our research is to improve
accuracy and robustness when training samples are limited and uncertain. Compared to
the combination of several supervised methods, merging with supervised and unsupervised
methods appear to be more robust and may further reduce the need for training samples.

Due to limited training samples in our study, we pay attention to the semi-supervised
ensemble method at the output level (i.e. combination of supervised and clustering re-
sults). Most of the existing methods considered results from clustering as supplemen-
tary constraints for supervised methods, which may make supervised and unsupervised
methods in an unequal position. BGCM, C3E, and EC3 take the probability of class
distribution as the core of the objective function in which clustering results are used as
supplementary constrains. We may doubt that if the final combination results depend
more on supervised methods than unsupervised methods. It indicates that on the one
hand, sufficient training samples are required to guarantee the performance of super-
vised methods, and on the other hand, unsupervised methods have not been taken full
advantage. Furthermore, these existing methods concentrate on the situation where all
supervised and unsupervised sources achieve the same number of classes or clusters and
their combination results are limited to the decision merely on singletons, which cause
loss of information.

To avoid the drawbacks of the traditional semi-supervised methods above, we consider
solving the combination of supervised and clustering results in the framework of belief
functions, so that uncertainty and imprecision can be taken into account. To combine
heterogeneous information represented by BBAs on a different frame of discernment,
transforming all BBAs into the same frame of discernment is of great importance. The
existing operations over the frame of discernment cannot satisfy the requirements in our
problems, because most of them achieve the transformation with the assumption that no
more information is available. Often, many BBAs are possible as the outcomes of the
same transformation, and the least informative one should be selected according to the
Least Commitment Principle. Therefore, the BBAs after transformation usually distribute
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uncertainty on local or total ignorance yet have no information on singletons. In the fusion
of heterogeneous information, these less informative transferred BBAs are not suitable to
use as a source in combination. Furthermore, it is also difficult for these operations to
transfer BBAs into no matter which frame of discernment. Therefore, we focus on the
transformation that can be used in heterogeneous information fusion. More details related
to the transformation of BBAs are discussed in chapter 4.
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In this chapter, we manage to apply belief functions in land cover classification methods
and present our contribution to land cover identification. As presented in chapter 2,
land cover classification based on supervised methods requires a large number of labeled
samples to guarantee accuracy. However, labeled samples are unavailable for all data
provided by TOTAL. Therefore, we consider to automatically generate land cover maps
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by spectral indexes without using labeled samples. We propose a water detection method
and an automatic land cover identification method using information from vegetation
index instead of labeled data, which will be used as a classifier to generated land cover
maps in chapter 5. In this chapter, we also apply object association based on belief
functions to combine the information from clustering results.
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3.1 Introduction

Collecting sufficient labeled samples is an important yet difficult work in land cover clas-
sification, especially for hard-to-access areas. When labeled data is unavailable, some
expert knowledge, such as spectral indexes, can be used to provide information on land
covers. Different land covers show their specific reflections in different spectral bands,
which can be used to identify land covers [133]. Often, spectral indexes/signatures are
easily influenced by many factors, such as sensors, resolutions, study areas, etc. that
related thresholds of land covers requires an amount of labeled data to determine. We
thus study the automatic yet less accurate thresholds determined by spectral properties
and manage to combine them by belief functions.

In this chapter, we introduce our related contributions to using belief functions in land
cover classifications. Unlike traditional researches, we focus on applying belief functions
in an automatic context where no labeled data are required yet the results have seman-
tic meanings, by taking into account spectral indexes/signatures. We present the basic
spectral indexes based methods for identifying water, bare soil, vegetation, and impervi-
ous surface in section 3.2. For each of them, the correspondent BBAs modeling is also
presented in section 3.2. In section 3.3, we propose an automatic water detection method
based on belief functions, using spectral properties mentioned in section 3.2. Similarly,
in section 3.4, we propose another automatic land cover identification. In section 3.5, we
manage to apply object association by combining supervised and unsupervised methods.
We draw the related conclusions in section 3.6.

3.2 Basic land cover identification methods and model-

ling of BBAs

Spectral indexes are developed to reflect the spectral properties of certain land cover. The
principal idea to automatically identify certain land covers is to determine a threshold in
the corresponding spectral indexes that separates the land cover from others. As labeled
data is unavailable for RapidEye and WorldView-2 provided by TOTAL, we propose some
automatic identification methods based on spectral indexes to generate land cover maps
without using labeled data.

In this section, we briefly introduce four automatic methods based on different spectral
properties and indexes, which are constructed by spectral bands available in RapidEye
and WorldView-2 (i.e. Blue, Green, Red, and Red-Edge). In section 3.2.1, we present a
water detection method based on Near Infrared Red (NIR) and Red channels. In section
3.2.2, we present a bare soil detection method. In section 3.2.3, we propose a vegetation
detection method based on normalized difference vegetation index (NDV I). In section
3.2.4, we propose a method to identify water and impervious surface.

3.2.1 Water detection

As water has the strongest absorption in NIR band, its NIR reflection is able to show
a great difference compared to other land covers. Based on this property, a threshold
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can be detected automatically to identify water and non-water, proposed in [143]. The
process to determine the water threshold is detailed as the following steps:

1) Calculate the histogram of NIR band;

2) Find the two first local peaks in the NIR histogram;

3) Use a five-degree polynomial function to approximate the part between the two local
peaks;

4) Find the minimal of the five-degree; polynomial approximation and use its corre-
sponding NIR value as the threshold of water.

Water corresponds to values below this threshold in NIR. On the contrary, non-water
land covers reflect superior values to the threshold. This threshold noted as TNIR, thus
can be directly used to separate water from other land covers as a binary classification
method. A pixel labeled as Water must have a lower NIR value in comparison to the
threshold TNIR. As water has reflection than other land covers in NIR, for a Water pixel,
the closer to TNIR in NIR, the more uncertain the label. However, this does not mean it is
more reliable to label the pixel as Non-water, for the reason that this pixel does not have a
higher NIR value than TNIR. Therefore, we can use SBBAs on the frame of discernment
Ω1 = {Water, Non-water}, to represent this information, where the unique focal elements
are hypothesis on Water and the ignorance. For Non-water pixels, similarly, the closer
to TNIR in NIR , the more uncertain the label. This can also be modeled by a SBBA
where Non-water and the ignorance are the only focal elements.

For a pixel x, if nx ≤ TNIR, then its BBA is defined as:
mΩ1(Water) = αw

N

(
1− e

− TNIR − nx
TNIR − nmin

)
mΩ1(Non-water) = 0
mΩ1(Ω1) = 1−mΩ1(Water)

(3.1)

On the contrary, if nx > TNIR, we have:
mΩ1(Water) = 0

mΩ1(Non-water) = αnw
N

(
1− e

− nx − TNIR
nmax − TNIR

)
mΩ1(Ω1) = 1−mΩ1(Non-water)

(3.2)

where nx is theNIR value of x and TNIR is the threshold of water. N is a normalization
coefficient to make mass value range from 0 to 1, given by:

N = 1− e−1 (3.3)

The coefficients αw and αnw are the two discounting coefficients for Water and Non-water
classes. The values of the two discounting coefficients can be the same or different. Since
the threshold is located around the lower end of NIR band, a great difference exists
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between the distance from the threshold to the pixels in its left side and its right side,
requiring a normalized step for the two types of distances. The coefficients TNIR − nmin
and nmax−TNIR are normalized coefficients for Water and Non-water individually, defined
through the largest distance from each end of NIR axis to the threshold. nmin stands for
the minimal value in NIR and nmax represents the maximum value in NIR.

3.2.2 Bare soil detection

The reflectance of bare soil shows a linear relationship betweenNIR andRed bands, which
is known as soil line and first introduced by Richardson and Wiegand [118]. Theoretically,
even though soil line can be easily influenced by soil types, it does not vary from soil
brightness caused by soil moisture. Soil line concept has been widely accepted to interpret
and to analyze remote sensing imaging [12]. Soil line is defined by:

NIR = β1Red+ β0 (3.4)

where β1 is called soil line slope and β0 is the intercept. Many approaches are proposed
to determine the two coefficients, most of which require labeled data to analyze soil
properties. We use the method proposed in [2] which can automatically estimate β1 and
β0, by deriving a set of minimum NIR values across the Red band based on a user-defined
bandwidth. The details to extract soil line are briefly presented as follows:

1) Derive a set of reflectance pairs (Redi, NIR
∗
i,n) where NIR∗i,n represents the mini-

mum NIR value in the bandwidth n for each Redi with i ∈ [0, 255];

2) Calculate several soil lines using a subset of (Redi, NIR
∗
i,n) based on quarterlies,

which correspond to 0%, 25%, 50%, 75%, 100% of the range along the Red band.
Take the soil line with the largest coefficient of determination as the initial soil line;

3) Remove the outlier pixels in (Redi, NIR
∗
i,n) which has the maximum vertical devi-

ation by an iterative process, until the soil line parameters converge.

This automatic soil line indicates that the closer pixels are, the more possible they are
bare soil, as shown in Figure 3.1 where pixel A is more likely to be bare soil than pixel B.

This information can be represented by BBAs on the frame of discernment Ω2 =
{Soil,Non-soil}, using the distance from a pixel x to the soil line in the plane of NIR
and Red. We label the pixels near to soil line within certain distance as Soil and the rest
corresponds to Non-soil.

For pixels labeled as Soil, their BBAs can be modeled by:
mΩ2(Soil) = αs

N

1− e
−
maxx∈Xd(px,L)− d(px,L)

maxx∈Xd(px,L)


mΩ2(Non-soil) = 0
mΩ2(Ω2) = 1−mΩ2(Soil)

(3.5)
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Figure 3.1. Soil line.

For pixels labeled as Non-soil, their BBAs can be modeled by:
mΩ2(Soil) = 0

mΩ2(Non-soil) = αns
N

1− e
−

d(px,L)
maxx∈Xd(px,L)


mΩ2(Ω2) = 1−mΩ2(Non-soil)

(3.6)

where px represents the reflectance pair (Red,NIR) of pixel x, and d(px,L) is Euclidean
distance between px and soil line L in Red−NIR plane. maxx∈Xd(px,L) represents the
largest distance for all pixels x ∈ X to soil line. αs and αns are two discounting coefficients
to modify the corresponding reliability. N is the same normalized coefficient in equation
(3.3).

3.2.3 Vegetation detection

Vegetation has evident characteristics in different wavebands, based on which many spec-
tral indexes are proposed. One of the most widely used ones is the Normalized Difference
Vegetation Index (NDVI). NDVI, always ranging from −1 to +1 can quantify vegetation
by measuring the difference between NIR and Red light, defined by:

NDV I =
NIR−Red
NIR +Red

(3.7)

However, there is no distinct boundary for each land cover type. Negative values of
NDVI are often highly likely to be water. On the contrary, NDVI values close to +1 are
possibly healthy vegetation. When close to 0, NDVI indicates that probably no green
leaves exist and it could even be an urbanized area. Overall, NDVI is a standardized way
to measure healthy vegetation. A threshold superior yet near to 0 in NDVI can roughly
distinguish vegetation from other land covers. Traditionally, an amount of labeled data
is a prerequisite to determine the threshold in NDVI. Therefore, we proposed an iterative
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approach to find a threshold in NDVI without labeled data. The details of the proposed
method are as follows:

1) Find a threshold thr0 in NDVI and another threshold thr1 in the NDVI interval
[thr0,1] through Otsu method [108].

2) Find a threshold thri+1 in the NDVI interval [thri,1] through Otsu method until
thri+1 is equal or very close to thri, and keep all the thresholds detected in the
threshold list.

3) In the interval [thr0,thr1], Otsu method is applied to find a new threshold thrn. If
thrn < thr1, thrn is inserted after thr0 in the list as the new thr1. Continue to insert
threshold until thr1 is equal or very close to thr0.

4) Calculate the first order of difference of the threshold list, noted as dif .

5) Use a three-degree polynomial function to approximate dif and the NDVI value
corresponds to the maximal of the polynomial function is the final threshold Tveg to
extract vegetation.

If a pixel has higher NDVI value in comparison to the threshold Tveg, it can be labeled
as vegetation while a lower NDVI value indicates it is highly to be non-vegetation. Based
on the properties of NDVI, the further to Tveg a pixel is, the more likely its label to be
certain, as shown in Figure 3.2. We can model the information by BBAs on the frame of
discernment Ω3 = {Veg,Non-veg}.

Figure 3.2. Threshold of vegetation in NDVI.

For a pixel x labeled as vegetation (i.e. vx ≤ Tveg), its BBAs are defined by:
mΩ3(Veg) = αv

N

1− e
−
vx − Tveg
Tveg − vmin


mΩ3(Non-veg) = 0
mΩ3(Ω3) = 1−mΩ3(Veg)

(3.8)
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For a pixel labeled as non-vegetation (i.e. vx > Tveg), its BBAs are defined by:
mΩ3(Veg) = 0

mΩ3(Non-veg) = αnv
N

1− e
−
Tveg − vx
vmax − Tveg


mΩ3(Ω3) = 1−mΩ3(Non-veg)

(3.9)

where vx represents the NDVI value of pixel x, vmin stands for the minimal value in
NDVI and vmax represents the maximum value in NDVI of all pixels. αv and αnv are two
discounting coefficients to modify the correspondent reliability. N is the same normalized
coefficient as previous BBAs.

3.2.4 Water and impervious surfaces detection

Impervious surfaces refer to artificial structures, such as roads, pavements, etc. as well
as industrial areas. Several spectral indexes are proposed to extract impervious surfaces,
including Normalized Difference Built-up Index (NDBI), Normalized Difference Impervi-
ous Surface Index (NDISI). Biological Complex Index (BCI) is a new proposed spectral
index and is highly sensitive to impervious surfaces [29]. Ranging form −1 to 1, BCI
indicates vegetation by negative values, impervious surfaces by positive values, and bare
soil by near-to-zero values. BCI also performs well in quantifying brightness of vegetation
and impervious surfaces: the further from zero a BCI value, the brighter the objects, as
shown in Figure 3.3.

Figure 3.3. The scheme of BCI.

BCI is a normalized difference approach that compresses three components: Bright-
ness, Wetness and Greenness, defined by:

BCI =
0.5(H + L )− V

0.5(H + L ) + V
(3.10)

where H , V , L refer to the normalized Brightness, Wetness and Greenness such that:

H =
Brightness−Brightnessmin

Brightnessmax −Brightnessmin
(3.11)

V =
Greenness−Greennessmin

Greennessmax −Greennessmin
(3.12)

L =
Wetness−Wetnessmin

Wetnessmax −Wetnessmin
(3.13)
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The three components: Brightness, Wetness and Greenness, are generated by the Tasseled-
Cap Transformation (TCT) which converts the original bands of an image into a new
set of bands by linear combination. The linear coefficients used to create the tasseled-
cap bands are derived statistically from images and empirical observations and are spe-
cific to each imaging sensor. We use the TCT coefficients originally derived from Quick
Bird-2[157] yet also suitable for World View-2 [116], to calculate the three components
by four visible wavebands: Blue, Green, Red as follows:

Brightness = 0.319× Blue + 0.542×Green + 0.490× Red + 0.604× NIR (3.14)

Greenness = −0.121× Blue− 0.331×Green− 0.517× Red + 0.780× NIR (3.15)

Wetness = 0.625× Blue + 0.375×Green− 0.639× Red− 0.163× NIR (3.16)

Even though BCI is sensitive to the brightness of impervious surfaces and shows evi-
dent separability among different land covers, it cannot indicate water, which sometimes
limits its applications. Often, a water mask is a prerequisite to use BCI in the detection
of impervious surfaces. To make each one-against-all method independent, we regard im-
pervious surfaces and water as the same land cover. Instead of the traditional sequential
process that identifies water before impervious surfaces, we combine them in a parallel
way by belief functions, later detailed in section 3.5. Therefore, in this section, we keep
the water with impervious surfaces as the same class and propose a method to separate
them from other land covers. The proposed water and impervious detection are displayed
as follows:

1) For all pixels with positive BCI values, Otsu method is applied to find a threshold,
noted as thrt.

2) Apply Otsu method again in the BCI interval (0,thrt] to find the final threshold
TBCI .

3) Pixels with BCI values superior to TBCI are labeled as Water-and-Impervious sur-
face, and BCI values inferior to TBCI labeled as Non Water-and-Impervious surface.

Similar to the vegetation detection method, for a pixel x, the further to TBCI x, the
more likely its label, which can be represent by BBAs on the frame of discernment
Ω4 = {WIS,Non-WIS}. WIS indicates the union of water and impervious surfaces,
while Non-WIS represents other land covers neither water nor impervious surfaces.

For pixel x labeled as WIS (i.e. BCIx ≥ TBCI), its BBAs are defined by:
mΩ4(WIS) = αwis

N

1− e
−

(BCIx − TBCI)
TBCI −BCImin


mΩ4(Non-WIS) = 0
mΩ4(Ω4) = 1−mΩ4(WIS)

(3.17)



64 Land cover identification based on belief functions

For pixel x labeled as Non-WIS (i.e. BCIx < TBCI), its BBAs are defined by:
mΩ4(WIS) = 0

mΩ4(Non-WIS) = αnwis
N

1− e
−

(TBCI −BCIx)
BCImax − TBCI


mΩ4(Ω4) = 1−mΩ4(Non-WIS)

(3.18)

where BCIx represents the BCI value of pixel x, BCImin stands for the minimal value
in BCI and BCImax represents the maximum value in BCI of all pixels. αwis and αnwis
are two discounting coefficients to modify the correspondent reliability. N is the same
normalized coefficient as previous BBAs.

3.3 Automatic water detection method based on be-

lief functions

Detection of surface water in the natural environment is an important application of
remote sensing. Traditional methods require the manual labeling process which is time-
consuming for large and complex areas. We propose an automatic approach to detect wa-
ter bodies based on belief functions. This approach uses a spectral model (NIR model),
presented in section 3.2.1, to roughly identify water and to label samples that are used
to training a supervised model. The results of the two models are combined by belief
functions in a sequential process. The proposed method performs well in mapping princi-
ple water bodies, including little streams and branches. It also labels all objects usually
confused with water as ignorance, including half-dry watery areas, built-up areas, and
semi-transparent clouds and shadows. Ignorance indicates the limitations of the spectral
properties of water and insufficiency of information, which can provide valuable informa-
tion for further land cover classification.

3.3.1 Methodology

As water has evident properties in NIR band, we apply the water detection method
presented previously, to roughly identify water from other land covers. However, very thin
clouds and shadows on vegetation could be confused with small and shallow water bodies
sometimes. With information from NIR band, these confusing objects may be difficult
to identify from each other while it is still meaningful to gather them as a group for
further study. The confusing objects always have NIR values approaching the threshold,
while principle water pixels and other land covers with obvious distinction preserve some
distances from the threshold.

To improve the efficiency of water detection, we combine the NIR model with a
supervised model, trained by samples that are automatically selected by the NIR model.
The supervised model includes two steps: the learning step and the classification step. In
the learning step, labeled data is used to train parameters in the model. The classification
step allows predicting labels of new data based on the learning function. However, the
lack of learning data or the availability of inappropriate samples often leads to wrong
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classification and low accuracy. This problem is more pronounced in water detection
since reference data is often chosen from a satellite image, which results easily in a lack
of enough information on surface water. Large water bodies, such as rivers or lakes,
are often easy to be detected, while smaller ones like streams tend to be confused with
other land covers since not sufficient information is supported to represent their spectral
reflections. In this case, lacking information could increase imprecision and uncertainty of
classification, causing unsatisfying results. On account of the unavailability of the ground
truth, training samples are automatically labeled by the NIR model.

Considering the original spectrum (e.g. Red, Green, Blue) is not sensitive enough
to identify land covers, the supervised methods could achieve better performances in a
transformed feature space. The feature space is composed of specific indexes extracted
from the original bands. We utilize three indexes: NDVI, the Normalized Difference Water
Index (NDWI), and the Red Edge Normalized Difference Water Index (RE NDWI) [75] to
construct the new feature space. NDVI, calculated in equation (3.7), is strongly related to
vegetation and reflects the difference of basic land covers. NDWI improves the separability
of water from vegetation and soil while sometimes it is not able to distinguish water from
built-up areas efficiently. To overcome this drawback, we use another index RE NDWI
based on Red-edge band, to increase the separability of water from built-up areas. NDWI
and RE NDWI are calculated as:

NDWI =
NIR−Green

NIR + Green
(3.19)

RE NDWI =
Green− Red-edge

Green + Red-edge
(3.20)

Due to the lack of Shortwave Infrared (SWIR) band in our study, we calculate NDWI
through Green and NIR bands [143]. In our proposed approach, the supervised method is
conducted in the three-dimensional space composed of NDV I, NDWI, and RE NDWI.
As we have explained before, the NIR model and the supervised model are not indepen-
dent since the former provides training samples to the latter, signifying the supervised
model has more reliable results in comparison to the spectral model. Therefore, it is
necessary to modify BBAs of the NIR model in terms of supervised classification before
fusion. The two discounting coefficients αw and αnw used in the spectral model are calcu-
lated by the confusion matrix, considering results from supervised learning as true labels,
and are given by:

αw = p(ψw|ϑnw) (3.21)

αnw = p(ψnw|ϑw) (3.22)

We note by ϑw the label of pixel x assigned by supervised model as Water and ϑnw
as Non-water, and ψw and ψnw for the counterparts in the NIR model.

For a supervised learning model, instead of directly choosing training data from a
satellite image, the spectral model is applied first to generate training samples. Only data
with a high belief degree of its attributed label can be utilized to train the supervised
learning model. Training samples are chosen separately for Water and Non-water. BBAs
are defined based on the distance to the center of class in the feature space. For instance, a
pixel x, more being away from the center of Water signifies that it is less credible to make x
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pertain to this class. Nevertheless, this does not mean into Non-water is more reasonable
for x, leading to an augmentation of the BBA value of ignorance. Since the supervised
model is generated using results from the spectral model, it should be considered to
precede the spectral model. This brings these two models into the dependent position
instead of traditionally independent classifiers in belief functions framework. Therefore,
the NIR model can regard results from the supervised model as ground truth to calculate
its discounting coefficients.

The two models employed here are not independent for the reason that training sam-
ples used in the supervised model are generated from the spectral model. And the dis-
counting coefficient of the spectral model was updated based on the supervised model.
Traditional combination rules in belief functions framework only deal with the situation in
which all the sources are independent. Thus, we applied the average rule of combination
which allows us to consider multiple perspectives from different dependent sources.

For the supervised model, we note mΩ1
sup(Water) for BBA of Water , mΩ1

sup(Non-water)
for Non-water. cw is the center of Water and cnw represents the center of Non-water.
d(cw, x) and d(cnw, x) are the Euclidean distance from pixel x the the centers cw and cnw.
The BBAs are defined by:

if d(cw, x) ≤ d(cnw, x)
mΩ1
sup(Water) =

αsup
N

e− d(cw, x)
maxd(cw, xw)


mΩ1
sup(Non-water) = 0

mΩ1
sup(Ω1) = 1−mΩ1

sup(Water)

(3.23)

if d(cw, x) > d(cnw, x)
mΩ1
sup(Water) = 0

mΩ1
sup(Non-water) =

αsup
N

e− d(cnw, x)
maxd(cnw, xnw)


mΩ1
sup(Ω1) = 1−mΩ1

sup(Non-water)

(3.24)

where xw refers to the pixels closer to cw than cnw, and xnw is the pixels more approaching
to cnw instead of cw. αsup is a discounting coefficient and N is the same normalized factor
used in the spectral model.

To decide for both singletons and ignorance, the Appriou’s rule is applied in our
approach, as displayed previously in equation (2.42).

Principle steps of this proposed approach are shown in Figure 3.4 with the following
details:

1) Use the NIR model to roughly identify water, and calculate BBAs of Water, Non-
water by equations (3.1), (3.2), where discounting coefficients are initialized as 1;

2) Choose pixels randomly from each class with a relatively high mass value as the
training data for the supervised model, such as SVM;
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3) Use the supervised model to predict data, and calculate BBAs of the supervised
results by equations (3.23), (3.24);

4) Update discounting coefficients in the spectral model by results of the supervised
model by equations (3.21), (3.22);

5) Utilize the average rule to combine the two classification results by equation (2.34);

6) Calculate pignistic probability, and apply the decision rule of Appriou to attribute
labels for pixels by equation (2.42).

Figure 3.4. Principle steps of the proposed automatic water detection method.

As explained previously, the fusion is not directly conducted between both models since
one is trained relying on the other. It is crucial to update the mass values of the spectral
model before the fusion step. Since both models are dependent, we choose the average
combination rule during fusion. The ignorance is also considered as a label in the final
result through the decision rule of Appriou, which presents indistinguishable pixels due
to restriction of the model itself and lack of specific spectral information. The results of
the proposed method are presented in the next section.

3.3.2 Experiments and results

We verify the proposed method on RapidEye data with a resolution of 5 m, provided by
TOTAL yet without any ground truth. The study area locates in Papua New Guinea,
and there are five available wavebands, as shown in Table 3.1. We compare the water
mask from the NIR model, the results of SVM, and that after fusion by belief functions.
For the supervised model, SVM is applied in our study while it is also flexible to choose
other supervised learning methods.
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The original NIR image of RapidEye is shown in Figure 3.5, and the original image in
the three-dimensional space composed of NDVI, NDWI, RE NDWI is shown in Figure 3.6.
The NIR model generates a water threshold equal to 5427.18. For all the data, it labels
8.44% as Water and 91.56% as Non-water. As shown in Figure 3.7(a), it identifies the
principal water bodies and small branches, also including some parts of thin clouds and
shadows. The pixels approaching the threshold in NIR bands often consist of confusing
objects, which shows similar reflectance in NIR. As we explained previously, training
samples for SVM are provided by the NIR model. We take labeled data with a BBA
superior to 0.7 from the NIR model to feed the training process of SVM. This value can
be selected flexibly according to the study area and expected accuracy of the approach.

Table 3.1 – Spectral bands of RapidEye.

channel spectral band name spectral coverage (nm)
1 Blue 440-510
2 Green 520-590
3 Red 630-685
4 Red-edge 690-730
5 NIR(Near-Infrared) 760-850

Figure 3.5. Original NIR im-
age.

Figure 3.6. Original image in
the three dimensional space.

The supervised model separates clouds and shadows from surface water owing to the
high belief degree of training samples, as shown in Figure 3.7(b). For the data, it classifies
7.64% as Water, 92.36% as Non-water. Water can be more effectively detected compared
to the result from the spectral model, especially in extracting water from very thin clouds.

For the decision rule of Appriou, λX in equation (2.43) is set to 1 since we systemati-
cally announce the whole frame of discernment when there are only two singletons: Water
and Non-water. For the parameter r within [0, 1], it enables us to make decision ranging
from the choice of a singleton to total ignorance, controlling the region of ignorance. Var-
ious values of r were tested in the experiment and the relation between r and the region
of ignorance is shown in Figure 3.9. The region of ignorance gradually reduces when r
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(a) NIR model. (b) Supervised model.

Figure 3.7. Classification results of NIR model and supervised model.

(a) Decision with r = 0.1 (b) Decision with r = 0.9

Figure 3.8. Decisions with r = 0.1 and r = 0.9.

changes from 0 to 1, approximating to the linear relationship. The larger r is, the less
consideration is taken in ignorance. We display the results with r = 0.1, and r = 0.9 are
shown here in Figure 3.8(a), and Figure 3.8(b).

Compared to results in Figure 3.7(a) and Figure 3.7(b), the proposed approach not
only efficiently identifies principal river bodies but also shows clearly ignorance which
includes all confusing objects that cannot be directly distinguished. Comparison between
the results and original satellite data indicates the ignorance here is composed of thin
clouds and its shadows, a route and half-dry watery areas, such as the edge of rivers and
extremely small and shallow stream-way on the ground. The proposed method with r =
0.1 identifies 7.41% as Water, 87.92% as Non-water and 4.67% as ignorance. BBAs values
after fusion for each class are shown in Figures 3.10(a), 3.10(b), and 3.10(c). Although
the distance for confusing objects to the NIR threshold in the spectral model is hard to
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Figure 3.9. The relation between r and the percentage of ignorance.

measure, the proposed approach allows signifying all confusing objects through ignorance,
clearly improving the accuracy of water detection.

(a) BBAs on Water. (b) BBAs on Non-water. (c) BBAs on ignorance.

Figure 3.10. BBAs after fusion on each class.

Due to the lack of ground truth, we verify our approach through the visual comparison
of the original multi-spectral images with the classification results. The proposed approach
signifies a satisfying ability to find nearly all the principal rivers bodies and its little
branches, separating water bodies from clouds and shadows. For the Non-water class,
the proposed approach also displays very satisfying results in our manual verification in
ENVI, in which nearly all the non-water areas were correctly identified. Furthermore, in
the class labeled as ignorance, almost all the extremely small and half-dry stream-way
were detected, also including the objects often confused lightly with water in the land
cover classification. The ignorance here signifies the limitation of the spectral model and
the supervised model and also represents the insufficiency of spectral information.



3.3 Automatic water detection method based on belief functions 71

We also evaluate the proposed method from the aspect of clustering methods by sil-
houette score [123]. The silhouette value is a measure of clustering quality using the mean
intra-cluster distance and the mean nearest-cluster distance for each sample. The value
ranges from −1 to +1, where a high value indicates that samples are well clustered. The
comparison results with two clustering methods: k-means and Gaussian Mixture Model
(GMM) [117] are shown in Figure 3.11 and silhouette scores of different methods are
displayed in Table 3.2.

(a) k-means with k=3 (b) GMM with k=3

Figure 3.11. Results of k-means and GMM.

Table 3.2 – Silhouette score of different methods.

k-means GMM Decision with r = 0.1 Decision with r = 0.9
Silhouette score 0.781 0.640 0.784 0.709

The experiment results show that the proposed approach performs well on the detec-
tion of water bodies in the natural environment. Not only can large water bodies as rivers
be detected efficiently, but also small water bodies are identified through disturbing objects
such as clouds. In comparison with clustering results, the proposed method can generate
semantic labels and decision with r = 0.1 has the highest silhouette score. The proposed
approach overcomes drawbacks of the spectral properties of water as well as the unavail-
ability of a certain spectral band in our data, such as Shortwave Infrared (SWIR) band.
Moreover, the ignorance gathers all similar objects to water in our classification system,
signifying restriction in the two basic models and multi-spectral information themselves.

Besides, the ignorance shown in the final results can provide valuable information
for further land cover classification, especially in a fully automatic and unsupervised
context because it helps to specify supplementary information or technology that should
be applied to its inner objects. We could use supplementary information, for instance,
Middle-infrared (MIR) band or some methods specific in identifying built-up or clouds
from data labeled as ignorance to separate the objects we are interested in.
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3.4 Automatic land cover identification method based

on belief functions

Different land covers signify different spectral reflectance, some of which can be repre-
sented by spectral indexes. Often, to determine appropriate thresholds to identify land
covers in spectral indexes, the amount of ground truth is required. Significant progress
has been made recently in developing more powerful classifiers based on spectral proper-
ties to extract land covers [104], [137]. Complementary information of identified objects
in land cover classification potentially allows a higher classification accuracy. In this
section, we propose an automatic land cover identification methods based on belief func-
tions, combining the four one-against-all methods presented in section 3.2. Different from
the automatic water detection method, this approach is based on a parallel combination
structure, which also performs well in the identification of land covers without ground
truth.

3.4.1 Methodology

The proposed method uses belief functions to combine the four one-against-all meth-
ods, which separately and independently identify water, bare soil, vegetation and the
union of water and impervious surfaces from other land covers. The related methods and
their correspondent BBAs, constructed on different frames of discernment, are previously
present in section 3.2. The four frames of discernment Ω1, Ω2, Ω3 and Ω4 have the same
refinement Ω, as detailed in Table 3.3. The four methods are therefore combined on
Ω = {Water, Soil,Veg, IS} where IS represents impervious surfaces.

Table 3.3 – Relationship among the frames of discernment Ω1, Ω2, Ω3, Ω4 and Ω.

Frame of discernment Elements
Ω1 Water Non-water (Soil ∪ Veg ∪ IS)
Ω2 Soil Non-soil (Water ∪ Veg ∪ IS)
Ω3 Veg Non-veg (Water ∪ Soil ∪ IS)
Ω4 WIS (Water ∪ IS) NWIS (Soil ∪ Veg)
Ω Water, Soil, Veg, IS

As the four detection methods are independent, we can use the conjunctive rule to
combine their BBAs on the frame of discernment Ω. The maximum of pignistic probability
is applied as the decision rule to obtain the basic land covers: Vegetation, Bare soil,
Water, and Impervious surfaces. Based on the classification results on the basic land
covers, BCI can be further used to indicate the brightness of vegetation and impervious
surfaces. Their colors become darker when BCI is approaching to 0. For the pixels that
are labeled as vegetation after fusion, we merely focus on their correspondent BCI values
and use k-means with three partitions to separate Vegetation into three refined classes:
Bright vegetation, Middle vegetation, Dark vegetation. We apply a similar process on the
Impervious surfaces to refine them by their brightness. The proposed method contains
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Figure 3.12. Work-flow of the automatic land cover identification method.

two principal steps: combining the four one-against-all methods to identify basic land
covers; refining Vegetation and Impervious surfaces by BCI, as shown in Figure 3.12. The
reason that we refine the basic land covers into refined ones after their identification by
belief functions, is to avoid possible noises or influences from other land covers effect the
results of k-means.

3.4.2 Experiments and results

In this section, we verify the propose automatic land cover identification method based
on WorldView-2 data with the resolution of 0.5m, also provided by TOTAL. Similar to
the RapidEye data used in section 3.4, the coresponding area also locates in Papua New
Guinea and no ground truth is available. Four wavebands are available for WorldView-2
in our study, as shown in Table 3.4.

Table 3.4 – Spectral bands of WorldView-2

channel spectral band name spectral coverage (nm)
1 Blue 450-510
2 Green 510-580
3 Red 630-690
4 NIR(Near-Infrared) 770-895
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Figure 3.13. False color composite of WorldView-2 image.

We display the original false-color composite image of the study area in Figure 3.13,
where vegetation appears with red color, water corresponds to dark brown or black color.
Bare soils, roads, and buildings are shown in light brown color compared to water.

In this experiment, we first generate a basic land cover map identifying Water, Bare
soil, Vegetation and Impervious surfaces based on belief functions. We also compare this
result with two clustering methods: k-means and Gaussian Mixture Model (GMM). The
number of partitions is set to 4 correspondent to four basic land covers in the frame of
discernment Ω. The comparisons are displayed in Figure 3.14. Identifying vegetation as
an entire cluster is difficult for k-means and GMM because spectral dissimilarities are not
sufficient to make vegetation distinguishable from bare soil, water, and impervious sur-
face. Another limitation is that clustering methods cannot provide semantic labels. On
the contrary, the proposed identification method for basic land covers can automatically
generate semantic labels. After the identification of basic land covers, we refine vegeta-

(a) k-means with k=4 (b) GMM with k=4 (c) The proposed method
for basic land covers

Figure 3.14. Results of k-means, GMM and the proposed automatic method for basic
land covers.

tion and impervious surface in terms of their brightness, thus generating more specific
semantic labels. Vegetation and impervious surface are refined to more detailed classes
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according to the brightness. Since the surface water has various spectral reluctance, GMM
has less satisfying performance for identifying the water. Taking advantage of spectral
features, the proposed method can efficiently distinguish surface water and also shows bet-
ter performance in mapping meaningful sub-groups of vegetation and impervious surface.
Compared to k-means and GMM with k = 8, our method still has better performance
in regrouping original data and generates semantic labels for each cluster, as shown in
Figure 3.15.

Due to the lack of ground truth, we evaluate the proposed methods and other two
clustering methods by silhouette score. This score focuses on the measure of compactness,
various and density of clusters, and thus is often applied to evaluate clustering methods. It
is bounded between −1 for incorrect clustering and +1 for highly dense and well-separated
clustering. We display silhouette scores of both basic land cover and refined land cover
identification, Compared to k-means and GMM with the number of clusters set to 4 and
8. The results are shown in Table 3.5, the proposed method has a higher silhouette score
in comparison to the others, which indicates the four land covers brought by our method
are also better defined as clusters.

(a) k-means with k=8 (b) GMM with k=8 (c) The proposed method
for refined land covers

Figure 3.15. Results of k-means, GMM and the proposed automatic method for refined
land covers.

Table 3.5 – Silhouette score of different methods.

k-means GMM The proposed method
Basic land covers 0.544 0.494 0.551

Refined land covers 0.458 0.406 0.476

We also verify the proposed method by visual comparison. The proposed method
satisfyingly distinguishes the basic and also refined land covers. Water including a river
and even some small streams are well identified. Vegetation and impervious surface with
various brightness are identified. Bare soil near the road is satisfyingly detected, while it
is hard to observe when merging with vegetation.
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3.5 Combination based on object association

Conventional supervised classification approaches have significant limitations in the land
cover classification from remote sensing data because a large amount of high quality
labeled samples are difficult to guarantee. To overcome this limitation, a combination
with the unsupervised approach is considered as one promising candidate. In this section,
we propose a novel framework to achieve the combination through object association
based on belief functions. Inspired by object association, the framework can label the
unsupervised clusters according to the supervised classes even though they have different
numbers.

The proposed framework is tested on the different combinations of commonly used
supervised and unsupervised methods. To achieve the numerical analysis and evaluation,
we use the open data of LandSat-8 OLI with ground truth instead of the data provided
by TOTAL. This section is organized as follows: we present the related training and
validation data in section 3.5.1, and the object-association based combination method in
section 3.5.2; in section 3.5.3, we show the related experiment results.

3.5.1 Training and validation data

The study area used in this experiment locates in Colorado in United States, within
latitudes 38◦30′53.44′′N - 36◦22′23.05′′N and longitudes 108◦0′10.24′′W - 105◦18′35.60′′W.
It contained San Juan National Forest and Rio Grande National Forest, as shown in Figure
3.16. The two national forest parks are mainly composed of deciduous forest, evergreen
forest, and mixed forest. The remaining natural vegetation still occurs as shrub, grassland,
and herbaceous. A large area of pasture is also contained near Monte Vista. This selected
area contains two national forest parks and various developed areas, thus can be used to
mimic a complex environment with a wide range of land covers. We separate the study
area into two subareas of equal size: validation area and training area.

The satellite data used in this study can have LandSat-8 OLI consisting of eight
spectral bands data with a spatial resolution of 30 meters, a panchromatic band with a
resolution of 15 meters, and two thermal bands with a resolution of 100 meters. The image
acquired on the 11 June 2018 was obtained from USGS Earth Explorer [1]. Geometric
correction of the image has already been done through UTM map projection by NASA.
The bands used for our study include band 1 to 7.

Training and validation data applied in our study were obtained from National Land
Cover Database 2011 (NLCD 2011) [66], which was created by the Multi-Resolution Land
Characteristics (MRLC) Consortium. NLCD 2011 is a 16-class land cover classification
that has been applied consistently across the United States at a spatial resolution of 30
meters. The codes for the land cover classification of NLCD 2011 are shown in Table 3.6.

In our study, we select half of the study area as the training area which includes all 16
types of land covers mentioned in Table 3.6 with the size of 2000×4000 pixels to generate
training samples, as shown in Figure 3.16. The other half of the study area with the same
size is chosen as the validation area as shown in Figure 3.16. To simulate the situation
where training samples are insufficient for a supervised classifier, only a small amount of
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Table 3.6 – Land cover classification scheme of NLCD 2011.

Code Legend Code Legend
11 Open Water 42 Evergreen Forest
12 Perennial Ice/Snow 43 Mixed Forest
21 Developed, Open Space 52 Shrub/Scrub
22 Developed, Low Intensity 71 Grassland/Herbaceous
23 Developed, Medium Intensity 81 Pasture/Hay
24 Developed, High Intensity 82 Clutivated Crops
31 Barren Land (Rock/Sand/Clay) 90 Woody Wetlands

41 Deciduous Forest 95
Emergent Herbaceous
Wetlands

pixels per class are randomly selected as training samples.

Figure 3.16. Map of the study area.

3.5.2 Methodology

Object association

Object association was originally derived from the tracking problem to estimate the status
of mobile objects detected by multiple sensors. Mathematically speaking, object associ-
ation refers to match two finite sets of objects Θ = {θ1, ...θn} and Ω = {ω1, ..., ωp} with
possibly different combinations. It is usually assumed that each object in one set should
be matched with at most one object in the other set. An object can possibly disappear
between two successive time frames, which leads to no corresponding counterpart for this
object in the other set.

The problem can be considered in the framework of belief functions. Therefore, a piece
of evidence presenting the possible association of two objects θi and ωj can be modeled by
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a mass function mij on the discernment Hij = {Yij,Nij}. Let fij represent the relation
between the object θi and ωj. The mass function mij({Yij}) refers to the uncertainty that
θi and ωj are the same (i.e. fij = 1). mij({Nij}) indicates that θi and ωj are different
(i.e. fij = 0) and mij({Hij}) represents we know nothing about the relation fij .

Several solutions about choosing the best relation f ∗ based on pairwise mass functions
mij have been proposed. In [96], the authors combines the BBA mij for each i and then
find the best relation f ∗ through maximum pignistic probability. In [37], the problem is
transferred into an equivalent linear assignment problem and then searches for the most
plausible relation as the best one, which thus can be solved in polynomial time. Since
the number of classes and clusters is large in our study, we apply the approach proposed
in [37] on the combination of supervised and unsupervised methods. It can be stated as
the following linear program:

max
f

(
n∑
i=1

p∑
j=1

eijfij) (3.25)

subject to
p∑
j=1

fij ≤ 1 ∀i ∈ {1, ..., n} (3.26)

n∑
i=1

fij ≤ 1 ∀j ∈ {1, ..., p} (3.27)

fij ∈ {0, 1} ∀i ∈ {1, ..., n},∀j ∈ {1, ..., p} (3.28)

in which eij is a coefficient generated by mij presenting the uncertainty as well as impre-
cision on the evidence of relation between θi and ωj.

Combination of supervised and unsupervised methods

Let us denote Ω as the set of classes generated from the supervised method and Θ as the
set of clusters derived from the unsupervised method. Based on the principle of object
association, we have to match elements from two sets of objects objects Θ = {θ1, ...θn}
and Ω = {ω1, ..., ωp} with the most possible combination.

BBAs mij with 1 ≤ i ≤ n, 1 ≤ j ≤ p, indicates all available evidences about the
association between Ω and Θ. Each mij encodes a piece of evidence about a binary
variable fij. This variable indicates θi is the same type as ωj when it equals to 1, and 0
otherwise. Each mij is thus on the discernment Hij = {Yij,Nij} having:

mij({Yij}) = ηij (3.29)

mij({Nij}) = βij (3.30)

mij({Yij,Nij}) = 1− ηij − βij (3.31)

where ηij and βij satisfy ηij + βij ≤ 1 .
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We assume that n < p because the number of classes, a kind of prior knowledge, can
be considered as the lower bound of the number of clusters which is an unknown variable
in real situation. Hence, a cluster usually contains less pixels in comparison to a class.
To measure the likeness between ωj and θi, we consider the percentage of pixels in θi is
labeled as ωj. We thus use the ratio of pixels in intersection of θi labeled as ωj to pixels
in θi as the likeness δij. For all pixels x, we have:

δij =
|{x : x ∈ ωj} ∩ {x : x ∈ θi}|

|{x : x ∈ θi}|
, (3.32)

For ηij and βij, we have:

ηij = αδij (3.33)

βij = γ(1− δij) (3.34)

in which α represents a discounting coefficient ranging from 0 to 1 to measure the reliability
of classifiers.

To assign label of classes to clusters, we consider the following linear optimization
problem:

max
f

(
∑
i,j

eijfij) (3.35)

subject to
p∑
j=1

fij ≥ 1 ∀i ∈ {1, ..., n} (3.36)

n∑
i=1

fij = 1 ∀j ∈ {1, ..., p} (3.37)

fij ∈ {0, 1} ∀i ∈ {1, ..., n},∀j ∈ {1, ..., p} (3.38)

with

eij = ln
1− βij
1− ηij

(3.39)

The most plausible relation f ∗, which indicates assignments between classes and clusters,
can thus be found by solving the above optimization problem.

Unlike classical object association problem where each object in one set has at most
one counterpart in the other set, in our problem, each class ωj can be assigned to multiple
clusters while each cluster θi is merely matched with one class as we always have n < p.

Generation of a land cover map for a large area

The proposed framework can produce a semantic land cover map on a large area merely
by deploying a supervised approach on a small slice of the validation region. We select
a slice of an area containing all types of land covers to employ a supervised learning
approach. On the contrary, unsupervised methods are applied to the whole area. The
principle behind the proposed framework is to assign the most plausible label to each
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cluster in the same area where semantic labels are offered by the supervised approach;
later we can enlarge these labeled clusters to the whole area.

The main steps of the proposed framework are shown in Figure 3.17, in which the
region marked with orange rectangular denoted as A is the selected slice for conducting
a supervised learning approach. The set of classes produced by the supervised approach
deployed on the region A is denoted ΩA. The set of clusters in the region A denoted as
ΘA. The object association is firstly applied between ΩA and ΘA. Therefore clusters in
ΘA can be all assigned by a semantic label from the supervised approach. The set of
clusters from the unsupervised method on a large area including area A is denoted as ΘL.
The numbers of clusters of ΘA and ΘL are the same. To enlarge semantic labels to the
whole area represented by the set of clusters ΘL, we assign each cluster θi ∈ ΘL with the
same label as its largest subset θA∗ ∈ ΘA.

Figure 3.17. The proposed framework based on object association.

3.5.3 Experiments and results

In this section, we test the proposed framework with different combinations of supervised
and unsupervised methods. To verify the possibility to apply the proposed framework
in a large area, we only carry out the supervised method on a quarter of the validation
area. Based on the labels it generates, a semantic land cover map of the entire validation
area can be produced by the proposed framework, as displayed in Figure 3.17. We also
apply the supervised method on the entire validation area to compared to the results
from the proposed framework. For supervised methods, we apply the most commonly
used classifiers: Support Vector Machine (SVM) and Maximum likelihood Classification
(MLC). For unsupervised methods, we use the Iterative Self-Organizing Data Analysis
Techniques (ISODATA), which are also widely applied in remote sensing applications [97].

Apart from the experiments on different combination of methods, we also evaluate the
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proposed framework with different sizes of training data and made the comparison with
supervised methods. We repeat all the experiments in our study 10 times to take their
average results.

Combination of MLC and ISODATA

We start with the combination of MLC and ISODATA in the proposed framework with
the number of clusters ranging from 20 to 500. To mimic the situation where training
samples are severely insufficient, we first select a very small amount of training samples to
train MLC. Table 3.7 summarizes the comparison between the proposed framework and
MLC on the validation area with training samples accounting for 0.2% in the training
area. The overall accuracy and the accuracy of each land cover category in Table 3.7 are
measured by confusion matrix. We use NLCD classification code mentioned in Table 3.6
to represent each land cover category and marked the best accuracy in bold. The overall
accuracy of the proposed framework improves as the number of clusters k increasing and
the best performance is reached when k = 100.

We display the results of MLC in Figure 3.18(a) to compare to the semantic land
cover map generated through the combination of MLC and ISODATA, as shown in Fig-
ure 3.18(b). MLC misclassified a part of the shrub as medium intensity developed area.
However, after the combination with ISODATA in the proposed framework, the accuracy
of the shrub is enhanced to 0.684%. This improvement is presented by the reduction of
the red area in Figure 3.18.

Besides shrub, other terrestrial vegetation such as deciduous forest, evergreen forest,
and grassland also have good improvements in classification accuracy after the combi-
nation. However, some land cover categories such as developed areas, barren land, and
emergent herbaceous wetlands, show unsatisfying classification accuracy and thus are
difficult to enhance in the proposed framework.

We also test the proposed framework and MLC with the different quantities of training
samples fixing the number of clusters k = 100. We begin by testing on the severely
insufficient training samples where only use 0.05% of the training area. Table 3.8 reports
the overall accuracy of MLC and the proposed framework with the combination of MLC
and ISODATA on the validation area. Figure 3.19 gives a more visible display of the
improvement of their accuracies with the increasing of training samples. The proposed
framework always performs better than MLC when the percentage of training samples
ranging from 0.05% to 100% and the largest improvement of accuracy occurs at 0.2%.
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(a) Classification results of MLC.

(b) Classification results of MLC+ISODADA.

Figure 3.18. Comparison of MLC and MLC+ISODADA.

Figure 3.19. Accuracy with different sizes of training samples.
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Combination of SVM and ISODATA

A combination of Support Vector Machine (SVM) and ISODATA was also considered in
the proposed framework. In our study, we selected Radial Basis Function (RBF) kernel
as it is proved to have better results for LandSat data with 7 bands [67]. The error weight
and Gamma value in SVM were set separately to 100 and 0.167 as is proposed in [155].

Table 3.9 reports the overall accuracy as well as the accuracy of each land cover
category when training samples account for 0.2%. The performance of SVM on the entire
validation area is also displayed at the bottom of the Table 3.9 for comparison. The
number of clusters k ranged from 20 to 500 with the best performance of each land cover
category marked in bold. For this combination, the best overall accuracy is achieved when
k is 60 and the correspondent results are shown in Figure 3.20(a) and Figure 3.20(b).

Compared to MLC, SVM is less competitive to distinguish shrub and medium inten-
sity developed areas when training data is severely insufficient. The combination with
ISODATA shown a good improvement in the accuracy of shrub and grassland. However,
the improvement of overall accuracy from 0.441 to 0.467 is less apparent in comparison
to the combination of MLC and ISODATA.

(a) Classification results of SVM.

(b) Classification results of SVM+ISODADA.

Figure 3.20. Comparison of SVM and SVM+ISODADA.
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Figure 3.21. Accuracy with different sizes of training samples.

Another experiment to evaluate the performance of the proposed framework with
different sizes of training data was also conducted. The number of clusters k in ISODATA
is fixed at 60 at which this combination achieves the best performance in the previous
experiments. The results are summarized in Table 3.10 and Figure 3.21. The overall
accuracy is improved when the percentage of training data is from 0.05% to 0.8%, which
is less satisfying in comparison to the combination of MLC with ISODATA.

We apply two combinations in the proposed framework: MLC with ISODATA, and
SVM with ISODATA. For the experiments with the different number of clusters k, we all
started when k is 20, which is approximately equal to the number of classes set by MLC
and SVM. However, the two combinations are both less accurate than MLC or SVM in
this situation because of the limitation of unsupervised methods. As a clustering method,
ISODATA separates data merely based on their spectral dissimilarities in the seven optical
bands used in the study. In the complex natural environment, however, different types of
land cover may have similar spectral properties and the same type may reflect differently
in spectral bands due to varieties of temperature and illumination. A direct application
of ISODATA on our study data is thus less satisfying. The proposed framework based on
object association achieves the combination in the decision level. It can be considered as
an average result of supervised and unsupervised methods when the number of clusters is
approximate to the number of classes. Therefore, the combination of MLC and ISODATA
or SVM and ISODATA is less accurate in comparison to the original supervised approach.

However, when the number of clusters is largely superior to the number of classes,
the overall accuracy is gradually promoted with an increment of k. For the combination
of MLC and ISODATA, the overall accuracy achieves the optimal value at k = 100 and
gradually converges when k is closing to 500. The combination of SVM and ISODATA
reaches its best performance at k = 60. However, the increment of k after 60 doesn’t
bring more improvement in the accuracy.

A relatively large value of k in ISODATA can separate original data into multiple
homogeneous clusters which thus can be considered as over-segmentation or superpixels
in spectral space. In this situation, pixels in each pure cluster are gathered as an entire
object whose label is associated with the proposed framework. With the increment of k,
the combination of SVM and ISODATA is less efficient than MLC and ISODATA probably
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because the spectral properties of land covers in our study area are more distinguishable
for MLC than SVM when training data is insufficient.

With different sizes of training data, the combination of MLC and ISODATA always
brings better performances than MLC alone and this improvement of accuracy is most
satisfying when the training samples account for 0.2% in the training area. However,
for SVM and ISODATA, the improvement of overall accuracy only occurs when training
samples are from 0.1% to 0.8 possibly because SVM cannot find appropriate hyperplanes
for classification through such limited training data. Therefore, this combination is less
effective in comparison to the first one in our study area.

The uncertainty and imprecision are measured through mass functions in the object
association. We applied the ratio of pixels in the intersection of a class si in a cluster
cj to pixels in cj as the similarity between a class and a cluster. The uncertainty thus
reduces when the number of clusters increases, which explains why results become better
with large k. However, when k becomes too large, the results are less competitive due to
the loss of information in unsupervised methods.

3.6 Conclusion

In this chapter, we have introduced our major contributions to land cover classification
methods. We have managed to handle the difficulties caused by limited training samples
or the situation where no ground truth is available. The two automatic methods presented
in sections 3.2 and 3.3 focus on the spectral properties and information on land covers
signified by different spectral indexes. The methods only based on spectral indexes with-
out labeled data are often less accurate. We thus apply multiple methods and combine
their results by belief functions. The automatic water detection presented in section 3.2
combines information in a sequential process. On the contrary, the automatic land cover
identification presented in section 3.3 achieves the combination in a parallel way. Based
on belief functions, both two methods well handle different classification results and show
a satisfying performance.

It is important to notice that sequential combinations are generally less cautious than
parallel combinations. If the sources are not reliable enough, sequential combinations
cannot handle the mistakes that occurred in the first place, and mistakes are possible to
accumulate during the combination process. In the application of land cover classification,
water usually has the most evident spectral properties and is hardly confused with other
land covers. On the contrary, water can affect other land covers and is often removed
before the land cover classification. Therefore, we use a sequential combination process
based on belief functions to identify water, yet apply a parallel fusion for land cover
classification.

In section 3.5, we manage to combine supervised and unsupervised methods by object
association using belief functions. With limited training samples, this combination can
improve the accuracy of classification. The principle of this framework is to associate each
cluster with the most similar class so that the semantic label of the class is assigned to the
cluster. Major limitations of this framework include the difficulties to combine several
supervised and unsupervised methods, and to take into account sufficient information
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from supervised and unsupervised results themselves. To preserve information from the
original sources, we propose a new combination framework that is presented in the next
two chapters.
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Evidential fusion of supervised and
clustering methods (EFSC)
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In real-life applications, heterogeneous information at output level is difficult to com-
bine, as explained in Chapter 1. In this chapter, we propose a solution: an evidential
fusion framework, to combine heterogeneous information at the output level. We first
propose a transformation method that transfers both uncertainty and imprecision in a
BBA from its original frame of discernment to any other target frame. Based on this

89
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transformation, multiple supervised and unsupervised classification results can be com-
bined by an iterative fusion process.
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4.1 Introduction

In real-life applications, supervised and clustering results are often available. However,
raw data, such as remote sensing data, used as inputs for supervised/clustering methods
is sometimes inaccessible due to confidentiality and privacy constrains of corporations.
This makes supervised ensemble methods arduous to work. Moreover, even though raw
data is accessible, limited labeled samples can also seriously affect supervised methods.
As explained in Chapter 1, in the METIS project, land cover maps from multiple sensors
is usually heterogeneous and maybe sometimes conflict, and can be seriously affected by
quality of labeled samples. We model this real problem as the combination of multiple
supervised and unsupervised classification results. This is because semantic labels from
multiple sensors can be sometimes conflicting or meaningless to each other, and thus some
semantic labels can be removed and only the ways to group pixels are taken into account.

In this chapter, we focus on the combination of multiple classification and clustering
results at the output level based on belief functions for three purposes: (1) to improve
the accuracy of classification when raw data is inaccessible or training samples are highly
limited; (2) to reduce uncertain and imprecise information in the supervised results; and
(3) to study how the predictions from classification and clustering results affect the com-
bination at the output level.

We propose a transformation method to transfer information to any target frame of
discernment, therefore making the combination of multiple classification and clustering
results possible at the output level. Another benefit of this transformation is that the
method can provide an interface for user-defined land use map. The target frame where
multiple information is combined can be defined by users, and different land cover maps
generated by sensors can be transferred to the user-defined frame of land use map, which
are later explained in chapter 6. In a nutshell, the proposed transformation method can
provide a theoretical foundation to solve the real-world difficulties proposed in sections
6.2.4 and 1.2.3.

Based on the transformation method, we propose an evidential fusion method to com-
bine supervised and clustering results (EFSC) at the output level. The proposed EFSC
can effectively combine information from clustering with classification and thus decrease
the dependence on raw data and labeled samples. The EFSC method attempts to deal
directly with uncertainty and imprecision at the output level of supervised results by
combining several unsupervised results. In this way, the most reliable information from
different sources can be extracted and then be combined to improve the overall accuracy.
The iterative fusion strategy in EFSC can help to take as much information as possible
from clustering results and thus reduce the reply on raw data information. This framework
can solve the difficulty explained in section 1.2.1, caused by limited labeled samples.

The rest of the chapter is organized as follows: In section 4.2, we propose a transfor-
mation method to transfer heterogeneous information into the same frame. In section 4.3,
we propose an iterative fusion process to retain the most trustful information when com-
bining multiple supervised and unsupervised predictions. A numerical example of EFSC
is presented in section 4.4. In section 4.5, we compare the proposed method in framework
of belief functions with current semi-ensemble methods on synthetic data. In section 4.6,
we give the conclusion of this chapter.
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4.2 Transformation of heterogeneous information

In this section, we present the proposed transformation method in the framework of belief
functions. This method can transform both uncertainty and imprecision in a BBA from
its original frame of discernment to any other target frame, based on the similarity at the
output level. Section 4.2.1 explains how we measure and model the similarity information
between classification or clustering results in different frames of discernment. We display
the proposed transformation for heterogeneous information in section 4.2.2.

4.2.1 Likeness/similarity measures

To transfer a BBA in one discernment to another one, it is critical to synthesize some addi-
tional information, otherwise, the transferred BBA becomes vacuous BBA. As we consider
this problem in the context of the combination of supervised and unsupervised classifi-
cation results, we take into account of likeness/similarity between classes and clusters as
additional information during the transformation. Many measures have been proposed
to measure the likeness [50] or similarity [69], [38] between two finite sample sets, which
thus can be used for a class and a cluster. The proposed transformation can use different
likeness/similarity measures according to users’ needs. In the following, we present some
widely used likeness/similarity measures, including similarity measures and evaluate them
for our research.

Jaccard similarity

Jaccard similarity index [69] originally is used to measure the similarity between two finite
sample sets. In land cover classification problems, a class and a cluster can be considered
as two different finite sets which may contain some common pixels. Therefore, we can
use Jaccard similarity index to measure the similarity between a class and a cluster. The
more pixels they have in common, the more similar they are. For a group of objects
X, suppose we have two methods c and s such that c can separate X in the frame of
discernment Θ and s in Ω. In the context of belief functions, Jaccard similarity index is
measured between 2Ω and 2Θ, defined as:

Jac(Ti, Oj) =
|{x : x ∈ Oj} ∩ {x : x ∈ Ti}|
|{x : x ∈ Oj} ∪ {x : x ∈ Ti}|

, Oj ⊆ Ω, Ti ⊆ Θ, x ∈ X (4.1)

Proportion likeness

Proportion likeness is used in the transformation proposed by Karem [50]. Given a group
of objects X, Ω and Θ are frames of discernment from different results. In the context of
belief functions, Proportion likeness is measured between 2Ω and 2Θ, defined as:

Pro(Ti, Oj) =
|{x : x ∈ Oj} ∩ {x : x ∈ Ti}|

|{x : x ∈ Ti}|
, Oj ⊆ Ω, Ti ⊆ Θ, x ∈ X (4.2)
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Dice similarity

Dice similarity coefficient, also known as the Sørensen–Dice index or simply Dice coef-
ficient, is also a widely-used similarity measure between two sets of data [38]. Given a
group of objects X, Ω and Θ are frames of discernment from different results. In the
context of belief functions, Dice similarity is measured between 2Ω and 2Θ, defined as:

Dice(Ti, Oj) =
2× |{x : x ∈ Oj} ∩ {x : x ∈ Ti}|
|{x : x ∈ Oj}|+ |{x : x ∈ Ti}|

, Oj ⊆ Ω, Ti ⊆ Θ, x ∈ X (4.3)

Recovery similarity

The recovery similarity [150] is based on the relationship between the size of the intersec-
tion and the size of class and cluster themselves. Given a group of objects X, Ω and Θ are
frames of discernment from different results. In the context of belief functions, Recovery
similarity is measured between 2Ω and 2Θ, defined as:

Rec(Ti, Oj) =
|{x : x ∈ Oj} ∩ {x : x ∈ Ti}|

|{x : x ∈ Ti}|
× |{x : x ∈ Oj} ∩ {x : x ∈ Ti}|

|{x : x ∈ Oj}|
(4.4)

Measures such as Jaccard, Proportion, Dice, and Recovery only apply information at
the output level. In other words, these measures only require supervised/clustering results
to measure the likeness/similarity, whereas do not need to access the raw data which is
used to achieve supervised/clustering methods. Therefore, this sort of measures is more
suitable for the combination when only supervised/clustering results are available.

BBAs of likeness/similarity information

To synthesis the likeness/similarity information during transformation, we construct BBAs
to represent the similarity information. For two supervised/clustering results in frames
of discernment Ω and Θ, the likeness/similarity can be measured for all Oj ⊆ Ω, Ti ⊆ Θ.
Θ is the original frame of discernment where BBAs are constructed and Ω is the target
frame of discernment where BBAs are supposed to transfer.

We use Sim(Ti, Oj) to represent the likeness/similarity between cluster Ti and class
Oj. Sim(Ti, Oj) gives uncertainty on the information that Ti and Oj are the same and

nothing more, which can be modeled by a SBBA m
Hij

ij in the frame of discernment
Hij = {Yij,Nij}. Yij represents Ti and Oj are the same while Nij indicates they are
different. The likeness/similarity information between Oj and Ti can be modeled as a
SBBA by: {

m
Hij

ij (Yij) = Sim(Ti, Oj),

m
Hij

ij (Hij) = 1− Sim(Ti, Oj).
(4.5)

where m
Hij

ij (Yij) indicates the support on the information that Oj and Ti are the same,

and m
Hij

ij (Hij) represents we know nothing about the relationship between Oj and Ti.
The likeness/similarity can be measured between any subset Oj of Ω and Ti of Θ, and

each Sim(Ti, Oj) can be used to construct a SBBA by equation (4.5). Therefore, we can
construct a matrix M with the size 2Θ× 2Ω, to represent the information given by SBBA
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m
Hij

ij , with i = 1, ..., 2Θ, j = 1, ..., 2Ω. Each element of this matrix is the focal element

besides ignorance of the BBA m
Hij

ij . Therefore, for all i = 1, ..., 2Θ, j = 1, ..., 2Ω, M can
be written as:

M =



m
Hij

11 (Yij) · · · m
Hij

1j (Yij) · · · m
Hij

12Ω(Yij)
...

...
...

...
...

m
Hij

i1 (Yij) · · · m
Hij

ij (Yij) · · · m
Hij

i2Ω (Yij)

...
...

...
...

...

m
Hij

2Θ1
(Yij) · · · m

Hij

2Θj
(Yij) · · · m

Hij

2Θ2Ω(Yij)


(4.6)

In the matrix M , a non-zero element m
Hij

ij (Yij) represents the uncertainty that Ti and

Oj are the same. A zero element m
Hij

ij (Yij) represents that we know nothing about the
relationship between Ti and Oj.

4.2.2 The proposed transformation of BBA

The information provided by a method, noted as c, in the frame of discernment Θ can
be modeled by a BBA mΘ

c . To combine it with BBAs in the frame of discernment Ω,
the crucial step is to transfer mΘ

c as mΩ
c . The transformation proposed in [50] takes only

uncertainty on singletons from clustering, yet ignoring imprecision. To fully exploit the
information in clustering, we decompose the original BBA mΘ

c into a set of SBBAs, so
that both uncertainty and imprecision can be well preserved during the transformation.
Therefore, the transformation requires the original BBA mΘ

c is non-dogmatic so that can
be decomposed. If mΘ

c is dogmatic, we can use a discounting coefficient to change it to a
non-dogmatic BBA. The proposed transformation consists of the following four steps:

Step 1: Decompose a BBA on the original frame of discernment to SBBAs
Suppose mΘ

c is a separable mass which accordingly can be decomposed as several
SBBAs as:

mΘ
c =

⊕
∅6=Ti⊆Θ

mΘ
c,Ti

(4.7)

where mΘ
c, Ti

indicates the SBBA from the method c and its focal element is Ti. If Ti ⊂ Θ,
we have: {

mΘ
c, Ti

(Ti) = t, t ∈ [0, 1],

mΘ
c, Ti

(Θ) = 1− t
(4.8)

otherwise when Ti = Θ, mΘ
c, Ti

is a vacuous BBA:

mΘ
c, Ti

(Θ) = 1 (4.9)

The SBBAs after decomposition can be considered as multiple independent sources that
entirely preserve the information from mΘ

c .
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Step 2: Transfer a SBBA on the original frame of discernment to the target frame of
discernment

We denote the transferred SBBA on Ti to Oj as mΩ
Ti,Oj

. It indicates the uncertainty
about the information that object x clustered as Ti should be labeled as Oj, incorporating
the similarity between Ti and Oj.

To calculate mΩ
Ti,Oj

in Ω, we can use the uncertainty on Ti or Θ as a discounting

coefficient to modify the likeness/similarity BBA m
Hij

ij . There are two strategies for
performing this simple transformation: <1> using the uncertainty on Ti as a discounting
coefficient to weaken m

Hij

ij (Yij); <2> using the ignorance on Θ as a discounting coefficient

to weaken m
Hij

ij (Hij).
In strategy <1>, ∀Ti ⊆ Θ, if Oj ⊂ Ω, we have:

m1,Ω
Ti,Oj

(Oj) = m
Hij

ij (Yij) ∗mΘ
c,Ti

(Ti)

= Sim(Ti, Oj) ∗ t
(4.10)

m1,Ω
Ti,Oj

(Ω) = 1−mHij

ij (Yij) ∗mΘ
c,Ti

(Ti)

= 1− t ∗ Sim(Ti, Oj)
(4.11)

otherwise we have a vacuous BBA:

m1,Ω
Ti,Oj

(Ω) = 1 (4.12)

In strategy <2>, ∀Ti ⊆ Θ, if Oj ⊂ Ω, we have:

m2,Ω
Ti,Oj

(Oj) = 1−mHij

ij (Hij) ∗mΘ
c,Ti

(Θ)

= 1− (1− t) ∗ (1− Sim(Ti, Oj))

= t+ Sim(Ti, Oj)− t ∗ Sim(Ti, Oj)

(4.13)

m2,Ω
Ti,Oj

(Ω) = m
Hij

ij (Hij) ∗mΘ
c,Ti

(Θ)

= (1− t) ∗ (1− Sim(Ti, Oj))

= 1− t− Sim(Ti, Oj) + t ∗ Sim(Ti, Oj)

(4.14)

otherwise we have a vacuous BBA:

m2,Ω
Ti,Oj

(Ω) = 1 (4.15)

According to the Least Commitment Principle (LCP), we should choose the less commit-
ted transferred SBBA between strategy <1> and strategy <2>.

Lemma 1. For two given non dogmatic SBBAs m1,Ω
Ti,Oj

and m2,Ω
Ti,Oj

, m1,Ω
Ti,Oj

is no more

committed than m2,Ω
Ti,Oj

with w-ordering.

Proof. According to equations (4.10), (4.11) (4.13), (4.14), ∀t, Sim(Ti, Oj) ∈ [0, 1],
we have:

m1,Ω
Ti,Oj

(Oj) +m1,Ω
Ti,Oj

(Ω) = 1 (4.16)

m2,Ω
Ti,Oj

(Oj) +m2,Ω
Ti,Oj

(Ω) = 1 (4.17)
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For all Oj ⊆ Ω, we always have:

2 ≤ 1

t
+

1

Sim(Ti, Oj)

⇔ 2t ∗ Sim(Ti, Oj) ≤ t+ Sim(Ti, Oj)

⇔ t ∗ Sim(Ti, Oj) ≤ t+ Sim(Ti, Oj)− t ∗ Sim(Ti, Oj)

⇔ m1,Ω
Ti,Oj

(Oj) ≤ m2,Ω
Ti,Oj

(Oj)

⇔ −ln(m1,Ω
Ti,Oj

(Ω)) ≥ −ln(m2,Ω
Ti,Oj

(Ω))

⇔ w1,Ω
Ti,Oj

≥ w2,Ω
Ti,Oj

⇔ m2,Ω
Ti,Oj

vw m1,Ω
Ti,Oj

(4.18)

m1,Ω
Ti,Oj

is no more committed than m2,Ω
Ti,Oj

and should therefore be selected, simplified as

mΩ
Ti,Oj

.

Step 3: Combine all the evidence from transferred SBBAs

The transformed SBBA mΩ
Ti,Oj

represents only one piece of evidence on object x in
Oj. From the perspective of clustering, x can also be clustered into different singletons or
unions in Θ. The imprecision should also be considered when reconstructing the supports
for the assertion that x is in Oj. Since all SBBAs transferred from Ti (∀Ti ⊆ Θ) to Oj

are independent, we can combine them by Dempster’s rule:

mΩ
c,Oj

=
⊕
∀Ti⊆Θ

mΩ
Ti,Oj

, (4.19)

The SBBA mΩ
c,Oj

on Ω represents the evidence that object x is labeled as Oj knowing all
the evidence, provided by the method c on Θ, that x belongs to each Ti (∀Ti ⊆ Θ).

Step 4: Combine SBBAs on the target frame of discernment

Since mΩ
c,Oj

represents only a piece of evidence on the focal element Oj, we have to
combine all the evidence on Ω to obtain a normal BBA as:

mΩ
c =

⊕
∀Oj⊆Ω

mΩ
c,Oj

, (4.20)

mΩ
c indicates a normal BBA on Ω with the results of the method c which are initially

generated on Θ.
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Figure 4.1. Transformation method to change the BBA in the frame of discernment Θ to
Ω.

The Figure 4.1 displays the process of the proposed transformation method. mΘ
c is

first decomposed into a set of SBBAs, e.g. mΘ
c,T1

, ...,mΘ
c,Tn

. For each SBBA such as mΘ
c,T1

,
it can be transferred as a group of SBBAs on Ω using likeness/similarity information. By
doing so, each focal element on Ω contains some evidence of Θ, which can be combined
by Dempster’s rule. To obtain a normal BBA, the SBBA on Ω can also be combined by
Dempster’s rule. The proposed transformation is more cautious because both uncertainty
and imprecision on Θ are preserved and transferred into Ω, whereas the transformation
in [50] takes only into account uncertainty.

The transformation is initially proposed for solving the problem that BBAs of su-
pervised/clustering results are in different frames of discernment. In this context, the
measures of likeness/similarity are based on the results of classification/clustering, and
thus we use several methods (i.e. Jaccard, Proportion, Dice, Recovery) that are originally
developed for the likeness/similarity between two finite sample sets to generate the matrix
M . The essence of the proposed transformation is to transfer a BBA from its original
frame Θ of discernment to any-other target frame Ω, with some additional information
represented by the matrix M . Each element m

Hij

ij (Yij) ∈ [0, 1] in M indicates the uncer-
tainty that the information related to Ti ⊆ Θ is the same as the information related to
Oj ⊆ Ω.

Lemma 2. For a non-dogmatic BBA mΘ, when the matrix M is a zero matrix, the
proposed transformation satisfies mΘ↑Ω = mΩ

[Ω]. m
Ω
[Ω] represents the vacuous BBA on Ω.
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Proof: For a non-dogmatic BBA mΘ, according to equation (4.7), we have:

mΘ =
⊕
∅6=Ti⊆Θ

mΘ
Ti

(4.21)

If M is a zero matrix, according to equation (4.5), for all Ti ⊆ Θ, Oj ⊆ Ω, we have:{
m
Hij

ij (Yij) = 0,

m
Hij

ij (Hij) = 1.
(4.22)

According to equations (4.10), (4.11), (4.12), we have:

mΩ
Ti,Oj

(Oj) = m
Hij

ij (Yij) ∗mΘ
Ti

(Ti) = 0 (4.23)

mΩ
Ti,Oj

(Ω) = 1−mHij

ij (Yij) ∗mΘ
Ti

(Θ) = 1 (4.24)

According to equations (4.19), (4.20), the transferred BBA mΩ from mΘ satisfies:{
mΩ(Oj) = 0,

mΩ(Ω) = 1
(4.25)

which can be also written as mΘ↑Ω = mΩ
[Ω].

When M is a zero matrix, it indicates that we know nothing about the relationships
between the information on Θ and the information on Ω. Therefore, the transferred BBA
of mΘ to the frame of discernment Ω become a vacuous BBA, in accordance with the
Least Commitment Principle.

4.3 The proposed EFSC method

The proposed transformation allows transferring the heterogeneous information from clus-
tering to the same frame of discernment as classification, based on which combining dif-
ferent classification and clustering methods becomes possible. Clustering with different
numbers of clusters affects differently on the fusion with classification. To efficiently syn-
thesize the information derived from clustering, we propose an iterative fusion process
that combines several classification and clustering methods.

For a group of objects X = {x1, x2, ..., xN} to be classified, suppose we have a group
of classification S = {s1, s2, ..., sM} and a group of clustering C = {c1, c2, ..., cL} with
different numbers of clusters. We denote the frame of discernment of a classification as
Ω = {ω1, ω2, ..., ωY } and that of a clustering as Θ = {θ1, θ2, ..., θZ}. To simplify the
problem, we can merely measure the likeness/similarity between each class ωj and each
cluster θi. Thus the matrix M can be simplified to the size |Θ| × |Ω|.
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4.3.1 Selection of partial information in clustering

We propose a criterion to control the iterative process to ensure that only useful infor-
mation from clustering results is fused. In this case, we are more interested in partial
information about clusters rather than in the evaluation of the whole clustering. There-
fore, at each iteration, we have to decide whether the information from certain clusters
should be fused with the classes.

Let’s denote, ∀ωj ∈ Ω, W k
j = {x : x ∈ ωkj }, for all the objects classified as ωj in

iteration k. After combination with a clustering cl, a new set of objects labeled as ωj
is generated, denoted as Wj,cl = {x : x ∈ ωj}. This criterion is used to decide whether
the information in Wj,cl should be updated to W k

j . Results updated by the criterion are

denoted by W k+1
j . Note that, if the information in Wj,cl is synthesized, W k+1

j becomes

the union of W k
j and Wj,cl . When the uncertainty in Wj,cl is less than that in W k

j , we
update the information in W k

j by Wj,cl . For each object x ∈ W k
j , its BBA after decision

is transformed to a scalar RWk
j
, called by loss of confidence, defined based on Jousselme

distance by:

RWk
j

= dJ(m(x),m[ωj ]) (4.26)

where m(x) is the BBA of the object x and m[ωj ] is the categorical BBA such that
m(ωj) = 1. A smaller distance represents less loss of confidence on ωj for object x. The
loss of confidence of class ωj, denoted RWk

j
, is the average loss of confidence of all objects

x in W k
j , as follows:

RWk
j

=

∑
x∈Wk

j

RWk
j

|W k
j |

(4.27)

We update the information, i.e. labels, BBAs and losses of confidence in the iteration
k of all objects in each class W k

j when RWj,cl
< RWk

j
. In some situations, due to insuf-

ficient information on certain classes, no decision may be made on these classes after a
combination. We, therefore, stop merging new information with these classes so that they
can be retained during the iterative fusion process and has relatively high uncertainty.
Details of the criterion are given in the algorithm 1.

Note that due to the cautiousness of this criterion, the loss of confidence only decrease
for classes that have less disagreement between classification and clustering. Let’s denote
Vj,cl = W k

j ∩ Wj,cl , Pj,cl = W k
j − Vj,cl , Qj,cl = Wj,cl − Vj,cl . Vj,cl represents a group of

objects labeled as ωj before and after fusion with clustering cl. Pj,cl indicates a group of
objects, originally labeled as ωj, yet which are not reclassified as ωj after combining with
clustering cl. Qj,cl indicates a group of objects, not labeled as ωj, but reclassified as ωj
after combining with clustering cl.

For each x ∈ Pj,cl , its information is not changed by Wj,cl . Only for each x ∈ Vj,cl∪Qj,cl ,
its information is modified if the criterion is satisfied. The updated information may result
in an increase in the average loss of confidence on W k+1

j compared to W k
j , even if it satisfies
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RWj,cl
< RWk

j
, demonstrated in Lemma 3.

Algorithm 1: Criterion for partial information fusion.

Input:

Supervised labels and BBAs on the frame of discernment of objects in a dataset
X = {x1, ..., xN}.

Iteration step k.

Output:

Updated labels and BBAs on the dataset X = {x1, ..., xN}.

1 for ∀ωj ∈ Ω do
2 if Wj,cl is not empty then
3 Calculate RWk

j
, the average loss of confidence on W k

j in iteration k by

equation (4.27).
4 Calculate RWj,cl

, the average loss of confidence on Wj,cl by equation (4.27).

5 if RWj,cl
< RWk

j
then

77 Add information in Wj,cl to W k
j to obtain W k+1

j :

8 mk+1
x ← m

Wj,cl
x ,∀x ∈ Wj,cl

9 Lk+1
x ← L

Wj,cl
x ,∀x ∈ Wj,cl

10 Rk+1
x ← R

Wj,cl
x ,∀x ∈ Wj,cl

11 mk+1
x ← mk

x,∀x ∈ W k
j −W k

j ∩Wj,cl

12 Lk+1
x ← Lkx,∀x ∈ W k

j −W k
j ∩Wj,cl

13 Rk+1
x ← Rk

x,∀x ∈ W k
j −W k

j ∩Wj,cl

14 else
1616 Still keep the BBAs mk, labels Lk, and the loss of confidence Rk in

iteration k + 1.
17 mk+1

x ← mk
x,∀x ∈ W k

j

18 Lk+1
x ← Lkx,∀x ∈ W k

j

19 Rk+1
x ← Rk

x, ∀x ∈ W k
j

20 else
2222 Still keep the BBAs mk, labels Lk, and the loss of confidence Rk in

iteration k + 1.
23 mk+1

x ← mk
x,∀x ∈ W k

j

24 Lk+1
x ← Lkx,∀x ∈ W k

j

25 Rk+1
x ← Rk

x,∀x ∈ W k
j

Lemma 3. For each ωj ∈ Ω, the average loss of confidence is increased after the
update, when satisfying RWk

j
< RQj,cl

, i.e. RWk
j
< RWk+1

j
iff RWk

j
< RQj,cl

.
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Proof. We have RWk+1
j

= RWk
j ∪Wj,cl

after the update.

RWk
j
< RWk+1

j

⇔ RWk
j
< RWk

j ∪Wj,cl

⇔
|Pj| ·RPj

+ |Vj,cl | ·RVj,cl

|Pj|+ |Vj,cl |
<
|Pj| ·RPj

+ |Vj,cl | ·RVj,cl
+ |Qj,cl | ·RQj,cl

|Pj|+ |Vj,cl |+ |Qj,cl |
⇔ |Pj| · |Qj,cl | ·RPj

+ |Vj,cl | · |Qj,cl | ·RVj,cl

< |Pj| · |Qj,cl | ·RQj,cl
+ |Vj,cl | · |Qj,cl | ·RQj,cl

⇔
|Pj| ·RPj

+ |Vj,cl | ·RVj,cl

|Pj|+ |Vj,cl |
< RQj,cl

⇔ RWk
j
< RQj,cl

(4.28)

When satisfying RWj,cl
< RWk

j
, we must have RVj,cl

< RQj,cl
so that the average loss

of confidence still increase after the update. However, the relationship between RVj,cl
and

RQj,cl
is not limited. Obviously, if we have RWk

j
> RQj,cl

, the average loss of confidence

of class ωj is a non-monotonic increasing function and can converge because it has the
infinimum.

4.3.2 Iterative fusion process

We repeat the previous step several times to reduce the uncertainty of the supervised
results as much as possible until the overall loss of confidence is convergent. At each
iteration, the information from clustering results is combined with the previous clustering
by the Dempster’s rule, thus strengthening the mass values on singletons and reducing
the ignorance. As the combination accumulates, the results of the fusion become more
and more certain on singletons, so the accuracy can converge for a given pool of clustering
methods C. The details of the iterative process are outlined in algorithm 2.

The proposed EFSC fusion strategy includes two principal steps: (1) enchaining the
reliable information in each individual supervised method by randomly combining multiple
unsupervised methods from C; (2) fusing the reliable information from multiple supervised
methods.

After the combination with a clustering method, the updated fusion results are used
as the supervised results to calculate the likeness/similarity with a new clustering at the
next iteration. In this way, the likeness/similarity can be updated over the iterations
and the information in the pool of clustering methods can be fully exploited when the
iteration steps are sufficient. In algorithm 2, ε is a user-defined value close to 0 to
control the stop condition. The general workflow is detailed in Figure 4.2, where the
different initial classifiers are denoted by s1, s2,..sM . For the classifier s1, for example,
we have chosen at random z different clustering methods in C, denoted successively by
cs11 , cs12 ,...cs1z , to be combined with s1 on the basis of the proposed transformation. In
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Algorithm 2: Iterative fusion process for one supervised method and multiple
unsupervised methods.

Input:

Labels generated from a supervised method cm on test data X = {x1, ..., xN}:
Lsm(x1), ...Lsm(xN)

Clustering results from a group of unsupervised methods C = {c1, ...cL} on X:
[Qc1(x1), ...Qc1(xN)] , ..., [QcL(x1), ...QcL(xN)]

Output:

Labels after combination of the supervised method sm and multiple clustering
methods in C

Loss of confidence based on Jousselme distance on X after fusion: Rx1 ,...,RxN

1 Calculate the BBAs of the supervised method sm in the frame of discernment Ω.
2 Begin with the iteration step k = 0.

3 Calculate the average loss of confidence Rk in step k = 0, and initialize the

average loss of confidence in step k = 1 as Rk+1 = 0.
4 while |Rk −Rk+1| > ε do
5 Randomly select a clustering cl in C.
6 Calculate the SBBAs for unsupervised cl in its original frame of discernment

Θl.
7 Calculate the matrix JMml of Lsm and Qcl by equation (4.1).
8 for ∀x ∈ X do
9 Transfer its BBA of cl in the frame of discernment Θl to Ω as the process

shown in Figure 4.1.
1111 Update the information according to algorithm 1.

12 Update Rk and Rk+1.
13 k ← k + 1.

the ith fusion step, new labeled information Ls1i (i.e. new classification results), can be
extracted to combine with the clustering in the next iteration. Reliable information from
each individual classification can be extracted as the iterative process converges.

After the transformation, information from clustering can be thus considered as a
supplementary source to add information to classification. For a classification method,
the combination of clustering by Dempster’s rule helps to reinforce the support on the
same focal element, which thus increases the corresponding BBA value. A higher BBA on
certain focal elements indicates more belief degrees are assigned and the decision on this
focal element becomes more certain. Furthermore, a combined BBA after Dempster’s
combination rule has less uncertainty or imprecision, so that it further approaches the
categorical BBA which represents the perfect information with neither uncertainty nor
imprecision.
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We thus use Jousselme distance between a BBA and the corresponding categorical
BBA to represent the loss of confidence. That is to say, the combination reduces unce-
rtainty and imprecision, so that the BBA converge to the perfect information, leading to a
smaller Jousselme distance. Therefore, the iterative combination with multiple clustering
results by Dempster’s rule can gradually reduce uncertainty and imprecision in the former
BBA. The criterion based on Jousselme distance to select partial information can control
the loss of confidence after combination with each clustering method.

Figure 4.2. Workflow of the proposed EFSC.

4.3.3 Complexity

Dempster’s combination rule which is used several times in the proposed EFSC to com-
bine different pieces of information is a P-complete problem [107]. The computational
complexity of Dempster’s rue can be different according to programming strategies and
usually and be solved in polynomial time when only taking accounts into focal elements
[147]. The the worst case complexity of Dempster’s rule O(2M |Ω|) where |Ω| is the size of
the frame of discernment Ω and M represents the number of sources to combine [73]. In
the following, we discuss the worst computational complexity for a pixel. Meanwhile, the
constructions of BBAs of classification or clustering methods are ignored in the calcula-
tion of complexity, because these BBAs can be considered as the direct inputs for EFSC
framework. We focus on analyzing the complexity generated by Dempster’s combination
rule.
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For the proposed transformation method, the first step to decompose a normal BBA
into a group of SBBAs on frame of discernment Θ. The calculation of a SBBA calculated
by equations (2.24), (2.25) has the complexity as O(2|Θ|) and for all subsets except empty
set of Θ can be the focal element of a SBBA. Therefore, the first step decomposition
has the complexity as O(22|Θ|). For the second step to transfer SBBAs on Θ to Ω, the
complexity is O(2|Θ|+|Ω|) because the number of SBBAs on Θ is 2Θ and each of them has
to be transferred to 2Ω SBBAs. Similarly, the third step to combine all SBBAs on Θ on a
focal element on Ω is O(2|Θ|) and we have 2Ω focal elements on Ω, so that the complexity
of this step is O(2|Θ|+|Ω|). The last step is to combine all SBBAs on Ω to have a normal
BBA, which has the complexity as O(22|Ω|). Therefore, for the transformation method,
the complexity is O(22|Θ|+22|Ω|+2|Θ|+|Ω|). On the contrary, Karem’s transformation only
discounts a BBA from similarity/likeness by the value of focal element on Θ, so that its
complexity is O(2|Ω|).

When combining one classification and one clustering methods, we use the proposed
transformation to a BBA on Θ to Ω and then Dempster’s rule to combine two BBAs
on Ω, so that the complexity is O(22|Θ| + 22|Ω| + 2|Θ|+|Ω| + 22|Ω|) and can be simplified
as O(22|Θ| + 22|Ω| + 2|Θ|+|Ω|). When combining one classification and multiple clustering
methods, the complexity is O(MU(22|Θ|+22|Ω|+2|Θ|+|Ω|)) where MU represents the number
of clustering methods. When combining multiple classification and clustering methods,
the complexity is O(MSMU(22|Θ| + 22|Ω| + 2|Θ|+|Ω|) + 2MS |Ω|) where the term 2MS |Ω| is
from the combination of reliable information from MU different classification results by
Dempster’s rule. Similarly, when using Karem’s transformation method with the proposed
iterative fusion process, the complexity is O(2|Ω|) for the combination of one classification
and one clustering methods, O(MU(2|Ω|)) for one classification and multiple clustering
methods, O(MSMU(2|Ω|) + 2MS |Ω|).

Evidently, in the worst case, the proposed EFSC method has exponential complexity
because of Dempster’s combination rule. To reduce the complexity of Dempster’s com-
bination rule, various approximation algorithms have been suggested [13], [109] to solve
the combination in polynomial time.

4.4 Numerical example

In this section, we show a numerical example to study the proposed transformation
and the iterative fusion process. For a group of objects with eight elements, noted as
X = {x1, x2, x3, x4, x5, x6, x7, x8}, their corresponding ground truth, classification and
clustering results are detailed in Table 4.1. The classification result has the same frame
of discernment as the ground truth, i.e. Ω = {ω1, ω2, ω3, ω4}. We have five different
clustering results on X, separating objects into either four clusters such as c1 or three
clusters such as c2, c3, c4 and c5. To combine the classification and clustering results, we
have first to transfer the BBAs of clustering methods to the same frame as classification.
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Table 4.1 – Labels of ground truth, classification and clustering results on objects in X.

Labels
Objects in X Frame of

discernmentx1 x2 x3 x4 x5 x6 x7 x8

Ground truth ω1 ω1 ω2 ω2 ω2 ω3 ω4 ω4 Ω = {ω1, ω2, ω3, ω4}
s1 ω4 ω1 ω2 ω1 ω2 ω3 ω2 ω4 Ω = {ω1, ω2, ω3, ω4}
c1 θ11 θ11 θ12 θ12 θ12 θ13 θ14 θ14 Θ1 = {θ11, θ12, θ13, θ14}
c2 θ23 θ21 θ21 θ21 θ21 θ22 θ23 θ23 Θ2 = {θ21, θ22, θ23}
c3 θ33 θ33 θ31 θ31 θ31 θ32 θ33 θ33 Θ3 = {θ31, θ32, θ33}
c4 θ41 θ41 θ42 θ42 θ43 θ43 θ42 θ42 Θ4 = {θ41, θ42, θ43}
c5 θ51 θ51 θ52 θ52 θ52 θ53 θ53 θ53 Θ5 = {θ51, θ52, θ53}

4.4.1 Construction of BBAs of classification and clustering re-
sults

This numerical example simulates a case where raw data of objects is not available, and
we only have the results of classification and clustering. The BBAs of classification are
therefore generated randomly on 2Ω without access to the raw data, as shown in Table
4.2. As all possible states of objects labels are included in Ω, the BBAs of classification
are constructed under the closed-world assumption satisfying m(∅) = 0. The classification
results should indicate that decisions are on the singletons corresponding to the current
labels. Therefore, all subsets except the empty set in Ω are assigned with random value
by the uniform distribution, and the singletons corresponding to the current label have
the maximum BBAs, marked in bold in Table 4.2.

The clustering results are on the frames Θ1, Θ2, Θ3, Θ4 and Θ5 and their BBAs are
successively noted as mΘ1

c1
for clustering c1, mΘ2

c2
for clustering c2, mΘ3

c3
for clustering c3,

mΘ4
c4

for clustering c4, mΘ5
c5

for clustering c5. We use the distance model given in [35]
to estimate the BBA of a clustering method by a group of SBBAs. For each object
xi ∈ X, to simplify the calculation, its SBBA related to the cluster to which xi belongs,
is constructed with 0.8 on the singleton and 0.2 on the ignorance. For other clusters that
xi does not belong to, the corresponding SBBAs have 1 on the ignorance, representing
we know nothing about them. Therefore, the BBA of xi can be represented by only one
SBBA with the cluster it belongs to as the focal element. For example, for the object x1

belonging to the cluster θ11 in c1, its SBBA is defined as:

{
mΘ1
c1

(θ11)(x1) = 0.8,

mΘ1
c1

(Θ1)(x1) = 0.2.
(4.29)
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Table 4.2 – BBAs of classification.

2Ω Objects in X
x1 x2 x3 x4 x5 x6 x7 x8

∅ 0. 0. 0. 0. 0. 0. 0. 0.
ω1 0.0578 0.1271 0.0616 0.1212 0.1274 0.0864 0.0781 0.0183
ω2 0.0187 0.0737 0.0941 0.0258 0.1679 0.0135 0.1291 0.0221

ω1 ∪ ω2 0.0255 0.0650 0.0558 0.1045 0.0336 0.0598 0.0611 0.0591
ω3 0.0642 0.0502 0.0561 0.1031 0.0650 0.1164 0.0700 0.0939

ω1 ∪ ω3 0.0588 0.0739 0.0622 0.1198 0.0272 0.0842 0.1019 0.0272
ω2 ∪ ω3 0.0702 0.0606 0.0165 0.0792 0.1023 0.0648 0.1258 0.0366

ω1 ∪ ω2 ∪ ω3 0.0936 0.0250 0.0622 0.0138 0.0725 0.0376 0.1001 0.0906
ω4 0.1122 0.0060 0.0501 0.0485 0.0377 0.0078 0.0281 0.1149

ω1 ∪ ω4 0.1098 0.0072 0.0886 0.0258 0.0207 0.0993 0.0157 0.0515
ω2 ∪ ω4 0.0915 0.0630 0.0901 0.1056 0.0468 0.0767 0.0433 0.1017

ω1 ∪ ω2 ∪ ω4 0.1086 0.0626 0.0920 0.0253 0.1212 0.0587 0.0618 0.0322
ω3 ∪ ω4 0.0401 0.0865 0.0344 0.0445 0.0139 0.1107 0.0915 0.1085

ω1 ∪ ω3 ∪ ω4 0.0238 0.1065 0.0835 0.0713 0.0496 0.0647 0.0466 0.0900
ω2 ∪ ω3 ∪ ω4 0.0899 0.1042 0.0623 0.0289 0.0321 0.1064 0.0791 0.0936

Ω 0.0345 0.0877 0.0896 0.0819 0.0815 0.0122 0.0389 0.0589

4.4.2 Transformation of BBAs

In this section, we explain how to transfer the BBAs of clustering c1 defined on Θ1 to the
frame of discernment Ω. We measure the similarity between the results of classification
s1 and clustering c1 by Jaccard similarity index, as shown in Table 4.3.

Table 4.3 – Similarity of classes and clusters measured by Jaccard similarity index.

Classes
Clusters from clustering c1

θ11 θ12 θ13 θ14

ω1 0.333 0.25 0 0
ω2 0 0.5 0 0.25
ω3 0 0 1 0
ω4 0.333 0 0 0.333

Let’s take the object x1 again as an example. The clustering label of x1 is cluster θ11

which has intersections with two classes: ω1 and ω4. Thus we take the similarities between
cluster θ11 and class ω1, and also class ω4 into account to achieve the transformation of
mΘ1
c1

(x1). The value of similarity 0.333 between cluster θ11 and class ω1 indicates the
belief degree that class ω1 and cluster θ11 are the same, and nothing more. As displayed
in equation (4.5), the similarity can be represented by a BBA on the frame of discernment
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H, defined as: {
m
H11,1

θ11,ω1
(Y11,1) = 0.333,

m
H11,1

θ11,ω1
(H11,1) = 1− 0.333 = 0.667.

(4.30)

The transformation is composed of four major steps as explained in section 4.5.4. The
first step is to decompose the BBA of clustering into a group of SBBAs considered as
multiple independent sources. For object x1, its BBA mΘ1

c1
(x1) are already in the form

of SBBA with {θ11} as the focal element, as shown in equation (4.29), and thus can
be directly used. The second step is to transfer the SBBAs to Ω by the corresponding
similarity between cluster θ11 and all possible classes with non-empty intersections, i.e.
ω1 and ω4. According to equation (4.10) and equation (4.11), the transformed SBBA of
x1 on ω1 is calculated as:

mΩ
θ11,ω1

(ω1)(x1) = m
H11,1

θ11,ω1
(Y11,1) ∗mΘ1

c1
(θ11)(x1)

= 0.333 ∗ 0.8

= 0.2664

(4.31)

mΩ
θ11,ω1

(Ω)(x1) = 1−mH11,1

θ11,ω1
(Y11,1) ∗mΘ1

c1
(θ11)(x1)

= 0.7336
(4.32)

The transformed SBBA of x1 on ω4 is calculated as:

mΩ
θ11,ω4

(ω4)(x1) = m
H11,4

θ11,ω1
(Y11,4) ∗mΘ1

c1
(θ11)(x1)

= 0.333 ∗ 0.8

= 0.2664

(4.33)

mΩ
θ11,ω4

(Ω)(x1) = 1−mH11,4

θ11,ω1
(Y11,4) ∗mΘ1

c1
(θ11)(x1)

= 0.7336
(4.34)

The third step is to combine all available SBBAs on each classes, as displayed in
equation (4.19). As we only have one SBBAmΩ

θ11,ω1
(x1) on ω1 and one SBBA mΩ

θ11,ω4
(x1)

on ω4, thus we have:
mΩ
c1,ω1

(x1) = mΩ
θ11,ω1

(x1) (4.35)

mΩ
c1,ω4

(x1) = mΩ
θ11,ω4

(x1) (4.36)

where mΩ
c1,ω1

(x1) represents that the information of object x1 from clustering c1 is trans-
formed on ω1 and mΩ

c1,ω4
(x1) is transformed on ω4. The last step is to combine all possible

SBBAs on Ω transformed from clustering c1 by equation (4.20) as:

mΩ
c1

(x1) =mΩ
c1,ω1

(x1)⊕mΩ
c1,ω4

(x1)

⇒


mΩ
c1

(ω1)(x1) = 0.2105,

mΩ
c1

(ω4)(x1) = 0.2105,

mΩ
c1

(Ω)(x1) = 0.5789,

mΩ
c1

(A)(x1) = 0,∀A ⊆ Ω, A 6= ω1, A 6= ω4.

(4.37)
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For other objects, their transformed BBAs on Ω are shown in Table 4.4.

Table 4.4 – Transformed BBAs from clustering c1 on Ω.

2Ω Objects in X
x1 x2 x3 x4 x5 x6 x7 x8

∅ 0. 0. 0. 0. 0. 0. 0. 0.
ω1 0.2105 0.2105 0.1304 0.1304 0.1304 0. 0. 0.
ω2 0. 0. 0.3478 0.3478 0.3478 0. 0.1549 0.1549

ω1 ∪ ω2 0. 0. 0. 0. 0. 0. 0. 0.
ω3 0. 0. 0. 0. 0. 0. 8 0. 0.

ω1 ∪ ω3 0. 0. 0. 0. 0. 0. 0. 0.
ω2 ∪ ω3 0. 0. 0. 0. 0. 0. 0. 0.

ω1 ∪ ω2 ∪ ω3 0. 0. 0. 0. 0. 0. 0. 0.
ω4 0.2105 0.2105 0. 0. 0. 0. 0.2253 0.2253

ω1 ∪ ω4 0. 0. 0. 0. 0. 0. 0. 0.
ω2 ∪ ω4 0. 0. 0. 0. 0. 0. 0. 0.

ω1 ∪ ω2 ∪ ω4 0. 0. 0. 0. 0. 0. 0. 0.
ω3 ∪ ω4 0. 0. 0. 0. 0. 0. 0. 0.

ω1 ∪ ω3 ∪ ω4 0. 0. 0. 0. 0. 0. 0. 0.
ω2 ∪ ω3 ∪ ω4 0. 0. 0. 0. 0. 0. 0. 0.

Ω 0.5789 0.5789 0.5217 0.5217 0.5217 0.2 0.6197 0.6197

4.4.3 Iterative fusion process

After the transformation, the information from clustering c1 can be combined with the
BBAs of classification presented in Table 4.2, and the combined results of all objects are
shown in Table 4.5. Decisions are made on the combined BBAs by equation (2.39), and
the loss of confidence of each decision is represented by the method from [48] based on
Jousselme distance from its BBAs to the corresponding categorical BBAs, as shown in
Table 4.6.

The labels after decision should be Compared to the original classification labels ac-
cording to the proposed criterion in algorithm 1, to decide whether the information from
clustering is finally added or not. For each class, we update their labels if the average loss
of confidence of this class after the combination is reduced, compared to its counterpart
calculated from the BBAs of classification s1, also shown in Table 4.6.

Let’s take the class ω1 as an example. Its average loss of confidence in s1, noted as
Rω1,s1 , is calculated as:

Rω1,s1 =
Rx2,s1 +Rx4,s1

2

=
0.638 + 0.612

2
= 0.625

(4.38)
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where Rx2,s1 and Rx4,s1 represent the loss of confidence of objects x2 and x4 in s1. After
the combination with clustering c1, the decisions on the combined BBAs update the label
and also the loss of confidence of each object. Therefore, for the class ω1, its new average
loss of confidence Rω1 is calculated as:

Rω1 = Rx2 = 0.565 (4.39)

where Rx2 is the loss of confidence of object x2 after the combination. As we have
Rω1 < Rω1,s1 , the information on ω1 from the original classification s1 is thus updated
by the new one after combination. That is to say, the class ω1 in s1 originally contains
two objects x2 and x4 is updated as only one object x2 according to the results after
combination.

Table 4.5 – BBAs on Ω after combination of clustering c1 and classification s1.

2Ω Objects in X
x1 x2 x3 x4 x5 x6 x7 x8

∅ 0. 0. 0. 0. 0. 0. 0. 0.
ω1 0.1735 0.2394 0.1385 0.1824 0.1696 0.0257 0.0624 0.0117
ω2 0.0132 0.0532 0.3100 0.2295 0.3979 0.0028 0.2353 0.1051

ω1 ∪ ω2 0.0181 0.0466 0.0359 0.0731 0.0186 0.0174 0.0473 0.0431
ω3 0.0456 0.0353 0.0361 0.0721 0.0409 0.7418 0.0552 0.0699

ω1 ∪ ω3 0.0417 0.0534 0.0404 0.0840 0.0140 0.0250 0.0833 0.0185
ω2 ∪ ω3 0.0498 0.0432 0.0080 0.0550 0.0674 0.0189 0.1044 0.0257

ω1 ∪ ω2 ∪ ω3 0.0664 0.0160 0.0404 0.0081 0.0463 0.0104 0.0817 0.0674
ω4 0.2373 0.1382 0.0319 0.0329 0.0215 0.0010 0.1063 0.2617

ω1 ∪ ω4 0.0780 0.0024 0.0592 0.0168 0.0094 0.0298 0.0074 0.0372
ω2 ∪ ω4 0.0650 0.0451 0.0603 0.0738 0.0280 0.0227 0.0317 0.0759

ω1 ∪ ω2 ∪ ω4 0.0771 0.0447 0.0617 0.0164 0.0808 0.0170 0.0479 0.0224
ω3 ∪ ω4 0.0284 0.0630 0.02076 0.0301 0.0046 0.0334 0.0107 0.0811

ω1 ∪ ω3 ∪ ω4 0.0169 0.0783 0.0556 0.0493 0.0300 0.0189 0.0346 0.0669
ω2 ∪ ω3 ∪ ω4 0.0638 0.0765 0.0405 0.0189 0.0176 0.0321 0.0632 0.0697

Ω 0.0245 0.0639 0.0600 0.0569 0.0527 0.0024 0.0278 0.0430

Table 4.6 – Decisions on combined BBAs (Compared to the labels and loss of confidence
of classification s1).

Decisions
Objects in X

x1 x2 x3 x4 x5 x6 x7 x8

Labels ω4 ω1 ω2 ω2 ω2 ω3 ω2 ω4

Losses of confidence 0.543 0.565 0.508 0.553 0.428 0.178 0.528 0.514
Labels of s1 ω4 ω1 ω2 ω1 ω2 ω3 ω2 ω4

Losses of confidence of s1 0.613 0.638 0.650 0.612 0.573 0.606 0.5969 0.605
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The newly updated labels can be considered as a new classification result to combine
with another randomly selected clustering result among c1, c2, c3, c4 and c5. In Table 4.7,
we show the details of the proposed iterative fusion process, including the clustering used
for combination, the average loss of confidence on each class (i.e. Rω1 , Rω2 , Rω3 , Rω4), the
global average loss of confidence R, and the labels of objects in each iteration. We run
ten iterations in total and the average loss of confidence R gradually decreases from 0.611
in classification s1 to 0.002 after the combination with multiple clustering results. The
original accuracy of s1 is 0.625, and it gradually increases to 1 after the fifth iteration.

Table 4.7 – Iterative fusion process.

Combination
Losses of confidence Labels

Accuracy
Rω1 Rω2 Rω3 Rω4 R x1 x2 x3 x4 x5 x6 x7 x8

s1 0.625 0.606 0.606 0.608 0.611 ω4 ω1 ω2 ω1 ω2 ω3 ω2 ω4 0.625
+c1 0.565 0.504 0.178 0.527 0.443 ω4 ω1 ω2 ω2 ω2 ω3 ω2 ω4 0.738
+c1 0.496 0.320 0.039 0.441 0.324 ω1 ω1 ω2 ω2 ω2 ω3 ω2 ω4 0.863
+c2 0.485 0.255 0.008 0.451 0.299 ω1 ω1 ω2 ω2 ω2 ω3 ω2 ω4 0.863
+c3 0.421 0.194 0.002 0.436 0.263 ω1 ω1 ω2 ω2 ω2 ω3 ω2 ω4 0.863
+c1 0.126 0.031 0.000 0.425 0.145 ω1 ω1 ω2 ω2 ω2 ω3 ω4 ω4 1.0
+c1 0.028 0.006 0.000 0.138 0.057 ω1 ω1 ω2 ω2 ω2 ω3 ω4 ω4 1.0
+c4 0.005 0.005 0.000 0.114 0.041 ω1 ω1 ω2 ω2 ω2 ω3 ω4 ω4 1.0
+c1 0.001 0.001 0.000 0.025 0.006 ω1 ω1 ω2 ω2 ω2 ω3 ω4 ω4 1.0
+c5 0.000 0.000 0.000 0.013 0.003 ω1 ω1 ω2 ω2 ω2 ω3 ω4 ω4 1.0
+c1 0.000 0.000 0.000 0.009 0.002 ω1 ω1 ω2 ω2 ω2 ω3 ω4 ω4 1.0

4.5 Experiments on synthetic data

In this section, we evaluate the proposed EFSC on synthetic data. We principally discuss
the performance of EFSC from the aspect at the output level, by controlling the quality
of its direct inputs: classification and clustering results. To make the experiments concise
and clear, we configure EFSC into three different ways:

1. EFSC11: one classification and one clustering methods.

2. EFSC1m: one classification and multiple clustering methods.

3. EFSCmm: Multiple classification and multiple clustering methods.

EFSC focuses on the fusion of classification or clustering results rather than raw data,
features nor supervised/unsupervised classifiers themselves. This indicates that the direct
inputs of EFSC are the classification and clustering results and their corresponding BBAs.
Therefore, we verify EFSC at the output level in a controlled environment. In section 4.5.2,
we study how the quality of classification and clustering results affect the combination
of the EFSC11 configuration. In section 4.5.3, we focus on the EFSC1m configuration
and study the same questions as section 4.5.2. In section 4.5.4, we evaluate EFSCmm
configuration with multiple classifications and clustering methods and compare the results
with other fusion approaches.
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We have selected two distinct fusion methods at the production level, based on different
principles. EC3 belongs to the group of fusion methods that optimize the agreements
between supervised and pooled results, and it was shown to be more efficient in comparison
to the other methods in this category [25]. Similar to our work, the method proposed by
Karem allows obtaining a combination through belief functions.

4.5.1 Synthetic data at the output level

The synthetic data at the output level includes the outputs of supervised or unsupervised
classifiers and their corresponding BBAs, which are used as inputs of EFSC. To study
how qualities of classification and clustering results affect the combination, we generate an
image as ground truth, and gradually add uniformly distributed mistakes on it to obtain
classification and clustering results. In this way, we can directly control the quality of
supervised and unsupervised results. The experiments on synthetic labels simulate a case
where raw data is inaccessible, and we only have the results of classification and clustering.
The experiments are all launched 15 times to obtain the averages.

Table 4.8 – Descriptions of the synthetic ground truth.

Forest Shrub/Scrub Grassland /Herbaceous Wetlands Total
Synthetic ground truth 20687 11417 3526 4370 40000

The process to generate an classification result with the proportion of mistakes Ms

based on the ground truth is detailed as:

1) Randomly select pixels with proportion Ms per class;

2) For the selected pixels, change their labels randomly into any other class.

The random BBAs of the synthetic classification result on the frame of discernment Ω are
constructed as:

1) For a pixel x labeled as ωi, we have m(ωi) = 1−Ms;

2) The rest of BBAs are randomly set to [0, 1−Ms);

3) Normalize the BBAs to make the sum equal to 1.

Generating a synthetic clustering result includes two major steps: separating or gath-
ering classes into clusters, and add noise with proportion Mc into each cluster to reduce its
homogeneity. The quality of clustering indicates whether data are well-separated, which
is different from the evaluation of classification. We use the homogeneity in clusters to
represent the quality of clustering results, which thus can be controlled by Mc. For ex-
ample, if a class of the ground truth is separated into two clusters, the homogeneity of
each cluster is not reduced, and thus we can still consider it as a perfect clustering. After
adding noise with Mc, the homogeneity in each cluster is gradually reduced. We note the
number of classes on the ground truth as n, and the number of clusters as k. The process
to generate a clustering result is as:
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1) If k = n, classes on the ground truth is directly taken as clusters;

2) If k < n, we randomly select n− k classes on the ground truth and gather them as
one cluster. The rest classes are kept as clusters;

3) If k > n, we use an iterative process to add clusters. In each iteration, we randomly
select a cluster and separate it into two clusters until the clusters are enough. The
initial state of this process is the ground truth whose classes are directly taken as
clusters;

4) For the clustering result generated previously, we randomly select pixels in each
cluster with the proportion Mc and change its labels to any other cluster.

The BBAs of clustering on Θ are constructed in the form of SBBAs. For a pixel x in the
cluster θj, we have m(θj) = 1−Mc and m(Θ) = Mc.

4.5.2 Combination of one classification and one clustering meth-
ods

In this section, we evaluate EFSC11 configuration by combining one classification and
one clustering. We first discuss the effects of different likeness/similarity measures for the
proposed transformation used in EFSC11 and Karem’s methods. Due to the inaccessibility
of raw data in this experiment, we only discuss the similarities using output information.

The Table 4.9 shows the accuracy measured by F1 score for the combination of one
classification and one clustering methods with different measures of likeness/similarity.
The formula for the F1 score is:

F1 = 2× precision× recall

precision + recall
(4.40)

We fix the mistakes Ms in classification as 0.5 which represents less satisfying results
and the mistakes Mc in clustering as 0.2 to represent a good clustering. The number of
clusters are changed as 3, 7, 11, 15. Karem’s method originally uses the proportion likeness
which surpasses the other three similarities. Compared to Karem’s method, EFSC11
performs better with different similarities. For instance, Karem’s method cannot improve
the accuracy of classification with Dice similarity in most cases, whereas EFSC11 brings
evident improvements. In Table 4.9, no evident relations between numbers of clusters
and similarities are observed, but EFSC outperforms Karem’s method in most cases. In
the following experiments, we use Jaccard similarity for the proposed transformation, and
proportion likeness for Karem’s method.

We also focus on how the quality of classification or clustering affect the combination.
For the clustering, we fix its number of clusters to k = 7 and gradually add mistakes with
proportion Mc ∈ [0, 1]. As we use the homogeneity to represent the quality of a clustering,
Mc = 0 represents the perfect case where no mistakes are involved. With Mc increasing,
the homogeneity of each cluster begins to decrease, which thus can be considered as a
decline of the clustering quality.
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Table 4.9 – Combination of one classification and one clustering methods with different
likeness/similarity measures.

Number of clusters Methods
Likeness/similarity measures

Jaccard Proportion Dice Recovery

k=3
Karem’s 0.721 0.687 0.679 0.694
EFSC11 0.704 0.719 0.707 0.742

k=7
Karem’s 0.698 0.836 0.834 0.853
EFSC11 0.583 0.821 0.841 0.822

k=11
Karem’s 0.583 0.587 0.585 0.584
EFSC11 0.721 0.790 0.777 0.795

k=15
Karem’s 0.584 0.584 0.587 0.584
EFSC11 0.588 0.589 0.586 0.586

Original classification 0.586

We fix the mistakes Ms in classification as 0.1, 0.3, 0.5 and 0.7 and for each of them,
Mc varies from 0 to 0.9, as shown in Figure 4.3. A perfect clustering with Mc = 0 increases
the accuracy of classification, whereas the accuracy after combinations by EFSC11 and
Karem’s are not improved when Mc ≥ 0.2, as shown in Figure 4.3(a). The BBAs of clas-
sification are assigned by random values but also guarantee the singletons corresponding
to the classification labels have the maximum BBA. Therefore, for the classification with
Ms = 0.1, even though almost all pixels have true labels, the BBAs are still constructed
with uncertainty and imprecision, indicating that the classification is good enough yet
not completely reliable. Clustering information can thus be partially taken into account,
however, possibly leading to a decrease of the accuracy when the quality of clustering
is relatively poorer than the one of the classification. We can also roughly observe this
in Figure 4.3(b), 4.3(c) and 4.3(d). When Ms = 0.3, the accuracy after combination is
improved only if Mc < 0.4, and for Ms = 0.5 and Ms = 0.7, improvement occurs when
Mc < 0.5.

We also fix Mc for clustering and change the mistakes Ms in classification. To avoid the
influence of mistakes in clustering, we select a good enough clustering with Mc = 0.1, and
study how the quality of classification affects the combination. The results are shown in
Figure 4.4. We can observe that combining with a good enough clustering can noticeably
enhance the accuracy, even for the low-quality classification (e.g. Ms = 0.7). When
Ms > 0.8, it indicates that the classification is almost incorrect and thus the combination
is helpless to improve the accuracy, even with a good enough clustering.

In the combination of one classification and one clustering, the improvement of ac-
curacy is still pronounced after combination by EFSC11 and Karem’s. Nevertheless,
Karem’s has better performance than EFSC11 because EFSC11 takes information more
prudently so that less information is fused compared to Karem’s. Accordingly, Karem’s
is more pertinent for combining one classification and one clustering, whereas EFSC has
the advantages when multiple classification and clustering are available. EC3 has a simi-
lar performance as the original classification because it relies more on classification than
clustering. EC3 is more pertinent for multiple classification results with high qualities.
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(a) Ms = 0.1 (accuracy of classification = 0.904). (b) Ms = 0.3 (accuracy of classification = 0.734).

(c) Ms = 0.5 (accuracy of classification = 0.586). (d) Ms = 0.7 (accuracy of classification = 0.463).

Figure 4.3. Accuracy change with mistakes in clustering for the combination of one
classification and one clustering.

Figure 4.4. Accuracy change with mistakes in classification for the combination of one
classification and one clustering.
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4.5.3 Combination of one classification and multiple clustering
methods

In this section, we evaluate the EFSC1m configuration with one classification and multiple
clustering methods. We also fix Ms separately as 0.1, 0.3, 0.5 and 0.7 and gradually change
Mc from 0 to 0.9. A group of clustering methods has its number of clusters varying from
3 to 15.

EFSC1m and Karem’s methods, combined with multiple clustering methods can im-
prove the accuracy of classification, as shown in Figure 4.5. A high-quality classification
boosts the combination results with multiple clustering, as in Figures 4.5(a), 4.5(b).

Even if the mistakes in classification are considerable, i.e. Ms = 0.7, EFSC1m and
Karem’s methods can increase the overall accuracy, as shown in Figure 4.5(d).

(a) Ms = 0.1 (accuracy of classification = 0.904). (b) Ms = 0.3 (accuracy of classification = 0.734).

(c) Ms = 0.5 (accuracy of classification = 0.586). (d) Ms = 0.7 (accuracy of classification = 0.463).

Figure 4.5. Accuracy change with mistakes in clustering for the combination of one
classification and multiple clustering methods.

We can observe that the combination with multiple clustering methods can better
decrease the influence of the quality of classification, those in the previous section. When
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Ms reaches 0.1, 0.3 and 0.5, the classification accuracy is improved for Mc < 0.5. This
indicates that when combining with multiple clustering methods, EFSC1m and Karem’s
methods are more influenced by clustering than classification.

When Mc > 0.6, the accuracy after combination slightly increases yet is always worse
in comparison to the original classification. This increase occurs when clustering has low
quality because the BBAs of clustering, in this case, is mainly distributed on the total
ignorance. Therefore, information from clustering with low quality is rarely combined
with classification, consequently avoiding further reduction of accuracy.

We also fix the quality of clustering with Mc = 0.1 and study the accuracy change with
Ms, as shown in Figure 4.6. The accuracy after combination shows an evident decline
when Mc > 0.5. This result also proved that when the quality of clustering is acceptable,
the combination is less influenced by classification.

In the combination of one classification and multiple clustering methods, EFSC1m
outperforms the other two methods because it cautiously takes into account the infor-
mation from clustering. EC3 still shows similar performance as the original classification
because when maximizing the consensus of classification and clustering, only one classi-
fication is available to provide the semantic labels. This indicates that EC3 relies more
on classification than clustering. Compared to EC3, EFSC1m, and Karem’s methods
with the proposed iterative fusion process can better handle the combination with one
classification and multiple clustering methods.

Figure 4.6. Accuracy change with mistakes in classification for the combination of one
classification and multiple clustering methods.

4.5.4 Combination of multiple classification and clustering meth-
ods

In this section, we combine multiple classification and clustering results separately by
EFSCmm, Karem’s and EC3 methods. We also compare the fusion of multiple classifi-
cations by Majority Voting (MV). We randomly generate three classification results with
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the accuracy of 0.586, 0.522, 0.463. The group of clustering methods has 3 to 15 partitions
with Mc = 0.3.

Table 4.10 – Accuracy of three original classifications and four fusion methods (Karem’s,
EFSCmm, EC3, MV) on synthetic data.

Methods
Accuracy per class

Accuracy
Forest

Shrub
/Scrub

Grassland
/Herbaceous

Wetlands

Classification 1 0.667 0.573 0.363 0.421 0.586
Classification 2 0.609 0.497 0.292 0.355 0.522
Classification 3 0.562 0.422 0.230 0.285 0.463

Karem’s 0.786 0.828 0. 0. 0.795
EFSCmm 0.880 0.955 0.026 0.433 0.889

EC3 0.682 0.590 0.389 0.446 0.604
MV 0.705 0.594 0.388 0.452 0.595

(a) Classification 1. (b) Classification 2. (c) Classification 3.

Figure 4.7. Synthetic classification results.

The Table 4.10 shows the overall accuracy measured by F1 score and for each class. We
also show the classification in Figure 4.7 and combination results in Figure 4.8. EFSCmm
can noticeably enhance the accuracy by 30% at most compared to the best classifica-
tion, and it also surpasses other combination methods. Karem’s also shows an evident
improvement of the overall accuracy, whereas ignores two classes: Grassland/Herbaceous
and Wetlands. Although EFSCmm cannot well classify Grassland/Herbaceous either, it
improves the accuracy of Wetlands, demonstrating it is more prudent than Karem’s. EC3
performs better with three classifications compared to its previous performance because
it depends more on classification than clustering. For the combination results of the three
classifications by MV, we can observe it is less pertinent in comparison to the other three
combination methods, indicating the importance of clustering information.

We assume that for each object x, the probability that an object is correctly classified
follows Gaussian distribution. Thus for 40000 pixels, each of them can be regarded as
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(a) EFSCmm. (b) Karem’s. (c) EC3

(d) MV (e) Ground truth

Figure 4.8. Combination results of EFSCmm, Karem’s, EC3 and MV on synthetic data.

an independent result. We thus consider approximately that each test is run 40000× 15
to calculate the confidence interval. The confidence interval with the confidence level
as 95% of EFSCmm is [0.887, 0.890], Karem’s [0.793, 0.796], EC3 [0.602, 0.605], and MV
[0.593, 0.596]. The experiments show that EFSCmm is significantly better than Karem’s,
EC3 and MV on synthetic data.

4.6 Conclusion

In this chapter, we present the EFSC framework including a transformation method and
an iterative fusion process. This framework aims to combine multiple supervised and clus-
tering results at the output level. We evaluate the EFSC framework on synthetic labels
at the output level to simulate the case where raw data is inaccessible and only super-
vised/clustering results are available. In this situation, the BBAs of supervised/clustering
results are thus directly constructed by users. In the controlled environment, we study
how the qualities of supervised and clustering results affect the combination. Compared
to other existing methods, we found that EFSC relies less on supervised results and can
take more information from clustering results. Accordingly, EFSC is more appropriate to
improve the supervised results with low accuracy.
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The combination of heterogeneous information at the output level is always difficult.
We will further study how supervised and clustering results affect the combination in the
proposed transformation on real remote sensing data in the next chapter.
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Evaluation of EFSC on real remote
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In this chapter, we evaluate the EFSC method proposed in chapter 4 on real remote
sensing datasets to study: (1) how different likeness/similarity and numbers of clusters
affect the combination; (3) how mislabeled training samples affect the fusion results; (4)
how the EFSC behaves on real remote sensing data.

We also use identification methods based on spectral indexes, proposed in chapter 3,
as a classification to combine with multiple clustering methods on the data provided by
TOTAL.
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5.1 Introduction

In the previous chapter, we propose a solution for combining several supervised and
unsupervised classification methods and achieve the evaluation on synthetic data at the
output level, to simulate the situation where only supervised and clustering results are
available whereas raw data is inaccessible. Besides the situation without raw data, another
common situation in real applications is that raw data is available, while labeled samples
are severely insufficient or even partially mislabeled. Therefore, in this chapter, we achieve
experiments on real remote sensing datasets to study the performance of EFSC on real
data and how the quality of raw data (e.g. labeled samples) affects the combination of
EFSC.

To achieve the numerical comparisons and analysis, we conduct the experiments on
the study area located in Colorado, USA, with the data of LandSat-8 OLI because ground
truth is available in this area. We use the same configuration of EFSC as the previous
chapter:

1. EFSC11: one classification and one clustering methods.

2. EFSC1m: one classification and multiple clustering methods.

3. EFSCmm: multiple classification and multiple clustering methods.

We conduct four experiments to study: (1) how different likeness/similarity measures
and numbers of clusters affect the combination; (2) how the EFSC behaves with one
classification and multiple clustering methods; (3) how mislabeled training samples affect
the fusion results; (4) how the EFSC behaves with multiple classification and multiple
clustering methods on real remote sensing data.

In the first experiment in section 5.2.2, we test the EFSC11 configuration and change
the numbers of partitions in clustering. In section 5.2.3, the second experiment studies
the proposed iterative fusion process. We focus on the EFSC1m configuration to demon-
strate that information from multiple clustering methods can progressively reduce the
uncertainty and increase the accuracy of the supervised results until convergence. In
section 5.2.4, we further investigate the robustness of the EFSC1m configuration for the
mislabeled training samples in an artificial case and a real situation. The last experiment
in section 5.2.5 focuses on the efficiency of the EFSCmm configuration where multiple
supervised results were combined individually with multiple clustering methods. The
extracted reliable information then are combined to improve the overall accuracy. EF-
SCmm is constructed based on EFSC1m whose effectiveness in reducing uncertainty and
robustness for mislabeled training samples has already been discussed in sections 5.2.3
and 5.2.4. For EFSCmm, we, therefore, focus only on its performance to improve the
overall accuracy.

We also evaluate EFSC in the study area located in Spain with the data from RapidEye
and World-View 2, provided by TOTAL. As no ground truth is available, we use the
automatic identification methods proposed in chapter 3 as classification results to combine
with multiple clustering methods.
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5.2 Experiments on LandSat data

5.2.1 Descriptions of study area

The study area is located in Colorado, USA, and contains two national forest parks with
a variety of vegetation, as shown in figure 3a. The satellite data used in our experiment
are from LandSat-8 OLI. It consists of eight spectral bands with a spatial resolution of
30 meters, a panchromatic band with a resolution of 15 meters, and two thermal bands
with a resolution of 100 meters. The remote sensing data acquired 11th June 2018 were
obtained from the USGS Earth Explorer. The geometric correction of the image was
performed by the transformation of the UTM map by NASA. We used the multi-spectral
bands 1− 7 in our test. For ground truth, we use the labels generated by National Land
Cover Database (NLCD) 2016 and group its land cover pattern at the basic level:Water,
Developed Area, Forest, Shrub/Scrub, Grassland/Herbaceous, Pasture/Crops, Wetlands.
We randomly select two test areas, one with 2500 pixels and the other with 40000 pixels,
detailed in Figure 5.1 and Table 5.1. Most of the experiments are conducted on test area
1, but we also evaluate the proposed EFSC on the test area 2 in section 5.2.5.

Figure 5.1. Ground truth of test areas.

Table 5.1 – Descriptions of the test areas.

Water
Developed

Area
Forest

Shrub
/Scrub

Grassland
/Herbaceous

Pasture
/Crops

Wetlands Total

Test area 1 146 182 266 1558 15 148 185 2500
Test area 2 77 571 21147 13609 593 2250 1753 40000
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5.2.2 Combination of one classification and one clustering meth-
ods

In this section, we focus on evaluating the proposed transformation by combining one
classification and one clustering. We test nine pairs of combination methods between three
classifiers: 5-Nearest Neighbors (5-NN), Random Forest (RF) and Stochastic Gradient
Boost (SGB), and three clustering methods: k-means (KM), Spectral Clustering (SC) and
Gaussian Mixture Model (GMM). In each combination, we set the number of clusters as
3, 7, 11, 15 in each clustering method to study how this affects the fusion results. We also
use four different likeness/similarity measures during fusion to observe the performance.
We evaluate the results by F1 score with a weighted average to take into account the
imbalance of labels. Each test was launched 15 times to calculate the average.

To study the effects of likeness/similarity, we fix the k-means as the clustering method
and change its numbers of clusters when combining with different classification results. Ta-
ble 5.2 shows the results for EFSC11 and Karem’s methods with different
likeness/similarity: Jaccard, Proportion, Dice, and Recovery. Compared to Karem’s
transformation, the EFSC11 has better performance and is more stable with different
likeness/similarity measures. Karem’s method works better with Proportion likeness and
shows less satisfying performance with the other three similarity measures. There is no
evident relationship between likeness/similarity measures with the numbers of clusters
and classifiers. In all the following experiments, we use Jaccard similarity for the pro-
posed EFSC method. For Karem’s method, as the Proportion likeness is evidently better
than others, we keep it for the following experiments.

Table 5.2 – Accuracy of Karem’s, EFSC11 with combination of one classification (5-NN,
RF, SGB) and one clustering (KM) for different likeness/similarity measures on test area
1.

likeness/similarity
Numbers
of clusters

5-NN 0.561 RF 0.541 SGB 0.553
Karem’s EFSC11 Karem’s EFSC11 Karem’s EFSC11

Jaccard

k=3 0.563 0.582 0.561 0.575 0.592 0.604
k=7 0.562 0.568 0.554 0.561 0.574 0.590
k=11 0.575 0.572 0.556 0.560 0.597 0.582
k=15 0.568 0.570 0.547 0.534 0.562 0.570

Proportion

k=3 0.566 0.577 0.607 0.570 0.626 0.581
k=7 0.567 0.579 0.584 0.577 0.629 0.598
k=11 0.570 0.588 0.586 0.589 0.629 0.601
k=15 0.568 0.583 0.587 0.589 0.621 0.586

Dice

k=3 0.566 0.602 0.543 0.588 0.556 0.601
k=7 0.563 0.588 0.552 0.576 0.573 0.569
k=11 0.561 0.576 0.548 0.582 0.572 0.613
k=15 0.588 0.586 0.546 0.577 0.564 0.598

Recovery

k=3 0.554 0.587 0.567 0.576 0.567 0.574
k=7 0.562 0.575 0.568 0.577 0.579 0.573
k=11 0.573 0.568 0.575 0.571 0.568 0.573
k=15 0.574 0.579 0.591 0.579 0.576 0.578
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Table 5.3 – Accuracy of Karem’s, EFSC11 and EC3, with combination of one classification
(5-NN, RF, SGB) and one clustering (KM, SC,GMM) on test area 1.

Clustering
Numbers
of clusters

5-NN 0.561 RF 0.541 SGB 0.553
Karem’s EFSC11 EC3 Karem’s EFSC11 EC3 Karem’s EFSC11 EC3

KM

k=3 (0.424) 0.566 0.582 0.568 0.607 0.575 0.547 0.626 0.604 0.558
k=7 (0.349) 0.567 0.568 0.562 0.584 0.561 0.541 0.629 0.590 0.553
k=11 (0.315) 0.570 0.585 0.562 0.586 0.560 0.542 0.629 0.582 0.554
k=15 (0.294) 0.568 0.570 0.562 0.587 0.534 0.545 0.621 0.570 0.553

SC

k=3 (0.401) 0.587 0.584 0.568 0.587 0.571 0.552 0.561 0.567 0.560
k=7 (0.119) 0.579 0.570 0.563 0.606 0.558 0.545 0.603 0.579 0.553
k=11 (0.087) 0.573 0.571 0.563 0.593 0.572 0.541 0.600 0.581 0.553
k=15 (0.009) 0.570 0.572 0.550 0.596 0.572 0.541 0.597 0.580 0.553

GMM

k=3 (0.239) 0.566 0.613 0.564 0.568 0.546 0.540 0.593 0.558 0.554
k=7 (0.171) 0.565 0.575 0.568 0.603 0.556 0.543 0.618 0.566 0.554
k=11 (0.111) 0.559 0.564 0.554 0.632 0.578 0.542 0.620 0.562 0.553
k=15 (0.155) 0.570 0.581 0.558 0.589 0.551 0.542 0.570 0.613 0.553

The Table 5.3 shows the F1 score for the three fusion methods. It is evident that
on the test data set, Karem’s and EFSC perform better than EC3 which requires high-
quality clustering results. The combination results based on Karem’s transformation and
EFSC have neither evident relation with the silhouette score of clustering nor the number
of partitions. Instead of directly taking the maximum agreement of classification and
clustering results, these two belief function-based methods can transfer information of
clustering results into the frame of discernment of classification with the theory of belief
functions. During this process, complementary information that is difficult to measure
directly is extracted to improve the accuracy of the classification.

Compared to Karem’s transformation, the EFSC11 shows no obvious improvement
because the combination with clustering can fuse only limited information with the clas-
sification. Our proposed transformation is generally more cautious than Karem’s so that
it is less possible to change its decisions when the information provided by the clustering
is highly limited.

5.2.3 Combination of one classification and multiple clustering
methods

In this section, we evaluate the EFSC1m configuration that combines one classification
and multiple clustering methods through the proposed iterative fusion process. We select
three clustering methods: k-means (KM), Spectral Clustering (SC) and Gaussian Mixture
Model (GMM), which are commonly used in land cover classification, to construct the
pool of clustering methods. The number of clusters in each clustering method varies
from 3 to 15. We perform the iterative fusion process 300 times by randomly selecting a
clustering in the pool.

Since k-means and SC are implemented based on distance, we employ the distance
model to construct their BBAs. Gaussian Mixture Model separates data by distribution,
thus providing a probability for the clustering results. The proposed transformation
requires separable BBAs from clustering. Therefore, the probability from GMM should be
discounted by a discounting coefficient, so that they can be decomposed by the canonical
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decomposition to a group of SBBAs. In this experiment, we assume that the clustering
results are highly reliable, so that we set the discounting value as 0.9. The discounting
coefficient represents the reliability of the source, which thus can be defined by users
according to different situations.

Table 5.4 – Accuracy of the original RF, Karem’s EFSC1m and EC3 on test area 1.

Classifiers States
Accuracy per class

Accuracy
Water

Developed
Areas

Forest
Shrub/
Scrub

Grassland/
Herbacrous

Pasture/
Crops

Wetlands

RF

Original 0.922 0.277 0.518 0.609 0.095 0.214 0.215 0.541
Karem’s 0.795 0.012 0.316 0.816 0.056 0.079 0.164 0.622
EFSC1m 0.866 0.279 0.589 0.762 0.109 0.335 0.071 0.633

EC3 0.882 0.263 0.567 0.670 0.042 0.264 0.108 0.549

We have verified that the EFSC11 configuration does not depend on the type of clas-
sifiers in section 5.2.2. Due to space limitations, we therefore only displayed the results of
Random Forest as a supervised method in the EFSC1m configuration. Karem’s transfor-
mation only works on a supervised method and a classification method. To compare with
the EFSC1m configuration, we also used the proposed iterative fusion process to combine
several clustering methods with Karem’s transformation. As EC3 cannot handle uncer-
tainty and cooperate with the iterative fusion process, we used EC3 to combine directly
the classifier with all clustering methods in the clustering pool.

We display the comparison of the accuracy of the three methods in Table 5.4 and mark
the best performance on each class by bold text. EC3 improves the accuracy by 0.8%
compared to the original classification, which is outperformed by EFSC1m and Karem’s
methods. The results of the EC3 method were limited by insufficient training samples.
Compared to the results in section 5.2.2, the combination with multiple clustering methods
does not make a big difference, as the clustering results on our test data have low qualities
as measured by the silhouette score. EC3 generally requires sufficient training samples
for parameter selection and good clustering results to reach the agreement.

Although Karem’s can improve accuracy by 8%, it cannot preserve information on
all classes during the iterative fusion process. Some classes, such as Developed Areas,
are more uncertain so that could be ignored when making decisions based on Karem’s
transformation. EFSC1m shows a noticeable improvement in accuracy of 9% and the
information on all classes is well preserved. Indeed, the Karem’s transformation only
takes into account the uncertainty of the clustering results while ignoring their impreci-
sion. Moreover, the similarity to achieve their transformation is the proportion of each
class in a cluster, which also ignores more information compared to Jaccard similarity
index. Therefore, Karem’s transformation tends to make a more certain class to become
more dominated in the iterative fusion process. On the contrary, our proposed trans-
formation can preserve both uncertainty and imprecision in clustering results, based on
which decisions become more cautious. When supervised results are unreliable, it is more
appropriate to gradually fuse the clustering information more cautiously. The tests are
launched 15 times to calculate the averages. As each pixel can be regarded as an inde-
pendent result, we consider approximately that each test is run 2500 × 15 to calculate
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the confidence interval. The confidence interval with confidence level of 95% of EFSC1m
is [0.628, 0.637], Karem’s [0.617, 0.626], EC3 [0.543, 0.554]. The experiments show that
EFSC1m is significantly better than Karem’s and EC3.

Figure 5.2. Accuracy change in the iterative process of EFSC1m and Karem’s on test
area 1.

As EC3 neither works in the iterative process nor deals with uncertainty, we only study
the EFSC1m and Karem’s on the changes of accuracy at each iteration and the reduction
of uncertainty. Figure 5.2 shows how accuracy changes with each iteration. The accuracy
of Karem’s could decrease or heavily changed during the iterative fusion process. This
may be caused by the loss of some semantic labels. However, our method becomes more
stable and can reach convergence for a fixed clustering pool. Dempster’s combination rule
can strengthen similar information so that in the proposed iterative fusion process, it can
gradually decrease ignorance. Therefore, in our method, the later a grouping is combined,
the less important it is until it no longer influences the fusion results.

We also display the change of loss of confidence before and after fusion in Figure 5.3,
objects correctly classified in different intervals of loss of confidence are counted. For
the original RF, the initial loss of confidence of the correct objects distributes similarly
in intervals: [0., 0.2], (0, 2, 0.4], (0.4, 0.6]. EFSC1m and Karem’s methods can highly
reduce the loss of confidence and make the majority of correct objects in the interval
[0, 0.2]. Compared to the Karem method, EFSC1m has the advantages in making the
correct object less uncertain. In this section, we evaluate the performance of EFSC on
real remote sensing data with limited training samples. The experiments show that EFSC
also outperforms Karem’s and EC3 methods, which is in accordance with the conclusion
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in the previous experiments on synthetic data. For land cover classification by real remote
sensing data, besides the challenge caused by limited labeled samples, the situation with
partially mislabeled samples is also highly common in real applications. Therefore, in the
next section, we evaluate the performance of EFSC in this situation.

Figure 5.3. Correct objects in different intervals of loss of confidence of EFSC1m and
Karem’s on test area 1.

5.2.4 Robustness of the EFSC1m on mislabeled training sam-
ples

To further evaluate the effectiveness and robustness of the proposed framework, we test
it on mislabeled training samples. This is a common problem in land cover classification,
as labels and data are generally collected at different times. In this section, we start with
a real case where labels were collected in 2011. However, the remote sensing data were
collected in 2018 with very different surface circumstances. We evaluate the results on the
latest NLCD labels published in 2016, which are quite similar to the reality in the field in
2018. Later, we manually modified the proportions of mislabeled training samples in each
class by a uniform distribution to study the evolution of the results. We use the same
method configuration as in section 5.2.3. The training sample configuration is detailed in
Table 5.5 in which we display the training samples by class and show the proportion of
mislabeled samples in the NLCD 2011.
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Table 5.5 – Descriptions of training samples in the real case (M: proportion of mislabeled
training samples) on test area 1.

Water
Developed

Area
Forest

Shrub
/Scrub

Grassland
/Herbaceous

Pasture
/Crops

Wetlands Total

Training
samples

32 257 135 239 47 36 82 828

M in NLCD 2011 0.218 0.377 0.148 0.230 0.979 0.611 0.707 0.368

We employ the NLCD 2011 with 36.8% incorrect labels as training samples for RF and
showed the results in Table 5.6 where the best performance of each class is marked in bold.
Karem’s and EFSC1m still outperform EC3 with mislabeled training samples. EFSC1m
can improve the overall accuracy by 13% in comparison to the original RF, which is more
satisfying than Karem’s and EC3. Due to 97.9% incorrect labels in Grassland/Herbaceous,
its accuracy after fusion becomes 0 for Karem’s and EFSC1m, but for EC3, the accuracy
is kept as the original supervised results. For Pasture/Crops which has 61.1% incorrect
labels, EFSC1m can still improve its accuracy by 6%. The confidence interval with confi-
dence level of 95% of EFSC1m is [0.597, 0.607], Karem’s [0.573, 0.582], EC3 [0.472, 0.483].
The experiments show that EFSC1m is significantly better than Karem’s and EC3.

In the artificial case, we set the proportion of mislabeled training samples per class
from 0.0 to 0.9, as shown in Figure 5.4. The accuracy of the original RF decreases
slightly when M ∈ [0, 0.3], where Karem’s and EFSC1m have similar performance. When
M > 0.5, the accuracy of Karem’ method has obviously decreased but EFSC1m maintains
some improvement. Compared to Karem’s, EFSC1m can improve the overall accuracy
by 20% at most. The results of EFSC1m decrease when M > 0.7, but they are still more
satisfactory than Karem’s. Apparently, the cautiousness of the EFSC1m makes it more
robust in case the training samples are partially incorrect. EC3 has similar results to the
original RF, which is less satisfactory in comparison to the other two methods initially.
When M > 0.7, the accuracy of Karem’s and EFSC1m becomes poorer than that of the
original RF, whereas EC3 can keep the same. This can be explained by the fact that
EC3 is based on consensus maximization, and therefore relies more on classification than
clustering. We retrieve classical results obtained in information fusion.

Table 5.6 – Accuracy with the mislabeled training samples in the real case on test area 1.

Methods Water
Developed

Area
Forest

Shrub
/Scrub

Grassland
/Herbaceous

Pasture
/Crops

Wetlands Accuracy

RF 0.926 0.234 0.468 0.524 0.019 0.301 0.102 0.473
Karem’s 0.910 0.058 0.184 0.803 0.005 0.012 0.009 0.578
EFSC1m 0.893 0.273 0.539 0.713 0.008 0.368 0.079 0.602

EC3 0.926 0.235 0.493 0.535 0.019 0.289 0.100 0.478
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Figure 5.4. Accuracy with different proportions of mislabeled training samples per class
in the artificial case on test area 1.

5.2.5 Combination of multiple classification and clustering meth-
ods

In this section, we evaluate the EFSCmm configuration and compare results with Karem’s,
EC3, and also the combination of the three classifications by Majority Voting (MV). We
retake the three supervised classifiers: 5NN, RF, and SGB in section 5.2.2. For each
classifier, we combine them with multiple clustering methods by EFSC1m configuration.
In this way, the reliable information from each classifier is thus reinforced. Information
extracted by fusion with multiple clustering methods, from different classification results,
is discounted because their ignorance in BBAs usually is near to 0. In the experiment, we
set this discounting coefficient as 0.8. Note that this coefficient is only used to fuse infor-
mation by Dempster’s rule. We apply the same configuration for Karem’s as EFSCmm.
As for EC3, we use it directly to combine the three classification methods with all clus-
tering methods. Due to the limitation of space, we do not discuss the details of EFSC1m
with 5-NN and SGB. Furthermore, we have already thoroughly studied EFSC1m with
RF in the two previous experiments, which can indicate the effectiveness of the EFSC1m
using 5-NN or SGB.

Figure 5.5 shows the results of the original classification of 5-NN, RF, and SGB in one
experiment. Note that Shrub/Scrub are easy to classify as Developed Areas, and Wet-
lands is difficult to identify. For each classification results, we use EFSC1m to combine it
with multiple clustering methods. Figure 5.6 displays Karem’s method with each classi-
fication. Land covers such as Developed Areas, Grassland/Herbaceous and Wetlands, are
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almost eliminated in the fusion results, and Shrub/Scrub becomes the dominated class.
Karem’s transformation cannot preserve weak information during an iterative process
where the clustering results may be considered several times. Results of EC3 combining
each classification with multiple clustering methods are presented in Figure 5.7 and show
less improvement compared to the results of each original classification. We display the
results of EFSC1m with 5-NN, RF, and SGB in Figure 5.8. The identification of Devel-
oped Areas is evidently improved and weak information such as Wetlands can also be well
preserved after fusion with multiple clustering methods.

Table 5.7 – Accuracy of the original classifications (5-NN, RF, SGB) and four fusion
methods (Karem’s, EFSCmm, EC3, MV on test area 1.

Methods
Accuracy per class

Accuracy
Water

Developed
Area

Forest
Shrub
/Scrub

Grassland
/Herbaceous

Pasture
/Crops

Wetlands

5-NN 0.903 0.250 0.558 0.639 0.142 0.293 0.188 0.561
RF 0.922 0.277 0.518 0.609 0.095 0.214 0.215 0.541

SGB 0.936 0.240 0.557 0.635 0.017 0.277 0.133 0.553
Karem’s 0.893 0.009 0.494 0.818 0.025 0.273 0.014 0.631

EFSCmm 0.854 0.290 0.525 0.801 0.111 0.424 0.030 0.654
EC3 0.917 0.267 0.475 0.654 0.112 0.122 0.192 0.563
MV 0.920 0.182 0.597 0.613 0.103 0.287 0.173 0.562

(a) 5-NN (b) RF (c) SGB

Figure 5.5. Original classification results of 5-NN, RF and SGB on test area 1.

Results of combination with the three classification results and multiple clustering
methods are detailed in Table 5.7 and Figure 5.9. The original accuracy of each classifier
is also detailed for comparison. EC3 and MV have similar performances because the initial
classification results are less reliable and the training samples are not sufficient. Both the
EFSCmm and Karem’s methods can effectively improve accuracy by combining several
supervised and unsupervised methods. Karem’s, which is less effective in distinguishing all
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possible classes because its transformation of the BBAs only deals with uncertainty while
ignoring imprecision. The transformation we propose carefully takes into account the
uncertainty and imprecision in clustering. Therefore, compared to the other two methods,
the advantage of the EFSC is to strengthen reliable information and also to prudently
preserve unreliable information when merging with multiple clustering methods. The
cautiousness of the EFSC makes it more effective when training samples are limited or
with incorrect labels. We also calculate the confidence interval with confidence level of
95% and obtain [0.650, 0.657] for EFSCmm, [0.627, 0.634] for Karem’s, [0.557, 0.568] for
EC3, and [0.556, 0.567] for MV. EFSCmm is significantly better than other methods, and
EC3 has similar performance as MV when classification and clustering results have poor
qualities.

(a) Karem’s with 5-NN (b) Karem’s with RF (c) Karem’s with SGB

Figure 5.6. Karem’s with combination of one classification (5-NN, RF and SGB) and
multiple clustering methods on test area 1 on test area 1.

(a) EC3 with 5-NN (b) EC3 with RF (c) EC3 with SGB

Figure 5.7. EC3 with combination of one classification (5-NN, RF and SGB) and multiple
clustering methods on test area 1.
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(a) EFSC1m with 5-NN (b) EFSC1m with RF (c) EFSC1m with SGB

Figure 5.8. EFSC1m with combination of one classification (5-NN, RF and SGB) and
multiple clustering methods on test area 1.

(a) EFSCmm (b) Karem’s (c) EC3

(d) MV (e) Ground truth

Figure 5.9. EFSCmm, Karem’s and EC3 with combination of multiple classification and
clustering methods on test area 1.
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We also evaluate the proposed EFSC on test area 2 which is 16 times larger than test
area 1. The details and ground truth on test area 2 are shown in Table 5.1 and Figure
5.1. We display the combination results with multiple classification and clustering by
EFSCmm, Karem’s, and EC3. We also show the combination only for classifications by
MV.

(a) 5-NN (b) RF (c) SGB

Figure 5.10. Original classification results of 5-NN, RF and SGB on test area 2.

Table 5.8 – Accuracy of the original classifications (5-NN, RF, SGB) and four fusion
methods (Karem’s, EFSCmm, EC3, MV) on test area 2.

Methods
Accuracy per class

Accuracy
Water

Developed
Area

Forest
Shrub
/Scrub

Grassland
/Herbaceous

Pasture
/Crops

Wetlands

5-NN 0.281 0.121 0.730 0.523 0.116 0.377 0.162 0.593
RF 0.242 0.139 0.711 0.549 0.126 0.423 0.182 0.598

SGB 0.358 0.143 0.750 0.479 0.082 0.368 0.182 0.594
Karem’s 0. 0. 0.783 0.657 0. 0.301 0. 0.653

EFSCmm 0.430 0.229 0.793 0.637 0.014 0.327 0.088 0.664
EC3 0.331 0.152 0.752 0.571 0.088 0.438 0.197 0.631
MV 0.318 0.146 0.754 0.559 0.126 0.428 0.204 0.624

The accuracy measured by F1 score for each method is detailed in Table 5.8. The clas-
sification results are shown in Figure 5.10 and the combination results in Figure 5.11. Test
area 2 is dominated by Forest and Shrub/Scrub, and classes such as Water and Developed
Areas are more unbalanced compared to test area 1. EFSCmm improves the accuracy by
7% at most and also outperforms other methods. The confidence interval with confidence
level of 95% of EFSCmm is [0.662, 0.665], Karem’s [0.651, 0.654], EC3 [0.629, 0.632] and
MV [0.622, 0.625]. The experiments show that EFSCmm is also significantly better than
Karem’s, and EC3 on test area 2.

One of the benefits of belief functions based methods is to correct the information in
classifications by clustering. For the three classification results, they are all misclassified
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parts of Shrub/Scrub as Pasture/Crops, which is difficult to correct by EC3 and MV.
This is because, for EC3, only classification results can provide semantic labels so that
it depends more on classification than clustering. Belief functions based methods, such
as EFSC and Karem’s, can transform clustering into the same frame as classification,
consequently generating more information on semantic labels to combine.

(a) EFSCmm (b) Karem’s (c) EC3

(d) MV (e) Ground truth

Figure 5.11. Combination of multiple classification and clustering by EFSCmm, Karem’s,
and EC3, and combination of classifications by MV on test area 2.

5.3 Evaluation on data provided by TOTAL

In real applications, besides the situation where limited labeled samples or partially misla-
beled samples, as discussed above, it is also possible that no labeled samples are available
at all. In this case, traditionally supervised methods cannot be applied to generate land
cover maps. In the proposed EFSC framework, supervised results can be generated but
not limited by classification methods. When no labeled samples are available, it is also
possible to use knowledge-based identification methods, such as the automatic approach
proposed in section 3.4, to generate the supervised results used in EFSC. In this section, we
evaluate the proposed EFSC in a situation where no labeled samples are available. The
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remote sensing data is from RapidEye and WorldView-2, provided by TOTAL. In the
previous experiments, we have proved that EC3 is less effective than EFSC and Karem’s
methods and it is more suitable to combine a large number of classification results than
clustering. Therefore, in this section, we merely focus on the performance of EFSC and
Karem’s methods.

As no ground truth is available in the study area, we use the automatic land cover
identification method, proposed in section 3.4, as the classification results to combine with
multiple clustering methods. The experiments are achieved both on the data of Rapid
Eye and WorldView-2.

5.3.1 Experiments on the data of RapideEye

In this experiment, we use the study area located in north Spain, near to Arano, where two
datasets of RapidEye acquired on different dates are available. We use the automatic land
cover identification method on each datasets to obtain two land cover maps as different
classification results. We select a test area with 200 × 200 pixels and generate its false
composition image by three bands: NIR, Red and Green, as shown in Figure 5.12.

(a) datasets1: RapidEye data acquired on
22, AUG, 2016

(b) datasets2: RapidEye data acquired on
26, AUG, 2016

Figure 5.12. False composition image of two RapidEye datasets.

We use the proposed automatic land cover identification method to generate the se-
mantic land cover maps on the two RapidEye datasets, as shown in Figures 5.13(a) and
5.13(b). The land cover identification method can generate semantic labels at a basic level
and refined level as well. The basic land covers includes Water, Bare soil, Vegetation and
Impervious surface, which are identified by different spectral properties. For the refined
land covers, Water and Bare soil are kept, whereas Vegetation and Impervious surface
are refined according to their brightness when being necessary. In this test area, only
Vegetation is refined as three sub-classes: Bright vegetation, Normal vegetation, and Dark



5.3 Evaluation on data provided by TOTAL 137

vegetation. Compared to the false composition images in Figure 5.12, we can observe that
a river at the left side of the images can be well detected. The riverside is identified as
Impervious surface. The classification of vegetation with different degrees of brightness is
also accordance with the false composition images.

In this experiment, we use the refined land cover maps, as shown in Figure 5.13, as
the classification results to combine with multiple clustering results. In the proposed
automatic land cover identification method, fusion is achieved only for the identification
of the basic land covers, so that its BBAs are on the frame of discernment including Water,
Bare soil, Vegetation and Impervious surface. To obtain the BBAs on the refined land
covers, i.e, Water, Bare soil,Bright vegetation, Normal vegetation, Dark vegetation, and
Impervious surface, we assign the BBA of Vegetation to the union of Bright vegetation,
Normal vegetation, Dark vegetation in the refined frame of discernment.

(a) Automatic land cover map on
datasets1

(b) Automatic land cover map on
datasets2

Figure 5.13. Automatic land cover maps on RapidEye datasets.

Figures 5.14(a) and 5.14(b) display the combination result of one classification and
multiple clustering results by EFSC. We can observe that the class Dark vegetation is
removed compared to the original land cover maps, because we only have supports on
the union of vegetation, and no more evidence from clustering to support decisions on
Dark vegetation either. The results of EFSC1m cannot preserve the detailed information
of brightness detected by the automatic identification method. This is because the infor-
mation to distinguish Bright vegetation, Normal vegetation, and Dark vegetation is not
modeled in the BBAs of the supervised results, and they are only presented as a BBA
value on the union of different vegetation. This shows the importance of the initial BBAs
of supervised results. In this case, it is more interesting to directly construct BBAs for the
final identification at the refined level instead of using the BBAs generated by Dempster’s
combination at the basic level. We can also observe that in the initial automatic land
cover maps, some Impervious surface is detected inside vegetation areas. After combining
with clustering results by EFSC1m, they are also labeled as vegetation. This may be be-
cause even though these small points are labeled as Impervious surface by the automatic
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identification method, clustering results indicate they are in the same cluster as their
neighborhood areas which are labeled as different types of vegetation. As the combina-
tion of EFSC1m takes more information on clustering results than classification results,
these isolated Impervious surface areas are removed. Some areas which are evidently Im-
pervious surface, such as the riverside, the areas at the up-right and bottom-right corners,
are well preserved after combination. This is because both classification and clustering
results support the decision as Impervious surface on these areas so that their labels do
not change after combination. The combination of EFSC1m results from two different
datasets is shown in Figure 5.14(c). Vegetation on the test area is finally separated into
two categories by its brightness. EFSC also identifies Water and impervious surface.

(a) EFSC1m on datasets1 (b) EFSC1m on datasets2 (c) EFSC combination results on
RapidEye

Figure 5.14. EFSC1m, and EFSCmm results on RapidEye datasets.

(a) Karem’s method on
datasets1

(b) Karem’s method on
datasets2

(c) Karem’s combination results
on RapidEye

Figure 5.15. Karem’s method on RapidEye datasets.

The combination results with one classification and multiple clustering methods using
Karem’s method are shown in Figures 5.15(a) and 5.15(b). We can observe that the details
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on the brightness of vegetation are removed, and one type of vegetation is detected after
the combination. For the results in Figures 5.15(a) and 5.15(b), there are still some
areas are labeled as Impervious surface. We also observe the similar phenomenon of
Karem’s method in the previous experiments on synthetic data and on LandSat-8 data.
This is because Karem’s transformation is less cautious in comparison to the proposed
one. Therefore, when combing with multiple clustering results, it is possible to only
preserve the most agreed information of different baselines in each combination. This
actually misleads the direction of the iterative process. Figure 5.15(c) shows the combined
results with two land cover maps (one on datasets1, the other on datasets2) with multiple
clustering methods using Karem’s method. Compared to EFSC, Karem’s method removes
Normal vegetation and Dark vegetation, and only keeps Bright vegetation.

5.3.2 Experiments on the data of WorldView-2

In this experiment, we focus on the same study area located in north Spain. We also
use the automatic land cover identification method on two datasets of WorldView-2 to
obtain two land cover maps as different classification results. We select a test area with
400× 400 pixels and generate its false composition image by three bands: NIR, Red and
Green, as shown in Figure 5.16. For the image in Figure 5.16(a), it seems that the up-left
corner has an area of trees, and we can also observe that some trees are planted near the
building and along the road. For the image in Figure 5.16(b), we do not observe evident
trees in those areas. Therefore, these two WorldView-2 datasets are highly collected in
different seasons, because there are more trees in Figure 5.16(a), yet less trees in 5.16(b).

(a) datasets1: WorldView-2 data acquired
in 2013

(b) datasets2: WorldView-2 data acquired
in 2015

Figure 5.16. False composition image of two WorldView-2 datasets.

We use the proposed automatic land cover identification method to generate the se-
mantic land cover maps on the two WorldView-2 datasets, as shown in Figures 5.17(a)
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and 5.17(b). It seems that the automatic identification method has better performance
on data acquired in 2013. In Figure 5.17(a), the building and roads are well detected.
According to the false composition image in Figure 5.16(a), at the bottom-right corner,
some trees can be observed, and there is also a large dark area we cannot well identify
by eyes. These dark areas are identified as Impervious surface in Figure 5.17(a). In the
up-left corner, we can observe that some areas are detected as Impervious surface and
some are Bright vegetation or Normal vegetation in Figure 5.17(a). Compared to Fig-
ure 5.16(a), these Impervious surface areas seem to be the low vegetation and the trees
nearby cast shadows on them. In Figure 5.16(b), we can observe that there are more
evident shadows on many areas, which are detected as Impervious surface, Normal veg-
etation or Dark vegetation in Figure 5.17(b). As the automatic identification method is
based on spectral indexes from multi-spectral data, shadows have great disturbances of
land cover classification.

(a) Automatic land cover map on
datasets1

(b) Automatic land cover map on
datasets2

(c) Semantic labels

Figure 5.17. Automatic land cover maps on WorldView-2 datasets.

The process of the experiment is the same as RapidEye. Figures 5.18(a) and 5.18(b)
display the combination result of one classification and multiple clustering results by
EFSC. We can observe that combination with multiple clustering results can slightly im-
prove the classification of Impervious surface in Figures 5.18(a) and 5.18(b), especially for
datasets2. This is because removing the disturbances caused by sha
dows is difficult by the combination of merely multi-spectral information. For the datsets2,
neither the automatic identification method nor clustering results can avoid the influences
of shadows. Therefore, the combination by EFSC1m cannot evidently improve the clas-
sification accuracy. The combination of EFSC1m results from two different datasets is
shown in Figure 5.18(c). Figure 5.19(c) shows the combination results with two land cover
maps (one on datasets1, the other on datasets2) with multiple clustering methods using
Karem’s method. Compared to EFSC, Karem’s method removes more details.

It seems that both EFSC and Karem’s methods have a less satisfying performance on
WorldView-2 data because of the shadows. For both EFSC and Karem’s method, they
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rely more on clustering results than supervised results. When some mistakes occur in
supervised results, yet not in clustering results, the combination by EFSC and Karem’s
method is highly possible to correct these mistakes in supervised results. However, if
the clustering results also make these mistakes, it is difficult to provide effective informa-
tion for the combination. Therefore, in this experiment, to efficiently avoid influence of
shadows, it is more pertinent to use segmentation/clustering/classification results from
other senors, such as Radar, LiDAR, as clustering results in EFSC to combine with multi-
spectral sensors. The combination results with one classification and multiple clustering
methods using Karem’s method are shown in Figures 5.19(a) and 5.19(b).

(a) EFSC1m on datasets1 (b) EFSC1m on datasets2 (c) EFSC combination results on
WorldView-2

Figure 5.18. EFSC1m, and EFSCmm results on WorldView-2 datasets.

(a) Karem’s method on
datasets1

(b) Karem’s method on
datasets2

(c) Karem’s combination results
on WorldView-2

Figure 5.19. Karem’s method on WorldView-2 datasets.
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5.4 Conclusion

In this chapter, we focus on the performance of the proposed EFSC method on real remote
sensing datasets.

The proposed framework EFSC can efficiently improve the classification accuracy when
the information at the raw data level is limited (i.e. raw data is inaccessible, training
samples are insufficient or partially incorrect). However, we can also notice that the com-
bination results in WorldView-2 datasets are less satisfying. This is because the influence
of shadows degrades the performance of the automatic land cover classification so that
the supervised results used for combination may have extremely low accuracy. Moreover,
the shadows change the spectral proprieties of land covers so that also have negative in-
fluences on clustering results. Evidently, to efficiently improve supervised results, good
enough clustering results are prerequisite.

Combining supervised methods with clustering results helps to reduce the uncertainty
of supervised results and to enhance reliable information. EFSC emphasizes the treatment
of uncertain information to make prudent decisions. Different configurations of EFSC have
been evaluated on LandSaT-8 OLI. In comparison with two other methods: Karem ’s and
EC3, EFSC has shown significantly better performance compared to Karem’s and EC3.
EFSC does not rely heavily on training samples. It seems more pertinent to improve the
accuracy of the classification at the output level.
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In this chapter, we conclude this thesis and present the perspectives related to our
research. This thesis is first inspired by an industrial project of TOTAL, which focuses
on the fusion of supervised and unsupervised methods in the land cover classification. As
we explained in chapter 1, limited information on the ground usually brings obstacles to
the applications of land cover classification. Therefore, in this thesis, we have proposed a
fusion system for multiple sources, which can overcome limitations caused by insufficient
ground information. The proposed framework, including a transformation and an iterative
fusion strategy, has been evaluated on different datasets in the context of a combination
of multiple supervised and unsupervised classifications. It can also be used for multiple
sensor fusion at the output level and leave an interface to generate land use map by
multiple land cover maps.
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6.1 Conclusion

In the problems of land cover classification, a combination of multiple classification meth-
ods is proved to surpass any single model. However, limited information at the raw data
level (e.g. inaccessible raw data, insufficient labeled samples, etc.) usually makes the
low-level combination less effective, especially in the supervised context. Therefore, we
have focused on the combination at the output level in the semi-supervised context. The
benefits of combining multiple supervised and clustering results at the output level in-
clude: (1) the improvement of the overall accuracy when raw data is inaccessible; (2)
the reduction of the uncertainty and imprecision caused by limited training samples; (3)
clustering information to compensate limited information at the raw data level.

In the state-of-the-art part, we firstly reviewed some important methods in multi-
spectral land cover classification, including pixel-based, subpixel-based, contextual-based,
and object-based methods. We also presented some newly developing techniques, such as
multiple classifiers systems and deep learning methods. By reviewing the developments
of land cover classification techniques, we locate our research interest as multiple classi-
fiers systems, because it has great potential to improve the accuracy of supervised results
generated by insufficient labeled data. For multiple classifiers systems, we also reviewed
the related researches from the aspects of information fusion and ensemble methods.
Considering limited information at the raw data level, we narrowed our topic on the com-
bination at the output level in the semi-supervised context. According to our knowledge,
only limited researches have been done for this direction, and most of the existing meth-
ods are based on consensus maximization that requires high quality supervised results.
However, in many real-life problems, collecting enough labeled samples is difficult, so
that supervised methods usually have poor performance. Another limitation of consensus
maximization-based methods is that clustering results are usually used as constraints so
that the combination method cannot fully exploit the information from clustering. There-
fore, we propose a new direction to solve the combination of supervised and clustering
results in the framework of belief functions.

In our research, we manage to consider multiple supervised/clustering results as cog-
nitively independent sources. The difficulty is that the results from different methods are
usually heterogeneous so that they have different frames of discernment. To solve this
problem, we proposed a transformation method to transfer BBAs of different results into
the same frame to achieve the combination. Based on this transformation, we proposed
an iterative fusion process that can cautiously yet fully take into account the information
from clustering results. We evaluate the proposed framework with three different config-
urations: (1) combination of one supervised and one clustering results; (2) combination
of one supervised and multiple clustering results; (3) combination of multiple supervised
and clustering results. The experiments are achieved on different datasets, including syn-
thetic data and real remote sensing data. In the experiments on synthetic data, we focus
on how the qualities of supervised and clustering results affect the combination and also
compare the proposed framework with other existing methods. We found that the pro-
posed framework can take more information from clustering results into account, and can
be less affected by the quality of supervised results. In the experiments on real remote
sensing data, we evaluate how the quantity and quality of training samples affect the
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combination results. We proved that the proposed framework can effectively improve
the accuracy of supervised results generated by insufficient training samples. Moreover,
the proposed framework is also robust and performs well with some mislabeled training
samples. The comparison with other existing methods demonstrates that the proposed
framework is more pertinent for the situation where information at the raw data level
is limited. In real-life land cover classification problems, raw data information, such as
labels, is usually difficult to collect, especially for complex nature areas. The proposed
framework can combine heterogeneous information at the output level so that reduces the
dependence on the information at the raw data level. Therefore, our method has a great
potential for land cover classification of multi-sensors data.

Even though the proposed framework for the combination of supervised and clustering
results performs well in the experiments, there are also many limitations and potential
areas of improvement. In the transformation method, we only attempted to use some
simple measures (e.g. Jaccard, Dice) as the likeness/similarity measures between a class
and a cluster. It is also interesting to consider adaptive likeness/similarity measures based
on limited training samples. In the iterative fusion process, we propose a strategy to cau-
tiously combine the information from new sources. The criterion to select information is
based on the loss of confidence, which also needs to be further studied in other applica-
tions except for land cover classification. Furthermore, the experiments to evaluate the
proposed framework are all based on images/remote sensing data. It is also important to
study its performance on other types of data. Our research is originally inspired by the
needs of TOTAL, to generate a land use map (accessibility map) by multiple land cover
maps. Our proposed transformation method can transfer land cover maps on different
frames of discernment into the same one which can be a land use scheme defined by users.
However, there are still considerable efforts that need to paid to generate an accessibility
map with uncertainty and to optimize the shortest path of displacement. We give more
discussion in section 6.2.

6.2 Perspectives

6.2.1 Multiple sensor data fusion at the output level

Multiple sensors are available in METIS, such as multi-spectral sensors, LiDAR, Radar,
DEM, and each of them has different formats of information at the raw data level. More-
over, each sensor has its specific processing techniques and usually generates different land
cover maps. For example, multi-spectral sensors can take advantage of various spectral
indexes, as presented in chapter 3 and usually separate landscape as water, different types
of vegetation, and surfaces. LiDAR can be applied to generate vegetation density maps.
Radar gives information on the textures and DEM represents the elevation of different
objects on the ground.

It is thus neither easy to directly combine them at the raw data level, nor to develop
a classification method to fully take advantage of the heterogeneous information. For
different sensors, it is more pertinent to select their appropriate data processing techniques
and methods to generate different land cover maps. Therefore, a combination at the
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output level is more suitable to meet needs in METIS, because it can make full use of
information from multiple sensors, as explained in chapter 1.

We have proposed an evidential fusion method to combine several supervised and
unsupervised classifications. This method can be applied with or without accessing raw
data. When raw data is available, the BBAs of supervised classification can be constructed
based on information from training samples. Moreover, clustering results and their BBAs
can also be generated by raw data. When raw data is not available, the BBAs of supervised
and unsupervised classification can also be defined by users.

When combining multiple heterogeneous land cover maps, we can only keep the land
cover maps that we are interested in as supervised results. For the land cover maps
whose labels are less interesting, we can remove its semantic labels and consider them
as clustering results. Their BBAs can be either constructed by users, as explained in
chapter 4 or according to raw data, as presented in chapter 5. The proposed framework
includes two major parts: (1) a transformation to transfer different land cover maps in the
same frame of discernment; (2) an iterative fusion strategy to fully and cautiously take
other land cover maps (or clustering results) into account. When applying the proposed
framework in the combination of multiple land cover maps from different sensors, there
are many ways to construct BBAs of land cover maps. For example, in the experiments
on synthetic data, we use random BBAs on all singletons and unions. We can also use
the probability after discounting as BBAs. Our future work will focus on how different
constructions of BBAs affects the combination in the proposed framework. There is no
universe construction of BBAs in the proposed framework, and the combination results
can also be affected by the construction of BBAs in different situations. Therefore, we
will consider generating the most appropriate BBAs of supervised classification results by
the learning process when using the proposed framework.

Likeness/similarity is another important parameter in the proposed framework. It
essentially decides the BBAs after transformation and thus has a significant influence
on the final combination results. We have already evaluated different measures of like-
ness/similarity, including proportion likeness, and also some similarity: Jaccard, Dice,
and Recovery. It seems that different measures of likeness are suitable for different cases,
and no universal likeness/similarity measure that surpasses others exists. Therefore, in
our future work, we also consider to generate the measures of likeness/similarity by active
learning process with limited training samples, to make the BBAs after transformation
are the most suitable to combine with the given information.

In the proposed framework, the iterative process selects information of each class by
making the partial loss of confidence decreasing. However, having more confidence in a
decision does not guarantee the decision is closer to the ground truth. This is because when
constructing the BBAs of supervised results, a good decision may have large uncertainty,
whereas a bad decision may have high confidence. Therefore, it is important to have good
BBAs of supervised results which should be well correlated with the ground truth. In our
future work, we will also discuss more on different strategies to combine information, and
also consider to select information by learning.
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6.2.2 Generate land use map by land cover map

For the multi-sensor fusion system used in METIS, the inputs are different land cover
maps, whereas the output is supposed to be a land use map (accessibility map). It is
difficult to directly generate an accessibility map by the traditional machine learning
method because the definition of accessibility is still ambiguous at the current stage.
Moreover, the accessibility probably does not correspond to physical or spectral properties
of land covers on the ground, as we explained in chapter 1.

In our future work, we will consider defining a frame of discernment of accessibility, so
that we can transform other land cover maps by the proposed transformation to combine
the information on this target frame of discernment. In our current research, the like-
ness/similarity is measured by the relationship of two given sets. That is to say, it requires
two classification results (supervised or unsupervised) to calculate the likeness/similarity
between classes from different results. However, as we explained in the previous section,
the measures of likeness/similarity can be considered to generate by the learning process.
In this way, the transformation can be achieved when the target frame of discernment is
given and does not require supervised or unsupervised classification results in this frame.

For the accessibility map, the measures of likeness/similarity can also be generated by
ground surveys. For a specific study area, we can discover whether an evident correlation
exists between different land covers and the accessibility, which can be used to generate
values of likeness/similarity by active learning. With the help of the likeness/similarity,
land cover maps generated by different sensors can finally be transformed and combined
on the frame of the accessibility. Another of the benefits of the proposed framework is to
generate the corresponding loss of confidence for the final combination results. In other
words, the uncertainty and imprecision in the original land cover maps are transferred
as the loss of confidence for the land use map. Therefore, the output of this fusion
framework is a soft accessibility map that can be used for obtaining the most effective
path of displacement.

6.2.3 Accessibility model based on multi-factors

Evaluating accessibility on the ground is also a great challenge. Most evaluations are
based on the cost of energy. In the natural environment, vegetation is one of the major
factors impeding human movement on the ground. However, unlike slope and surface type,
the whole vegetation component is always assigned with the same accessibility. Since the
change of species of vegetation may indicate the change of accessibility, it is not practical
to ignore the difference of vegetation in the measurement of accessibility.

Furthermore, the density of different vegetation is rarely considered during the evalua-
tion of accessibility, which, however, has a great influence on human movement. Walking
in the dense forest can help people avoid too much exposure in the sunlight while the
dense shrub is not suggested to cross. Thus, we have to take the density and species of
vegetation into consideration in our model.

Instead of measuring accessibility for each pixel, we consider evaluating the cost on
the set of pixels, in which pixels are gathered with their similar neighbors. The set of
similar pixels can be considered as one component in the evaluation of accessibility, which



148 Conclusion and perspectives

could reduce the computation on the one hand and simplify the optimization step on the
other hand.

Moreover, if we have information about the occurrence of dangerous animals, such as
crocodiles and bears, we can mark the level of danger in different locations and generate
warnings if a danger zone is easy to access.

6.2.4 Optimization under uncertainty

The proposed fusion framework can be used to generate a soft accessibility map in which
the loss of confidence indicates the quality of decision on the accessibility of a certain
area. For example, the accessibility map can display that some area is easy to pass yet
this information is highly unreliable (i.e. the corresponding loss of confidence is high).
To obtain the most effective path of displacement, an optimization process has to be
considered, taking into accounting uncertainty about accessibility (e.g. loss of confidence).
Considering different criteria may generate different accessibility on the same location, the
optimization model is supposed to modify the importance of different criteria according
to the real situation when generating the strategy of displacement.

The optimization model to generate the most effective path can be considered as a
Markov Decision Process (MDP), which consists of a set of locations, a set of actions, and
the expected rewards received at the transition from one location to another. An optimal
action-selection policy for the Markov decision process can be solved by reinforcement
learning. This technique is used for solving problems that can be described as follows: an
agent living in an environment is supposed to find an optimal behavioral strategy while
perceiving only limited feedback from the environment. The agent receives (not necessar-
ily complete) information on the current state of the environment, can take actions, which
may change the state of the environment, and receives reward or punishment signals. The
goal of reinforcement learning is to find a policy to maximizes the long-term reward.

Since the initial uncertainty and imprecision in land cover classification are all trans-
ferred into the frame of accessibility, it is important to consider how to synthesize uncer-
tainty in the optimization model. For example, the rewards at the transition can be con-
structed by considering the uncertainty of accessibility and also some ground information.
The transition probability in MDP can be enlarged to uncertainty and imprecision. Ad-
ditionally, the iteration process in reinforcement learning can be also considered through
the view of the theory of belief functions.
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2. Na Li, Arnaud Martin, and Rémi Estival. Combination of supervised learning and
unsupervised learning based on object association for land cover classification. In
DICTA 2018, Canberra, Australia, December 2018.
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Résumé

La classification de la couverture terrestre des sols est essentielle pour la planifcation et
la gestion des ressources naturelles (développement, protection, etc.), la compréhension
de la répartition des habitats ainsi que la modélisation de l’environnement. Souvent, un
grand nombre d’échantillons étiquetés est une condition préalable à la classification de
la couverture terrestre des sols. Cependant, la collecte d’informations suffisantes sur le
terrain, en particulier dans les zones peu accessibles, est généralement difficile et coûteuse.
Récemment, la combinaison des résultats de la classification et du clustering a fait l’objet
d’une attention croissante pour améliorer la précision de la reconnaissance de la couver-
ture terrestre. Cette problématique s’inscrit dans le cadre du projet industriel METIS
(Multiphysics Exploration Technology Integrated System), initié par la société TOTAL.
Ce projet vise à développer un système géophysique et logistique pour acquérir, traiter et
obtenir des informations structurelles et quantitatives sur la topographie souterraine en
temps réel. Un des aspects du projet consiste à estimer l’accessibilité du terrain à partir
d’images de télédétection, afin de réduire les coûts et les risques, grâce à une opération
de planification qui tient mieux compte du terrain et des impératifs environnementaux.
C’est sur cette application qu’ont porté les travaux exposés dans cette thèse.

La combinaison des résultats de la classification et du clustering peut contribuer
à réduire l’incertitude des informations de manière à améliorer la qualité de la car-
actérisation de régions difficiles d’accès et sur lesquelles l’étiquetage d’échantillons
d’apprentissage et de vérité terrain est délicate voire impossible. Bien que ce problème
ait déjà reçu de nombreuses solutions dans le cas d’images usuelles, notamment pour les
classes d’objets utilisées en analyse de scènes, nous choisissons d’exploiter des méthodes
robustes aux données imprécises et possiblement mal étiquetées. Nous proposons de nous
appuyer sur le formalisme des fonctions de croyance pour construire une méthode ca-
pable de combiner les informations issues de différents algorithmes de classification des
pixels ou de segmentation sémantique (les labels sémantiques correspondant a priori aux
classes recherchées) et de classification des pixels (labels correspondant à des classes non
supervisées). Ses contributions se situent dans la mise en correspondance des différents
ensembles de classes (supervisées ou non-supervisées) et des croyances associées, et dans
la mise en œuvre d’un algorithme de fusion pour la cartographie de l’occupation du sol à
partir de données de télédétection.
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Introduction

L’identification des types de couverture terrestre fournit des informations de base pour la
production d’autres cartes sématiques et établit une base de référence pour les activités
de surveillance. Par conséquent, la classification de la couverture terrestre à l’aide de
données satellitaires est l’une des applications les plus importantes de la télédétection. Une
grande quantité d’informations au sol (échantillons étiquetés) est généralement nécessaire
pour obtenir une classification de la couverture terrestre de haute qualité. Toutefois,
dans les zones naturelles complexes, la collecte d’informations au sol peut être longue et
extrêmement coûteuse. De nos jours, les technologies à capteurs multiples font l’objet
d’une grande attention dans la caractérisation de la couverture terrestre. Elles apportent
des informations différentes et complémentaires des caractéristiques spectrales qui perme-
ttent d’aider à surmonter les limitations causées par une information au sol inadéquate.

Un autre problème causé par le manque d’informations au sol est l’ambigüıté des
relations entre les cartes de la couverture des terres et les cartes d’utilisation des terres.
Les cartes de l’occupation des sols fournissent des informations sur les caractéristiques
naturelles qui permettent d’être directement observées à la surface de la Terre. Elle font
également référence à la manière dont les gens utilisent les informations sur les paysages à
des fins différentes. Sans informations adéquates sur le terrain, il est difficile de produire
des cartes d’utilisation des sols à partir des cartes de l’occupation des sols pour des
zones complexes. Par conséquent, lorsque l’on combine plusieurs cartes hétérogènes de la
couverture des sols, il faut envisager comment permettre aux utilisateurs de synthétiser
les cartes d’utilisation des sols.

Dans notre recherche, nous nous concentrons sur la fusion d’informations hétérogènes
provenant de différentes sources. Le système de combinaison vise à résoudre les problèmes
causés par le nombre limité d’échantillons étiquetés et peut donc être utilisé dans la
caractérisation de la couverture des terres pour les zones difficiles d’accès. Les étiquettes
sémantiques pour la classification de l’occupation des sols provenant de chaque capteur
permettent d’être différentes et permettent de ne pas correspondre au schéma (tous les
types de couverture terrestre possibles) final d’étiquettes que les utilisateurs attendent.
Par conséquent, un autre objectif de la combinaison est de fournir une interface avec un
schéma final probablement différent des cartes de l’occupation des sols d’entrée.

Traitement de l’insuffisance des données labellisées Le problème de l’accessibilité
survient généralement dans les zones difficiles d’accès comme les zones de montagne, ce qui
rend les relevés au sol extrêmement compliqués. La collecte de données labellisées dans
cette situation est généralement si coûteuse, si risquée et si longue qu’il est impossible
de recueillir suffisamment de données labellisées. Outre le processus d’étiquetage manuel
au sol, les photos aériennes et les images capturées par les drones permettent également
d’aider à obtenir des étiquettes sémantiques. Toutefois, ce processus est généralement
coûteux dans les applications du monde réel, de sorte que les couvertures terrestres sont
simplement étiquetées comme étant des zones de végétation, de l’eau, des sols nus, etc.
Les détails plus complexes, liés au type de végétation, à la densité, à l’humidité du sol et
à la situation du terrain, sont généralement difficiles à décrire manuellement à partir de
simples photos aériennes. Il est également possible d’obtenir des labels erronés au cours
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de ce processus.
Il est donc souvent difficile de collecter des données labellisées suffisantes et de haute

qualité en raison des limitations techniques ou économiques. Les résultats de classification
générés par une quantité limitée de données d’entrâınement sont généralement incertains
et incorrects. Les limitations causées par l’insuffisance de données étiquetées sont l’un des
principaux thèmes de cette thèse. Compte tenu du contexte spécifique de notre recherche,
nous proposons quelques orientations pour remédier aux problèmes causés par l’étiquetage
des données.

La fusion de plusieurs cartes de la couverture terrestre est un moyen efficace d’améliorer
la précision globale de la classification de la couverture terrestre lorsque chaque carte de
cette dernière présente de mauvaises performances. Il est important de noter que l’un des
avantages des processus de fusion est de surmonter certaines limites dues à l’insuffisance
des données étiquetées et d’améliorer la précision dans une certaine mesure.

En outre, nous nous considérons l’incertitude et l’imprécision pour obtenir un cadre
de fusion souple. L’incertitude indique qu’un objet appartient à une certaine classe de
couverture terrestre avec un certain degré de croyance. L’imprécision décrit que certains
objets pourraient appartenir à l’union de deux ou plusieurs classes de couverture terrestre
avec un certain degré de croyance. Lorsque les données étiquetées sont insuffisantes, nous
parvenons à tirer parti des informations issues de l’incertitude et de l’imprécision. Compte
tenu de la faible précision de chaque carte d’occupation des sols, il est plus raisonnable
de ne pas décider de l’étiquette d’un objet de manière nette. C’est pourquoi nous nous
concentrons sur un cadre de fusion souple pour gérer l’incertitude et l’imprécision.

Génération de cartes des utilisations des terres par les cartes de la couver-
ture des terres L’utilisation et l’occupation des sols sont deux systèmes de classifica-
tion couramment utilisés pour décrire les circonstances d’un lieu donné. Ces systèmes
sont souvent confondus en tant que termes interchangeables dans les applications de
télédétection. Cependant, ils décrivent des caractéristiques différentes du paysage et ont
des usages différents dans la réalité. Les cartes de l’occupation des sols fournissent des
informations sur les caractéristiques de la nature (e.g. végétation) ou les constructions
artificielles (e.g. bâtiments) qui permettent d’être directement observées à la surface de
la Terre. Par exemple, une carte de l’occupation des sols peut documenter la façon dont
une région est couverte par des types de terres physiques, y compris l’eau, les forêts, les
zones humides, les surfaces imperméables et d’autres couvertures terrestres. Les cartes de
l’utilisation des terres font référence à la manière dont les gens utilisent les informations
sur les paysages à différentes fins, comme l’habitat de la faune, la conservation, etc. Les
cartes de l’utilisation des terres ne décrivent pas directement la couverture de surface sur
le terrain alors qu’elles sont liées à la couverture des terres dans une certaine mesure.

Les données sur l’occupation des sols sont généralement interprétées à partir d’images
satellites de télédétection et/ou de photos aériennes car elles sont simplement liées aux
caractéristiques physiques de la surface. En revanche, les données sur l’utilisation des sols
permettent de parfois être déterminées à partir d’images satellites ou de photos aériennes,
mais ce n’est généralement pas le cas. Les cartes d’occupation des sols intègrent souvent
des données auxiliaires, telles que l’altitude, les informations topographiques et les relevés
au sol, car les informations utiles sont difficiles à interpréter à partir des images. Les
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classes contenues dans une carte d’utilisation des terres/couverture des terres sont appelées
schéma dans la classification de la télédétection et elle fait également référence au cadre de
discernement dans les fonctions de croyance. Chaque classe du schéma d’utilisation et de
couverture des terres ne doit pas être contradictoire ou se chevaucher dans ses définitions.
Dans le cadre de notre recherche, le système de fusion proposé devrait pouvoir obtenir un
schéma de couverture des terres défini par l’utilisateur qui peut être différent de celui des
cartes de couverture des terres d’entrée.

Fusion d’informations hétérogènes Les informations provenant de différents cap-
teurs tels que les satellites multispectraux, le SAR ou le LiDAR sont très différentes. Il
est donc essentiel de combiner les informations hétérogènes provenant de plusieurs cap-
teurs. Contrairement au système de fusion traditionnel qui est conçu pour améliorer la
précision de la classification de la couverture des terres, nous nous concentrons également
sur la génération de cartes d’utilisation des terres qui sont différentes des cartes de la cou-
verture des terres. Toutes les informations fournies par les capteurs et les relevés au sol
sont utilisées pour obtenir des cartes de la couverture terrestre. Dans les applications de
la vie réelle, il existe un écart évident entre ce que les utilisateurs recherchent et ce que les
capteurs permettent de fournir. C’est pourquoi, dans cette thèse, nous nous concentrons
sur le développement d’un système de fusion qui non seulement combine des informations
hétérogènes, de sorte que les classes d’utilisation des terres puissent être définies par les
utilisateurs après la fusion.

Les principales difficultés du système de fusion sont la fusion des cartes de classi-
fication de différents schémas d’occupation des sols dans un même schéma. Tous les
capteurs n’utilisent pas le même schéma de couverture des terres pour établir leurs cartes
de couverture. Il est donc toujours possible d’avoir quelques conflits dans les différents
schémas fournis. Dans ce cas, les cartes de couverture du sol sont également des informa-
tions hétérogènes. De plus, les classes d’utilisation des terres sont différentes de tous les
schémas de couverture des terres des capteurs en raison de la définition des utilisateurs.
Le système de fusion doit tenir compte de ces différences, traiter des échantillons de in-
formation insuffisants et de mauvaise qualité. La Figure R.1 décrit la vue d’ensemble du
système de fusion sur lequel nous nous concentrons. Le système peut réaliser la combi-
naison de données provenant de différents capteurs et plus important encore, le système
de fusion peut obtenir une carte de l’utilisation des terres en fonction des besoins des
utilisateurs.

Dans ce travail de thèse, nous étudions un système de fusion qui est censé être
indépendant de la source, ce qui indique que nous nous concentrons davantage sur les
cartes de la couverture terrestre provenant de différents capteurs plutôt que sur les
méthodes de traitement et de classification des données elles-mêmes. Les différentes
sources/capteurs (e.g. SAR, LiDAR, capteurs multispectraux) capturent des informa-
tions distinctes sur le terrain et ont leurs propres techniques de traitement des données.
De plus, elles appliquent des méthodes de classification spécifiques pour obtenir des cartes
de la couverture terrestre. Les entrées du système de fusion sont des cartes de la cou-
verture terrestre différentes au lieu de données brutes initiales, de caractéristiques in-
termédiaires ou de méthodes de classification elles-mêmes. Cela signifie que le système
de fusion traite directement les informations de haut niveau, les cartes de la couverture
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Figure R.1. Vue d’ensemble du système de fusion.

terrestre, et ignore les informations de bas niveau, les types de capteurs, les données,
les caractéristiques et les classificateurs. Par conséquent, nous utilisons les cartes de la
couverture terrestre générées par différents classificateurs fondés sur des capteurs multi-
spectraux comme sources différentes, comme le montre la Figure R.2.

Figure R.2. Fusion des cartes de la couverture terrestre de plusieurs capteurs à la fusion
des cartes de la couverture terrestre de plusieurs classificateurs fondés sur des données
multispectrales.



156 Conclusion and perspectives

Contributions

Dans cette thèse, nous nous intéressons à la fusion d’informations hétérogènes fondée sur la
théorie des fonctions de croyance. Cette théorie, également appelée théorie de Dempster-
Shafer, est une méthode puissante pour traiter l’incertitude et aussi l’imprécision. Les
fonctions de croyance, considérées comme une généralisation de la théorie bayésienne,
permettent de combiner les informations existantes avec de nouvelles informations qui
pourraient être incertaines.

Dans le domaine des fonctions de croyance, la principale contribution est:

Figure R.3. Méthode de transformation pour changer le BBA dans le cadre du discerne-
ment Θ en Ω.

(1) Une nouvelle méthodologie pour transférer les fonctions de masse dans un autre
cadre de discernement fondé sur les fonctions de croyance. Les fonctions de masse,
également appelées Basic Belief Assignment (BBA), sont l’une des représentations
fondamentales de l’information dans les fonctions de croyance. Dans la théorie des
fonctions de croyance, les différentes informations sont modélisées par des fonctions
de masse et sont ensuite combinées dans le même cadre de discernement. Comme
les informations hétérogènes peuvent avoir des cadres de discernement différents, la
combinaison est difficile. C’est pourquoi nous proposons une méthode de transfor-
mation qui permet de transférer différentes fonctions de masse dans le même cadre
de discernement. Les principales propriétés de notre méthode que nous voulons
mettre en avant sont les suivantes : (i) la transformation peut préserver à la fois
l’incertitude et l’imprécision du cadre de discernement original et les transférer au
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cadre cible, (ii) la transformation est fondée sur des mesures de similarité qui ont
des choix multiples, (iii) la transformation peut également être étendue à une ver-
sion d’apprentissage, en utilisant des échantillons d’entrâınement pour apprendre
les similarités.

La Figure R.3 montre le processus de transfert d’une BBA mΘ
c dans le cadre de

discernement Θ vers un autre cadre Ω en fonction des informations de similarité
Sim(Ti, Oj) entre deux ensembles d’éléments focaux quelconques Ti ⊆ Θ, et Oj ⊆ Ω.
Une BBA mΘ

c est d’abord décomposée en un ensemble de BBA simples (SBBA),
e.g. mΘ

c,T1
, ...,mΘ

c,Tn
, dont chacune n’a qu’un seul élément focal en plus de Ω. Pour

chaque SBBA telle que mΘ
c,T1

, il peut être transféré comme un groupe de SBBA
sur Ω en utilisant des informations de ressemblance/similitude. Ce faisant, chaque
élément focal sur Ω contient des informations de Θ, qui peuvent être combinées par
la règle de Dempster. Pour obtenir une BBA normale, des SBBAs sur Ω peuvent
également être combinées par la règle de Dempster. La transformation proposée est
plus prudente car l’incertitude et l’imprécision sur Θ sont toutes deux préservées et
transférées dans Ω.

Dans le domaine de la fusion de multiples méthodes supervisées et non supervisées,
notre contribution est

(2) Un cadre de fusion probatoire pour les méthodes supervisées et non supervisées
(EFSC). Sur la base de la méthode de transformation proposée, le cadre EFSC
proposé peut efficacement combiner les informations issues du clustering avec la
classification et ainsi diminuer la dépendance vis-à-vis des données brutes et des
échantillons étiquetés. La méthode EFSC tente de traiter directement l’incertitude
et l’imprécision au niveau de la sortie des résultats supervisés en combinant plusieurs
résultats non supervisés. De cette façon, les informations les plus fiables provenant
de différentes sources peuvent être extraitées et ensuite combinées pour améliorer
la précision globale. La stratégie de fusion itérative de l’EFSC peut aider à tirer le
plus d’informations possible du clustering des résultats et ainsi réduire la réponse
sur les informations de données brutes. Ce cadre permet de tirer pleinement parti
des informations au niveau de la sortie, de manière à réduire les influences causées
par le nombre limité d’échantillons étiquetés.

Le déroulement général des opérations est détaillé sur la Figure R.4, où les différents
classificateurs initiaux sont désignés par s1, s2,...,sM . Pour le classificateur s1, par
exemple, nous avons choisi au hasard z différentes méthodes de clustering en C,
désignées successivement par cs11 , cs12 ,...cs1z , à combiner avec s1 sur la base de la
transformation proposée. Dans la ième étape de fusion, de nouvelles informations
étiquetées Ls1i (c’est-à-dire de nouveaux résultats de classification), sont extraites
pour être combinées avec le clustering dans l’itération suivante. Des informations
fiables de chaque classification individuelle sont extraites à mesure que le processus
itératif converge.



158 Conclusion and perspectives

Figure R.4. Flux de travail du EFSC proposé.

La collecte d’un nombre suffisant d’échantillons étiquetés est un travail important
mais difficile dans la classification de la couverture terrestre, en particulier pour les zones
difficiles d’accès. Lorsque les données étiquetées ne sont pas disponibles, certaines con-
naissances spécialisées, telles que les indices spectraux, peuvent être utilisées pour fournir
des informations sur la couverture des terres. Les différentes couvertures terrestres mon-
trent leurs reflets spécifiques dans différentes bandes spectrales, qui peuvent être utilisées
pour identifier les couvertures terrestres. Souvent, les indices/signatures spectraux sont
facilement influencés par de nombreux facteurs, tels que les capteurs, les résolutions, les
zones d’étude, etc., que les seuils permettant d’identifier la couverture terrestre corre-
spondante nécessitent une quantité de données étiquetées pour être déterminés. Nous
étudions donc les seuils automatiques mais moins précis déterminés par les propriétés
spectrales et parvenons à les combiner par des fonctions de croyance. Considérant la sit-
uation où aucune donnée étiquetée n’est disponible pour les zones difficiles d’accès, nous
avons également proposé quelques méthodes de classification de la couverture terrestre
qui permettent d’identifier automatiquement les couvertures terrestres sans apprentissage
sur la base d’échantillons étiquetés. Nos contributions consistent en

(3) Une nouvelle méthode de détection de l’eau fondée sur les fonctions de croyance.
Comme l’eau a la plus forte absorption dans la bande du proche infrarouge (NIR),
sa réflexion NIR est capable de montrer une grande différence par rapport aux
autres couvertures terrestres. En se fondant sur cette propriété, un seuil peut
être détecté automatiquement pour identifier l’eau et les autres éléments et ce
processus peut être modélisé par des fonctions de croyance. Les pixels identifiés
comme étant de l’eau avec un degré de confiance élevé sont sélectionnés comme
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échantillons d’entrâınement pour former un classificateur supervisé dont les résultats
sont également combinés avec les précédents générés par le seuil NIR. Cette
méthode prend en compte non seulement les décisions sur les singletons, mais aussi
sur l’ignorance totale. De cette façon, il est également possible de détecter les zones
où il pourrait y avoir de l’eau.

(4) Une méthode de classification automatique de l’occupation des sols qui ne prend en
compte que les indices spectraux afin de pouvoir obtenir directement des étiquettes
sémantiques sans utiliser d’échantillons de formation. La méthode proposée utilise
des fonctions de croyance pour combiner les quatre méthodes un-contre-reste, qui
identifient séparément et indépendamment l’eau, le sol nu, la végétation et l’union
de l’eau et des surfaces imperméables d’autres couvertures terrestres. La méthode
proposée comporte deux étapes principales : la combinaison des quatre méthodes
un-contre-reste pour identifier les couvertures terrestres de base ; le raffinement de la
végétation et des surfaces imperméables en sous-catégories qui indiquent différents
niveaux de leur luminosité en fonction de l’indice du complexe biologique (BCI).
Cette méthode permet d’identifier différentes couvertures terrestres sans utiliser
d’échantillons étiquetés, ce qui convient donc à la classification de la couverture
terrestre dans les zones difficiles d’accès.
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Appendix A

METIS project

In this section, we briefly outline the industrial background of this dissertation. We pro-
vide an overview of the METIS (Multiphysics Exploration Technology Integrated System)
project launched by TOTAL in the section A.1, then more details on the displacement
model are presented in section A.2. In section A.3, we present the remote sensing data
available in METIS.

A.1 General overview

Many hard-to-reach places still have abundant but untapped oil beneath the Earth’s
surface. Because of their incredibly complex surface and subsurface, (that are) composed
of folds and thrusts, development and exploration are expensive. At the same time, it
is also critical to ensure that their ecosystems are respected and protected, which makes
exploration more challenging. For this reason, geophysical imaging of the subsurface
in hard-to-reach topography is a major challenge for oil and gas exploration. Seismic
techniques are widely used to detect rock structures to reveal the possible presence of oil
and natural gas, as shown in Figure A.1. This involves applying a seismic energy source
to a discrete location on the surface. The resulting energy is reflected from the interfaces
where rock properties change. By recording this reflected energy on an array of geophones
placed on the surface of the ground, the results can be processed to produce an image of
underground geological structures, as shown in Figure A.2. Surveys can be carried out
along lines to produce a vertical profile (2D survey) or over an area to generate a 3D
underground volume.

Complex subsurface areas, such as mountainous areas, represent a major challenge:
their seismic imagery is particularly difficult and the uncertainty resulting from subsoil
mapping is great. Moreover, the often limited accessibility of these areas (the accessibility
of these areas is usually limited, which ) makes traditional acquisition techniques too costly
and risky in terms of HSE (Health, Safety, and Environment). For instance, explorers
have to hack out regularly spaced trails in forests to set out seismic sensors by hand. It’s
a slow-going, hazardous technique for the people involved, requiring huge resources such
as helicopters and ultimately yielding poorer quality 2-D images.

To solve major problems related to geophysical and seismic imaging, TOTAL has
embarked on an integrated geophysics and logistics project called METIS (Multiphysics
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Figure A.1. The principle of seismic acquisition.

Figure A.2. Seismic imaging.

Exploration Technology Integrated System). METIS project aims at developing an in-
tegrated geophysical and logistic system within 10 years to acquire, process, and obtain
quality structural and quantitative information in real-time. The ultimate purpose is to
be able to complete the exploration and imaging phase virtually without setting foot on
the ground.

METIS project involves various sensors dropped by drones, airship carrying and mov-
ing heavy loads. Besides this, it is of great importance for METIS to respond to the
environmental requirements by reducing the impact of seismic acquisition campaigns in
complex areas. Traditionally, openings for seismic acquisitions requires bridging that has
a great impact on the natural environments but also expensive and risky, as shown in
Figure A.3. Therefore, the estimation of the accessibility from remote sensing data will
respond to the need for the project to reduce cost and risk through planning operation
that takes better account of the terrain and to environmental imperatives leading to a
reduction of bridging demands in the forest area.
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Figure A.3. Example of bridging.

A.2 Displacement model

In complex natural areas, impolitic moving to distant locations is always hazardous and
exhausting. The displacement model aims to propose the fastest, easiest, or safest way to
displace to distant locations, by optimizing accessibility on the ground. The ’accessibility’
refers to the ability of humans to reach a particular location in a landscape, varying
with the built infrastructure (e.g. roads), natural features of the landscape (e.g.terrain
steepness), barriers to travel (e.g. stream and river) and land cover conditions (e.g.
vegetation density). Evaluating the accessibility is of great significance because it provides
a way of reducing cost and increasing the efficiency of traveling in ecological observations.
The modeling is challenging for the complicated natural situation on the one hand and
lack sufficient information of ground on the other hand.

The accessibility refers mainly to the difficulty of physical displacement on the ground,
which is measured based on the identification of land covers.Due to the ambiguity of
describing accessibility directly, no universal measure exists in real-world applications.
Commonly, accessibility is estimated in different criteria according to specific circum-
stances and different land covers. For example, for vegetation, its accessibility could be
measured for different biological layers with a function of density and height. Vegeta-
tion with middle height like shrub or woody plants may impede people more than grass
and forest. Thus, an interval of height with a certain density could be considered as a
region impossible to reach for humans or vehicles. Besides the measure of accessibility
based on densities of different vegetation layers, some articles measure accessibility for
specific types of vegetation [39]. The slope is another worthy aspect to be considered. For
instance, a slope in [−60◦, 60◦] is reachable for human and [−40◦, 40◦] for vehicle [49].

Accessibility could be also quantified by cost values, such as energy, time, money.
The more costly it is, the less accessible can be considered. In recent years, several
kinds of research to measure energy cost through metabolic rate using human’s weight,
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load carried, walking speed, slope, and terrain factor have been proposed [119]. Terrain
factor, a function of the load carried and velocity reflects how different types of terrain
surface affect movement, considered as an important factor when calculating energy cost.
According to to [119], vegetation, except heavy vegetation, has the same terrain factor.
It is also mentioned that the strength and friction of the surface like bare soil beneath
the vegetation can be ignored in the terrain factor of vegetation.

Furthermore, other types of accessibility, such as economical accessibility, weather ac-
cessibility can also be taken into consideration together according to needs [8]. This paper
focuses on the true accessibility of mountaineering and presents a conceptual framework
for assessing it. For mountaineering, true accessibility consists of two factors: (1) des-
tination accessibility (e.g. the transport system and in situation services) and (2) real
access (e.g. social, economic, weather and psychophysical environments). Distance, slope,
stream crossings, and vegetation density are incorporated into a least-cost model of en-
ergetic expenditure for human access to locations. Accessibility is quantified here by the
least-cost model and corresponding methods to calculate energy cost for stream and slope
are proposed.

A.3 Remote sensing data

Remote sensing data, including both airborne and spaceborne sensors, provide powerful
tools for observing different environment and ground situation. Remote sensing sensors
can be divided into two basic categories: passive sensors and active sensors. Passive sensor,
including multi-spectral data, and hyperspectral data, refers to a microwave instrument
which can receive signals from a natural source, such as a river, vegetation. Active
sensors such as SAR and LiDAR, are a radar instrument used to send signals and receive
the reflects. Variety in spatial, radiometric, spectral, and temporal resolution makes a
certain type of remote sensing sensor cannot cater for all various requirements. The type
of sensor, scale, and spatial resolution are supposed to decide based on users’ needs.

The definitions of spatial resolution can be found in [103], which refers to the spatial
coverage of one pixel and also be called Ground Sampling Distance (GSD). There are gen-
erally 4 classification levels: (i) low or coarse resolution refers to GSD of 30m or greater,
(ii) medium resolution is GSD in the range of 2.0–30 m, (iii) high resolution corresponds
to GSD with 0.5–2.0 m, and (iv) very high resolution is pixel sizes < 0.5 m GSD. Since
different sensors have different spatial, temporal, spectral, and radiometric characteris-
tics, the selection of appropriate sensors should be done according to the purposes of
applications. In general, for continental or global scale classification, remote sensing data
with coarse resolution, such as MODIS, SPOT, are usually employed. At a regional scale
or large scale, medium resolution data including LandSat TM are preferable. When it
comes to fine-scale classification in local areas, high or very high-resolution data are the
most appropriate selection [102].

Therefore, it is of great significance to manipulate remote sensing data efficiently
and appropriately, grasping specific characteristics of distinct remote sensing data and
understanding their advantages and disadvantages.

In METIS, different sensors, such as multi-spectral satellites, SAR, LiDAR are avail-
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able to capture information on the ground. Details about different sensors used in METIS
are presented in Table A.1. Two satellite sensors Rapideye and WorldView-2 have been
employed up till now. RapidEye contains 5 bands: Blue, Green, Red, Near Infrared
Red, and Red Edge, with a resolution of 5 m. WorldView-2 belongs to VHR (Very-High-
Resolution) sensors with the resolution of 5 cm and four spectral bands: Blue, Green,
Red, Near Infrared Red are currently available.

Synthetic Aperture Radar (SAR) is an active sensor different from multi-spectral satel-
lites. It emits electromagnetic radiation that can pass through clouds and atmosphere
and then directly reach the ground. SAR data mainly contains information on surface
roughness, shape, and soil moisture. SAR can generate cloud-free images and measure
while it has a low resolution in METIS, which makes it difficult to map vegetation in
species or community level. SAR also has limitations in mountainous terrain due to its
low sensitivity to elevated objects. Besides, SAR backscatter is influenced by surface
roughness and dielectric constant of the surface material.

LiDAR is a laser profiling and scanning system to measure distances. Similar to SAR,
LiDAR emits the coherent light pulse, receives its reflection from targets, and measures
the distance by 3D cloud points. LiDAR can create elevation surfaces that are in 3D, and
its intensity values can help to identify forest canopy, branches, trunk, ground, or used
in urban studies to determine building heights. Nevertheless, unlike SAR penetrating
clouds, LiDAR can be restricted by thick clouds and precipitation because of the different
wavelengths. Also, LiDAR is a rather costly method and due to its operating platform.
Therefore, it is only available for parts of areas, which limits the utilization of LiDAR in
METIS. To overcome the limitations of each sensor and to combine their advantages, the
fusion of multi-sensors is highly important.

Table A.1 – Available data in METIS.

Sensors in METIS Characteristic Utilization Limitation
Rapideye multi-spectral bands

-Blue, Green, Red,
Red-Edge, NIR
Resolution: 5m

Coarser land cover
classification; Fine
land cover classifi-
cation; Vegetation
mapping.

Difficult to detect
ground condition
under vegetation
canopy; Difficult
to remove clouds
completely.

WorldView-2 Mulispectral bands
- Blue, Green, Red,
NIR Resolution :
0.5m

Coarser land cover
classification; Fine
land cover classifi-
cation; Vegetation
mapping.

Similar limitation
as RapidEye; High
resolution improves
the classification
quality.

SAR L-band with dual-
polarization
Resolution : 10m

Cloud-free image;
Vegetation detec-
tion;

cannot map vegeta-
tion in species or
community level

LiDAR 3D point cloud Vegetation den-
sity; Generation of
DEM.

Not available for all
study areas.
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Résumé 151

Acknowledgement 161

A METIS project 163
A.1 General overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
A.2 Displacement model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
A.3 Remote sensing data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

Index 168

Contents 171



172 Contents



Bibliography

[1] USGS earthexplorer. https://earthexplorer.usgs.gov/.

[2] G. A. Fox, G. J. Sabbagh, S. W. Searcy, and C. Yang. An automated soil line
identification routine for remotely sensed images. Soil Science Society of America
Journal, 68(4):1326–1331, 2004.

[3] E. Abbasi, M. E. Shiri, and M. Ghatee. A regularized root–quartic mixture of
experts for complex classification problems. Knowledge-Based Systems, 110:98 –
109, 2016.

[4] A. Acharya, E. R. Hruschka, J. Ghosh, and S. Acharyya. C3e: A framework for
combining ensembles of classifiers and clusterers. In C. Sansone, J. Kittler, and
F. Roli, editors, Multiple Classifier Systems, pages 269–278, Berlin, Heidelberg,
2011. Springer Berlin Heidelberg.

[5] J. B. Adams, D. E. Sabol, V. Kapos, R. A. Filho, D. A. Roberts, M. O. Smith,
and A. R. Gillespie. Classification of multispectral images based on fractions of
endmembers: Application to land-cover change in the brazilian amazon. Remote
Sensing of Environment, 52(2):137 – 154, 1995.

[6] J. Aguirre-Gutiérrez, A. C. Seijmonsbergen, and J. F. Duivenvoorden. Optimizing
land cover classification accuracy for change detection, a combined pixel-based and
object-based approach in a mountainous area in mexico. Applied Geography, 34:29
– 37, 2012.

[7] X. Ao, P. Luo, X. Ma, F. Zhuang, Q. He, Z. Shi, and Z. Shen. Combining supervised
and unsupervised models via unconstrained probabilistic embedding. Information
Sciences, 257:101 – 114, 2014.

[8] M. Apollo. The true accessibility of mountaineering: The case of the high himalaya.
Journal of Outdoor Recreation and Tourism, 17:29 – 43, 2017.

[9] A. Appriou. Uncertainty Theories and Multisensor Data Fusion. Wiley-IEEE Press,
1st edition, 2014.

[10] N. Audebert, B. Le Saux, and S. Lefevre. Deep learning for classification of hy-
perspectral data: A comparative review. IEEE Geoscience and Remote Sensing
Magazine, 7(2):159–173, 2019.

173

https://earthexplorer.usgs.gov/


174 Bibliography

[11] C. Baral. Abductive reasoning through filtering. Artificial Intelligence, 120(1):1 –
28, 2000.

[12] F. Baret, S. Jacquemoud, and J. F. Hanocq. The soil line concept in remote sensing.
Remote Sensing Reviews, 7(1):65–82, 1993.

[13] M. Bauer. Approximation algorithms and decision making in the dempster-shafer
theory of evidence — an empirical study. International Journal of Approximate
Reasoning, 17(2):217 – 237, 1997. Uncertainty in AI (UAI’96) Conference.

[14] P. Behnia. Comparison between four methods for data fusion of etm+ multispectral
and pan images. Geo-spatial Information Science, 8(2):98–103, Jun 2005.

[15] A. Ben Hamida, A. Benoit, P. Lambert, and C. Ben Amar. 3-d deep learning
approach for remote sensing image classification. IEEE Transactions on Geoscience
and Remote Sensing, 56(8):4420–4434, Aug 2018.

[16] J. R. Bertini-Junior and M. do Carmo Nicoletti. An iterative boosting-based en-
semble for streaming data classification. Information Fusion, 45:66 – 78, 2019.

[17] Y. Bi, J. Guan, and D. Bell. The combination of multiple classifiers using an
evidential reasoning approach. Artificial Intelligence, 172(15):1731 – 1751, 2008.

[18] S. Bickel and T. Scheffer. Multi-view clustering. pages 19– 26, 12 2004.

[19] E. Binaghi, P. A. Brivio, P. Ghezzi, and A. Rampini. A fuzzy set-based accuracy
assessment of soft classification. Pattern Recognition Letters, 20(9):935 – 948, 1999.

[20] I. Bloch. Some aspects of dempster-shafer evidence theory for classification of multi-
modality medical images taking partial volume effect into account. Pattern Recog-
nition Letters, 17(8):905 – 919, 1996.

[21] A. Blum and T. Mitchell. Combining labeled and unlabeled data with co-training. In
Proceedings of the Eleventh Annual Conference on Computational Learning Theory,
COLT’ 98, pages 92–100, New York, NY, USA, 1998. ACM.

[22] M. J. Canty. Boosting a fast neural network for supervised land cover classification.
Computers Geosciences, 35(6):1280 – 1295, 2009.

[23] I. Castelli and E. Trentin. Combination of supervised and unsupervised learning for
training the activation functions of neural networks. Pattern Recognition Letters,
37:178 – 191, 2014. Partially Supervised Learning for Pattern Recognition.

[24] X. Ceamanos, B. Waske, J. A. Benediktsson, J. Chanussot, M. Fauvel, and J. R.
Sveinsson. A classifier ensemble based on fusion of support vector machines for
classifying hyperspectral data. International Journal of Image and Data Fusion,
1(4):293–307, 2010.



Bibliography 175

[25] T. Chakraborty. Ec3: Combining clustering and classification for ensemble learning.
In 2017 IEEE International Conference on Data Mining (ICDM), pages 781–786,
Nov 2017.

[26] T. Chen and C. Guestrin. Xgboost: A scalable tree boosting system. In Proceedings
of the 22nd ACM SIGKDD International Conference on Knowledge Discovery and
Data Mining, KDD ’16, page 785–794, New York, NY, USA, 2016. Association for
Computing Machinery.

[27] Y. Chen, P. Dou, and X. Yang. Improving land use/cover classification with a
multiple classifier system using adaboost integration technique. Remote Sensing,
9(10), 2017.

[28] Y. Chen, X. Zhao, and X. Jia. Spectral–spatial classification of hyperspectral data
based on deep belief network. IEEE Journal of Selected Topics in Applied Earth
Observations and Remote Sensing, 8(6):2381–2392, June 2015.

[29] D. Chengbin and W. Changshan. Bci: A biophysical composition index for remote
sensing of urban environments. Remote Sensing of Environment, 127:247 – 259,
2012.
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Titre : Combinaison de classificateurs supervisés et non supervisés fondés sur les fonctions de 
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Mots clés : Fonctions de Croyance, Combinaison de Méthodes Supervisées et Non Supervisées, 
Classification de La Couverture des Terres. 

Résumé :  L’identification des types de 
couverture terrestre fournit des informations de 
base pour la production d’autres cartes 
thématiques et établit une base de références 
pour les activités de surveillance. Par 
conséquent, la classification de la couverture 
terrestre à l’aide de données satellitaires est 
l’une des applications les plus importantes de la 
télédétection.  De nos jours, les technologies à 
capteurs multiples font l’objet d’une grande 
attention dans la classification de la couverture 
terrestre.  
Dans notre recherche, nous nous concentrons 

sur la fusion d’informations hétérogènes 
provenant de différentes sources. Le système 
de combinaison vise à résoudre les problèmes  

causés par le nombre limité d’échantillons 
étiquetés et peut-être donc utilisé dans la 
classification de la couverture des terres pour 
les zones difficiles d’accès. Nous proposons un 
nouveau cadre de fusion sur des fonctions de 
croyance qui permettent de combiner des 
informations hétérogènes et gérer l’incertitude. 
Ce cadre de fusion comprend une méthode de 
transformation qui peut transférer des 
informations hétérogènes dans le même cadre 
et une stratégie de fusion itérative qui prend les 
informations les plus fiables de chaque résultat 
de classification et de regroupement de manière 
prudente.  

 

Title : Combination of supervised and unsupervised classifiers based on belief functions............... 

Keywords : Belief functions, Combination of Supervised and Unsupervised Methods, Land Cover 
Classification 

Abstract : Land cover classification using 
satellite data is one of the most important 
applications of remote sensing. A great deal of 
ground information is usually required to 
generate high-quality land cover classification. 
However, in complex natural areas, collecting 
information on the ground can be time-
consuming and extremely expensive. Nowadays, 
multiple sensor technologies have gained great 
attention in land cover classification. They bring 
different and complementary information-spectral 
characteristics that may help to overcome the 
limitations caused by inadequate ground 
information.  
In our research, we focus on the fusion of 

heterogeneous information from different 
sources. The combination system aims to solve  

 the problems caused by limited labeled 
samples and can thus be used in land cover 
classification for hard-to-access areas. We 
propose a new fusion framework based on 
belief functions that can combine 
heterogeneous information and manage 
uncertainty. This fusion framework includes a 
transformation method that can transfer 
heterogeneous information in the same 
framework and an iterative fusion strategy that 
takes the most reliable information from each 
classification result and to combine in a 
cautious way. We evaluate this fusion 
framework on real remote sensing data and it 
shows satisfying performance to improve the 
accuracy of land cover classification when 
training samples are limited or mislabeled. 
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