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1.1 An overview of structural controller systems
Evolutions of the structural systems with respect to the time and also induced time depended forces
on them seek for necessary design tools for providing an appropriate and desirable structural be-
haviours during their life time which leads to comfort and safety of the users of these systems.
One of the important design criterion for such structures is the control. The control process can be
carried out via some modifications on main structural systems, eg. rigidities, masses, dampings or
shapes and/or by inducing active/passive counter forces [Housner et al., 1997]. The aim of this re-
port is to control/localize vibratory energies of structures via passive control systems. In following
sections, after introducing some types of control systems, a review about passive control solutions
is carried out.

1.1.1 Active control
An active control systems is composed of sensors and actuators that modify the response of the host
structure to applied forces. In fact, an external source powers control actuator(s) that apply forces
to the structure in prescribed manners. These forces can be endowed to add and/or to dissipate
energies in structural systems. In active feedback control systems, the received signals by actuators
are functions of the response of the main structure captures by physical sensors. This control system
requires a power supply for assuring the operationally of actuators which provide control forces on
the main structure [Housner et al., 1997, Chu et al., 2005, Korkmaz, 2011].

1.1.2 Passive control
The passive control process is carried out by localization and/or transformation of the vibratory
energy to special structural elements and/or to other coupled oscillators [Mead, 1999]. This control
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system does not need any external power source for its activation. In this case control forces are
functions of the response of the main structure.

1.1.3 Hybrid control

The hybrid control system exploits combined properties of active and passive control systems
[Chu et al., 2005]. For example, vibration control of cables combining distributed passive solution
by shape wrapped memory alloy wires with an open loop actuator [Faravelli et al., 2010].

1.1.4 Semi-active control

The semi-active control system globally are a class of active vibration control systems. They only
require external energy of smaller order of magnitude than normal active control systems to change
system parameters, such as damping and stiffness [Liu et al., 2005, Liu et al., 2008].

1.1.5 Semi-passive control

Semi-passive systems globally are a class of passive vibration control systems, mainly endow adapt-
ability properties of some multi-physics materials/systems such as electgromechanical ones in gen-
eral and as an example shunted piezoelectric ceramics. These systems are used as sensors and as
actuators in structural vibration control systems and create strong coupling between mechanical and
electrical fields [Moheimani and Fleming, 2006]. The system presents change(s) in some of its me-
chanical/physical properties against modification of the parameters of electronic circuit connected
to the electrodes. The adaptability properties of such systems provides interesting tools for the pur-
pose of control where electromechanical parameters of such systems are modified according to the
vibratory behaviours of main systems. These systems need a very small of energy for command-
ing/fitting the parameters of the electromechanical systems to characteristics of the vibration such
as frequency [Guyomar and Badel, 2006, Guyomar et al., 2007, Mohammadi, 2008].

1.2 Passive system protectors

Passive system protectors change the behaviour of main system against induced vibration via lo-
calization, dissipation [Housner et al., 1997] and/or isolation [Ibrahim, 2008]. The concept of the
vibration isolation is divided into two main categories [de Silva, 2005]: either the source of vibra-
tion is kept in isolation from other systems (force), see Fig. 1.1, or the main system is protected
from the vibration (displacement) induced via its coupling with the source, as presented in Fig.
1.2. The controller systems can be partitioned in two parts: the first type of controlling logic deals
with exploiting linear and/or nonlinear characteristics of some coupled oscillators for triggering vi-
bration of main systems (see Fig. 1.3) [Frahm, 1911, Roberson, 1952] while the second category
which is depicted in Fig. 1.4 uses the nonlinear capacities of some of elements of the main struc-
tures, eg. hysteresis behavior of semi-rigid joints, or another added devices such as viscous dampers
[Braconi et al., 2008a, Braconi et al., 2008b, Dorka et al., 2005]. These devices can be divided into
two large families, namely velocity-dependent devices and displacement-dependent devices.

1.2.1 Velocity dependent devices

In what it follows, we discuss about two types of velocity-dependent dampers
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FtFt

Fixed base

Source of vibration

Ms

Vibration isolator

Fs(t) = fse
iΩst

Figure 1.1: Isolation of the source of vibration Ms from other systems [de Silva, 2005].

yb(t) = Ybe
iΩbt yb(t) = Ybe

iΩbt

Moving base (source of excitation)

Main system

Mm

Vibration isolator

ym = YmeiΩmt

Figure 1.2: Isolation of the main system Mm from transmitted displacements via its coupling to the
source (e.g. yb(t) = Ybe

iΩbt) [de Silva, 2005].
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Coupling term(s)

Main system (structure, mode,...)

Fm(t) = fmeiΩmtFm(t) = fmeiΩmt

Controller

Mc

Vibration controller

yc

Figure 1.3: The passive control process via exploiting linear/nonlinear capacities of other coupled
oscillators [de Silva, 2005].

Base

Base motion

Aerodynamic forces

Other types of forces (eg. shock)

Main system:

Hysteresis behavior of structural elements (eg. joints)

Velocity dependent devices

Displacement dependent devices

. . .

Coupling system

Figure 1.4: The localization of induced vibratory energy via exploiting the nonlinear capacities of
some of elements (internal or external).
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1.2.1.1 Fluid viscous dampers

Fluid viscus dampers are those which exploit the restoring force of the fluid forced to flow through
an orifice and/or valve mechanism. An example of the constitutive law of such systems is as it
follows:

F = Cẋα (1.1)

where x and C stand for displacement, respectively while the exponent α controls the type of
the nonlinearity of constitutive law, eg. α = 0.15 [FIP Industrial, 2016]. Figure 1.5 presents an
example of such devices which is developed and fabricated by FIP Industrial while two example of
their applications are represented in Fig. 1.6.

Figure 1.5: Hysteresis behaviours of the fluid viscus damper developed by FIP Industrial
[FIP Industrial, 2016].

(a) (b)

Figure 1.6: Fluid viscus dampers [FIP Industrial, 2016]: a) Tests at FIP Industrial laboratory on a
fluid viscous dampers at Rion-Antirion Bridge, Greece. ; b) Fluid viscous dampers installed in the
tuned mass damper at the skyscraper Taipei 101, Taiwan.
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1.2.1.2 Fluid spring dampers

Governing constitutive law of fluid spring dampers is summarized as it follows:

F = F0 +Kx+ Cẋα (1.2)

In this case the restoring force F depends on both velocity, via damping i.e. C, and displacement,
via stiffness i.e., K. An example of hysteresis behaviour of such devices which is developed by FIP
Industrial [FIP Industrial, 2016] is given in Fig. 1.7 while applications of such devices on structures
are provided in Fig. 1.8.

Figure 1.7: Hysteretic cycles of a spring fluid viscous damper without pre-load force, developed by
FIP Industrial [FIP Industrial, 2016].

1.2.2 Displacement dependent devices
These dissipative systems are divided in two categories as nonlinear and linear absorbers. Some
example of nonlinear displacement dependent devices are steel hysteretic dampers, shape memory

(a) (b)

Figure 1.8: Fluid spring dampers [FIP Industrial, 2016]: a) Spring fluid viscous dampers for the
Badia Nuova flyover on highway A1; b) Fluid viscous dampers installed in Rio Higuamo Bridge,
Dominican Republic.
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alloy devices, buffer, etc while we can name elastomeric visco-elastic dampers as linear displace-
ment dependent dampers.

1.2.2.1 Steel hysteretic dampers

Steel hysteretic dampers endow the elasto-plastic capacities of appropriately shaped elements in
term of hysteresis response, designed to ensure a stable cyclic behaviour. Crescent-shaped and
peg-shaped elements are the most used for bridges which can be combined with shock transmit-
ters, while buckling-restrained axial dampers (BRAD R©) are the most used as dissipative bracing in
buildings [FIP Industrial, 2016]. An example of the constitutive law for such dampers is provided
in Fig. 1.9 while two real applications of such system are presented in Fig. 1.10.

Figure 1.9: Experimental hysteresis cycles of a hysteretic damper with crescent-shaped elements,
developed by FIP Industrial [FIP Industrial, 2016].

(a) (b)

Figure 1.10: Steel hysteretic dampers [FIP Industrial, 2016]: a) A damper consisting of double
tapered peg elements and shock transmitters (Jamuna Bridge, Bangladesh); b) BRAD R© dampers
installed at the Cappuccini school of Ramacca, Italy.
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1.2.2.2 Shape memory alloy devices

Shape-memory alloys present strongly nonlinear thermo-mechanical response associated with
stress- or temperature-induced transformations of their crystalline structure [McNaney et al., 2003].
They are axial restraining devices that exploit the superelastic properties of shape memory alloys.
These materials can recover plastic strain by suitable thermal cycles [Casciati et al., 1998]. The
force-displacement curve, characterized by one or more plateaux (sections where force remains
nearly constant while displacement increases), allows the devices to limit the maximum force trans-
ferred to the structure which they are connected to. They are also characterized by a significant
re-centring capacity [FIP Industrial, 2016]. A typical experimental force-displacement curve of
such systems is depicted in Fig. 1.11 and two examples of such systems in vibration control of
masonry walls and systems are illustrated in Fig. 1.12.

Figure 1.11: Experimental force-displacement curve of a shape-memory alloy device, developed by
FIP Industrial [FIP Industrial, 2016].

(a) (b)

Figure 1.12: Shape-memory alloy devices [FIP Industrial, 2016]: a) Vibrating table tests on ma-
sonry walls with shape-memory devices used as horizontal tie rods; b) Devices installed at the San
Francesco Basilica in Assisi, Italy.
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1.2.2.3 Elastic devices (buffers)

Buffers are anti-lifting axial devices consisting of a set of elastomeric disc encased between steel
plates. Steel plates are connected to the anchoring end via a particular arangements of a set of bars
which permit the the discs to operate under compression, despite the direction of displacement,
eg. shear. These devices are mainly implemented in bridges next to an abutment and/or between
adjacent decks, over the joints [FIP Industrial, 2016]. A typical force-displacement curve of such
devices is given in Fig. 1.13. Figure 1.14a shows the implemented elastic devices in the Rosario-
Victoria link, Argentina. The connection between Rosario and Victoria is composed of several
bridges, viaducts and earth-filled sections: The main structure is a cable-stayed bridge spanning
610 m with 1.1 km and 2.4 km long access ramps (see Fig. 1.15). There are 12 additional viaducts
in the so-called Islas Z area, comprising more than 8 km in length, as well as 48 km of embankments
to complete the total 60 km link. One of the design criterion was control of longitudinal hammering
effects between adjacent bridge decks under seismic conditions. As a result, the total of 181 buffers
was used. In detail: 106 units were endowed for the 12 viaducts in Islas Z area as well as 21 units
for the Western approach bridge and 54 units for the Eastern access [FIP Industrial, 2016]. As a
second example, these systems has been also implemented in the Somplago flyover, Italy, which is
illustrated in Fig. 1.14b.

Figure 1.13: Experimental force-displacement curve of a buffer, developed by FIP Industrial
[FIP Industrial, 2016].

1.2.2.4 Elastomeric viscoelastic dampers

Elastomeric viscoelastic dampers are in the category of linear displacement dependent devices, as
it is depicted in Fig. 1.16. They are composed of one or several layers of high damping elastomeric
mixture, characterized by equivalent viscous damping 15%− 20% and shear deformation of 100%.
These devices connect the relative moving parts of structures. They are mainly used in bracing
systems in buildings; the layers of elastomer can be arranged both on the vertical and horizontal
plane (see Fig. 1.17) [FIP Industrial, 2016].
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(a) (b)

Figure 1.14: Elastic devices [FIP Industrial, 2016]: a) Devices installed along the "Conexion
Rosario-Victoria", Argentina; b) devices installed in the Somplago flyover, Italy: the first seis-
mically isolated European bridge (1974-1976).

Figure 1.15: Rosario-Victoria motorway bridge, Argentina [Flores, 2007].

Figure 1.16: Experimental force-displacement curve of an elastomeric viscoelastic damper, devel-
oped by FIP Industrial [FIP Industrial, 2016].
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(a) (b)

Figure 1.17: Elastomeric viscoelastic dampers [FIP Industrial, 2016]: a) Vibrating table tests on a
concrete frame with Elastomeric viscoelastic dampers on top of a reverse V bracing; b) An elas-
tomeric viscoelastic damper installed at the Gentile-Fermi school of Fabriano, Italy.

1.3 Aims and scopes of the report

The goal is to localize induced time depended forces on: i) structures by exploiting their own
capacities, and/or ii) other coupled oscillators. Passive control of systems is divided in two
main categories namely, linear and nonlinear controls. The most famous linear passive control
soloutions is the Frahm device that is known as Tuned Mass Damper (TMD) [Frahm, 1911]. Here,
a secondary linear oscillator, a TMD, is coupled to the main structure for destroying its reso-
nance. Main drawbacks of such systems are: they are heavy and they modify the frequency
of the main structure. Moreover, they are operational for narrow frequency bands. Nonlinear
passive control process of systems exploits nonlinear potential of soul structural systems and/or
coupled oscillators [Ibrahim, 2008]. Using the potential of soul structural systems for the aim
of passive control consists of exploiting their nonlinear behavior(s) during time depended ef-
forts. In this case induced external energy is dissipated via hysteresis responses of structural el-
ements, such as joints, in the form of stress-strain and generalised force-generalised displacement
[Bursi et al., 2004a, Braconi et al., 2008a, Braconi et al., 2008b]. Other types of nonlinear passive
control systems consist of exploiting nonlinear (or non-smooth) behaviours of coupled oscillators
for cancellation of vibrations of main structures [Gendelman, 2001, Gendelman and Vakakis, 2000,
Tirelli and Anthoine, 2013]. Passive control systems have wide variety of applications including
in acoustics [Cochelin et al., 2006], aerospace [Gendelman et al., 2010], civil and mechanical engi-
neering [Vaurigaud et al., 2011a, Lamarque et al., 2011].
This report collects a summary of my own research contributions and works about nonlinear pas-
sive control of structural systems during my Ph.D. studentships (one chapter of my thesis) at the
“Department of Mechanical and Structural Engineering” of the University of Trento in Italy (2004-
2008), my postdoctoral period at the “LGM FRE CNRS 3237” and “LTDS UMR CNRS 5513”
laboratories of the ENTPE in France (2008-2012) and finally as a faculty member and a researcher
at the “LTDS UMR CNRS 5513” of ENTPE in France (2012-2019). Organization of the report as
it follows:
Passive control of structures by endowing their own nonlinear behaviours and responses is described
in Chapter 2. Experimental test results on the prototype structure, its identification process and
damage quantifications are explained at the same chapter. A detailed literature review about passive
control and vibratory energy localizations by using nonlinear systems is collected in Chapter 3. The
targeted energy transfer [Aubry et al., 2001, Kopidakis et al., 2001] between main primary systems
and other nonlinear oscillators is discussed in Chapter 4. The chapter starts with a general method-
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ology for treatment of coupled oscillators during a 1:1 resonance and furnishes several studied cases
in mechanical/structural engineering domains by using explained methodologies. Chapter 5 treats
the targeted energy transfer in acoustics. The behaviours of a Helmholtz resonator (as an absorber)
in nonlinear regimes are investigated in detail. Then, this resonator is coupled to an acoustical
mode for the aim of passive noise control via using pure acoustical systems. Finally, the paper is
concluded in Chapter 6 and several ideas as perspectives for my future works are provided.
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2.1 Introduction
Novel seismic design of steel and steel-concrete composite structures houses semi-rigid beam-to-
column and base joints with inelastic behaviours. During seismic and cyclic excitations, semi-rigid
composite steel-concrete moment-resisting frame structures can be designed to develop a ductile
and hysteresis responses localised in components of beam-to-column joints and column bases,
including flexural yielding of beam end plates, shear yielding of column web panel zones and
yielding of anchors. So, global beam hinging mechanisms for seismic resistance can be obtained
at a reduced cost as the force demand in joints and columns is governed by the expected capac-
ity of the ductile connection components rather than by the beam flexural capacity. As a result,
detection and evaluation of the actual damage owing to earthquakes in these structures becomes
different to that in structures with rigid joints. The work described in this chapter is a part of my
PhD thesis [Ture Savadkoohi, 2008] in the framework of an European projects, “ECOLEADER
HPR-CT-1999-00059” [Bursi et al., 2004a] where a series of vibration experiments followed the
application of pseudo-dynamic (PsD) [Bursi and Wagg, 2008] and quasi-static cyclic loadings on
a semi-continuous moment resisting (MR) structure. The specimen was constructed and tested at
the European Laboratory for Structural Assessment (ELSA) of the Joint Research Centre (JRC) in
Ispra, and consisted of a full-scale two-storey two-bay frame with concrete slab dimensions in plan
of 12.8 × 7.4 m2, and 7.0 m in height. The testing programme included a sequence of PsD tests,
simulating earthquakes with peak ground acceleration (pga) scaled up to the collapse onset limit
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state (COLS), followed by a final cyclic test. The evaluation of damage due to seismic loading
can be preformed by means of damage detection techniques that rely on Finite Element (FE) struc-
tural models and on the observations that structural frequencies decrease owing to damage while
damping ratios increase. The initial FE model of a structural system is often a rough representation
of its characteristics due to simplifications; for instance modelling the actual behaviour of semi-
rigid joints can be a challenging task. Meanwhile, experimental data provide valuable information
of how the structure behaves with regard to the initial FE model. As a result, the FE model can
be improved in an FE model updating procedure that belongs to the class of inverse problems in
classical mechanics [Friswell and Mottershead, 1995]. Model updating methods can be classified
as sensitivity or direct methods [Friswell and Mottershead, 1995]. Sensitivity-type methods rely on
a parametric FE model of the structure and the minimization of some penalty function based on
the error between measured and predicted data. Direct updating methods are based on changes
to complete mass and/or stiffness matrices. Structural model updating can rely on different data
types: i) data from dynamic tests and ii) data retrieved from static or quasi-static tests. Dynamic-
based identification techniques are more mature and therefore the corresponding literature is quite
extensive [Ewins, 2000, Kerschen et al., 2006, Heller et al., 2009, Laxalde and Thouverez, 2009,
Hot et al., 2012, Ouisse and Foltête, 2015, Samagassi et al., 2015, Samagassi et al., 2019]. With
regard to the damage evaluation of structural joints, Wong et al. [Wong et al., 1995], Koh et
al. [Koh et al., 2003], Wu and Li [Wu and Li, 2006], Pal et al [Pal et al., 2017] and Döhler et al.
[Döhler et al., 2018] among others, identified damages in joints. These studies were successful in
joint identification, although only simple beam-to-column joint models in the elastic range were
considered. These studies highlight that the damage detection of semi-rigid joints experiencing se-
vere inelastic damage, and more generally of composite structures characterized by low masses, low
damping and complex geometry, remains largely unexplored. Three separate vibration test series
were performed on the MR steel-concrete composite test structure: first, on the intact, undamaged
structure; second, after attaining the life safe limit state; and finally, after that the structure had suf-
fered severe cyclic loadings [Bursi et al., 2004a, Bursi et al., 2004b]. The structure was subjected to
both sinusoidal and impulsive excitation and its response was recorded via three different configu-
rations of accelerometers: one arrangement for the overall or global structural response and two sets
for the analysis of interior and exterior joints, respectively. Since the structure was in a laboratory,
the damage imposed was known and the bare structure could always be inspected.

2.2 Description of the structure and test programme

2.2.1 The test structure

The prototype two-storey structure shown in Fig. 2.1 was selected to have representative di-
mensions, member sizes and connection details in order to study the seismic behaviour of steel-
concrete composite structural systems. The structure includes five identical two-bay moment-
resisting frames with different span dimensions. The test structure was a two-storey, two-bay
building specimen 7m high with plan dimensions from centre to centre of two exterior columns
equal to 6.0 m ×12.0 m; dimensions of composite slabs were slightly greater. The model was
constructed with three moment resisting frames shown in Fig. 2.2, with unequal spans of 5 and 7

meters, respectively. Steel-concrete composite beams were formed by IPE300 steel profiles con-
nected by full shear connection studs to a 15 cm thick concrete slab, cast on profiled sheeting.
HEB260 and HEB280 partially-encased steel-concrete composite columns were used and high-
ductile partial-strength composite beam-to-column joints were designed to provide plastic joint
rotations of 35 mrad associated with a residual strength of at least 80% of their maximum value
under earthquake loading [CEN. Eurocode 8, 2005]. In the transverse direction, secondary beams
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were pinned and connected to column webs; and as illustrated in Fig. 2.3, two concentrically
braced frames were designed to prevent any lateral instability. Each concrete slab was extended
along the longitudinal and transverse directions of the exterior beam-to-column joints in order to
provide additional resistance to hogging bending moments and to achieve the effective width of
longitudinal composite beams. Figure 2.4 shows the general view of the test structure. Braconi et
al. [Braconi et al., 2008a, Braconi et al., 2008b] provide more detailed information about the design
and performance of the test structure.

Figure 2.1: The scheme of the MR test structure.

Figure 2.2: Side view of the test structure.
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Figure 2.3: End view of the test structure.

Figure 2.4: Overall view of the test structure.
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Table 2.1: Test programme and performance objectives.

Test Vibration test PsD test-pga (g) Performance objective
I Phase I Identification at the undamaged state
1 0.1 Pseudo-elastic state
2 0.25 Serviceability limit state
3 1.4 Life safe limit state (LSLS)
II Phase II Identification at the LSLS
4 1.8 Collapse onset limit state (COLS)
5 Cyclic Maximum top displacement to 300mm

III Phase III Identification beyond the COLS

2.2.2 Test programme

The performance of the benchmark structure was investigated at four different pga levels during
the PsD tests. The test levels were: 0.1g in order to characterize the pseudo-elastic state; 0.25g
for the Serviceability Limit State (SLS); 1.4g for the Life Safe Limit State (LSLS); and 1.8g for
the Collapse Onset Limit State (COLS). A final cyclic test beyond the COLS was also performed.
Table 2.1 summarizes the test programme, with relevant objectives.

2.2.3 Dynamic tests, instrumentation and modal extraction

Forced vibration tests were performed in the three phases reported in Table 2.1[Bursi et al., 2004a].
They read as stepped sinusoidal tests (SST) and shock hammer Tests (SHT), performed by means
of an electro-dynamic shaker ELECTRO-SEIS 400 with 33.79kg of total mobile mass and an in-
strumented sledge-hammer PCB 086D50 with a total mass of 10.77kg, respectively. Figure 2.5
shows the locations of the excitation forces. Three different accelerometer configurations were em-
ployed in each test. To acquire accelerations corresponding to the six global degrees of freedom
(dof) of the structure, i.e. four translational and two torsional modes, a total of six accelerometers
were applied to the structure as illustrated in Fig.2.5. In addition, local configurations, labelled
B and C in Figs. 2.6a and 2.6b, were used to characterize the local dynamic behaviour of inte-
rior and exterior beam-to-column joints, respectively. To this end, accelerometers were applied to
the column flanges with horizontal axes to acquire the web panel angular accelerations, shown in
Figs. 2.7a and 2.7b, respectively. Translational and rotational accelerations were acquired on instru-
mented sections of both beams and columns, by arranging pairs of accelerometers above and below
member axes. To improve the rotation measurements, accelerometers were well separated. With
the same set-up, some kinematic components of some base joint rotations were also monitored,
as shown in Figs. 2.6a and 2.6b. The six lowest natural frequencies of the structure, correspond-
ing to translational and torsional modes, were evaluated by the dynamic tests. Modes were well
separated and modal data were extracted by the circle-fit modal analysis technique [Ewins, 2000].
The resulting modal data are presented in Table 2.2 and the progressive reduction of the natu-
ral frequencies with damage, with an associated increase in the damping coefficients, is evident
[Molinari et al., 2009, Ture Savadkoohi et al., 2011b]. Due to the fact that low energy dynamic
tests were performed by means of the aforementioned exciters, the level of noise of the accelerom-
eters may have introduced uncertainties in the damping ratios associated with higher modes. This
trend can be noted in the torsional first mode, i.e. Mode 3 in Table 2.2, and with the flexural and
torsional second modes, i.e. Modes 4-6. The results are coherent with values identified by other
identification techniques [Chellini et al., 2008].
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Figure 2.5: Location of the excitation devices, global configuration A of the accelerometers and
location of sensors on top and bottom storeys.

(a) (b)

Figure 2.6: Local configurations of accelerometers: a) interior frame; b) exterior frame.

(a) (b)

Figure 2.7: Local configurations of accelerometers: a) interior beam-to-column joint; b) exterior
beam-to-column joint.
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Table 2.2: Experimental natural frequencies and damping coefficients extracted from both SST and
SHT tests.

Phase I Phase II Phase III
Mode Frequency (Hz) Damping (%) Frequency (Hz) Damping (%) Frequency (Hz) Damping (%)
1 3.36 0.57 2.38 1.27 1.95 1.44
2 5.09 0.66 4.44 0.83 4.15 0.96
3 6.92 0.70 6.24 0.67 5.70 0.68
4 10.94 0.69 8.95 0.61 8.18 0.90
5 16.48 0.49 13.95 0.30 13.72 0.59
6 22.52 0.76 19.97 0.54 19.05 0.44

2.2.4 Cyclic test profile and instrumentation

The sinusoidal displacement profile shown in Fig. 2.8, characterized by stepwise increasing ampli-
tudes, was applied at the top storey through two actuators, whilst the actuators at the bottom storey
were controlled to keep the bottom/top storey reaction force ratio equal to 0.97 for the whole test.
That ratio was determined from examining the first mode shape of the structure after the COLS.
The corresponding bottom storey displacement is illustrated in Fig. 2.8 and is also characterized by
a displacement increment of 50mm between cycles of increasing amplitude, with two equal cycles,
up to a maximum of 300mm at the top storey. Two frames of the structure, shown in Fig. 2.9, are
referred to as the exterior (A) and interior (B) frames, and were instrumented by means of strain
gauges (SG), inclinometers (Inc) and transducers (Tr). Typical sensor lay-outs of an interior joint
as well as column base joints are illustrated in Figs. 2.10a and 2.10b, respectively. All measure-
ments obtained from inclinometers and storey displacements and forces are used for cyclic model
updating, described in next section.

Figure 2.8: Displacement profile during the cyclic test.
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Figure 2.9: Test structure and instrumented frames during cyclic test.

(a) (b)

Figure 2.10: Examples of instrumented joints: a) interior joints (2-B) at the bottom storey; b) base
joint (2-B).
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2.3 Identification and damage evaluation under cyclic loadings

2.3.1 Optimization procedure

A FE-based model updating leads to an optimisation process where discrepancies between numeri-
cally and experimentally traced data are minimised by adjusting some unknown model parameters.
The objective function, F (p), is the L2-norm of the errors between the vectors of numerical and
experimental data, and is minimized by seeking optimal parameter values through an inverse mod-
elling process. A local minimizer, p∗, is sought in a least squares problem,

F (p) =
1

2
∆(p)T∆(p) (2.1)

Normally, optimization algorithms [Bonnans et al., 2006] are iterative. The process starts with an
initial guess of the optimal values of the variables and proceeds by generating a sequence of im-
proved estimates until a solution is reached. The strategy used to move from one iteration to the
next distinguishes one algorithm from another. Two well known methods are the steepest descent
(SD) and the trust region (TR) methods. The SD method is a line search technique in the oppo-
site direction to the gradient of F (p), i.e. hSD = −∇Ft(p), at the tth iteration, and where the
step length is chosen in various ways. TR methods generate steps via using a quadratic model of
F (p). They define a region around the current iterate within which they trust the model to be an
adequate representation of F (p). The step is then selected to minimize this approximate model in
the trust region, and the direction and length of the step are determined simultaneously. If a step is
not acceptable, the size of the region is reduced and a new minimizer is found. In general, the step
direction alters whenever the size of the trust region is changed.
The Powell’s Dog Leg (DL) technique [Powell, 1970, Madsen et al., 2004] belongs to the category
of TR methods, but is a hybrid technique based on a combination of the Gauss-Newton (GN) and
SD methods. A major problem with the DL method is the mechanism used to switch between two
methods when it is appropriate. Depending on the solution at the previous step, the DL method
constructs a trust region where the radius changes automatically depending on whether the step
is far or close to a minimum. Let pt and ht be the current estimate of the parameter vector and
the parameter increment at the tth iteration, respectively. Then, there are two candidates for the
step to be taken from the current position pt, given by steepest descent, ℵhSD (where ℵ is deter-
mined by a line search), and Gauss-Newton, hGN . The strategy to choose the DL step size ensures
that ‖hDL‖ ≤ RRT , where RRT is the radius of the TR. This radius is adjusted at each itera-
tion depending on the quality of the second order Taylor series approximating the penalty function
[Madsen et al., 2004]. There are two main stopping criteria for the algorithm:

• the gradient∇F (p) approaches zero, or

‖ ∇F (p)‖∞ ≤ ℘1 (2.2)

where ‖ ∇F (p)‖ is the infinite norm of F (p) and ℘1 is a very small positive number.

• the change in the parameters is small, or

‖ pt+1 − pt‖ ≤ ℘2(℘2 + ‖ pt‖) (2.3)

where ℘2 is also a very small positive number. This stopping criterion modulates the relative
step size from ℘2 when ‖ pt‖ is large to ℘2

2 when ‖ pt‖ is close to zero.
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2.3.2 Two-dimensional FE model of the structure
A two-dimensional (2D) FE model of the interior frame with 168 degrees of freedom was en-
dowed for model updating of the system under cyclic loads. This model was considered ap-
propriate because: i) the three main MR frames were identical; ii) cyclic tests were performed
only in one direction; iii) the level of the static loading was very high. Beams and columns
were modelled by means of the beam element formulation provided by the IDARC 2D software
[IDARC2D, 2002]. Figure 2.11 shows the model of the beam-to-column joints while the col-
umn base joints were represented with springs and rigid links. The model was implemented in
Mathematica R© [Wolfram Research, Inc., 2007]. Figure 2.12 summarises the 2D FE model of the
frame accompanied with joint numberings.

Figure 2.11: Semi-rigid beam-to-column joint model.

Figure 2.12: Employed 2D FE model of the interior frame for model updating under cyclic loading.

2.3.3 Model updating methodology under cyclic loading
Thirty-two data sets were acquired from the instrumentation during the cyclic test, including rota-
tions of joint components, external forces and storey displacements. The model updating procedure
for the structure under cyclic loading was based on the minimization of F (p) represented in Eq.
2.1, where ∆(p) stands for residuals of experimental and analytical above mentioned quantities.
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Twenty-five parameters are exploited to define the mechanical properties of different elements of
the FE model as it follows:

Kelement = pjK
element
0 j = 1, 2, . . . 25 (2.4)

Kelement
0 defines the initial set of the stiffness corresponding to each parameter. Assigned parameters

are listed as it follows: i) three parameters for the rotational stiffness of each base joints; ii) six
parameters for the rotational stiffness of each shear panel; iii) eight parameters for the rotational
stiffness of each connection; iv) four parameters for the flexural rigidity of each beam, long and
short span at the top and bottom storeys; v) four parameters for the flexural rigidity of columns, one
parameter to the flexural rigidity of both lateral columns and one parameter to the middle column,
at each storey. As a result, ∆t(p) at each iteration t reads:

∆t(p) = UXt −UNt (2.5)

UXt and UAt are experimentally and numerically collected vectors (rotations and displacements),
respectively. Equation 2.5 can be represented as:

∆t(p) = UXt −K−1
t (p)Lt (2.6)

where Kt and Lt are the secant stiffness matrix and the external force vector imposed by the actu-
ators, respectively. The corresponding Jacobian, Jt, reads

Jt = −∂
(
K−1
t (p)Lt

)
∂p

= K−1
t (p)

∂Kt(p)

∂p
K−1
t (p)Lt (2.7)

The DL optimization technique was employed using an initial radius R0
TR = 1 and ℘1 =

℘2 = 10−6 in Eqs. 2.2 and 2.3. In order to bypass numerical instabilities due to nonlinear
behaviours of the structure, especially when the secant stiffness becomes singular, as shown in
Fig. 2.13a for a single parameter, a novel method was conceived. The technique is based on
the transformation of origin coordinates of all time series at each half cycle to their absolute
maximum value and updating the structure half cycle by half cycle, as shown in Fig. 2.13b
[Ture Savadkoohi, 2008, Ture Savadkoohi et al., 2011b]. So, after updating the FE model in the
very first half cycle, all of the measured data were transformed to their own absolute maximum val-
ues in all of the other half cycles. Hence the FE was updated in each virtual half cycle, and then the
identified results were transformed to their original values using identified data from the previous
half cycle. The implemented technique is fast as there is no need to exploit complex algorithms for
tracing loading/unloading segments of response curves. Figures 2.14a and 2.14b summarise identi-
fied curves and corresponding experimental results, showing good agreements between both types
of curves. So, the hysteresis behaviour of joint components of a statically indeterminate structure
can be identified by cyclic model updating. Some of these relationships are shown in Fig. 2.15 (see
Fig. 2.12 for numberings). It can be seen that the joint components exhibited a complex seismic
performance complying with the requirements of Eurocode 8 for high ductility class MR frames
[CEN. Eurocode 8, 2005].

2.3.4 Damage evaluations of the structure under cyclic loadings
After tracing the hysteresis behaviours of structural joints, their damage can be evaluated. The
low-cycle fatigue energy-based model proposed by Chai et al. [Chai et al., 1995] is employed to
quantify structural damage. The model uses a damage index, Di, base on both displacement and
energy, reads as:

Di =
∆m

∆um
+
β∗(Eh − Ehm)

Vy∆um
(2.8)
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(a) (b)

Figure 2.13: Model updating procedure under cyclic loading for a single parameter: a) typical case
involving numerical instabilities; b) the transformation of origin coordinates in the bypass method.

(a) (b)

Figure 2.14: Comparison of updated and experimental force vs. displacement: a) bottom storey; b)
top storey.
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(a) (b)

(c) (d)

(e) (f)

Figure 2.15: Identified joint components under cyclic loading-see Fig. 2.12 for elements number-
ings: a) connection spring no5; b) connection spring no8; c) shear panel spring no9; d) shear panel
spring no10; e) column base joint spring no16; f) column base joint spring no17.
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Table 2.3: Damage indices Di of joint components using the model after Chai et al
[Chai et al., 1995]. Components numbers are taken from Figs. 2.12 and 2.15.

Spring no. 3 4 6 7 8 15 16 17

Di 0.34 0.90 0.89 0.96 0.78 0.55 0.63 0.48

where ∆m is the maximum response displacement; ∆um is the maximum displacement under
monotonic loading; Eh is the plastic strain energy dissipated by the component; Ehm is the plastic
strain energy dissipated by the components under monotonic loading. Vy is the yield strength of the
component and β∗ is the strength deterioration parameter that characterizes the damage contribution
owing to cumulative plastic strain energy. Typical damage index values represent:

• Di ≤ 0.4: minor damage

• 0.4 ≤ Di ≤ 1: irreparable damage

• Di ≥ 1: component collapse

The parameter β∗ can be obtained by calibrating the model against experimental data assuming that
Di = 1 corresponding to component collapse. As a results, from Eq. 2.8, one gets:

Eh
Vy∆um

=
1

β∗

(
1− ∆m

∆um

)
+

Ehm
Vy∆um

(2.9)

This defines a damage limit domain that relates the normalized plastic strain capacity of the com-

ponent to the maximum [Chai et al., 1995]. The slop of the line is − 1

β∗
. The plastic strain energy

Eh is estimated using the procedure given by Chai et al. [Chai et al., 1995]. The lack of sufficient
experimental results on the substructures means that β∗ cannot be evaluated for each component,
and hence monotonic and cyclic simulations of the 2D FE model by means of the IDARC 2D

software [IDARC2D, 2002] are performed. As a result, estimates of
Eh

Vy∆um
and

∆m

∆um
are de-

fined for joint components with the corresponding best plots for each damage limit domain. The
highest evaluated value of β∗ is related to the base joints and is β∗ = 0.21. This clearly indi-
cates the high capacity of the base joints in absorbing and dissipating cyclic energy through end
plates and anchor yielding. The Di values of some of joint components are gathered in Table 2.3
[Ture Savadkoohi et al., 2011b]. The values of Di generally higher than 0.4, explains both the de-
sign objectives and the severity of cyclic loads.
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3.1 A review of nonlinear passive control
One of well known and widely applied solutions for controlling vibratory energies of main struc-
tural systems is using linear capacities of coupled oscillators which are known as Frahm devices
[Frahm, 1911] or TMD [Den Hartog, 1956, Sun et al., 1995]. This kind of devises, if tuned well,
are capable of controlling the targeted mode of the system considerably. However, they suffer from
some drawbacks which are listed here: practically their (modal) mass is big; they are tuned and
operational for a narrow frequency band and they create new resonances for the overall system;
they are designed for controlling particular solutions of forced systems while controlling their tran-
sient responses rest unsolved. It has been proved that by exploiting nonlinear capacities of coupled
oscillators some interesting phenomena can be occurred which they do not exist in linear systems
[Roberson, 1952].
The nonlinear oscillations due to nonlinear properties of systems have been in the centre of atten-
tions of researches and under developments since (at least) the early 20th century, which studied
theoretically (eg. see [Duffing, 1918, Den Hartog, 1933, Rauscher, 1936]) and experimentally (eg.
[Ludeke, 1946]). Some of these developments aimed at endowing nonlinear properties of oscil-
lators for passive vibratory control. Roberson [Roberson, 1952] considered the system which is
depicted in Fig. 3.1 with following characteristics: a linear damped oscillator with the mass M1

under sinusoidal excitations of constant amplitude as F (t) = fm sin(ωt), is attached to a dynamic
absorber with the mass M2 by means of a spring whose restoring forcing function, i.e. H̄, is sum
of a linear and a cubic terms. Overall system equations read as:

M1ẍ1 + Cẋ1 +Kx1 + H̄(x1 − x2) = fm sin(ωt)

M2ẍ2 + H̄(x2 − x1) = 0

(3.1)

If one scales the system with respect to the dimensionless time ωt = τ and defines y1 = x1
k1

M1
=

x1ω
2
1 , y2 = (x2 − x1)ω2

1 , Ω =
ω

ω1
and µ =

M2

M1
, then following scaled form of the Eq. 3.1 can be

obtained: 
Ω2ÿ1 + 2cΩẏ1 + y1 − µλ2y2 − νy3

2 = sin(τ)

µΩ2(ÿ1 + ÿ2) + µλ2y2 + νy3
2 = 0

(3.2)
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M1

M2

x1

x2

F (t)

K C

H̄

Figure 3.1: Considered system by Roberson [Roberson, 1952]: an oscillating main mass (M1) is
coupled to a nonlinear dynamic absorber (M2).

where
H(y2) = µλ2y2 + νy3

2 (3.3)

stands for the scaled nonlinear cubic restoring forcing function of the dynamic absorber. The al-
gebraic sign of the cubic part of the function H can be positive or negative. The fact that linear
vibration absorber can act as a vibration amplifier for some frequency intervals apart from the de-
sign value, was the motivation for the development of the Roberson [Roberson, 1952]. Let us name
the finite value of Ω where the amplitude of the main oscillator, a1, become zero as “cross-over”
point denoted as Ωx. Moreover, an interval of Ω2-values around Ω2

x for which | a1 |5 1 is called
as “suppression band” for the unit amplitude. The work of Roberson followed by an optimization
criterion: the expected working frequency and maximum permitted response amplitudes are known
(a1 = 1). The goal is to place working frequency within the suppression band with the restriction
that the absorber vibration amplitude not to be too large, defined as “forbidden region” (specially for
a system with negative nonlinear part). Roberson designed a nonlinear absorber by imposing above
mentioned criterion and restriction which is depicted in Fig. 3.2. Moreover, they showed that the
suppression band for a system with nonlinear absorber is wider compared to corresponding linear
one which it can be seen in Fig. 3.3. Later on Caughey [Caughey, 1954] performed a detailed in-
vestigation on the stability of stationary regimes of such systems. The same as “absorber” systems
which are categorized globally into linear and nonlinear ones, the vibration isolators can be linear or
nonlinear. The main structure (to be protected) is mounted on a flexible support. The stiffness of the
support is tuned so that the natural frequency of the suspension stays far below the excitation fre-
quency ranges. As a result, the effectiveness of the suspension as a vibration isolator will increase
via lowering its natural frequency. Typical linear vibration isolators are not suitable for cancelling
low frequency vibrations where in addition to stationary regime, the danger of shock excitations
exists. The linear isolators to be capable of suppressing low frequency vibrations demand soft
springs and so present excessive large displacements. To overcome these inconveniences, Tobias
[Tobias, 1959] used symmetrical nonlinear springs which were able to support the “static weight”
of the vertical systems (i.e. the effect of the gravity) to be isolated in the form of a preload. Their
proposed isolator units for low frequency isolation incorporated “sine springs" (and a coil spring)
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Figure 3.2: Cross-over curve (middle curve), boundaries of the suppression (left and right hand side
curves) and forbidden regions for λ2 = 0.75 and µ = 0.1[Roberson, 1952].

Figure 3.3: Comparison of the suppression band for optimum nonlinear absorber and the corre-
sponding linear absorber [Roberson, 1952].
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for vertical vibrations and “leaf springs" for horizontal vibrations.
Following the work of the Roberson [Roberson, 1952] for nonlinear vibration absorbers, there
have been quite a lot of studies which consider systems of coupled nonlinear oscillators where
one of them can be used for controlling the rest. Henry and Tobias [Henry and Tobias, 1959,
Henry and Tobias, 1961] considered a general class of two dof nonlinear systems which is depicted
in Fig. 3.4, showing their intention of exploiting nonlinear properties of coupled oscillators for con-
trol and isolation. The governing system equations have been reduced to the form of single mode
motions via eliminating some coupling terms. They carried out stability analyses by perturbing
a periodic motion of the system, which includes only first harmonic, reaching to the well-known
Mathieu equation [Roseau, 1987]. They concluded that a mode initially at rest in a free nonlinear
system may be parametrically excited via vibration in another mode and may become unstable. In
this case modes of the system are coupled which prevents the occurrence of single-mode excitation,
the motion which is typical characteristic of linear systems. Their studies have been completed via
analysing the effects of damping on the stability of modes.
The free oscillations of a two-dof quasilinear conservative systems studied by Gilchrist
[Gilchrist, 1961]. If x1 and x2 stand for normal coordinates, then the kinetic (T ) and potential
(V ) energies of a conservative, linear two-dof system read as:

2T = T1ẋ
2
1 + T2ẋ

2
2

2V = V1x
2
1 + V2x

2
2

(3.4)

The V is evaluated from the equilibrium position x1 = x2 = 0 which should be stable for the system
under study. So, V1 and V2 are positive constants (the same as T1 and T2). If the system under
consideration possesses quasilinear energy functions, then the dominant linear parts of energies are
transferred to normal coordinates so that T and V may are written as:

2T = T1ẋ
2
1 + T2ẋ

2
2 + εfT (x1, x2, ẋ1, ẋ2)

2V = V1x
2
1 + V2x

2
2 + εfV (x1, x2)

(3.5)

where ε is a positive and small parameter and fT and fV are analytic functions of velocities and
displacements. Finally, governing system equations for considered conservative systems, i.e.

V + T = constant (3.6)

may written as:
ẍ1 + k2

1x1 = εf1(x1, x2, ẋ1, ẋ2)

ẍ2 + k2
2x2 = εf2(x1, x2, ẋ1, ẋ2)

(3.7)

with k2
j =

Vj
Tj

, j = 1, 2. Gilchrist [Gilchrist, 1961] treated in a pedagogic manner described

class of two-dof conservative quasilinear systems of Eq. 3.7 via using asymptotic form of solu-
tion as described by Bogoliubov and Mitropolski [Bogoliubov and Mitropolsky, 1961] for systems
with slowly varying phases and amplitudes. They studied “resonance” and “non resonance” cases.
Resonance occurs when linear frequencies of the system 3.7 read:

k1

k2
≈ q2

q1
(3.8)

with q1 and q2 are small mutually-prime integers. Let us distinguish two different cases:

• Resonances case, i.e. Eq. 3.8, is valid. In this case a frequency ω can be chosen in such a
way that:

k2
j = (

ω

qj
)2 + ε∆j j = 1, 2 (3.9)
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where ∆j are de-tuning parameters. Equation 3.7 can be reorganised as:

ẍj + (
ω

qj
)2x1 = ε (fj (x1, x2, ẋ1, ẋ2)−∆jxj) j = 1, 2 (3.10)

To treat the system 3.10, Gilchrist [Gilchrist, 1961] sought its solution in the following form
[Bogoliubov and Mitropolsky, 1961]:

xj = aj cos(
ω

qj
t+ θj) + εu

(1)
j (a1, a2, θ1, θ2, t) + ε2u

(2)
j (a1, a2, θ1, θ2, t) + . . . (3.11)

with j = 1, 2 and εu(r)
j , r = 1, 2, . . . , are periodic functions in θ1 and θ2 while aj and θj are

variables evaluated from:

daj
dt

= εA
(1)
j (a1, a2, θ1, θ2, t) + ε2A

(2)
j (a1, a2, θ1, θ2, t) + . . .

dθj
dt

= εB
(1)
j (a1, a2, θ1, θ2, t) + ε2B

(2)
j (a1, a2, θ1, θ2, t) + . . .

(3.12)

A
(r)
j and B(r)

j , r = 1, 2, . . . , are periodic with
2π

ω
in θ1 and θ2. If one sets ε = 0 in the Eq.

3.7, then the described system solutions in Eq. 3.11 yield to:

xj = aj cos(
ω

qj
t+ θj) (3.13)

with aj and θj being constant, i.e.

daj
dt

=
dθj
dt

= 0 (3.14)

It is seen that, if ε = 0, then defined solutions in Eqs. 3.11, 3.12 are reduced to the system
3.13 and 3.14. To evaluate functions u(r)

j , A(r)
j , B(2)

j (when ε 6= 0), Eqs. 3.11 and 3.12 are
injected in each equation of the system 3.10 and terms of the same order of ε are equated and
are solved successively. Meanwhile, terms fj in Eq. 3.10 can also be extended in the form of
series. Then, at each order of the ε obtained ordinary differential equations should be solved
by imposing solvability conditions such as removing secular terms.

• Non-resonance case, i.e.
k1

k2
is far from

q2

q1
. The solution of 3.9 is taken as [Gilchrist, 1961]:

xj = aj cos(ψj) + εu
(1)
j (a1, a2, ψ1, ψ2) + ε2u

(2)
j (a1, a2, ψ1, ψ2) + . . . , j = 1, 2

(3.15)
with ψj being the full phase and

daj
dt

= εA
(1)
j + ε2A

(2)
j + . . .

dψj
dt

= kj + εB
(1)
j + ε2B

(2)
j + . . .

(3.16)

These expressions should be injected to Eq. 3.7 and terms with different orders of ε should be
equated.
Free vibrations of a undamped pendulum type vibration absorber, see Fig. 3.5, studied by Sevin
[Sevin, 1961] and Struble and Heinbockel [Struble and Heinbockel, 1963]; it consists of a sim-
ple flexible beam suspended at both ends from a gravity pendulum. The Rayleigh-Ritz method
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(a)

(b)

(c)

Figure 3.4: Studied nonlinear systems by Henry and Tobias [Henry and Tobias, 1959,
Henry and Tobias, 1961]: ∆ stands for spring deflection; a) General two dof system with sym-
metrical nonlinear springs; b) Vibration isolating suspension; c) Vibration absorber.

[Temple, 1928], was endowed for deriving system equations. For this, the deflection of the beam,
i.e. y(x, t) imposed to take following form:

y(x, t) =
N∑
n=1

an(t)sin

(
nπx

L0

)
(3.17)

Governing system equations read as [Struble and Heinbockel, 1963]:

¨̄θ +
β2

Ω
sin(Ωθ̄) =

1

Ω
sin(Ωθ̄)

N∑
n=1

¨̄a2n−1

¨̄an + n4ān =
1− (−1)n

2n2

(
1

Ω
¨̄θ sin(Ωθ̄) + ( ˙̄θ)2 cos(Ωθ̄)

)
with n = 1, 2, . . .

(3.18)

If we set EI and m as beam modulus and its mass per unit length, g as gravitational acceleration,

then the nondimensional variables of Eq. 3.18 read as: Ω2 =
π2

8
, θ̄ =

θ

Ω
, τ =

L2
0

π2

√
m

EI
, t̄ =

t

τ
,
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(a)
(b)

Figure 3.5: Pendulum-type vibration absorber studied by Sevin [Sevin, 1961] and Struble and Hein-
bockel [Struble and Heinbockel, 1963]: a) The real system: a platform suspended on hangers; b)
Idealized beam-pendulum system: a flexible beam simply supported at either end by hangers.

β2 =
gτ2

l
, a2n = ā2n and a2n−1 =

(2n− 1)πl

2
ā2n−1 with n = 1, 2, . . . .

Sevin [Sevin, 1961] imposed small rotations assumptions on the behaviours of pendulums. It de-
tail: two nonlinear coupled equations have been derived whose periodic solutions, based on the
development as [Sevin, 1961],

θ̄(t) = θ̄0 cos(βt̄) (3.19)

are either stable or unstable depending on the initial conditions and also the ratio of the simple
pendulum frequency to the frequency of the beam. The unstable mode causes a complete energy
transfer which takes place periodically between two modes. A special internal resonance (“insta-
bility” according to Sevin [Sevin, 1961]) occurs when the beam frequency is about twice that of
simple pendulum. Struble and Heinbockel [Struble and Heinbockel, 1963] sought solutions of the
Eq. 3.18 in the form of series via a perturbation parameter ε as:

ā1 = εA cos(t̄− Φ) + ε2x1 + ε3x2 + · · ·
θ̄ = εB cos(βt̄−Ψ) + ε2z1 + ε3z2 + · · · (3.20)

They traced system response at different scales of ε and they detected system behaviours at non-

resonant and resonant cases, i.e. β ≈ 1

2
and β ≈ 1 [Struble and Heinbockel, 1963]. They found

that during resonant cases, strong energy exchanges between the pendulum mode and higher modes
of the beam take place. Carter and Liu [Carter and Liu, 1961] investigated on a system which is
depicted in Fig. 3.6. The main system with the mass m1 is coupled to an oscillator whose mass is
m2. The restoring forcing functions of two systems are g(x1) and f(x2 − x1), respectively which
read as:

g(x1) = k1(x1 ± γ2x3
1)

f(x2 − x1) = k2

(
(x2 − x1)± β2 (x2 − x1)

3
) (3.21)

The difference between studied systems of Roberson [Roberson, 1952] and Carter and Liu
[Carter and Liu, 1961] was only in characteristics of the main system: the one studied by Roberson
[Roberson, 1952] was linear while the Carter and Liu [Carter and Liu, 1961] included cubic term in
the restoring forcing function of the principal oscillator. With the one term approximation, Carter
and Liu [Carter and Liu, 1961] concluded that the combination of a hardening main system and a
softening spring of the absorber for the system under sweeping frequency of the external excitation
provides very wide suppression width. A detailed investigation on dynamical behaviours of a gen-
eral two-dof system with weak quadratic nonlinearities carried out by Sethna [Sethna, 1965]. The
governing equations in the compact manner are written as:

ξ̈n + s2
nν

2ξn = ε
(
ε−1

(
s2
nν

2 − ω2
n

)
ξn − fn(ξ1, ξ2, ξ̇1, ξ̇2)− Fn cos (rνt)

)
(3.22)
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Figure 3.6: Dynamic vibration absorber investigated by Carter and Liu [Carter and Liu, 1961]: a
main system with mass m1 and a nonlinear restoring forcing term g is coupled to an absorber with
the cubic nonlinear restoring function as f .

with 0 < ε � 1 and n = 1, 2. After averaging [Bogoliubov and Mitropolsky, 1961,
Mitropol’skii, 1965] governing system equations, two global division were made: autonomous and
nonautonomous systems, corresponding to Fn = 0 and Fn 6= 0, respectively. Following cases have
been distinguished:

• internal resonance for autonomous systems (Fn = 0) and nonautonomous (Fn 6= 0) systems:
setting s2 ≈ 2, or the ratio of linear frequencies to be in the neighbourhood of the integer
two.

• external resonance for nonautonomous systems (Fn 6= 0): the frequency of the external
forcing term to be in the neighbourhood of one of the linear frequencies, i.e. r ≈ 1 or r ≈ 2.

• combinations of external and internal resonances for nonautonomous systems (Fn 6= 0):

• the “superharmonic”, i.e. s2 ≈ 2 and r ≈ 1. In this case:

ω2 ≈ 2ω1

ν ≈ ω1
⇒ ω2 ≈ 2ν (3.23)

• the “subharmonic”, i.e. s2 ≈ 2 and r ≈ 2. In this case:

ω2 ≈ 2ω1

ν ≈ ω2
⇒ ω1 ≈

1

2
ν (3.24)

Among above mentioned cases, the authors studied in detail following resonance types: i) nonau-
tonomous systems with internal and then external resonance in subharmonic and superharmonic
cases; ii) autonomous systems with internal resonance or nonautonomous systems with internal
resonance and no external resonance.
They traced an amplitude-modulated responses with modulation frequencies that are much more
smaller than the frequency of the excitation.
I believe that the concept and existence (or intentionally creation) of internal and external reso-
nances would be interesting topic for controlling a special mode via creation of subharmonic and
superharmonic cases (e.g. see [Mook et al., 1986]).
An autoparametric vibration absorber was studied by Haxton and Barr [Haxton and Barr, 1972].
The absorber consists of a cantilever beam of the length l, first modal damping as c2 and flexural
rigidity EI which carries a concentrated end mass m (see Fig. 3.7). The absorber is coupled to a
main system with the mass, damping and rigidity asM , c1 and k, respectively which is under exter-
nal excitation as F (t) = F0 sin(2Ωt). If the beam is projected on its first mode, then after ignoring
gravitational effects, governing system equations are summarized as [Haxton and Barr, 1972]:

Ẍ + 2εη1ω1Ẋ + ω2
1X − εR(ẏ2 − yÿ) = ω2

1 cos(2Ωt)

ÿ + 2εη2ω2ẏ + (ω2
2 − εẌ)y + ε2y(ẏ2 + yÿ) = 0

(3.25)
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with X0 =
F0

k
, X =

Xd

X0
, y =

yd
X0

, ε =
6X0

5l
, ω2

1 =
k

M +m
, ω2

2 =
λ

m
, λ =

3EI

l3
, R =

m

m+M
,

εη1 =
c1

2ω1(m+M)
, εη2 =

c2
2ω2m

. They assumed the solution of Eq. 3.25 in the form of series,

the same as Struble and Heinbockel [Struble and Heinbockel, 1963] performed for their system
under consideration:

X = A(t) cos(ω1t+ φ(t)) + εX1(t) + ε2X2(t) + . . .

y = B(t) cos(ω2t+ θ(t)) + εy1(t) + ε2y2(t) + . . .
(3.26)

where A(t), B(t), φ(t), θ(t) are slowly varying functions of time t. Variational terms in Eq. 3.25
are referred to O(ε1) order of system of equations. The perturbational equations are those that cor-

respond to higher orders of ε parameter. It has been assumed that
2Ω

ω1
≈ 1 +O(ε1) and ω1 = 2ω2,

i.e. the systems presents combination resonances. First of all, they treated O(ε1) of the system
3.25 imposing that first and second derivatives of slowly variables parameters can be set to zero.
Obtained solution are injected back to variation solutions and finally response curve of the system
with its stable and unstable zones, have been traced. Theoretical, numerical and experimental re-
sults by authors show that the autoparametric absorber is capable of controlling the main systems
against vibrations. The comparison has been also carried out between the the control process via
a TMD and the autoparametric absorber with the same mass ratio. Obtained results from studied
system by Haxton and Barr [Haxton and Barr, 1972] showed that the autoparametric absorber is not
favourable towards the TMD. But this comparison was made on a non optimized nonlinear vibration
absorber. Meanwhile, the authors emphasise that if the external excitation is composed of multiple
angular frequencies such as fundamental one as Ω and its first overtone as 2Ω, then the fundamental
component will be absorbed via TMD action of the absorber while the overtone will be activate the
autoparametric action of the absorber.

Figure 3.7: The schematic of the considered system by Haxton and Barr [Haxton and Barr, 1972]:
an autoparametric absorber system composed of a beam with the flexural rigidity as EI , the point
mass m and lateral stiffness as λ is coupled to a main system with the mass M .
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The steady-state motion and asymptotic stability of a piece-wise linear oscillator is studied by Masri
[Masri, 1972]. The effects of the gravity have been ignored. It has been shown that by proper tun-
ing of parameters of the nonsmooth oscillator, they can be used for controlling the linear oscillator.
Yamakawa et al. [Yamakawa et al., 1977] developed a nonlinear absorber which was composed of
three permanent circular magnets, arranged to have a common guide going through their centres.
This guide keeps the magnets in alignment so that the same poles are opposed to each other. The two
magnets at the extremes are fixed (with an adjustable distance) while the middle one floats between
two others. Via experimentation they managed to produce two types of nonlinear systems for verti-
cal and horizontal oscillations, with restoring forcing functions as f(z) = αz−βz2 +γz3 + H.O.T
and f(z) = ᾱz + γ̄z3 + H.O.T for vertical and horizontal systems, respectively. Later on, Ko-
jima and Saito [Kojima and Saito, 1983] implemented the same type of the magnetic nonlinear
absorber to the vibration control of a beam. Kojima and Nagaya [Kojima and Nagaya, 1983] de-
veloped a torsional absorber which was made up of a circular conducting plate and four cylindrical
rare-earth magnets. Their study started with theoretically analysing the magnetic torsional stiffness
between two magnets followed by characterisation of magnetic damping experimentally. Their de-
veloped torsional restoring forcing function reads as T (θ) = αθ − βθ3(softening Duffing-type)
where T and θ are torsion and the angle, respectively. Hunt and Nissen [Hunt and Nissen, 1982]
developed a nonlinear softening spring via arrays of Belleville washers mounted back to back for
vibration control. Then, Nissen et al. [Nissen et al., 1985] optimized such nonlinear absorbers. The
bow-type or shallow springs (or shallow buckled beam) has been exploited by Rice and McCraith
[Rice and McCraith, 1987] for creation of a nonlinear coupling terms of an absorber. The system
could be utilised to present hardening or softening behaviours. A simple back-to-back position-
ing of bows leads to softening responses as the ones of Hunt and Nissen [Hunt and Nissen, 1982].
The steady state responses of two coupled duffing type oscillators where the one with smaller mass
is intended to be the controller is studied by Shaw et al. [Shaw et al., 1989]. They treated sys-
tem equations with method of multiple scale [Nayfeh, 2000] considering a combination resonance
when the operating frequency is approximately mean of two linearised natural frequencies of the
system. They discussed about different possible responses of the system highlighting that the sys-
tem can face quasi periodic responses with very large amplitude which destroys the effectiveness
of the absorber. Ema and Marui [Ema and Marui, 1996, Ema and Marui, 2000] developed an im-
pact damper with the application on suppression of vibrations of long, thin cutting tools such as
boring tools or drills. They investigated on cases when the main system vibrates on the direction of
the gravity or vertical to it. A combination of a TMD and an impact damper has been developed
by Collette [Collette, 1998] for passive control of systems under random excitations. A numer-
ical and parametric studies of an impact damper has been carried out by Blazejczyk-Okolewska
[Blazejczyk-Okolewska, 2001]. In their studies the mass and the suspension spring of the im-
pact damper are supposed to be smaller than the ones of the main systems. It is shown that the
amplitudes of the main system around the first and also the second resonances are much smaller
compared to traditional linear absorbers. Vyas and Bajaj [Vyas and Bajaj, 2001] investigated on
the dynamical regimes of autoparametric absorbers endowing multiple pendulums inspired from
the work of Haston and Bar [Haxton and Barr, 1972]. Instead of coupling a cantilever beam with a
tip mass as an autoparametric absorber (see [Haxton and Barr, 1972]), they attached multiple array
of pendulums to the main system as the vibration controller. The autoparametric absorbers exploit
the energy exchanges between modes and also the saturation phenomena which mainly appear in
quadratically coupled oscillators under primary excitation and having 1:2 internal resonances (see
[Sethna, 1965]). However, Vyas and Bajaj [Vyas and Bajaj, 2001] showed that the suppression
band of their studied absorbers can be augmented by exploiting pendulums with slightly different
natural frequencies. Meanwhile, different possible responses of a single autoparametric absorber
are discussed by Song et al. [Song et al., 2003] via using a harmonic balance technique and third
order expansions of sinus and cosine of the angle of the pendulum.
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At the early twenty-one century energy exchanges and the possibility of energy pumping in coupled
systems are studied where one of them possessed pure cubic nonlinearity with no linear part. The
considered system was two weakly coupled oscillators with linear and pure cubic nonlinearity for
their reactions forces [Gendelman, 2001, Gendelman et al., 2001, Vakakis and Gendelman, 2001,
Vakakis, 2001]. It has been shown that it is possible to induce a one-way irreversible energy tun-
nelling between two oscillators [Vakakis and Gendelman, 2001]. The pure nonlinear oscillator is
named as nonlinear energy sink (NES). In the following section a brief literature review about the
passive nonlinear vibratory control by NES systems to the date is provided.

3.2 Nonlinear passive control of main systems by NES devices

In the Sect. 3.1 a very brief and representative history of nonlinear passive controller systems
and their mechanisms which have been developed since 20th century until the early 21th cen-
tury is provided. In this section we take our attention on the passive control by NES sys-
tems which is the main focus of this report. It is seen that via exploiting the nonlinear na-
ture of coupled oscillators, the passive control of primary systems can be improved to large
extend with respect to the ones of linear controller systems. Passive vibratory energy transfer
through mode localization has been applications in chemical physics, solid state and biologi-
cal phenomena. Some examples of really extensive works in this domain are: vibratory energy
exchanges at the solid-fluid interfaces [Vilallonga and Rabitz, 1986, Micha and Vilallonga, 1986,
Vilallonga and Micha, 1987a, Vilallonga and Micha, 1987b, Vilallonga and Rabitz, 1990], energy
exchanges in a lattice which consists of coupled Klein-Gordon systems [Akhatov et al., 1995,
Khusnutdinova and Pelinovsky, 2003], etc. The vibratory energy exchanges between two nonlin-
ear systems can be also seen that injection of amount of energy to discrete breather(s) of a non-
linear system (donor) which is weakly coupled to another nonlinear system [Aubry et al., 2001,
Kopidakis et al., 2001, Maniadis et al., 2004]. Discrete breathers are time periodic and spa-
tially localized solutions of coupled nonlinear oscillator systems [Flach and Willis, 1998,
Iooss and James, 2005]. The existence of these intrinsic localized modes has been already spot-
ted in the study of vibrational states of molecules [Scott, 2003]. To my knowledge (ATS), the
term targeted energy transfer (TET) and its implementation have been first carried out by Aubry
et al. [Aubry et al., 2001] and later on at the same year by [Kopidakis et al., 2001]. The phe-
nomenon has been explained by authors as it follows: any vibratory energy induced to a har-
monic oscillator which is weakly coupled to another harmonic oscillator channels back and
forth between two oscillators if they are in resonance, i.e. they possess the same linear fre-
quency. When the two oscillators are nonlinear (or anharmonic), their frequencies become am-
plitude dependent and any possible initial resonance will be broken. In this case, energy trans-
fer will stop unless an almost perfect resonance persists during the whole transfer. In other
words, although the frequencies of two oscillators vary during the transfer, but they should stay
almost equal. The condition is that a certain detuning function is bounded from above and be-
low. This TET is selective, i.e., it only occurs for an initial energy close to a specific value
[Aubry et al., 2001]. The TET has been applied to the problem of ultrafast electron transfer and
accounts for the experimentally observed phenomena in bacterial photosynthetic reaction cen-
tres [Aubry and Kopidakis, 2005, Memboeuf and Aubry, 2005, Hervé and Aubry, 2006]. The pas-
sive control process can be explained via exploiting the modal interactions due to internal and/or
autoparametric resonances [Nayfeh and Mook, 1979, Nayfeh and Pai, 1989, Pai and Nayfeh, 1990,
Monteil et al., 2014]. These kinds of resonances depend on the the type of nonlinearity of the
system: if we suppose that ωj stands for the natural frequency of the mode number j, then for sys-
tems with cubic nonlinearity the modal interactions can be seen if ωm ' ωn, ωm ' |±2ωk ± ωl|
or ωm ' |ωn ± ωk ± ωl|. In systems with quadratic nonlinearities, in additions to above con-
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ditions we also can add ωm ' 2ωn or ωm ' ±ωk ± ωl [Nayfeh and Balachandran, 1989].
As it is shown by Mook et al. [Mook et al., 1986], the existence of internal resonance(s) may
reduce the response of the system significantly. Moreover, the vibratory energy can shift pe-
riodically between the resonant modes instead of approaching a steady state. A comprehen-
sive theoretical studies about combinational and internal resonances and their effects on the
system responses can be found in [Szemplińska-Stupnicka, 1969, Szemplińska-Stupnicka, 1975,
Szemplińska-Stupnicka, 1978, Szemplińska-Stupnicka and Bajkowski, 1980]. Globally speaking
the TET and internal/combinational resonances are different and they can coincide in some spacial
case. A good literature review about the passive control by NES technology using the TET can be
found in [Lee et al., 2008, Vakakis et al., 2008].
The TET via exploiting the NES in its original version possessed essential cubic nonlinearity
[Vakakis and Gendelman, 2001]. Meanwhile, during the past years other types of nonlinearities,
e.g. non-polynomial ones [Gendelman, 2008], have been considered for the aim of TET. Some
examples of studied nonpolynomial NES systems are:

• vibro-impact oscillators [Nucera et al., 2007, Lee et al., 2009, Gendelman, 2012,
Gendelman and Alloni, 2015, Gourc et al., 2015a, Gourc et al., 2015b];

• piece-wise linear oscillators [Lamarque et al., 2011, Ture Savadkoohi et al., 2012a,
Weiss et al., 2016, Hurel et al., 2019];

• oscillators with geometrical and hysteresis nonlinearities [Ture Savadkoohi et al., 2016a];

• oscillators with time-dependent masses [Ture Savadkoohi and Lamarque, 2014b].

Several experimentations for TET by exploiting NES systems have been carried out in mechanical
and structural systems via using different nonlinearities. We can categorize these experimental tests
according to the type of nonlinearity of the NES as:

• cubic nonlineairties [McFarland et al., 2005, Kerschen et al., 2005, Kerschen et al., 2007,
Gourdon et al., 2007, Ture Savadkoohi et al., 2012b, Lamarque et al., 2018];

• vibro-impact systems [Nucera et al., 2008, AL-Shudeifat et al., 2013, Gourc et al., 2015b,
Pennisi et al., 2017];

• piece-wise linear systems [Weiss et al., 2018].

After a brief introduction about the passive control by nonlinear absorbers and the TET, in Chapter
4 we will treat in detail the TET between coupled oscillators for passive control of main systems.
After presenting a general methodology, some studied cases are presented and discussed.
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4.1 Introduction

The primary step for passive control of main structural systems or equipments seeks for correct
mathematical modelling of such systems describing their real behaviours as much as possible. They
can be modelled via differential equations or differential algebraic inclusion. Examples for systems
with differential equations are linear systems, smooth nonlinear oscillator and systems presenting
hysteresis behaviours leading to nonsmooth differential equations or systems with elasto-plastic re-
sponses. Some times systems can not be described via differential equations, such as systems with
friction or systems including Saint-Venant elements [Bastien et al., 2013]. In such cases, dynamics
of the system should be defined via differential inclusions or differential algebraic inclusion if there
exists some constraints in the system. The idea is to control main systems with above mentioned
behaviours by one or several NES which can also present smooth or nonsmooth nonlinearities. In
this chapter a general methodological package for treating energy exchanges between nonlinear os-
cillators is presented. Organization of the chapter is as it follows: In Sect. 4.2 passive control of a
main systems including a rheology via a NES is studied in a general manner. One of the oscillators
is intended to be the main structure/main mode and the second one is a nonlinear energy sink. The
considered rheology is represented via a set of internal variables that are governed by either dif-
ferential inclusions or differential equations or direct algebraic relations between system variables.
A step by step methodology is presented to detect system behaviours around a 1 : 1 resonance
at different time scales. Fast and slow system equations provide its slow invariant manifold and
detection of its periodic and modulated responses. The second part of the chapter considers a set
of multiple degrees of freedom main systems which are attached to several nonlinear energy sinks
housing several rheologies. In Sect. 4.3 the presented methodology of the Sect. 4.2 is extended to
cover the general case around a 1 : 1 resonances. To clarify explained methodologies in Sect. 4.2
and 4.3 an example is provided in Sect. 4.4 which treats a passive control problem of a linear system
via a NES with geometrical nonlinearity and hysteresis responses. A summary of results of some
treated systems, consisting of a main linear system and a single nonlinear absorber are presented
in Sect. 4.6. The TET between a principal system and a chain of nonlinear oscillators treated via
continua approach is discussed in Sect. 4.7. Finally some collaborations in this domain are listed in
Sect. 4.8.

4.2 A two degrees of freedom nonlinear system around a 1 : 1

resonance

The system is composed of two coupled oscillators: The main one with the mass as 1, the displace-
ment x and internal variables zj and żj (j = 1, . . . , n) (representing parameters of a rheology) is
under external force εf0 sin(ωT ). This oscillator is attached to a NES with the displacement y,
the mass ε and a cubic or nonsmooth potential function. Governing equations of the system are
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summarized as [Ture Savadkoohi et al., 2016b]:

ẍ+ f̃1(x, ẋ, z1, . . . , zn, ż1, . . . , żn)︸ ︷︷ ︸
initial system with internal variables zj ,żj ,j=1,...,n

+ f̃2(x, ẋ, y, ẏ︸ ︷︷ ︸
coupling

) = εf0 sin(ωT )

εÿ − εf2(y, ẏ, x, ẋ)︸ ︷︷ ︸
additional dof (NES)

= 0

Rheology→ z1, . . . , zn, ż1, . . . , żn(Dimension n). Constitutive laws for z1, . . . , zn
in neighbourhood of (0, . . . , 0).

(4.1)

Internal variables zj and żj (j = 1, . . . , n) are governed by either differential inclusions, eg.
Saint-Venant elements [Bastien et al., 2013], or differential equations, eg. Bouc-Wen models
[Bouc, 1971, Ikhouane and Rodellar, 2007], or piece-wise direct algebraic relations between zj , żj ,
x and ẋ (or y and ẏ) via f̃1(x, ẋ, z1, . . . , zn, ż1, . . . , żn).
It should be mentioned that

• Equations 4.1 are re-scaled forms of original system equations with respect to the new time
domain T .

• The parameter ε which is in fact the mass ratio of the main oscillator and the NES, is very
small: 0 < ε� 1.

• We study system behaviour around a 1 : 1 resonance. This is carried out by setting ω =

ω0 + σε, where ω0 is the re-scaled linear frequency of the main system, eg. ω0 = 1. The
detuning parameter σ permits to detect system behaviours around the 1 : 1 resonance.

In order to study and to predict behaviours of two oscillators at different scales of time, the system
4.1 is treated in following sections.

4.2.1 Possible change of system coordinates, complexifications and using the
Galerkin technique

Some preliminary treatments of system 4.1 are carried out in order to prepare it for the time multi-
scale analysis. They are listed here [Ture Savadkoohi et al., 2016b]:

• Linear transformation for x and y coordinates via A matrix:(
v

w

)
= A

(
x

y

)
(4.2)

For instance, transferring the system to the centre of the mass and the relative displacement
of two oscillators:

A =

(
1 ε

1 −1

)
(4.3)

• Depending on the condition of the system, complex variables of Manevitch (for systems
without pre-stress) [Manevitch, 2001] or their extended versions (for pre-stressed systems)
[Ture Savadkoohi et al., 2012a, Weiss et al., 2016] are applied (i2 = −1):

ib1 + ϕ1e
iωT = v̇ + iωv

ib2 + ϕ2e
iωT = ẇ + iωw

ϕ3je
iωT = żj + iωzj j = 1, . . . , n

(4.4)
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It should be mentioned that we can consider higher harmonics such as (ϕ12e
2iωT +

ϕ13e
3iωT + . . .), (ϕ22e

2iωT + ϕ23e
3iωT + . . .) and (ϕ3j2e

2iωT + ϕ3j3e
3iωT + . . .).

• We consider different scales of the time, fast time scale (τ0), slow time scale (τ1),. . . con-
necting to each other by ε parameter:

T = τ0, τ1 = ετ0, τ2 = ε2τ0, · · · (4.5)

• We use the Galerkin method, i.e. a truncated Fourier series (constant terms and first harmon-
ics). For a general function k(b1, b2, ϕ1, ϕ2, ϕ31, . . . , ϕ3n) reads:

χ(b1, b2, ϕ1, ϕ2, ϕ31, . . . , ϕ3n) =
ω

2π

∫ 2π
ω

0

k(b1, b2, ϕ1, ϕ2, ϕ31, . . . , ϕ3n)e−liωT dT

(4.6)
with l = 0, 1 for evaluating constant terms and first harmonics of the Fourier series, respec-
tively. For evaluating the integral of the Eq. 4.6, we assume that b1, b2, ϕ1, ϕ2, ϕ31, . . ., ϕ3n

do not depend on fast time scale, i.e. τ0 = T . This will be either verified during the time
multi-scale analysis of the system or we will suppose that after a long transient response,
the system reaches to an asymptotic state which is independent to time T (mathematically
τ0 →∞).

4.2.2 Detection of system behaviours at different scales of time: fast and slow
equations

A multiple scale method [Nayfeh and Mook, 1979] is exploited for detecting system behaviours at
different scales of time. After embedding the time T into different scales, i.e. via Eq. 4.5, we would
like to study system behaviours at each time scales, which means that we should consider system
equations at different orders of ε. If we consider constant terms of Fourier series, i.e. by setting
l = 0 in Eq. 4.6, then ε0 and ε1 orders of system equations provide both constant terms of Eq. 4.4,
b1 and b2, as a function of pre-stressing terms. In the next sections we will focus on the evolutions
of first harmonics of the system at different time scales.

4.2.2.1 Fast equations: ε0 order of system equations

Let us consider first harmonics of the system via setting l = 1 in Eq. 4.6. At fast time scale the
system yields to:

∂ϕ1

∂τ0
= 0⇒ ϕ1 = ϕ1(τ1, τ2, ...) (4.7)

∂ϕ2

∂τ0
+ Λ(ϕ1, ϕ2, ϕ31, ϕ32, . . . , ϕ3n) = 0 (4.8)

Υ(ϕ1, ϕ2, ϕ31, ϕ32, . . . , ϕ3n) = 0 (4.9)

Let us consider Eq. 4.8 at the infinity of fast time scale, i.e.
∂ϕ2

∂τ0
→ 0:

Λ(ϕ1, ϕ2, ϕ31, ϕ32, . . . , ϕ3n) = 0 (4.10)

Equations 4.9 and 4.10 present an asymptotic equilibrium governed by a manifold called slow
invariant manifold (SIM). Equations 4.7, 4.9 and 4.10 show that ϕ1,ϕ2, ϕ31, . . ., ϕ3n are constant
during the time τ0 = T , so our assumption for evaluating the constant and first terms of Fourier
series in Eq. 4.6 is verified a posteriori. We can distinguish two possible cases for the SIM:
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Case 1
Let us assume that Eq. 4.9 provides following explicit relation:

ϕ3j = H3j(ϕ1, ϕ2), j = 1, . . . , n (4.11)

so, Eq. 4.10 reads:

Λ(ϕ1, ϕ2, ϕ31, ϕ32, . . . , ϕ3n) = 0 ⇐⇒ Λ̃(ϕ1, ϕ2) = 0 (4.12)

We set ϕj = Nje
iδj , j = 1, 2. There are two possibilities on the relation between ϕ1 and ϕ2:

I There is an explicit relation between ϕ1 and ϕ2, i.e.:

ϕ1 = H(ϕ2) (4.13)

or, 
δ1 = h1(δ2, N2)

N1 = h2(δ2, N2)

⇐⇒
(

δ1
N1

)
= h(δ2, N2) (4.14)

II There is not an explicit relation between ϕ1 and ϕ2. In this case Eq. 4.12 provides two
relations:

Λ̃(ϕ1, ϕ2) = 0 ⇐⇒ Λ̂(δ2, N2, δ1, N1) =

(
0

0

)
(4.15)

Functions Λ̃(ϕ1, ϕ2) are equations defined in the complex domain and Λ̂(δ2, N2, δ1, N1)

correspond to the same equations in the real domain.

Case 2
This case considers a very general form of the SIM supposing that there is not explicit rela-
tions between system variables. The general form of the SIM of the system by combining
Eqs. 4.9 and 4.10 can be written in the compact form as:

S (ϕ1, ϕ2, ϕ31, ϕ32, . . . , ϕ3n) = 0 (4.16)

which is a set of equations in the complex domain. The same equations in the real domain
read:

Ŝ (δ2, N2, δ1, N1, δ31, N31, . . . , N1, δ3n, N3n) = 0 (4.17)

4.2.2.2 Slow equations: ε1 order of system equations

We are interested to study the system at slow time scale but around its SIM. This means that in
the developments of system equations at ε1 order, we should consider equations of the SIM which
are obtained in Sect.4.2. The core idea is to detect equilibrium and singular points of the sys-
tem which correspond to periodic regimes and strongly modulated response (SMR) of the system
[Starosvetsky and Gendelman, 2008]. We can distinguish different scenarios according to different
cases which have been defined in Sect.4.2:

Scenario 1
Let us suppose that the SIM follows assumptions of the Case 1:
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I There is an explicit relation between ϕ1 and ϕ2.

∂ϕ1

∂τ1
= H (ϕ1, ϕ2) ⇐⇒


∂δ1
∂τ1

∂N1

∂τ1

 =

 H1(δ2, N2)

H2(δ2, N2)

 (4.18)

Let us consider evolution of the system along the SIM at τ1 time scale. We inject Eq.
4.14 in the Eq. 4.18,

∇(δ2,N2)h


N2

∂δ2
∂τ1

∂N2

∂τ1

 = H̃ (δ2, N2) (4.19)

where ∇(δ2,N2)h denotes the Jacobian matrix of h versus variables δ2 and N2 (similar
notations are used here after). Equilibrium points of the system are those which provide: H̃ (δ2, N2) = 0

∇(δ2,N2)h be invertible
(4.20)

while singular points provide H̃ (δ2, N2) = 0

∇(δ2,N2)h not to be invertible
(4.21)

II There is not an explicit relation between ϕ1 and ϕ2.

∂ϕ1

∂τ1
= F (ϕ1, ϕ2) ⇐⇒


∂δ1
∂τ1

∂N1

∂τ1

 =

 F1(δ2, N2, δ1, N1)

F2(δ2, N2, δ1, N1)

 (4.22)

Let us consider system modulations along the SIM at τ1 time scale. Equation 4.15 is
derived versus τ1 time scale:

∇(δ2,N2,δ1,N1)Λ̂



∂δ2
∂τ1

∂N2

∂τ1

∂δ1
∂τ1

∂N1

∂τ1


=

 0

0

 (4.23)

The dimension of the matrix ∇Λ̂(δ2, N2, δ1, N1) is (2× 4). In the blocked form it can
be re-written as:

∇(δ2,N2,δ1,N1)Λ̂ =
[
∇(δ2,N2)Λ̂ ∇(δ1,N1)Λ̂

]
(4.24)
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So, Eq. 4.23 reads:

∇(δ2,N2)Λ̂


∂δ2
∂τ1

∂N2

∂τ1

+∇(δ1,N1)Λ̂


∂δ1
∂τ1

∂N1

∂τ1

 =

 0

0

 (4.25)

This equation can be rearranged by considering Eq. 4.22:

∇(δ2,N2)Λ̂


∂δ2
∂τ1

∂N2

∂τ1

 = −∇(δ1,N1)Λ̂

 F1(δ2, N2, δ1, N1)

F2(δ2, N2, δ1, N1)

 (4.26)

Equations 4.15, 4.22 and 4.26 provide useful information relevant to positions of equi-
librium and singular points. Equilibrium points of the system provide:



Λ̂(δ2, N2, δ1, N1) =

(
0

0

)
F1(δ2, N2, δ1, N1) = F2(δ2, N2, δ1, N1) = 0

∇(δ2,N2)Λ̂ be invertible

(4.27)

Singular points of the system provide:



Λ̂(δ2, N2, δ1, N1) =

(
0

0

)
F1(δ2, N2, δ1, N1) = F2(δ2, N2, δ1, N1) = 0

∇(δ2,N2)Λ̂ not to be invertible

(4.28)

Scenario 2
Let us consider a very general form of the SIM (see Eq. 4.16) which has been explained in
Case 2 of the Sect. 4.2.



46
Chapter 4. Targeted energy transfer in mechanical system via pure nonlinear mechanical

resonators

At fast time scale we can write:



∂ϕ1

∂τ1

∂ϕ31

∂τ1

...

∂ϕ3n

∂τ1


= M (ϕ1, ϕ2, ϕ31, . . . , ϕ3n)⇐⇒



∂δ1
∂τ1

∂N1

∂τ1

∂δ31

∂τ1

∂N31

∂τ1

...

∂δ3n
∂τ1

∂N3n

∂τ1



= M (4.29)

with

M =



M1(δ2, N2, δ1, N1, δ31, N31, . . . , N1, δ3n, N3n)

M2(δ2, N2, δ1, N1, δ31, N31, . . . , N1, δ3n, N3n)

M3(δ2, N2, δ1, N1, δ31, N31, . . . , N1, δ3n, N3n)

...

M2n+3(δ2, N2, δ1, N1, δ31, N31, . . . , N1, δ3n, N3n)

M2n+4(δ2, N2, δ1, N1, δ31, N31, . . . , N1, δ3n, N3n)



(4.30)
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Equation 4.17 can be derived versus τ1 time scale as:

∇(δ2,N2,δ1,N1,δ31,N31,...,N1,δ3n,N3n)Ŝ



∂δ2
∂τ1

∂N2

∂τ1

∂δ1
∂τ1

∂N1

∂τ1

∂δ31

∂τ1

∂N31

∂τ1

...

∂δ3n
∂τ1

∂N3n

∂τ1



=


0

...

0

 (4.31)

Dimension of the ∇(δ2,N2,δ1,N1,δ31,N31,...,N1,δ3n,N3n)Ŝ is (2n + 2) × (2n + 4). So, Eq. 4.31
provides (2n+ 2) relations. In the blocked form we can write:

∇(δ2,N2,δ1,N1,δ31,N31,...,N1,δ3n,N3n)Ŝ =
[
∇(δ2,N2)Ŝ ∇(δ1,N1,δ31,N31,...,N1,δ3n,N3n)Ŝ

]
(4.32)
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Equation 4.31 reads;

∇(δ2,N2)Ŝ


∂δ2
∂τ1

∂N2

∂τ1

+∇(δ1,N1,δ31,N31,...,N1,δ3n,N3n)Ŝ



∂δ1
∂τ1

∂N1

∂τ1

∂δ31

∂τ1

∂N31

∂τ1

...

∂δ3n
∂τ1

∂N3n

∂τ1



=


0

...

0

 (4.33)

or

∇(δ2,N2)Ŝ


∂δ2
∂τ1

∂N2

∂τ1

 = −∇(δ1,N1,δ31,N31,...,N1,δ3n,N3n)ŜM (4.34)

Equilibrium and singular points of the system can be traced via Eqs. 4.17, 4.29 and 4.34. Equilib-
rium points can be detected via

Ŝ (δ2, N2, δ1, N1, δ31, N31, . . . , N1, δ3n, N3n) = 0

M = 0

∇(δ2,N2)Ŝ be invertible

(4.35)

Singular points of the system provide:

Ŝ (δ2, N2, δ1, N1, δ31, N31, . . . , N1, δ3n, N3n) = 0

M = 0

∇(δ2,N2)Ŝ not to be invertible

(4.36)

4.3 Time multi-scale energy exchanges between a multiple de-
grees of freedom main oscillator and multiple NES includ-
ing rheologies

The considered system and all developments in Sect. 4.2 are based on a two-dof system
which includes a rheology of the dimension n (see Eq. 4.1). In this section, we con-
sider a system that is composed of nm-dof main oscillators which are coupled to nn-dof NES
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[Ture Savadkoohi et al., 2016b]. The dimension of the rheology is assumed to be nr. Let us assume
that system equations read:

Ÿ1 + ∆1Y1 + ε∆2Ẏ1 + εF1(Y1,Y2) + εF2(Ẏ1, Ẏ2)︸ ︷︷ ︸
εF̃(Y1,Y2,Ẏ1,Ẏ2)

+E(Y1,Y2, Ẏ3) = εf0sin(ωT )

εŸ2 − εF̃(Y1,Y2, Ẏ1, Ẏ2) = 0

Ẏ3 +G(Y1,Y2,Y3) = 0 or
(
Ẏ3 +G(Y1,Y2,Y3)

)
3 0

(4.37)
Where Y1, Y2 and Y3 are vectors of dimensions nm, nn and nr, respectively. f0 is the vector of
applied external forcing amplitudes on each dof of the main system (with dimension nm). Since we
would like to study system behaviors around 1 : 1 resonances, we assume that:

∆1 = ω2Id + εΣ (4.38)

where Σ is a diagonal matrix of detuning parameters and Id is the unity matrix. To detect system
behaviours at different scales of time, we follow similar steps which have been explained in Sect.
4.2.

4.3.1 Complexifications and using the Galerkin technique
System variables could be submitted to the following linear transformation:(

V

W

)
= A

(
Y1

Y2

)
(4.39)

In order to simplify, let us assume that A = Id. Complex variables of Manevitch [Manevitch, 2001]
or their extended versions [Ture Savadkoohi et al., 2012a, Weiss et al., 2016] are applied to system
variables: 

iB1 + Φ1e
iωT = V̇ + iωV

iB2 + Φ2e
iωT = Ẇ + iωW

Φ3e
iωT = Ẏ3 + iωY3

(4.40)

The Galerkin technique is endowed for keeping constant and first harmonics of the Fourier series.
For any arbitrary function kkk(B1,B1,Φ1,Φ2,Φ3) this task is carried out via:

χ(B1,B1,Φ1,Φ2,Φ3) =
ω

2π

∫ 2π
ω

0

kkk(B1,B1,Φ1,Φ2,Φ3)e−liωT dT (4.41)

with l = 0, 1. For solving integrals of Eq. 4.41 we use the same assumptions that are explained in
Sect. 4.2.1.

4.3.2 Time multi-scale behaviours of the system
If we use l = 0 in Eq. 4.41, i.e. we keep constant terms of the Fourier series, then vectors B1 and
B2 can be revealed by considering system equations at ε0 and ε1 orders. Let us concentrate at first
harmonics of Fourier series, i.e. we set l = 1 in Eq. 4.41. The ε0 order of system equations provide:

∂Φ1

∂τ0
= 0⇒ Φ1 = Φ1(τ1, τ2, ...) (4.42)
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∂Φ2

∂τ0
+ Λ(Φ1,Φ2,Φ3) = 0 (4.43)

Υ(Φ1,Φ2,Φ3) = 0 (4.44)

Equation 4.42 provides nm relations in the complex domain. When τ0 →∞ (
∂Φ2

∂τ0
= 0), Eq. 4.43

and 4.44 provide asymptotic responses of the system which is in fact its SIM. In the compact form
and as a set of equations in the complex domain, it reads:

S (Φ1,Φ2,Φ3) = 0 (4.45)

which provides nm + nr relations in the complex domain. Equations 4.45 in real domain yield to:

Ŝ (δ2,N2, δ1,N1, δ3,N3) = 0 (4.46)

where δj ,Nj , j = 1, 2, 3 are phase and amplitude vectors of Φj , j = 1, 2, 3, respectively. Equation
4.46 provides 2(nm + nr) relations. Detection of slow dynamics of the system demands consider-
ation of system equations at ε1 order. We can write:


∂Φ1

∂τ1

∂Φ3

∂τ1

 = M (Φ1,Φ2,Φ3)⇐⇒



∂δ1

∂τ1

∂N1

∂τ1

∂δ3

∂τ1

∂N3

∂τ1


= M (4.47)

Let us find the evolution of the SIM at τ1 time scale. Equation 4.46 is derived versus τ1 time scale:

∇(δ2,N2,δ1,N1,δ3,N3)Ŝ



∂δ2

∂τ1

∂N2

∂τ1

∂δ1

∂τ1

∂N1

∂τ1

∂δ3

∂τ1

∂N3

∂τ1



= 0 (4.48)
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Dimension of∇(δ2,N2,δ1,N1,δ3,N3)Ŝ is 2(nn+nr)×2(nm+nn+nr). System of equations 4.48
can be reorganized as:

∇(δ2,N2)Ŝ


∂δ2
∂τ1

∂N2

∂τ1

+∇(δ1,N1,δ3,N3)Ŝ



∂δ1

∂τ1

∂N1

∂τ1

∂δ3

∂τ1

∂N3

∂τ1


= 0 (4.49)

Dimension of ∇(δ2,N2)Ŝ is 2(nn + nr) × 2nn while dimension of ∇(δ1,N1,δ3,N3)Ŝ is 2(nn +

nr) × 2(nm + nr). Equations 4.46, 4.47 and 4.49 provide useful tools for detecting equilibrium
and singular pints of the system. Equilibrium points of the system can be traced by:

Ŝ (δ2,N2, δ1,N1, δ3,N3) = 0

&

M = 0

&

∇(δ2,N2)Ŝ be invertible

(4.50)

Singular points of system can be revealed by:

Ŝ (δ2,N2, δ1,N1, δ3,N3) = 0

&

M = 0

&

∇(δ2,N2)Ŝ not to be invertible

(4.51)

In the next section a step by step pedagogical technique for treatment of two coupled oscillators is
presented which uses the explained methodology in Sects. 4.2 and 4.3.

4.4 Fast/slow dynamics of two coupled oscillators with hystere-
sis behaviour

The system under consideration is illustrated in Fig. 4.1 [Ture Savadkoohi et al., 2016a]: It consists
of a linear forced oscillator, standing for the main system, that is coupled to a NES which presents
geometrical nonlinearity (pure cubic restoring forcing function) and a hysteresis behaviour. Char-
acteristics of the main system are: the mass M , the linear stiffness k1, damping c, generalized dis-
placement x1, that is under external periodic force Γ sin(Ωt). The mass of the NES is very light that
is defined asm = εM (0 < ε� 1), its damping and generalized displacement read as λ and x2, re-
spectively. Its nonlinear geometrical function reads F (α) = k3α

3 while its hysteresis behaviour is
supposed to be of Bouc-Wen type [Bouc, 1971, Laxalde et al., 2006, Ikhouane and Rodellar, 2007],
f(a, k2, A, β, n, γ), with following characteristics: x3 is the internal variable of the hysteresis
model, k2 is the initial linear stiffness, a is the ratio of the post-yield (kp) to initial stiffness i.e.

a =
kp
k2

and A, β, n and γ are parameters of the Bouc-Wen model that control hysteresis behaviour.
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Governing system equations read:
Mẍ1 + cẋ1 + k1x1 + ak2(x1 − x2) + (1− a)k2(x1 − x3) + λ(ẋ1 − ẋ2)+

k3(x1 − x2)3 = Γ sin(Ωt)

mẍ2 + λ(ẋ2 − ẋ1) + ak2(x2 − x1) + (1− a)k2(x3 − x1) + k3(x2 − x1)3 = 0

ẋ3 = Aẋ2 − β|ẋ2||x3|n−1x3 − γẋ2|x3|n
(4.52)

We would like to rescale the system which is presented in Eq. 4.52. To this end, define new

Figure 4.1: Schematic of a linear oscillator and a coupled NES: the NES possesses a cubic geomet-
rical restoring forcing function (F (α) = k3α

3) and presents a Bouc-Wen type hysteresis behaviour
(f(k2, a, A, β, n, γ)).

time domain as: T =

√
k1 + k2

M
t = θt. The system of (4.52) yields to (x1(t),x2(t),x3(t))→

(y1(T ),y2(T ),z(T )):
ÿ1 + εξẏ1 + k̃1y1 + aεk̃2(y1 − y2) + (1− a)εk̃2(y1 − z) + ελ̃(ẏ1 − ẏ2)+

εk̃3(y1 − y2)3 = εf̃0 sin(ωT )

ÿ2 + λ̃(ẏ2 − ẏ1) + ak̃2(y2 − y1) + (1− a)k̃2(z − y1) + k̃3(y2 − y1)3 = 0

ż = Aẏ2 − β|ẏ2||z|n−1z − γẏ2|z|n
(4.53)

The parameters of the Eq. 4.53 are:
k2

k1 + k2
= εk̃2,

k1

k1 + k2
= O(ε0) +O(ε1) = k̃1 = 1− εk̃2,

k3 = εk̃3,
c√

M(k1 + k2)
= εξ,

λ√
M(k1 + k2)

= ελ̃,
Γ√

k1 + k2

= εf̃0 and ω =
Ω

θ
. Let us shift

the system to the centre of the mass and relative displacement of two oscillators. Similar to Eq. 4.2,
we set: (

v(T )

w(T )

)
=

(
1 ε

1 −1

)(
y1(T )

y2(T )

)
(4.54)

Equation 4.53 yields to:

v̈ + εξ
v̇ + εẇ

1 + ε
+ k̃1

v + εw

1 + ε
= εf̃0 sin(ωT )

ẅ + εξ
v̇ + εẇ

1 + ε
+ k̃1

v + εw

1 + ε
+ ak̃2(1 + ε)w + λ̃(1 + ε)ẇ

+(1− a)k̃2(1 + ε)
(v + εw

1 + ε
− z
)

+ (1 + ε)k̃3w
3 = εf̃0 sin(ωT )

ż = A
v̇ − ẇ
1 + ε

− β| v̇ − ẇ
1 + ε

||z|n−1z − γ
( v̇ − ẇ

1 + ε

)
|z|n

(4.55)
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Complex variables of Manevitch (for systems without pre-stress) [Manevitch, 2001] which are pro-
vided in Eq. 4.4 are injected to system variables. Since there is no any pre-stressing terms in system,
we set b1 = b2 = 0. The first harmonics of system variables are kept as is illustrated in Eq. 4.6 via
setting l = 1. Following variables and functions are defined:

ϕj = Nje
iδj , j = 1, 2, 3 (4.56)

s = ωT + δ3 ⇒ ds = ωdT (4.57)

N1e
i(δ1−δ3) −N2e

i(δ2−δ3) = P + iQ (P,Q ∈ R) (4.58)

with
P = N1 cos(δ1 − δ3)−N2 cos(δ2 − δ3)

Q = N1 sin(δ1 − δ3)−N2 sin(δ2 − δ3)
(4.59)

R =
√
P 2 +Q2 =

√
N2

1 +N2
2 − 2N1N2 cos(δ1 − δ2) (4.60)

ϑ = arctan(
Q

P
) (4.61)

B = − β

2π(1 + ε)
eiδ3(

N3

ω
)n (4.62)

C = − γ

1 + ε

1

π
eiδ3 |N3

ω
|n (4.63)

J1 =

∫ 2π

0

| cos(ϑ+ s)|| sin(s)|n−1 sin(s) cos(s)ds (4.64)

J2 =

∫ 2π

0

| cos(ϑ+ s)|| sin(s)|n−1 sin(s) sin(s)ds (4.65)

J3 =

∫ 2π

0

cos(ϑ+ s)| sin(s)|n cos(s)ds (4.66)

J4 =

∫ 2π

0

cos(ϑ+ s)| sin(s)|n sin(s)ds (4.67)

The system (4.55) reads:

ϕ̇1 −
ω

2i
ϕ1 +

εξ

2(1 + ε)
(ϕ1 + εϕ2) +

k̃1

(1 + ε)(2iω)
(ϕ1 + εϕ2) = − i

2
f̃0ε

ϕ̇2 −
ω

2i
ϕ2 +

εξ

2(1 + ε)
(ϕ1 + εϕ2) +

k̃1

(1 + ε)(2iω)
(ϕ1 + εϕ2) + λ̃(1 + ε)

ϕ2

2

+
ak̃2

2iω
(1 + ε)ϕ2 + (1− a)

k̃2

2iω̃
(ϕ1 + εϕ2)− (1− a)

k̃2

2iω
(1 + ε)ϕ3

− i
2

(1 + ε)
3k̃3

4ω3
|ϕ2|2ϕ2 = − i

2
f̃0ε

ϕ3

2
=

A

2(1 + ε)
(ϕ1 − ϕ2) +BR(J1 − iJ2) + CR(J3 − iJ4)

(4.68)

To treat system equations a time multi-scale method [Nayfeh and Mook, 1979] is endowed around
1 : 1 resonance by imposing ω = 1 + σε.
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4.4.1 Time multiple scale behaviour of the system: general methodology

Different scales of time which are provided in Eq. 4.5 are considered. Let us study system equations
at fast time scale, i.e. taking into account ε0 order of system equations. The goal is to trace
periodic and modulated regimes of the system under consideration. At first step, all developments
are quite general which follows explained methodology in Sects. 4.2 and 4.3. Then, we will focus
on treatments of the Eq. 4.68. The first equation of the system 4.68 at the order of ε0 is:

∂ϕ1

∂τ0
= 0⇒ ϕ1 = ϕ1(τ1, τ2, ...) (4.69)

The second equation of the system (4.68) at the order of ε0 in a general representation reads:

∂ϕ2

∂τ0
+ Λ(ϕ1, ϕ2, ϕ3) = 0 (4.70)

where
Λ(ϕ1, ϕ2, ϕ3) = 0 (4.71)

covers fixed points of Eq. 4.70. The last equation of the system 4.68 at the ε0 order by consideration
of the Eq. (4.71) becomes:

Υ(ϕ1, ϕ2, ϕ3) = 0 (4.72)

Equations 4.71 and 4.72 represent the SIM of the system. Let us suppose that the general form of
the SIM (by considering both of Eqs. 4.71 and 4.72) reads the following form (see Eq. 4.16):

S (ϕ1, ϕ2, ϕ31, ϕ32, . . . , ϕ3n) = 0 (4.73)

Via shifting to phase and amplitude domains (see Eq. (4.56)), Eq. 4.73 in an explicit manner can be
represented as:

N1 = h1(δ1, N1, δ2, N2, δ3, N3)

δ1 = h2(δ1, N1, δ2, N2, δ3, N3)

N3 = h3(δ1, N1, δ2, N2, δ3, N3)

δ3 = h4(δ1, N1, δ2, N2, δ3, N3)

⇔ Ŝ (δ1, N1, δ2, N2, δ3, N3) = 0 :


Ŝ1 = N1 − h1 = 0

Ŝ2 = δ1 − h2 = 0

Ŝ3 = N3 − h3 = 0

Ŝ4 = δ3 − h4 = 0

(4.74)

Let us study system behaviour at slow time scale τ1. The first equation of the system (4.68) at the
order of ε1 in a general manner is expressed as:

∂ϕ1

∂τ1
= F (ϕ1, ϕ2, ϕ3) (4.75)

which in the polar domain reads:
∂N1

∂τ1
= F1(δ1, N1, δ2, N2, δ3, N3)

∂δ1
∂τ1

= F2(δ1, N1, δ2, N2, δ3, N3)

(4.76)

We are interested to look at system behaviours around the SIM. From Eqs.4.74 and 4.76 we obtain:



4.4. Fast/slow dynamics of two coupled oscillators with hysteresis behaviour 55



1 0 − ∂h1

∂N2
0 0 0

− ∂h2

∂N1
1 − ∂h2

∂N2

∂h2

∂δ2
0 0

− ∂h3

∂N1
−∂h3

∂δ1
− ∂h3

∂N2
−∂h3

∂δ2
1− ∂h3

∂N3
−∂h3

∂δ3

− ∂h4

∂N1
−∂h4

∂δ1
− ∂h4

∂N2
−∂h4

∂δ2
− ∂h4

∂N3
1− ∂h4

∂δ3





∂N1

∂τ1

∂δ1
∂τ1

∂N2

∂τ1

∂δ2
∂τ1

∂N3

∂τ1

∂δ3
∂τ1



=



0

0

0

0

0

0



(4.77)
Reorganization of Eq. 4.77 takes following form:

− ∂h1

∂N2
0 0 0

− ∂h2

∂N2

∂h2

∂δ2
0 0

− ∂h3

∂N2
−∂h3

∂δ2
1− ∂h3

∂N3
−∂h3

∂δ3

− ∂h4

∂N2
−∂h4

∂δ2
− ∂h4

∂N3
1− ∂h4

∂δ3


︸ ︷︷ ︸

B



∂N2

∂τ1

∂δ2
∂τ1

∂N3

∂τ1

∂δ3
∂τ1


= −



1 0

− ∂h2

∂N1
1

− ∂h3

∂N1
−∂h3

∂δ1

− ∂h4

∂N1
−∂h4

∂δ1



(
F1

F2

)

(4.78)
Equilibrium points of the system verify:

Ŝ = 0

F1 = F2 = 0

det(B) 6= 0

(4.79)

while its fold singularities check: 
Ŝ = 0

F1 = F2 = 0

det(B) = 0

(4.80)

with

det(B) =
∂h1

∂N2

∂h2

∂δ2

(
(1− ∂h3

∂N3
)(1− ∂h4

∂δ3
)− ∂h3

∂δ3

∂h4

∂N3

)
(4.81)
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4.4.2 Fast and slow equations of the system under consideration
The general development in previous section are endowed to develop the fast and slow equations of
the system 4.68. Moreover, we suppose that

(a→ 1)⇒ (1− a) = a1 → 0 (4.82)

or (1− a) = O(ε).

4.4.3 Fast system equations
The ε0 order of the second equation of the system 4.68 reads:

∂ϕ2

∂τ0
+
iϕ2

2
− iϕ1

2
+ λ̃

ϕ2

2
− ak̃2

i

2
ϕ2 −

i

2

3

4
k̃3|ϕ2|2ϕ2 = 0 (4.83)

Here, the corresponding Λ function which is clarified in Eq.4.70, is expressed as:

Λ(ϕ1, ϕ2, ϕ3) =
iϕ2

2
− iϕ1

2
+ λ̃

ϕ2

2
− ak̃2

i

2
ϕ2 −

i

2

3

4
k̃3|ϕ2|2ϕ2 (4.84)

So, fixed points of the system verify:

ϕ1 = f(ϕ2, ϕ
∗
2) = (1− iλ̃− ak̃2)ϕ2 −

3

4
k̃3

=ϕ2ϕ
∗
2︷ ︸︸ ︷

|ϕ2|2 ϕ2
(4.85)

Expressing Eq. 4.85 in polar domain yields to detection of the SIM as:

cos(δ1 − δ2) =
N2

N1
(1− ak̃2 −

3

4
k̃3N

2
2 ) (4.86)

sin(δ1 − δ2) = −N2

N1
λ̃ (4.87)

or

δ1 = δ2 − arctan(
λ̃

1− ak̃2 − 3
4 k̃3N2

2

) (4.88)

N1 = N2

√
(1− ak̃2 −

3

4
k̃3N2

2 )2 + λ̃2 (4.89)

The ε0 order of the the third equation of the system 4.68 reads:

ϕ3 = A(ϕ1 − ϕ2)− 2B◦R(J1 − iJ2)− 2C◦R(J3 − iJ4) (4.90)

The variables B◦ and C◦ are ε0 order of B and C in Eqs.4.62 and 4.63:

B◦ = − β

2π
eiδ3Nn

3 (4.91)

C◦ = −γ
π
eiδ3Nn

3 (4.92)

Via Eq.(4.72) we obtain:

Υ(ϕ1, ϕ2, ϕ3) = A

(
(1− λ̃i− ak̃2)ϕ2 −

3

4
k̃3|ϕ2|2ϕ2 − ϕ2

)
−2
(
− β

2π
eiδ3Nn

3

)
R (J1 − iJ2)− 2

(
− γ

π
eiδ3Nn

3

)
R (J3 − iJ4)− ϕ3 = 0

(4.93)

Equation 4.93 in polar domain reads:

N3 = A(−λ̃i− ak̃2 −
3

4
k̃3N

2
2 )N2e

−iδ3 +

(
β

π
(J1 − iJ2) +

2γ

π
(J3 − iJ4)

)
RNn

3 (4.94)
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4.4.3.1 Stability zones of the SIM

For tracing stable zones of the SIM, we linearise the polar form of the Eq. (4.83) via perturbing N2

and δ2 as:
N2 → N2 + ∆N2

δ2 → δ2 + ∆δ2
(4.95)

Here, we do not perturb corresponding polar variables of ϕ1 as it is independent of the time scale
τ0 (see Eq. 4.69). From Eqs. 4.86 and 4.87 we obtain:

∂(4N2)

∂τ0

∂(4δ2)

∂τ0

 = A

 4N2

4δ2

 (4.96)

with

A =

 −λ
2

1

2
N2(1− ak̃2 −

3

4
k̃3N

2
2 )

− 1

2N2
(1− ak̃2 −

9

4
k̃3N

2
2 ) −λ

2

 (4.97)

To have an idea about the stable zones, we seek for the characteristic equation of the matrix A; it
reads:

P (χ) = χ2 + λχ+
λ2

4
−A12A21 (4.98)

Let us set χj , j = 1, 2 as eigenvalues the A matrix; From Eq. (4.98) one can say that:

χ1 + χ2 = −λ < 0

χ1χ2 =
λ2

4
−A12A21

(4.99)

Three distinct cases can be clarified:

• λ2

4
−A12A21 < 0

the zone is unstable.

• λ2

4
−A12A21 > 0

Two eigenvalues can be complex or real. If they are complex, then they will have the same

real part equal to −λ
2
< 0; so the zone is stable for the linearised system. If eigenvalues are

real, then they will be negative; again the zone will be stable for the linearised system.

• λ2

4
−A12A21 = 0

One of the eigenvalues is zero and the other one is −λ < 0. Here we can not judge about the
stability zone of the τ0-invariant by linearisation.

As a summary, one can confirm that stable zones of the SIM read:

S = λ2 + (1− ak̃2 − 3
4 k̃3N

2
2 )(1− ak̃2 − 9

4 k̃3N
2
2 ) > 0 (4.100)
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4.4.4 Slow system equations

The F function in Eq.(4.75) reads:

F (ϕ1, ϕ2, ϕ3) = (−iσ − ξ

2
− i

2
− ik̃2

2
)ϕ1 +

i

2
ϕ2 −

i

2
f̃0

(4.101)

The functions F1 and F2 in Eq. 4.76 verify:
F1(δ1, N1, δ2, N2, δ3, N3) = −1

2
ξN1 +

1

2
N2 sin(δ1 − δ2)− 1

2
f̃0 sin(δ1)

N1F2(δ1, N1, δ2, N2, δ3, N3) = −(σ +
1

2
+

1

2
k̃2)N1 +

1

2
N2 cos(δ1 − δ2)− 1

2
f̃0 cos(δ1)

(4.102)
Now, we have all necessary elements for detecting all possible periodic and modulated regimes
as explained in Sect. 4.4.1. In the next section, we consider a Dahl model [Dahl, 1968] as a
representative model for a general Bouc-Wen model which has been adapted in Sect. 4.4.

4.4.5 An example of the hysteresis behaviour of the NES: Dahl model

Let us consider an alternative to the Coulomb model for dry friction, which is named as the Dahl
model [Dahl, 1968]. The model can be also obtained from general Bouc-Wen hysteresis model via
setting n = 1 and γ = 0 [Ikhouane and Rodellar, 2007]. The SIM of the system, traced from Eq.
4.89, which is valid for any family of Bouc-Wen hysteresis model (under our provided assumptions,
e.g. see Eq. 4.82), and its stability borders (see Eq. 4.100), for some given system parameters are
presented in Fig. 4.2. Let us detect all terms of the Eq. 4.74: From Eqs. 4.88 and 4.89, we obtain:
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0
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N
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N
1

k̃2=0.1
ã = 0.99
λ̃=0.2
k̃3=0.01

Unstable zone

Figure 4.2: The SIM (—) and its stability borders (− − −).

Ŝ1 = N1 − h1 = N2

√
(1− ak̃2 −

3

4
k̃3N2

2 )2 + λ̃2 − h1 = 0 (4.103)
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Ŝ2 = δ1 − h2 = δ2 − arctan(
λ̃

1− ak̃2 − 3
4 k̃3N2

2

)− h2 = 0 (4.104)

Equation 4.94 becomes:

N3 = A(−λ̃i− ak̃2 −
3

4
k̃3N

2
2 )N2e

−iδ3 +
2iN3e

−2iδ3β
√
N2

1 +N2
2 − 2N1N2 cos(δ1 − δ2)

3π(N1eiδ2 −N2eiδ1)
×(

N1

(
ei(2δ1+δ2) − 3ei(δ2+2δ3)

)
+N2

(
−ei(δ1+2δ2) + 3ei(δ1+2δ3)

))
(4.105)

For the pedagogical reason and for having simpler form of equations, we assume that β = 0. The
function Ŝ3 and Ŝ4 can be obtained from Eq. 4.105 as:

Ŝ3 = N3 − h3 = N2

√
A2

(
(ak̃2 +

3

4
k̃3N2

2 )2 + λ̃2

)
− h3 = 0 (4.106)

Ŝ4 = δ3 − h4 = arctan(
λ̃

ak̃2 + 3
4 k̃3N2

2

)− h4 = 0 (4.107)

meanwhile Eq. (4.81) yields to:

det(B) =
λ̃2 + (1− ak̃2 − 3

4 k̃3N
2
2 )(1− ak̃2 − 9

4 k̃3N
2
2 )√

(1− ak̃2 − 3
4 k̃3N2

2 )2 + λ̃2
(4.108)

Figure 4.3 presents the two-dimensional flow of N2 and N3 at the infinity of fast time scale (See
Eqs. 4.94 and 4.106) for a system equipped with a NES of Dahl type hysteresis behaviour, while
the three-dimensional view of the SIM is provided in Fig. 4.4 Let us set det(B) = 0 which is one
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Figure 4.3: N3 vs. N1 at the infinity of fast time scale. The hysteresis behaviour of the NES is Dahl
type (n = 1, γ = 0).

of the conditions for existence of fold singularities as presented in Eq. 4.80,

det(B) = 0 ⇔ λ̃2 + (1− ak̃2 −
3

4
k̃3N

2
2 )(1− ak̃2 −

9

4
k̃3N

2
2 ) = 0 (4.109)
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Figure 4.4: 3D flow of the τ0-invariant. The hysteresis behaviour of the NES is Dahl type (n =

1, γ = 0).

Comparing the stability borders of the SIM which are clarified in Eq. 4.100 and Eq. 4.109 we can
confirm that:

det(B) = 0 ⇔ S = 0 (4.110)

Equation 4.110 states that the stability borders of the SIM, Eq. 4.100, house singular points of sys-
tem as well. These correspond to modulated responses of the system via repeated bifurcations be-
tween its stable zones [Starosvetsky and Gendelman, 2008, Lamarque et al., 2011]. Equation 4.109
reveals two lines corresponding to N2, presented as N2,1 and N2,2 and named as “fold lines" of the
system:

N2,l =
2

3

√√√√2(1− ak̃2)∓
√

1− 2ak̃2 + a2k̃2
2 − 3λ̃2

k̃3

, l = 1, 2 (4.111)

To trace all possible equilibrium and singular points of the system, as explained in Eqs. 4.79 and
4.80, we set F1 = 0 and F2 = 0 in Eq. 4.102 and we introduce following variable:

r = 1− ak̃2 − 3
4 k̃3N

2
2 (4.112)

Via including Eqs. 4.86, 4.87, 4.103 and 4.104 in Eq. 4.102 one can obtain:

f̃0

(
α11 α12

α21 α22

)(
cos(δ2)

sin(δ2)

)
= N2

(
%1

%2

)
(4.113)

with
α11 = −sgn(r)λ̃

α12 = r

α21 = r

α22 = sgn(r)λ̃

(4.114)
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and
%1(N2) = −

(
λ̃+ ξ(r2 + λ̃2)

)
< 0

%2(N2) = r − (1 + k̃2 + 2σ)(r2 + λ̃2)

(4.115)

Equation.(4.113) is represented as: f̃0

(
−sgn(r)λ̃ cos(δ2) + r sin(δ2)

)
= N2%1

f̃0

(
r cos(δ2) + sgn(r)λ̃ sin(δ2)

)
= N2%2

(4.116)

or 

f̃0√
λ̃2 + r2

(
−sgn(r)λ̃ cos(δ2) + r sin(δ2)

)
=

N2%1√
λ̃2 + r2

f̃0√
λ̃2 + r2

(
r cos(δ2) + sgn(r)λ̃ sin(δ2)

)
=

N2%2√
λ̃2 + r2

(4.117)

Let us assume that: 
−sgn(r)λ̃√
λ̃2 + r2

= cos(θ)

r√
λ̃2 + r2

= sin(θ)

(4.118)

Equation 4.117 yields to: 
f̃0 cos(θ − δ2) =

N2%1√
λ̃2 + r2

f̃0 sin(θ − δ2) =
N2%2√
λ̃2 + r2

(4.119)

which provides

δ2 = θ ± arccos(
N2%1

f̃0

√
λ̃2 + r2

) (4.120)

f̃0 =
N2

√
%2

1 + %2
2√

λ̃2 + r2
(4.121)

Equation 4.121 can be represented as:

ν3r
3 + ν2

2r
2 + ν3r + ν0 = 0 (4.122)

with

ν3 =
−4

3k̃3

(ξ2 + (1 + k̃2 + 2σ)2)

ν2 =
8

3k̃3

(1 + k̃2 + 2σ)− 4

3k̃3

(−1 + ak̃2)(ξ2 +
(

1 + k̃2 + 2σ
)2

)

ν1 =
−4

3k̃3

(1 + 2ξλ̃) +
8

3k̃3

(−1 + ak̃2)(1 + k̃2 + 2σ)− 4λ̃2

3k̃3

(ξ2 + (1 + k̃2 + 2σ)2)

ν0 =
−4

3k̃3

(−1 + ak̃2)(1 + 2ξλ̃)− 4λ̃2

3k̃3

(−1 + ak̃2)(ξ2 + (1 + k̃2 + 2σ)2)− f̃2
0

(4.123)
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To trace solutions of the cubic polynomial which is defined in Eq. 4.122, Cardano’s method
[Cardano and Witmer, 1968] can be used. Then, by using Eqs. 4.112 and 4.89 all possible char-
acteristics points of the system which house all equilibrium and singular points can be obtained as
functions of detuning parameter σ or sweeping frequency ω = 1 + σε.
Let us now to detect critical values of external forcing amplitude f̃0 for leading the system to modu-
lated response. We set the system to posses singularities, i.e. all conditions of Eq. 4.80 are verified.
So, we should consider two fold lines of the system, i.e. N2,l, l = 1, 2 (see Eq. 4.111), in all
developments which are defined in Eqs. 4.113-4.117. Considering Eq.(4.121), necessary forcing
conditions for leading the system to modulated responses reads:

f̃0 ≥
N2,l|%1(N2,l)|√

λ̃2 + (1− ak̃2 − 3
4 k̃3N2

2,l)
2

, l = 1, 2 (4.124)

Moreover, according to Eq. 4.120 each fold line of the system houses “two" phases, namely δ2,l, l =

1, 2.

4.4.5.1 Some numerical examples

Following initial conditions are set for the system 4.53:

(y1, ẏ1, y2, ẏ2)
∣∣∣
T=0

= (4.5, 0, 0, 0) (4.125)

We assume that k̃2 = 0.1, ã = 0.99, λ̃ = 0.2, ξ = 0.1 and k̃3 = 0.01. Equation 4.53 is numerically
integrated by Runge-Kutta method (ode45 function of Matlab) for different amplitude and detuning
parameter of the external excitation.

External excitation with f̃0 = 4: Variations of system system amplitudes (N2 and N1) with
respect to the detuning parameter σ when F1 = 0 and F2 = 0 in Eq. 4.102 (leading to 4.113
and 4.122) are shown in Figs. 4.5 and 4.6. It is seen that some zones correspond to multiple
states. These responses can be periodic (stable, unstable) which can also be reached at other slow
time scales, such as τ2 = ε2T , τ3 = ε3T , etc. They can also correspond to modulated regimes
[Starosvetsky and Gendelman, 2008] due to existence of fold singularities. Let us study a zone
with a single possible behaviour, for instance the zone corresponding to σ = 2. The two- and
three-dimensional view of the SIM accompanied by numerical results are provided in Figs. 4.7 and
4.8, respectively. These figures show that starting from initial conditions, numerical results follow
the SIM (but with oscillations). When the system reaches to the stability border of the SIM, it
experiences a bifurcation and jump to other stable branch of the SIM. Finally, it is attracted by an
equilibrium point which has been already predicted and presented in Figs. 4.5 and 4.6. Histories
of N2 and N1 which are given in Figs. 4.9 and 4.10 confirm this prediction (see amplitudes for
σ = 2 in Figs. 4.5 and 4.6). This equilibrium point corresponds to a regime presenting low
amplitudes of the main system which means that the NES with hysteresis behaviour can control
the main system under periodic external excitation under the given forcing amplitude and detuning
parameter. Oscillation of the numerical results around the SIM, see Figs. 4.7 and 4.8, are normal as
they house all harmonics of the system while the SIM is formulated based on consideration of first
harmonics.
As for second example for the system under forcing amplitude f̃0 = 4, would like to study system
behaviours where there will be several possible states for systems. Figures 4.5 and 4.6 show that
σ = 0.6 provides three possible states for the system. Different views of the SIM and corresponding
numerical results are depicted in Figs. 4.11 and 4.12. Moreover, time histories of N2 and N1 are
provided in Figs. 4.13 and 4.14. It is seen that the system faces a pair of bifurcation (direct and
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Figure 4.5: Variation of the amplitude of NES with respect to the detuning parameter σ, (ω =

1 + σε). The system is under external forcing term f̃0 = 4. Zones with multiple and unique
responses are zoomed.
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Figure 4.7: Two-dimensional flow of the SIM. Numerical results are collected from direct integra-
tion of Eq. 4.53 with f̃0 = 4 and detuning parameter σ = 2.

0
5

10
15

0

10

20

30
0

5

10

15

20

N
1

N
3

N
2

k̃2=0.1
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Figure 4.8: Three-dimensional flow of the SIM. Numerical results are collected from direct integra-
tion of Eq. 4.53 with f̃0 = 4 and detuning parameter σ = 2.
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Figure 4.9: Histories of the amplitude N2 for the system with external forcing amplitude f̃0 = 4

and detuning parameter σ = 2. Results are obtained by direct integration of the Eq. (4.53).
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inverse) and finally it is attracted by one of three possible equilibrium points, the lowest one here,
as it is shown in Figs. 4.5 and 4.6. Other two remaining possible regimes corresponding to σ = 0.6

can be stable or unstable. They can be reached after a very long time of τ1 time scale or during
other slow time scales such as τ2 scale. Current response finally correspond to acceptable energy
levels of the main structure which is interesting from passive control view point.
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Figure 4.11: Two-dimensional flow of the SIM. Numerical results are collected from direct integra-
tion of Eq. 4.53 with f̃0 = 4 and detuning parameter σ = 0.6.

External excitation with f̃0 = 6: All possible scenarios for the system under external excitation
with amplitude f̃0 = 6 with sweeping frequency, i.e. ω = 1 + σε are provided in Figs. 4.15 and
4.16. Let us look at system responses for a σ which corresponds to a zone covered by an isolated
branch and possesses three possible responses. We set σ = −1. The SIM and histories of system
amplitudes are illustrated in Figs. 4.17-4.20 indicating that the system faces a modulated response.
Figures 4.19 and 4.20 indicate that the system touches the first two possible points (from low to
high) corresponding to σ = −1 in Figs. 4.15 and 4.16.

4.4.5.2 Conclusion of the section

In Sect. 4.4 a step-by-step methodology is endowed which are explained in Sect. 4.2 and 4.3. The
aim is to control the main forced structure (or the main mode) by a NES which presents a hysteresis
behaviour. Detected SIM and equilibrium and singular points of the system provide necessary
design tools for tuning parameters of the nonlinear absorber. In given numerical results, we see
that there are possibilities of existence of multiple regimes and also isolated branches for frequency
response of the system. For design, all possible ranges of the frequency and forcing amplitudes
should be verified in order to be sure the system presents acceptable amplitude intervals during its
periodic or modulated regimes.
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ã = 0.99
λ̃=0.2
k̃3=0.01
n=1
γ=0
A=1
β=0
f̃0=4
σ=0.6
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Figure 4.18: Three-dimensional flow of the SIM. Numerical results are collected from direct inte-
gration of Eq. 4.53 with f̃0 = 6 and detuning parameter σ = −1.
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Figure 4.20: Histories of the amplitude N1 for the system with external forcing amplitude f̃0 = 6

and detuning parameter σ = −1. Results are obtained by direct integration of the Eq. (4.53)

4.5 Passive control of systems modelled via differential alge-
braic inclusion by NES

Let us consider a system in the modal domain which is composed of differential inclusion under an
algebraic constraint [Lamarque and Ture Savadkoohi, 2018]:

Ÿ (T ) + DY (T ) + εξ0Ẏ (T ) + εA0(Y (T ), Ẏ (T )) + εH0(Z(T ))− εf0 sin(ωt) 3 0
(4.126)

or in a compact manner we can write:

Ÿ (T )−F (Ẏ (T ),Y (T ), T ) 3 0 (4.127)

with inclusion of an additional algebraic constraint as:

G(Z(T ),Y (T ), Ẏ (T )) = 0 (4.128)

where 0 < ε � 1 is a small parameter, Y (T ) ∈ IRn, n ∈ IN?, f0 ∈ IRn, Z(T ) ∈ IRm, n ≥
m ∈ IN?, H0 : IRm → IRn is a smooth function and A0 is assumed to be a nonsmooth term
defined via a maximal monotone operator so that existence and uniqueness questions are solved
in the frame of theoretical results are provided by Bastien et al. [Bastien et al., 2013]. Typically
A0(Ẏ (T ),Y (T )) = A0(Ẏ (T )),with A0 maximal monotone graph on IRn. G : IRm×IRn×IRn →
IRn is a smooth (nonlinear) function verifying ∇ZG(Z(T ),Y (T ), Ẏ (T )) is invertible, and either
∇Ẏ G(Z(T ),Y (T ), Ẏ (T )) = 0 or more generally differentiation of the equation (4.128) lead to
the following differential inclusion:(

∇ZG(Z(T ),Y (T ), Ẏ (T ))Ż(T ) +∇Y G(Z(T ),Y (T ), Ẏ (T ))Ẏ (T )+

∇Ẏ G(Z(T ),Y (T ), Ẏ (T ))F (Ẏ (T ),Y (T ), T )

)
3 0

(4.129)
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corresponding to a well-posed coupled problem for the nonsmooth terms occurring via F . In
order to simplify, we consider here the case ∇Ẏ G(Z(T ),Y (T ), Ẏ (T )) = 0. We assume also
G(0,0,0) = 0. The D is a diagonal matrix with diagonal elements associated to the n frequencies
(ω2

1 , ω
2
2 , . . . , ω

2
n) and ∇U stands for the gradient operator versus the variable U .

For control purpose, we assume that a NES (with a very small mass) is coupled to a targeted mode
of the main system, let us assume the mode with the frequency as ω1. So the differential algebraic
equations (4.126)-(4.128) coupled to the NES read:

Ÿ (T ) + DY (T ) + εξ0Ẏ (T ) + εA0(Y (T ), Ẏ (T )) + εH0(Z(T ))+

ε (Γ(y1 − x) + λ(ẏ1 − x))


1

0
...
0

− εf0 sin(ωt) 3 0

∇ZG(Z(T ),Y (T ), Ẏ (T ))
dZ
dT

(T ) +∇Y G(Z(T ),Y (T ), Ẏ (T ))
dY
dT

(T ) = 0

εẍ(T ) + ελ(ẋ(T )− ẏ1(T ))− εΓ(y1 − x) = 0

(4.130)

where ξ0 stands for the diagonal matrix of specific damping of the main system while λ and Γ

are damping and essential nonlinear restoring forcing function of the NES, e.g. Γ(Z) = γZ3,
respectively. The x(T ) ∈ IR and f0 is a vector of IRn which stands for amplitudes of external
excitations. We assume that the system does not present neither internal, nor combinational nor
sub-combination resonances. We assume that the frequency of the external excitation, i.e. ω is
varying around the jth frequency of the main system via a detuning parameter σj . It reads as:

ω = ωj + σjε (4.131)

Let us write the second equation of the system 4.130 as:

∇ZG(Z(T ),Y (T ), Ẏ (T ))
dZ
dT

(T ) +∇Y G(Z(T ),Y (T ), Ẏ (T ))
dY
dT

(T ) =

P(Z(T ),Y (T ), Ẏ (T ))
dZ
dT

(T ) + Q(Z(T ),Y (T ), Ẏ (T ))
dY
dT

(T )

(4.132)

where P and Q are matrices of the dimensions of m×m and m×n, respectively. We are interested
in analytically treatment of the system 4.130 via looking at the modulations of system amplitudes
around the principle resonance. To this end, we can directly complexify system variables via
complex variables of Manevitch [Manevitch, 2001]. The other method can be changing system
coordinates via linear transformation as described in Eq. 4.2 to be implemented in Y (T ) and
x(T ); for instance since in Eq. 4.130 we are interested in studying the interaction between the
principle mode with the modal displacement as y1 and the NES with rescaled displacement in
modal domain as x, one can transfer y1 and x to the centre of the mass of the main principle mode
and the ε relevant to the scaled mass of the NES and to the relative displacement as y1 − x. The
other coordinates can leave un-transferred. In this study, we choose the first method.

4.5.1 Complexification of system variables

Due to the type of the considered resonance which is given in Eq. 4.131, we assume that the
response of the system 4.130 can be represented by modulations of dynamical behaviours around
harmonics of the Fourier series governed by the frequency ω. For this, we endow complex variables
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Manevitch [Manevitch, 2001]:

φ1e
iωT = ẏ1(T ) + iωy1(T )

...
φne

iωT = ẏn(T ) + iωyn(T )
...

φn+2e
iωT = ż1(T ) + iωz1(T )

...
φn+m+1e

iωT = żm(T ) + iωzm(T )
...

φn+1e
iωT = ẋ(T ) + iωx(T )

(4.133)

so, variables of the Eq. 4.130 can be presented as (j = 1, . . . , n and l = 1, . . . ,m):

ẏj =
1

2
(φje

iωT + φ?je
−iωT )

yj =
1

2iω
(φje

iωT − φ?je−iωT )

żl =
1

2
(φl+n+1e

iωT + φ?l+n+1e
−iωT )

zl =
1

2iω
(φl+n+1e

iωT − φ?l+n+1e
−iωT )

ẋ =
1

2
(φn+1e

iωt + φ?n+1e
−iωt)

x =
1

2iω
(φn+1e

iωT − φ?n+1e
−iωT )

(4.134)

where .? stands for the complex conjugate of the variable under consideration.

4.5.2 Time multiple scale behaviour: fast and slow equations

The time T is embedded to different scales as described in Eq. 4.5 and system equations are treated
at each time scales. As already highlighted in Sect. 4.2 and 4.3, it is assumed that variables φı and
φ?ı , ı = 1, 2, . . . , n+m+ 1, are independent of the fast time scale τ0. This will be verified during
multiple scale analyses of the system or during the studying of system behaviours at fixed points.
From Eq. 4.134 we can write:

φ̇je
iωt = ÿj + ω2yj , j = 1, . . . , n

φ̇n+1e
iωt = ẍ+ ω2x

φ̇l+n+1e
iωt = z̈l + ω2zl, l = 1, . . . ,m

(4.135)

Let us set T =
2π

ω
. For keeping first harmonics of the system, Eq. 4.6 should be used as:

1

T

∫ T

0

φ̇ıe
iωτ0e−iωτ0dτ0 =

1

T

∫ T

0

φ̇ı(τ1, τ2, . . . )e
iωτ0e−iωτ0dτ0 = φ̇ı(τ1, . . . ) (4.136)
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with ı = 1, 2, . . . , n+m+ 1. For instance for ı = 1 we obtain:

φ̇1 + (ω2
1 − ω2)

φ1

2iω
+ ε

(
ξ01

2
φ1 + F1(φ1, φ

?
1, . . . , φn, φ

?
n) +H01(φn+2, . . . , φ

?
n+m+1)+

λ

2
(φ1 − φn+1) + C (φ1, φ

?
1, φn+1, φ

?
n+1)− f01

2

)
= 0

(4.137)
For ı = 2, . . . , n, we have:

φ̇ı + (ω2
ı − ω2)

φı
2iω

+ ε

(
ξ0ı
2
φı + Fı(φ1, φ

?
1, . . . , φn, φ

?
n)

+H0ı(φn+2, . . . , φ
?
n+m+1)− f0j

2

)
= 0

(4.138)

For the equation which represents the dynamics of the coupled NES, i.e. for ı = n+ 1 we have:

ε

(
φ̇n+1 + i

1

2ω
φn+1 +

λ

2iω
(φn+1 − φ1)− C (φ1, φ

?
1, φn+1, φ

?
n+1)

)
= 0 (4.139)

For ı = n+ 2, . . . , n+m+ 1, the algebraic relations are obtained via

1

T

∫ T

0

( m∑
l=1

Pıl(Z(T ),Y (T ), Ẏ (T ))żl(T ) +

n∑
l=1

Qıl(Z(T ),Y (T ), Ẏ (T ))ẏl(t)

)
e−iωτ0dτ0

(4.140)
Equation 4.140 in the functional form can be written as:

Gı(φ1, . . . , φ
?
n, φn+2, . . . , φ

?
n+m+1) = 0 (4.141)

Functions F1,H0ı and C in Eqs. 4.137, 4.138, 4.139 are defined as:

Fı(φ1, φ
?
1, . . . , φn, φ

?
n) =

1

T

∫ T

0

A0ı

(
τ0,Φ(τ1, . . . ),Φ

?(τ1, . . . )
)
e−iωτ0dτ0 (4.142)

where Φ = (φ1, . . . , φn)t;

C (φ1, φ
?
1, φn+1, φ

?
n+1) =

1

T

∫ T

0

Γ(y1 − x)e−iωτ0dτ0 (4.143)

with

y1 − x =
1

2iω

((
φ1(τ1, . . . )− φn+1(τ1, . . . )

)
eiωτ0 −

(
φ?1(τ1, . . . )− φ?n+1(τ1, . . . )

)
e−iωτ0

)
(4.144)

and finally

H0ı =
1

T

∫ T

0

H0ı

(
φn+2(τ1, . . . )e

iωτ0 , . . . , φ?n+m+1(τ1, . . . )e
−iωτ0

)
e−iωτ0dτ0 (4.145)

In order to study system behaviours at different time scales, we seeks for fast and slow equations
which can be traced via selection of equations at different scales of ε. Let us consider ε0 order of
system equations for ı = 1, . . . , n, i.e. for Eqs. 4.137 and 4.138; they read:

∂φ1

∂τ0
+O(ε) = 0⇒ φ1 = φ1(τ1, τ2, . . . )

...
∂φn
∂τ0

+O(ε) = 0⇒ φn = φn(τ1, τ2, . . . )

(4.146)
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It should be mentioned that in Eqs. 4.137 and 4.138:

(ω2
ı − ω2)

φı
2iω

= iσıφıε−
iσ2φı
2ωı

ε2 +O(ε3) (4.147)

Let us suppose that the ε0 order of the Eq. 4.141 yields to:

Gı0(φ1, . . . , φ
?
n, φn+2, . . . , φ

?
n+m+1) = 0 (4.148)

We are interested in passive control of the first mode of the system; to this end we set in Eq.4.131
as j = 1. Let us investigate more on Eq. 4.139 via simplifying it by removing the the term ε.

∂φn+1

∂τ0
+

λ

2iω1
(φn+1 − φ1)− C0(φ1, φ

?
1, φn+1, φ

?
n+1) = 0 (4.149)

where C0 stands for the ε0 order of the C and ω = ω1+O(ε). We would like to trace the asymptotic
response of the system versus fast time scale; we set:

τ0 −→ +∞ ,
∂φn+1

∂τ0
= 0 (4.150)

Then, Eq.4.149 reads:

λ

2iω1
(φn+1 − φ1)− C0(φ1, φ

?
1, φn+1, φ

?
n+1) = 0 (4.151)

The m + 1 relations of Eqs. 4.148 and 4.151 define the SIM. As we have started from n + m + 1

complex variables φj , then the evolution of the the dynamical system around the SIM yields to a
reduced order of n models. Let us study modulations of the system responses around the SIM. For
this, we look at system responses at slow time scale τ1 which is equivalent to ε1 order of system of
equations for φı , ı = 1, . . . , n. We have:

∂φ1

∂τ1
+ (iσj +

ξ01

2
)φ1 + F1 + H01 +

λ

2
(φ1 − φn+1) + C − f01

2
= 0 (4.152)

and
∂φj
∂τ1

+ (iσj +
ξ0j
2

)φj + Fj + H0j −
f0j

2
= 0, j = 2, . . . , n (4.153)

The analysis of systems 4.152 and 4.153 around the SIM leads to detections of equilibrium and
singular points of system which correspond to periodic and modulated regimes as explained in
Sects. 4.2 and 4.3: The variables φ1, . . . , φN are set as functions of the φn+1, . . . , φn+m+1, then
Eqs. 4.152 and 4.153 can expressed as:

M (φn+1, . . . , φ
?
n+m+1)



∂φn+1

∂τ1
...

∂φm+n+1

∂τ1

∂φ?n+1

∂τ1
...

∂φ?m+n+1

∂τ1



= S(φn+1, . . . , φ
?
n+m+1) (4.154)
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4.5.3 An example: passive control of a main system with friction terms cou-
pled to NES

Here, we consider a semi-explicit differential algebraic equation with friction terms which is cou-
pled to a NES with an essentially cubic nonlinearity. The model is governed by a semi-explicit
differential algebraic inclusion as:

ÿ + ω2
1y + εa0ẏ + αρ(ẏ) + h(z) + ελ(ẏ − ẋ) + εΓ(y − x) 3 f(T )

g(ẏ, y, z) = 0

εẍ+ ελ(ẋ− ẏ)− εΓ(x− y) = 0

(4.155)

The parameters ω1, λ, γ, α, a0 are constants, while ε is small and positive parameter which is gen-
erally associated with the mass ratio, i.e. the ratio of the mass of the main system and the mass of
the NES. So ε is finite and is not a book-keeping parameter that could tends to 0+. The graph of
“sign” function relevant to definition to the friction term is represented by ρ. The variable z governs
the algebraic equation defined by g while h is a function of z. We are interested in capturing the
the principal resonance. Moreover, we set: Γ(y − x) = γ(y − x)3, f(T ) = εf0 sin(ωT ), α =

εα0, h(z) = εh0(z) and ω = ω1 + σε. We also consider following simple definitions for g and h0

functions:

g(ẏ, y, z) = −z +
y3

3
⇒



∂g

∂ẏ
= 0

∂g

∂y
= y2

∂g

∂z
= −1

h0(z) = βz

(4.156)

So, the semi differential algebraic equation of the system 4.155 can be represented as:
ÿ + ω2

1y + ε(a0ẏ + α0ρ(ẏ) + h0(z) + λ(ẏ − ẋ) + γ(y − x)3 − f0 sin(ωT )) 3 0

ε
(
ẍ+ λ(ẋ− ẏ) + γ(x− y)3

)
= 0

ż = y2ẏ

(4.157)

4.5.3.1 Analytical approximated approach

Following change of variables are carried using Eq. 4.2:

(
v

w

)
=


1

1 + ε

ε

1 + ε

1 −1

( y

x

)
(4.158)

Following system is obtained,

v̈ +
ω2

0

1 + ε
(v +

ε

1 + ε
w) +

ε

1 + ε

(
a0(v̇ +

ε

1 + ε
ẇ) + α0ρ(v̇ +

ε

1 + ε
ẇ) + h0(z)

−f0 sin(ωT )
)
3 0

ẅ + ω2
0(v +

ε

1 + ε
w) + (1 + ε)(λẇ + γw3)+

ε
(
a0(v̇ +

ε

1 + ε
ẇ) + α0ρ(v̇ +

ε

1 + ε
ẇ) + h0(z)− f0 sin(ωT )

)
3 0

ż = (v +
ε

1 + ε
w)2(v̇ +

ε

1 + ε
ẇ) = v2v̇ +O(ε)

(4.159)
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Following complex variables of Manevitch (Eq. 4.4 ) are introduced:
φ1e

iωτ0 = v̇ + iωv

φ2e
iωτ0 = ẇ + iωw

φ3e
iωτ0 = ż + iωz

(4.160)

To trace fast and slow equations of the system via the multiple scale method
[Nayfeh and Mook, 1979] with different scales of time, see Eq. 4.5, A Galerkin method is
used. Following system is obtained via keeping first harmonics of the system:

φ̇1 + (
ω2

0

1 + ε
− ω2)

φ1

2iω
+

ω2
0

(1 + ε)2
ε
φ2

2iω
+

εα0

1 + ε
F (N1, N2, δ1, δ2) +

ε

1 + ε
H0(φ3, φ

?
3)−

εf0

2i(1 + ε)
= 0

φ̇2 −
ω

2i
φ2 + ω2

0(
φ1

2iω
+

εφ2

2iω(1 + ε)
) + (1 + ε)λ

φ2

2
+ εa0(φ1 +

εφ2

1 + ε
)+

+εα0F (N1, N2, δ1, δ2) + εH0(φ3, φ
?
3) + (1 + ε)γ

3i

8ω3
|φ2|2φ2 −

εf0

2i
= 0

φ3 −
1

4ω2
|φ1|2φ1

(4.161)
where definitions of F and H0 are provided in Appendix 1. We study system around the 1:1
resonance via setting ω = ω1 + σε. Organization of Eq. 4.161 versus powers of ε as it follows:

∂φ1

∂τ0
+ ε
(∂φ1

∂τ1
+
i

2
(ω1 + 2σ)φ1 + α0F (N1, N2, δ1, δ2) +H0(φ3, φ

?
3)− f0

2i

)
+O(ε2) = 0

∂φ2

∂τ0
+
iω1

2
(φ2 − φ1) +

λ

2
φ2 −

3iγ

8ω3
1

|φ2|2φ2 +O(ε) = 0

φ3 −
1

4ω2
1

|φ1|2φ1 +O(ε) = 0

(4.162)

Fast equations of the system, i.e. ε0 orders, provide that
∂φ1

∂τ0
= 0 or φ1 = φ1(τ1, τ2, . . . ); so our

primary assumption in independence of φ1 from time τ0 is verified. The SIM of the system obtained

from its fixed points, i.e. when τ0 → +∞, then
∂φ1

∂τ0
= 0, copies:

φ1 = φ2 −
iλ

ω1
φ2 −

3γ

4ω4
1

|φ2|2φ2 (4.163)

which indicates that φ2 = φ2(τ1, τ2, . . . ). This confirms our primary assumption in keeping first
harmonics of the system. Let us present variables of the Eq. 4.160 in polar form as:

φj = Nje
iδj , Nj , δj ∈ R , j = 1, 2, 3 (4.164)

The SIM which is provided in Eq. 4.163 reads:

N1 = N2

√
λ2

ω2
1

+ (1− 3γ

4ω4
1

N2
2 )2 = H1(N2)

δ1 = δ2 − arctan
N2

N1
(

λ

ω1(1− 3γ
4ω4

1
N2

2 )
) = H2(δ2, N2) = δ2 +H3(N2)

(4.165)
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Equilibrium points of the reduced order model
Let us consider the first slow equation of the system 4.162. It reads,

∂φ1

∂τ1
=

1

2i

(
(ω1 + 2σ)φ1 − ω1φ2

)
− α0F −H0 +

f0

2i
= RHS (4.166)

Equation 4.166 which presents in fact the evolution of φ1 versus slow time scale τ1, provides the

equilibrium points of the system via setting
∂φ1

∂τ1
= 0, or RHS = 0. In this case two following real

equations are obtained:

ω1

2
N2 sin(δ1 − δ2) +

2α0η

π
sin(2δ1) +

f0

2
sin(δ1) = 0

1

2
(ω1 + 2σ)N1 −

ω1

2
N2 cos(δ1 − δ2) +

2α0η

π
cos(2δ1)− β

8ω3
1

N3
1 +

f0

2
cos(δ1) = 0

(4.167)

with
η = sgn(N1 cos(δ1) +

ε

1 + ε
N2 cos(δ2)) (4.168)

where sgn(...) stands for the sign function. The equilibrium points are detected via including defi-
nitions of the SIM (Eq. 4.165), in the Eq. 4.167 leading to following real relations:

N1 = H1(N2)

δ1 = H2(N2, δ2) = δ2 +H3(N2)

cos(δ1 − δ2) =
N2

N1
(1− 3γ

4ω4
1

N2
2 )

sin(δ1 − δ2) = −N2

N1

λ

ω1

N1(
4α0η

π
sin(2δ1) + f0 sin(δ1)) = λN2

2

N1(
4α0η

π
cos(2δ1) + f0 cos(δ1)) = ω1N

2
2 (1− 3γ

4ω4
1

N2
2 )− (ω1 + 2σ)N2

1

(4.169)

From above mentioned equations it is possible to express all variables versusN2. A single equations
can be obtained depending only on N2. From Eq. 4.169 one can obtain:

sin(3δ1) = π
λ2N4

2 + (ω1N
2
2 (1− 3γ

4ω4
1
N2

2 )− (ω1 + 2σ)H2
1 )2 −H2

1 (( 4α0

π )2 + f2
0 )

8α0ηf0H2
1

(4.170)

which means that one can express δ1 = H4(N2). Finally, following equations is obtained which
depends only N2 with η = ±1:

−λN2
2 +

4α0η

π
H1 sin(2H4) + f0H1 cos(H4) = 0 (4.171)

A verification should be carried out to see if obtained solution for N2 (and also δ2, N1 and δ2)
assuming a value for η is compatible with the Eq. 4.168 or not.
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Singular points of the reduced order model
Let us express Eq. 4.166 in the following form:

∂N1

∂τ1
= <(RHS)

N1
∂δ1
∂τ1

= =(RHS)

(4.172)

Due to the governing equation of the SIM (see Eq. 4.165), N1 and δ1 can be expressed versus N2

and δ2. Equation 4.166 can be reorganized as:
∂H1

∂N2
0

∂H2

∂N2

∂H2

∂δ2




∂N2

∂τ1

∂δ2
∂τ1

 =

(
<(RHS)

=(RHS)

)
(4.173)

Yielding to 
∂H1

∂N2
0

∂H2

∂N2
1




∂N2

∂τ1

∂δ2
∂τ1

 =

(
<(RHS)

=(RHS)

)
(4.174)

Singular points of the reduced order system are those which verify:

det


∂H1

∂N2
0

∂H2

∂N2
1

 = 0 (4.175)

or
∂H1

∂N2
= 0 (4.176)

Equation 4.176 states that singular points of the system coincide with positions of local maxima of
the SIM (see Eq. 4.165).

4.5.3.2 A numerical example: SMR of the system

The system 4.157 is integrated numerically via the implicit Euler scheme with the time step as
∆T = 10−4. System parameters are provided in Table 4.1. Assumed initial conditions for the
system are as it follows:

(ẋ(0), x(0), ẏ(0), y(0), z(0)) = (0, 2, 0, 2,
8

3
) (4.177)

Local maxima of the SIM which are also positions of singular points of the system can be obtained
via Eq. 4.176. They read as:

N2 = 2.124 , 3.642 (4.178)

Supposing that all parameters of the system are fixed, the necessary forcing amplitude for leading
the the system to a SMR can be obtained via Eq. 4.171. One should replace N2 by values which
are reported in Eq. (4.178). They copy:

f0 = 0.242 , 4.019 (4.179)
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Table 4.1: System parameters relevant to Eq. (4.157) (∗ h0(z) = εβz)

ε ω1 a0 α0
∗β σ λ γ

10−3 1 0.1 0.1 0.1 0.1 0.1 0.1

Let us consider the system under forcing amplitude as f0 = 4.019. Figures 4.21 and 4.22 illustrate
time histories of system amplitudes Nj , j = 1, 2, 3 and variables x, y and z, respectively. These
figures show that the system experiences persisting bifurcations due to existence of singular point
on N2 = 3.642. This behaviour can also be seen via confronting obtained numerical results with
the SIM (see Eq. 4.165) which is depicted in Fig. 4.23. It should be mentioned that the SIM which
is defined in Eq. 4.165 is obtained by keeping only first harmonics of the system while numerical
results contain all harmonics of the system. That is why presented numerical results in Fig. 4.23
oscillate around the SIM. The effects of higher harmonics can be seen in Fig. 4.24 where the
analytical relations between N1 and N3 (see the third equation of the system 4.162) are compared
with those obtained from numerical scheme.
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Figure 4.21: Time histories of N2 and N1. Results are obtained from numerically integration of the
system (4.157) via an implicit Euler scheme with the time step as ∆T = 10−4.

In order to have an idea about the tolerance of the error imposed by the implicit Euler scheme, the
time histories of g(ẋ, x, z) function, see Eq. 4.155 is depicted in Fig. 4.25. This figure shows that
the error stay at the O(∆T ) with ∆T = 10−4 which is coherent with the error tolerance of the
Euler scheme.

4.6 Some examples of designed nonlinear (smooth or nons-
mooth) passive controllers for different types of systems

The explained methodologies of Sect. 4.2 and 4.3 are endowed for preparation of design criteria
for passive control of wide variety of main systems by different types of NES. Some of considered
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Figure 4.22: Time histories of x, y and z. Results are obtained from numerically integration of the
system (4.157) via an implicit Euler scheme with the time step as ∆T = 10−4.

systems are purely academic and some of them are studied to solve the problem of private or pub-
lic organisations, i.e. industries and the ministry. The treated system with brief applications are
summarised in coming section.

4.6.1 Localization of the energy of main linear structures in several NES in
parallel

The idea of this work is to distribute the localized energy into a set of parallel NES. This distribution
can be according to the demand of the industry due to limitation of the space for positioning a single
NES and so to divide the mass of the NES in several ones is parallel in different positions. After
treatment of system equations different possible regimes of the system are traced. The developed
analytical tools [Vaurigaud, 2011, Vaurigaud et al., 2011b] permit to design two parallel NES which
are mounted at the last floor of a prototype four-storey building [Ture Savadkoohi et al., 2012b] as
illustrated in Fig. 4.26. The design criteria is to control the first mode of the main structure. Me-
chanical and physical parameters of each system, in terms of the mass of both systems, length (l)
and the rigidity (k) of each spring of the NES are provided in Table 4.2. The structure without cou-
pled NES is subjected to sinusoidal excitation with a sweeping frequency. The frequency response
function (FRF) of the system is depicted in Fig. 4.27 while its identified frequencies and damping
ratios are collected in Table 4.3. Then two parallel NES are coupled to the main structure and some
sinusoidal excitations around the first and second mode are induced. The results are presented in
Fig. 4.28. It is seen that two parallel NES reduce the energy of the first mode of the building a lot.
As a result, a good passive control is achieved via using two parallel NES.

4.6.2 Targeted energy transfer of linear mechanical systems by a nonsmooth
energy sink

For some industrial applications, using a nonsmooth nonlinearity for the NES is more practical.
Moreover, if the overall system is initially pre-stressed, such as effects of the gravity, then pure
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Figure 4.23: The SIM of the system obtained by Eq. (4.165) (red dashed line) and corresponding
numerical results (blue solid line) collected from numerically integration of the system (4.157) via
an implicit Euler scheme with the time step as ∆T = 10−4.

Table 4.2: Mechanical and physical properties of the system.

Mass (g) Springs of the NES
Main Structure Nes 1 Nes 2 Number l (m) k (N/m)

2357 30 30 4 5 ×10−2 480

smooth nonlinearity of NES is broken. That is why in these situations endowing nonsmooth NES
is very interesting. My work in this domain started with treating passive control problem of a
linear system by a piece-wise linear energy sink [Lamarque et al., 2011, Weiss et al., 2016], then the
results are extended to consider a system in the gravitational field [Ture Savadkoohi et al., 2012a,
Lamarque et al., 2017]. The initial idea was to control vibration of some mechanical components
in the vehicle industry according to a project sponsored by PSA Peugeot, Citroën automobiles. The
academic model of the system under consideration is presented in Fig. 4.29. The second oscillator
with the mass m and a nonsmooth odd restoring forcing function is intended to be an absorber for

Table 4.3: Identified two first frequencies and damping ratios of the structure.

Frequency (Hz) Damping (%)

Mode I 4.44 0.41
Mode II 13.55 0.26
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Figure 4.24: Relation between N3 and N1: Analytical curve (red dashed line) obtained from third
equation of the system 4.162 and numerical one (solid blue line) collected from numerically inte-
gration of the system 4.157 via an implicit Euler scheme with the time step as ∆T = 10−4.

the main system with the mass M . Its restoring forcing term reads:

F (z) = −∂V (z)

∂z
= −F (−z) =


0 if −δ ≤ z ≤ δ
k2(z − δ) if z ≥ δ
k2(z + δ) if z ≤ −δ

(4.180)

Dynamics of the system is summarized as:{
Mÿ1 + k1y1 + F (y1 − y2) + η(ẏ1 − ẏ2) +Mg = Γ sin(Ωt)

mÿ2 + F (y2 − y1) + η(ẏ2 − ẏ1) +mg = 0
(4.181)

With the same manner which is explained in Sect. 4.4, we shift the time domain t to the domain

T = t

√
k1

M
= tϑ. After introducing ε =

m

M
, γ =

Mg

k1
, ελ =

η√
k1M

,
1

k1
F (z) = εF̃ (z),

k =
1

ε

k2

k1
, ω =

Ω

ϑ
and

Γ

k1
= εf0, the system 4.181 finally takes following form:

{
ÿ1 + y1 + εF̃ (y1 − y2) + ελ(ẏ1 − ẏ2) + γ = εf0 sin(ωT )

εÿ2 + εF̃ (y2 − y1) + ελ(ẏ2 − ẏ1) + εγ = 0
(4.182)

where the rescaled restoring forcing function F̃ copies:

F̃ (z) =


0 if −δ ≤ z ≤ δ
k(z − δ) if z ≥ δ
k(z + δ) if z ≤ −δ

(4.183)

Due to the existence of pre-stressing term γ which is due to the gravity, the system equations should
be complexified by extended version of variables of Menevitch which are introduced in Eq. 4.4;
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Figure 4.25: The absolute value of the g(ẋ, x, z) function, see Eq. 4.155, obtained from an implicit
Euler scheme with the time step as ∆T = 10−4.

in fact it keeps constant and firs harmonic terms of the Fourier series. As an example, the SIM
of the system and corresponding numerical results are presented in Fig. 4.30. It is see that the
system presents a modulated response as a results of possessing fold singularities. This response
corresponds to repeated bifurcations of system amplitudes between two fold lines, N21 and N22.
This behaviour is more evident via looking at their histories which are presented in Fig. 4.31
[Ture Savadkoohi et al., 2012a].
All of studies in this domain aimed to prepare analytical design tools for tuning parameters of
nonsmooth NES for controlling main linear or nonlinear main structures [Lamarque et al., 2011,
Ture Savadkoohi et al., 2012a, Weiss et al., 2016, Weiss, 2016, Lamarque et al., 2017].

4.6.3 Targeted energy transfer of nonlinear (smooth or nonsmooth) mechan-
ical systems by a energy sink

Some times main structural system presents some kinds of nonlinearities. These behaviours can be
due to friction, hysteresis, time variable masses, encased main systems in another system, etc. To
this end, several studies are carried to control these kinds of systems via taking into account their
nonlinearities. As a summary, the passive control of following nonlinear main systems via NES
with smooth or nonsmooth nonlinearities are studied:

• Main system with piece-wise linear behaviour [Lamarque et al., 2012].

• Main system with Dahl-type [Ture Savadkoohi and Lamarque, 2014a] and Bouc-Wen type
hysteresis behaviour [Lamarque and Ture Savadkoohi, 2014].

• Main system with time-dependent mass [Lamarque et al., 2014].

• Main system with friction: e.g. using a single [Weiss et al., 2014] or a set of parallel Saint-
Venant elements [Lamarque and Ture Savadkoohi, 2015].
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Figure 4.26: The prototype building equipped with two parallel NES at the last floor: a) The overall
view; b) two cubic parallel NES.
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Figure 4.27: The FRF of the prototype structure obtained from accelerometers located at second
and the last floors.
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Figure 4.28: The FRF obtained from the accelerometer located at the last floor of the prototype
structure.
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Figure 4.29: The academic model of two coupled oscillators in the gravitational field represented
as ~G = (0, 0,−g)T . The main system is under external force Γ sin(ΩT ).
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Figure 4.30: The SIM of the system under the gravity.
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Figure 4.31: Time histories of system energies obtained from direct integration of the Eq. 4.182.
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In the followings a summary of each studied system is presented.

4.6.3.1 Localization of the energy of main systems with nonsmooth behavior in the nons-
mooth NES

The main structure has a piece-wise linear behavior: This kind of systems are mainly mechanical
equipments which can move between two barriers. The idea is to control this type of systems via a
nonsmooth NES. The rescaled form of system equations reads [Lamarque et al., 2012]:{

ẍ1 + ελ(ẋ1 − ẋ2) + x1 + F1(x1) + εF2(x1 − x2) = εf0 sin(ωT )

εẍ2 + ελ(ẋ2 − ẋ1) + εF2(x2 − x1) = 0
(4.184)

where ε is the mass ration between two oscillators and F1 and F2 are nonsmooth restoring forcing
functions which copy: it follows:

F1(z) = −∂V1(z)

∂z
= −F1(−z) =


0 if −e ≤ z ≤ e
g(z − e) if z ≥ e
g(z + e) if z ≤ −e

(4.185)

F2(z) = −∂V2(z)

∂z
= −F2(−z) =


0 if −a ≤ z ≤ a
c(z − a) if z ≥ a
c(z + a) if z ≤ −a

(4.186)

A transformation of system variables via Eq. 4.2 is carried out with the A as:

A =

(
1 0

1 −1

)
(4.187)

Since there is not any pre-stressing terms in the system, the original form of complex variables of
Manevitch is endowed via setting b1 = b2 = 0 in Eq. 4.4. Then studying of the system at different
time scales around a 1:1 resonance reveals the SIM and characteristic points of the system. The
SIM copies [Lamarque et al., 2012]:

N2

√√√√λ2 +

(
−G2

(
N2

2

)
+

1

ω
+G1

(
N2

1

))2

= N1

(
1

ω
+G1

(
N2

1

))
(4.188)

with

G1

(
|ϕ1|2

)
=


0 if |ϕ1| < e

1

π

(
2g arccos

( e

|ϕ1|
)
− 2eg

√
|ϕ1|2 − e2

|ϕ1|2
)

if |ϕ1| ≥ e
(4.189)

G2

(
|ϕ2|2

)
=


0 if |ϕ2| < a

1

π

(
2c arccos

( a

|ϕ2|
)
− 2ac

√
|ϕ2|2 − a2

|ϕ2|2
)

if |ϕ2| ≥ a
(4.190)

A typical SIM and its stability borders obtained from linear perturbation of system variables is
depicted in Fig. 4.32a and included corresponding numerical results are presented in Fig. 4.32b.
This figure shows that as much as the ε parameter is smaller, then numerical results follow in a better
manner its SIM. In this work the invariant manifold of the system at slow time scale (τ1) is evaluated
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Figure 4.32: a) The SIM of the described system in Eq. 4.184 and its stability borders; b) The SIM
and corresponding numerical results obtained via direct numerical integration of Eq. 4.184 for two
different values of mass ratio ε.

as well, which depends to the amplitude of the external excitation [Lamarque et al., 2012]:
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(4.191)

A typical view of this invariant is illustrated in Fig. 4.33. The intersection of mentioned invariant
with the SIM represent characteristic points of the system.

4.6.3.2 Localization of the energy of main systems with hysteresis behaviour in the nons-
mooth NES

The aim is to control main structural systems or equipments which present hysteresis behaviours.
The rescaled form of system equations is summarized as:

ẍ1 + εζẋ1 + x1 +
1− a
a

z + εF̂ (x1 − x2) + ελ(ẋ1 − ẋ2) = εf0 sin(ωT )

εẍ2 + εF̂ (x2 − x1) + ελ(ẋ2 − ẋ1) = 0

ż = Aẋ1 − β|ẋ1||z|n−1z − γẋ1|z|n

(4.192)

where F̂ is the scaled nonsmooth restoring forcing function of the coupled NES which read:

F̂ (α) =


0 if −δ ≤ α ≤ δ

k(α− δ) if α ≥ δ

k(α+ δ) if α ≤ −δ

(4.193)
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Figure 4.33: The three-dimensional view of the system invariant at τ1 time scale obtained from Eq.
4.191

The Dahl-type hysteresis modelling of the system is obtained via setting n = 1 and γ = 0

[Dahl, 1968, Ikhouane and Rodellar, 2007]. In order to have a preliminary idea about the behaviour
of Dahl-type systems coupled to a NES, let us take a direct numerical integration of the system
4.192 with following initial conditions:

(x1(0), ẋ1(0), x2(0), ẋ2(0)) = (20, 0, 0, 0) (4.194)

and we define η which is in fact the Representative reaction force of the system as:

η = εζẋ1 + x1 +
1− a
a

z + εF̂ (x1 − x2) + ελ(ẋ1 − ẋ2) (4.195)

Figure 4.34a presents the variation of the displacement of the main system with respect to the η
while Fig. 4.34b shows phase portraits of the internal variables of the Dahl model, i.e. z. The
system is treated via explained methodology in sect. 4.4. The SIM of the system and equilibrium
and fold singularities of the system are traced. An example for fold singularities of the system
in presented in Fig. 4.35 [Ture Savadkoohi and Lamarque, 2014a]. These points are points which
make the matrix ∇(δ2,N2)h in Eq. 4.20 not to be invertible.

4.6.3.3 Localization of the energy of main systems with time-dependent mass in a nonsmooth
NES

The main idea is to control a structure with time-dependent mass. A very simple example of
such systems can be rockets, airplanes and vehicles which loose a great amount or some of their
masses due to consumption of fuel. Let us consider the model which is provided in Fig. 4.36
[Lamarque et al., 2014]: it represents a main system with the time-dependent mass M̃(t), the rigid-
ity and the damping constant as k1 and C which is coupled to NES with the mass m and damping
constant as λ̃, respectively. The mass of the NES can move between two springs (with the constant
as k2) in a clearance of 2δ as depicted in Fig. 4.36. To derive governing system equations one
should take into account followings [Irschik and Holl, 2004, Pischanskyy and van Horssen, 2012]:
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Figure 4.34: a) Displacement of the main system versus representative reaction force of the system,
see Eq. 4.195; b) Phase portraits of the internal variable of the Dahl model, z. Results are obtained
by direct integration of the system 4.192 with initial condition provided in Eq. 4.194.
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Figure 4.35: Phase portrait of the system under forcing amplitude f0 = 50 on its first fold line.
a) The node; b) The saddle point. System parameters read: δ = 10, k = 2, λ = 0.2, ζ = 0.1,
ε = 10−3, A = 1, a = 0.99, β = 0.5, γ = 0 and n = 1.
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Figure 4.36: A time-dependent main system with the mass M̃(t) is coupled to a nonsmooth NES
with the mass m.

i) the time derivative of the impulse of the system, i.e. ˙̃
M(t)ẋ1; ii) the effects of the velocity at

which the mass is “leaving or entering” the heavy mass in x1-direction. If we represent this ve-

locity by V , then mentioned effect is represented by ˙̃
M(t)V . In this study we assume that V is

negligible and we set V = 0.{
M̃(t)ẍ1 + Cẋ1 + k1x1 + F̃ (x1 − x2) + λ̃(ẋ1 − ẋ2) +

˙̃
M(t)ẋ1 = Γ sin(Ωt)

mẍ2 + F̃ (x2 − x1) + λ̃(ẋ2 − ẋ1) = 0
(4.196)

Moreover, we assume that the M̃(t) obeys following protocol:

M̃(t) = M0(1 + εM(t)) (4.197)

Let us suppose that the ratio of the mass of NES and initial mass of the main system is very small,
i.e. 0 < ε =

m

M0
<< 1. Moreover, We assume that (1 + εM(t)) ≥ 0 is valid for a time long.

We rescale system equations with new time T where T = t

√
k1

M0
= tϑ. Equation (4.196) copies

(xi(t)→ xi(T )):
ẍ1 + (1 + εM(T ))−1εζẋ1 + (1 + εM(T ))−1x1 + (1 + εM(T ))−1εF̂ (x1 − x2)

+(1 + εM(T ))−1ελ(ẋ1 − ẋ2) + ε(1 + εM(T ))−1Ṁ(T )ẋ1 = (1 + εM(T ))−1εf0 sin(ωT )

εẍ2 + ελ(ẋ2 − ẋ1) + εF̂ (x2 − x1) = 0
(4.198)

where
C√
M0k1

= εζ,
1

k1
F̃ = εF̂ , k =

1

ε

k2

k1
,

λ̃√
M0k1

= ελ,
1

k1
Γ = εf0 and

Ω

ϑ
= ω. We assume

that k = O(ε0) and scaled potential of the NES is:

F̂ (z) =


0 if −δ ≤ z ≤ δ
k(z − δ) if z ≥ δ
k(z + δ) if z ≤ −δ

(4.199)

We can present M(T ) in the form of Fourier series:

M(T ) =

+∞∑
j=−∞

mje
iωjT (4.200)
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so,

Ṁ(T ) =

+∞∑
j=−∞

iωjmje
iωjT (4.201)

We assume that
+∞∑
j=−∞

|mj | < +∞ (4.202)

+∞∑
j=−∞

|ωjmj | < +∞ (4.203)

We would like to analyse the system around the 1 : 1 resonance i.e. ω = 1 + σε. The system
linearly is transferred to new coordinates as described in Eqs. 4.2 and 4.3 and its first harmonics
are kept. Then via the time-multiple scale method the SIM and also all characteristic points are the
system are traced [Lamarque et al., 2014], which provide necessary tools for designing appropriate
nonsmooth NES for triggering vibratory energy of main system with time-dependent mass. Let us
consider a single-dof main system with following governing equation:

ẍ1 + (1 + εM(T ))−1εζẋ1 + (1 + εM(T ))−1x1 + ε(1 + εM(T ))−1Ṁ(T )ẋ1 =

(1 + εM(T ))−1εf0 sin(ωT )
(4.204)

which is under following initial conditions:

(x1(0), ẋ1(0), x2(0), ẋ2(0)) = (1.5, 0, 0, 0) (4.205)

Let us assume that M(T ) = γ cos(2ωT ) which provides a Mathieu-type system of equations
[Nayfeh and Mook, 1979]. We set γ = 0.2 and the detuning parameter σ = 0 which means that
the system faces an exact 1:1 resonance. The system without coupled NES, Eq. 4.204 and with
coupled NES, Eq. 4.198 are integrated directly and results are shown in Fig. 4.37. The single-dof
system with varying mass and under external excitation at the exact resonance is diverging while
the coupled nonsmooth NES controls its diverging behaviour and reduces its displacement in a
considerable level.

4.6.3.4 Localization of the energy of main systems with Saint-Venant elements coupled to
NES

In this section we treat the passive control of a main system which is nonsmooth containing a set of
Saint-Venant elements [Bastien et al., 2013] in parallel. The system is depicted in Fig. 4.38. It is
composed of two components: a main oscillator with mass, stiffness and damping as M , k0 and λ̃,
which contains a set of parallel Saint-Venant elements with characteristics as k̃j (stiffness) and αj
(threshold of the Saint-Venant element) and internal variables uj , j = 1, 2, ..., n. This oscillator is
coupled to a NES with the very small mass compared to the mass of the main oscillator, stiffness of
the nonlinear restoring forcing function and damping as m = εM , c̃1 and λ̃1, respectively. Let us
suppose that the restoring forcing function of the NES, F , is general but odd, i.e. F (−z) = −F (z)

(e.g. F (z) = z3). The effect of Saint-Venant elements will be in the form of differential inclusions.
Governing system equations is summarized as [Lamarque and Ture Savadkoohi, 2015]:

M
d2x

dt2
+ λ̃

dx

dt
+ λ̃1(

dx

dt
− dy

dt
) + k0x+

n∑
j=1

k̃juj + c̃1F (x− y) = f1(t)

m
d2y

dt2
+ λ̃1(

dy

dt
− dx

dt
) + c̃1F (y − x) = 0

(duj
dt

+ β(
uj
ηj

)
)
3 dx

dt
, ηj =

αj

k̃j
, j = 1, 2, ..., n

(4.206)
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Figure 4.37: Displacement history of the main system with time-dependent mass for two different
cases: the main system without and with coupled NES.

The β graph as presented in Fig. 4.39 reads:

β(x) =


∅ if x ∈ ]−∞,−1[∪]1,+∞[

0 if x ∈ ]− 1, 1[

R− if x = −1

R+ if x = 1

(4.207)

We emphasis that differential inclusions of the considered model emerge from basic constitutive
equations of the Saint-Venant elements as:

kjuj ∈ αjG (
dx

dt
− duj

dt
), j = 1, 2, ..., n (4.208)

where G is the graph of the sign:

G (z) =


−1 if z < 0

[− 1, 1] if z = 0

1 if z > 0

(4.209)

Let us introduce new time domain t∗ = t

√
k0

M
= ϑt. So,

k̃juj ∈ αjG
(
ϑ(
dx

dt∗
− duj
dt∗

)
)
⇐⇒ k̃juj ∈ αjG

(
(
dx

dt∗
− duj
dt∗

)
)

, j = 1, 2, ..., n

(4.210)
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Figure 4.38: A main system with a set of parallel Saint-Venant elements and under external force
f1(t) is coupled to a secondary system with general and odd nonlinear potential function (m = εM ,
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96
Chapter 4. Targeted energy transfer in mechanical system via pure nonlinear mechanical

resonators

Equation 4.206 reads:

d2x

dt∗2
+ ελ0

dx

dt∗
+ ελ10(

dx

dt∗
− dy

dt∗
) + x+ ε

n∑
j=1

kjuj + εc10F (x− y) = εf10 sin(ωt∗)

ε
d2y

dt∗2
+ ελ10(

dy

dt∗
− dx

dt∗
) + εc10F (y − x) = 0

(duj
dt∗

+ β(
uj
ηj

)
)
3 dx

dt∗
, ηj =

αj

k̃j
, j = 1, 2, ..., n

(4.211)

where
λ̃ϑ

Mϑ2
= ελ0,

k̃j
Mϑ2

= εkj ,
c̃1
Mϑ2

= εc10,
λ̃1ϑ

Mϑ2
= ελ10,

f1( τϑ )

Mϑ2
= εf10 sin(ωt∗). A linear

transformation which is explained in Eqs. 4.2 and 4.3 are carried out. The complex variables of
Manevitch with considering only the first harmonics is taken, i.e. b1 = b2 = 0 in Eq. 4.4. A
Galerkin technique is endowed via keeping only the first harmonics of the system and truncating
higher one, i.e. setting l = 1 in Eq. 4.6. System equations read:

ωϕ̇1 −
ω

2i
ϕ1 +

ελ0(ϕ1 + εϕ2)

2(1 + ε)
+

ϕ1 + εϕ2

2iω(1 + ε)
+ ε

n∑
j=1

kjϕj+2

2iω
= ε

f10

2i

ωϕ̇2 −
ω

2i
ϕ2 +

ελ0(ϕ1 + εϕ2)

2(1 + ε)
+

ϕ1 + εϕ2

2iω(1 + ε)
+

n∑
j=1

kjϕj+2

2ωi
+ (1 + ε)(c10F +

λ10

2
ϕ2) = ε

f10

2i

ϕj+2 =
ϕ1 + εϕ2

(1 + ε)π
ξj
( |ϕ1 + εϕ2|

(1 + ε)ω

)
, j = 1, 2, ..., n

(4.212)
where

F =
1

2π

∫ 2π

0

e−iTF
(ϕ1e

iT − ϕ∗2e−iT
2iω

)
dT (4.213)

and ξj(z)(∀z ∈ R+, j = 1, 2, ..., n) reads:

ξj(z) =

{
π if z 6 ηj

θ + e−iθ sin(θ)− 4e−i
θ
2 sin(

θ

2
)− 4ηj

z
e−i(θ+

π
2 ) if z > ηj

(4.214)

with
θ = arccos(1− 2ηj

z
) (4.215)

If we set ωt∗ = T , then a time multiple scale method is used via considering different scales
of T and studying the system at each time scale. The system is studied around a 1:1 reso-
nance via setting Ω = 1 + σε. The SIM of the system and all characteristic points is traced
[Lamarque and Ture Savadkoohi, 2015]. The system behaviour at slow time scale and invertibility
(or not) of the ∇(δ2,N2) in Eqs. 4.27 and 4.28 imposes that in:

∂N2

∂T1
=

f̃1(N2, δ2)

g̃(N2, δ2)

N2
∂δ2
∂T1

=
f̃2(N2, δ2)

g̃(N2, δ2)

(4.216)
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equilibrium points are those which provide:
f̃1(N2, δ2) = 0, f̃2(N2, δ2) = 0

g̃(N2, δ2) 6= 0

(4.217)

and fold singularities are those which verifies
f̃1(N2, δ2) = 0, f̃2(N2, δ2) = 0

g̃(N2, δ2) = 0

(4.218)

4.7 Targeted energy transfer from a main linear system to a
chain of nonlinear oscillators: continuous approach

The idea is to localize induced energy to a principal system into a chain of nonlinear oscilla-
tors with local and global potentials. The section treats the modal behaviours of the overall sys-
tem via continuous approximation. The passive control process of a principal system coupled
to a chain of nonlinear oscillators via discrete approach has been studied by Charlemagne et al.
[Charlemagne et al., 2017, Charlemagne, 2018]. They traced periodic and modulated regimes of
the system as function of characteristics of the external excitations. In their work, they proved that
the response of the chain can be interpreted by the the nonlinear normal mode approach: during
the periodic regime, one mode is excited while during modulated responses, the response of the
system is dominated by repeated bifurcations between several nonlinear normal modes. A general
methodology for continuous approximations and treatment of such systems is introduced which is
followed by a given example [Charlemagne, 2018].

4.7.1 Treatments of a general system via continuous approximation: the
methodology

Let us consider a linear main system (LMS), with the rescaled mass as 1 and the generalized dis-
placement as v. A nonlinear discrete chain with L+ 1 particles of the mass ε for each (0 < ε� 1)
with the generalized displacement as uj , j = 1, . . . , L + 1 is linearly attached to the LMS. The
system equations read [Charlemagne, 2018, Charlemagne et al., 2018]:

v̈ + ω2
0v + εG1(v, v̇)︸ ︷︷ ︸

LMS

+ εH1(v, u1, v̇, u̇1)︸ ︷︷ ︸
LMS-chain coupling

= εf sin(ωt)︸ ︷︷ ︸
Forcing term

+O(ε2)

ü1 −H1(v, u1, v̇, u̇1)︸ ︷︷ ︸
LMS-chain coupling

+H2(u1, u2, u̇1, u̇2) = O(ε)

üj + Hc(uj−1, uj , uj+1, u̇j−1, u̇j , u̇j+1)︸ ︷︷ ︸
Chain

= O(ε) j = 2, . . . , L

üL+1 + HL(uL, uL+1, u̇L, u̇L+1) = O(ε)

(4.219)

The G1 stands for a linear operator while H2, Hc and HL are nonlinear ones. The operator H1

can be linear or nonlinear. We assume that the frequency of the external excitation is around the
frequency of the LMS, i.e. ω0. To this end, we set ω2 = ω2

0(1 + σε) with σ being the detuning
parameter. For applying the continuous limit to the chain, we consider that number of particles, L,
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is very high, i.e. L � 1. The generalized displacement uj(t) of the chain can be approximated by
the continuous function u(x, t) as:

uj(t) = u(x = j − 1, t)

x ∈ [0, L]
(4.220)

with L being the length of the chain. We can perform Taylor expansion as:

uj±1 ≈ u(j − 1, t)± ∂u

∂x
(j − 1, t) +

1

2!

∂2u

∂x2
(j − 1, t)± . . .± 1

n!

∂nu

∂xn
(j − 1, t) . . . (4.221)

With above mentioned continuous approximation, Eq. 4.219 is converted to fours systems as it
follows: The first equation is relevant to the LMS and the rest constitute a boundary value problem
of system of equations. The second and the last equations form the boundary conditions at two
extremities of the chain, i.e. the left and the right or at x = 0 and x = L, while the third equations
is a system of partial differential equation which represent the behaviour of the nonlinear chain.
Let us introduce following complex variables of Manevitch [Manevitch, 2001]:

ψ(t)eiωt =
∂v(t)

∂t
+ iωv(t)

ϕ(x, t)eiωt =
∂u(x, t)

∂t
+ iωu(x, t)

(4.222)

Fast and slow time scales are introduced to the time domain t (see Eq. 4.5) and then a Galerkin’s
technique is applied as described in Eq. 4.6 via taking into account the same assumptions which are
discussed in Sects. 4.2 and 4.3. The system 4.219 reads:

dψ

dt
+
i

2

(
ω − ω2

0

ω

)
ψ + εG1(ψ) + εH1(ψ,ϕ(0)) =

εf

2i
+O(ε2)

∂ϕ

∂t
(0) +

iω

2
ϕ(0)−H1(ψ,ϕ(0)) +H2(ϕ(0), ϕx(0)) = O(ε)

∂ϕ

∂t
(x) +

iω

2
ϕ(x) +Hc(ϕ(x), ϕx(x), ϕxx(x)) = O(ε) x ∈]0, L[

∂ϕ

∂t
(L) +

iω

2
ϕ(L) +HL(ϕ(L), ϕx(L)) = O(ε)

(4.223)

where the subscript x represents the derivation with respect to the space variable. Then, the fast and
slow dynamics should be traced.

The system behaviour at fast time scale We study Eq. 4.223 at ε0 order: The first equation

presents
∂ψ

∂τ0
= 0, which indicates that the amplitudes of oscillations of the LMS will vary slowly

as a function of the fast time scale τ0. The fixed points of the system, φ(x), are obtained via

lim
τ0→+∞

∂ϕ(x)

∂τ0
= 0, which lead to tracing the SIM of the system as:


ω0φ(0) + 2i [H1(ψ, φ(0))−H2(φ(0), φx(0))] = 0

ω0φ(x)− 2iHc(φ(x), φx(x), φxx(x)) = 0 x ∈]0, L[

ω0φ(L)− 2iHL(φ(L), φx(L)) = 0

(4.224)
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In the continuous approximation, the described SIM in Eq. 4.224 is an ordinary differential equation
with two boundary conditions in x = 0 and x = L. While the emerged SIM via treatments
of the system equations with discrete approaches [Charlemagne et al., 2017, Charlemagne, 2018]
forms P complex equations (P stands for the number of nonlinear particles of the chain). The Eq.
4.224 houses all possible monochromatic asymptotic responses. Solving the system 4.224 leads to
obtaining the φ(x) as function of ψ. Variation of the ψ permits to characterize different behaviours
of the nonlinear chain. However, for having precise idea about detailed possible destinations of the
system under a given excitation, we need to trace system responses at slow time scale.

The system behaviour at slow time scale We would like to see the evolution of the system at
slow time scale around the SIM. The first equations of the system 4.223 at ε1 order reads:

∂ψ

∂τ1
+
iσω0

2
ψ +G1(ψ) +H1(ψ, φ(0)) =

f

2i
(4.225)

Injecting the SIM (see Eq. 4.224) in Eq. 4.225 describes the variation of the envelop of the LMS at
slow time scale. Let us suppose that the left boundary condition of the SIM can be summarized as:

ψ = Fl(N(0))eiδ(0) (4.226)

where N(x) and δ(x) are polar variables of φ(x), i.e. φ(x) = N(x)eiδ(x). Combinations of
Eqs. 4.225 and 4.226 provides following compact form of system of equations (N0 = N(0) and
δ0 = δ(0)): 

∂N0

∂τ1
=
f1(N0, δ0)

g(N0, δ0)

∂δ0
∂τ1

=
f2(N0, δ0)

g(N0, δ0)

(4.227)

which is in fact a spacial case of the general formulation for a class of coupled nonlinear oscillators
which is described in Eq. 4.34. The system 4.227 provides necessary information for tracing
equilibrium (f1 = f2 = 0 & g 6= 0) and singular (f1 = f2 = 0 & g = 0) points of the system
and so necessary design tools for tuning parameters of the nonlinear chain in order to present the
intended responses for a provided external excitation characteristics.

4.7.2 An application: a nonlinear chain with local potentials
As an application of developed methodology which is explained in Sect. 4.7.1, following system is
considered: A LMS with the mass, stiffness and damping asM , K and C, respectively, is subjected
to an external excitation F (t). The LMS is coupled to a chain of nonlinear oscillators with the
mass of m = εM for each particle. The interaction between two particles is supposed to be linear
representing by a rigidity and damping coefficient as B̃ and Γ, respectively. Each particle interacts
locally (with other systems or with the environment) represented by a nonlinear function Ṽ , see
Fig. 4.40. System equations are summarized as:

v̈ + εcv̇ + ω2
0v + εγ(v̇ − u̇1) + εB(v − u1) = εf sin(ωt)

ü1 + γ(−v̇ + 2u̇1 − u̇2) +B(−v + 2u1 − u2) +Du3
1 = 0

...
üj + γ(−u̇j−1 + 2u̇j − u̇j+1) +B(−uj−1 + 2uj − uj+1) +Du3

j = 0

j = 2, . . . , L
...

üL+1 + γ(u̇L+1 − u̇L) +B(uL+1 − uL) +Du3
L+1 = 0

(4.228)
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Figure 4.40: The forced LMS coupled to (L + 1) nonlinear oscillators with the mass of m = εM ,
0 < ε� 1 for each particle.

with
K

M
= ω2

0 ,
B̃

M
= εB,

Ṽ (z)

M
= εDz3,

C

M
= εc,

Γ

M
= εγ,

F (t)

M
= εf sin(ωt) and ω2 =

ω2
0(1 + σε). The described system in Eq. 4.228 is a spacial form of the system which is described

in Eq. (4.219). The described methodology is Sect. 4.7.1 is used for treatment of the mentioned
system and detection of its dynamical characteristic points.

4.7.2.1 The SIM of the system

Tracing the system equations at ε0 order leads to detection of the SIM which is provided in general
manner in Eq. 4.224. It reads:

ω0φ(0)−
(
iγ +

B

ω0

)(
−ψ + φ(0)− ∂φ

∂x
(0)

)
− 2D|φ(0)|2φ(0) = 0

ω0φ(x) +

(
iγ +

B

ω0

)
∂2φ

∂x2
(x)− 2D|φ(x)|2φ(x) = 0 x ∈]0, L[

ω0φ(L)−
(
iγ +

B

ω0

)
∂φ

∂x
(L)− 2D|φ(L)|2φ(L) = 0

(4.229)

with D =
3D

8ω3
0

. Going to the polar domain and separation of real and imaginary parts of second

equation of the system 4.229 provides:

ω0N +
B

ω0

(
Nxx −Nθ2

)
− γ (2Nxθ +Nθx)− 2DN3 = 0 (4.230)

B

ω0
(2Nxθ +Nθx) + γ

(
Nxx −Nθ2

)
= 0 (4.231)

with θ(x) = δx(x). Let us consider that γ = 0 or we set that rescaled damping of the chain to at
the order of ε2, i.e. γ = O(ε2). The integration of Eq. 4.231 leads to:

θ(x) =
Θ

N(x)2
(4.232)

where Θ stands for the constant of integration. Concerning Eq. 4.232 we claim that:

• if ∃x0, N(x0) = 0, then θ = δx faces a singularity in x0. This means that independently of
Θ, a jump of phase of the chain is expected whenever the amplitude of the chain arrives to
zero.
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• as N(x) stands for the amplitude of φ(x), so N ≥ 0. The solution of equations can lead
to negative values for N . In this case, absolute value of the N should be retained and the
phase δ(x) should be supplemented by π at the point where N(x) becomes negative. This
adjustment grantees the previous remark as well.

Multiplying Eq. 4.230 by Nx and integrating it, following system is obtained:

N2
x = −Θ2

N2
− ω2

0

B
N2 +

Dω0

B
N4 + C1 (4.233)

with C1 is the constant of integration. Constants Θ and C1 are revealed by endowing the boundary
conditions. The last equation of the system 4.229 via consideration of Eqs. 4.232 and 4.233 yields
to: 

−ω0N(L) +
B

ω0
Nx(L) + 2DN(L)3 = 0

N(L)θ(L) =
Θ

N(L)
= 0

(4.234)

From the system 4.234 we conclude that:

• Θ = 0 (check the second equation). This means that the phase θ(x) is constant through the
chain, unless one or several singular points exist in the system when N(x) = 0. These points
correspond to (artificial) change of the sign of the N(x) and the phase presents a jump of
π. This fact clarifies that the admissible behaviours of the nonlinear chain are synchronous
periodic oscillations, which are in fact definition of nonlinear normal modes according to
Rosenberg [Rosenberg, 1960, Rosenberg, 1962, Rosenberg, 1966].

• The slow evolutions of the last mass of the chain is expressed by the first equations: it is in
fact the right boundary condition.

• If N(L) = 0, then the first equation implies that Nx(L) = 0. In this case Eq. 4.233 demands
that C1 = 0.

• If C1 = 0 then from Eq. 4.233 we can conclude that N2
x is strictly positive if N(x) >

√
ω0

D ,

which does not lead to N(L) = 0. As a result, if N(L) = 0, then ∀x,N(x) = 0. In this
work we focus of the case when C1 6= 0 which leads to non trivial responses.

Let us consider first equation of Eq. 4.229 via taking into account Eq. 4.232. We obtain (ψ =

N1e
iδ1 ):

(
B

ω0
− ω0 + 2DN(0)2

)
N(0)− B

ω0
Nx(0) =

B

ω0
N1 cos(δ1 − δ(0))

N1 sin(δ1 − δ(0)) = 0

(4.235)

The second equation of the system 4.235 indicates that the LMS is oscillating in-(or opposite) phase
with the first particle of the chain, i.e. δ1 = δ0 + kπ, k = 0, 1, . . . . Equation 4.235 leads to:

N1 = ±
[(

1− ω2
0

B
+ 2

ω0D
B

N(0)2

)
N(0)−Nx(0)

]
(4.236)
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Finally, considering all of above mentioned developments, following equations for the SIM are
obtained which should be treated in order to reveal the geometry of the SIM:

N2
x = −ω

2
0

B
N2 +

Dω0

B
N4 + C1

N1 = ±
[(

1− ω2
0

B
+ 2

ω0D
B

N(0)2

)
N(0)−Nx(0)

]

−ω0N(L) +
B

ω0
Nx(L) + 2DN(L)3 = 0

(4.237)

Treatment of the equations of SIM Looking at the first equation of the system 4.237, it is seen

that the constant C1 can change the asymptotic dynamics of the system: if C1 > C1crit =
ω3

0

4BD ,

then the polynomial emerging from the ordinary differential equation which expresses N2
x does

not have any real solutions. Otherwise, the system possesses two real roots X1 and X2 which are
expressed as (Nx = 0⇔ N =

√
X1,2):

X1,2 =
ω2

0 ±
√
ω4

0 − 4BC1Dω0

2Dω0
, X1 < X2 (4.238)

This means that depending on the value of C1, the asymptotic dynamics of the system can follow
three branches. These branches are presented in Fig. 4.41 for some numerical values of system
parameters. Let us now consider expression ofNx(L) traced from the ordinary differential equation
in the last equation of system 4.237, i.e. the right boundary condition:

B2

ω2
0

(
−ω

2
0

B
N(L)2 + D̃N(L)4 + C1

)
− (ω0N(L)− 2DN(L)3)2 = 0 (4.239)

Due to the symmetry of the phase portraits, see Fig. 4.41, we can concentrate on positive solutions
of N(L). This relation has one, two or three real solutions. It has three solutions when:

C1crit < C1 < C1m if B < 2ω2
0

C1m < C1 < C1crit if B > 2ω2
0

(4.240)

with C1m =
(8ω2

0 −B)(B + ω2
0)2

108B2Dω0
. If B = 2ω2

0 , then C1m = C1crit and Eq. (4.239) has one

real solution. Numerical solutions of Eq. 4.239 are presented in Fig. 4.42; different line style and
colors correspond to the ones illustrated in Fig. 4.41, so one can relate different values of N(L) to
the branches 1, 2 or 3. Value of the parameter B is chosen different from Fig. 4.41 for the sake of
clarity of Fig. 4.42. For each value of N(L) in Fig. 4.42 , starting from 0 and progressing along
the curve, we would like to integrate the first equation of system 4.237, leading to tracing N(0),
Nx(0) and also N1 via the left boundary condition, i.e. the second equation of the system 4.237.
This procedure will permit to trace the projection of the SIM in the (N(L), N1) plane.
Let us concentrate on the branch 1, i.e. the case where C1 < C1crit and N(x) <

√
X1. The

expression of N2
x reads:

Nx = ±
√
D̃(X1 −N2)(X2 −N2) (4.241)

with D̃ =
Dω0

B
. Integrating Eq. (4.241) yields to:

N(x) =
√
X1sn

(√
C1

X1
(x− C2),

X1

X2

)
(4.242)
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Figure 4.41: Phase portraits obtained from the first equation of system 4.237 for the system pa-

rameters as parameters: ω0 = 1, B = 40, D = 1 and a) C1 = −1

2
C1crit; b) C1 =

1

2
C1crit; c)

C1 =
3

2
C1crit. Three possible branches are marked as 1, 2 and 3
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Figure 4.42: Solutions of Eq. 4.239 for system parameters as ω0 = 1, B = 9 and D = 1. Line
styles correspond to ones illustrated in Fig. 4.41.

where sn(X, k2) stands for a Jacobian elliptic function and C2 is the constant of integration which
can be evaluated by the following system:

C2 = L−
√
X1

C1
F

(
arcsin

(
N(L)√
X1

)
,
X1

X2

)
(4.243)

F (X, k2) is the incomplete elliptic integral of the first kind. Equation (4.242) provides an explicit
expression of the modal shapes of the nonlinear normal modes of the nonlinear chain which are able
to enter in resonance with the LMS. The part of the SIM resulting from branch 1 is presented in Fig.
4.43 in solid blue line. In order to continue this figure, we should integrate the ordinary differential
equation for higher values of N(L) which correspond to branches 2 and 3. However, there is not a
closed-form expression of N(x) on those branches. As a result, one needs to numerically integrate
the following expression:

dx = ± dN√
−ω

2
0

B
N2 +

Dω0

B
N4 + C1

(4.244)

It can be illustrated that this integration yields to detection of a monotonic increasing branch of the
SIM shown in Fig. 4.43 (red dotted line).

Equilibrium and singular points The relevant equation describing the LSM at ε1 order around
the SIM reads:

∂ψ

∂τ1
+

1

2

(
cψ + iσω0 −

iB

ω0

)
ψ +

iB

ω0
φ(0) =

f

2i
(4.245)

Setting ψ = Fl(N0)eiδ0 , then the left boundary condition of the SIM provides:

Fl(N0) = −Nx(0) +

(
1− ω2

0

B
+ 2D̃N2

0

)
N0

(4.246)
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Figure 4.43: An example of SIM for the system with L = 30, ω0 = 1, B = 40 and D = 1. Types
of the lines correspond to ones illustrated in Fig. 4.41.

Considering Eq. (4.246) in Eq. (4.245), following system is obtained:
∂N0

∂τ1
=
f1(N0, δ0)

g(N0)

∂δ0
∂τ1

=
f2(N0, δ0)

g(N0)

(4.247)

with

f1(N0, δ0) = −Fl(N0)

2
[cFl(N0) + f sin(δ0)]

f2(N0, δ0) =
1

2

∂Fl(N0)

∂N0

[(
B

ω0
− σω0

)
Fl(N0)− B

ω0
N0 − f cos(δ0)

]

g(N0) = Fl(N0)
∂Fl(N0)

∂N0

(4.248)

The singular points are revealed via setting g(N0) = 0. These points are located on local extrema

of Fig. 4.43. In detail: Fl(N0) = 0 corresponds to minima (N1 = 0) and
∂Fl(N0)

∂N0
are located

on local maxima. Let us set N (k)
0,min and N (k)

0,max, where k stands for the number of local maxima

or minima, traced by Fl(N
(k)
0,min) = 0 and

∂Fl(N
(k)
0,max)

∂N0
= 0. To obtain fold singularities, the

conditions f1(N0, δ0) = f2(N0, δ0) = 0, should be verified as well, yielding to:

cos(δ0) = −
BN

(k)
0,min

fω0

or

sin(δ0) = −
cFl(N

(k)
0,max)

f

(4.249)
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Since | cos(δ0)| and | sin(δ0)| are bounded, then it is possible to set critical values of forcing ampli-
tudes which singular points emerge at corresponding values of N(0), i.e. at the local extrema of the
SIM [Lamarque et al., 2011]:

f
(k)
crit,min =

∣∣∣∣∣BN
(k)
0,min

ω0

∣∣∣∣∣
f

(k)
crit,max =

∣∣∣cFl(N (k)
0,max)

∣∣∣
(4.250)

The next section provides some numerical examples and application of the considered system in
engineering.

4.7.3 Some numerical results
In this section we first validate our analytical developments via comparison with results obtained
from direct time integration of system equations; then, application of the considered system in
passive control of main structural systems and equipments will be presented.

4.7.3.1 Numerical results versus analytical predictions

Direct time integration of initial discrete system of equations which are presented in Eq. 4.228
are carried out by the Runge-Kutta scheme with following criteria: time step of 0.1, absolute and
relative error tolerances of 10−12. Initial conditions are set so that all masses of the system are at
rest at time t = 0. From traced generalized coordinates via numerical integrations, i.e. v(t) and
uj(t), j = 1, . . . , L+ 1 we can evaluate ψ and the discrete equivalent of ϕ(x, t), which is a (L+ 1)

dimension vector constituted of the variables as:

ϕj+1(t) = (u̇j(t) + iωuj(t)) e
−iωt = Nj+1(t)eiδj+1(t) (4.251)

Let us consider following system parameters: L = 30, ε = 0.001, ω0 = 1, B = 100, D = 1,
c = 0.5, f = 0.5, σ = 0 and a small damping γ = 0.1 which is only considered in numerical
integrations. The SIM and characteristic points of the system are illustrated in Fig. 4.44a. It is
seen that the system posses one equilibrium point which is located on the first branch of SIM.
The phase portrait around this point is shown in Fig. 4.44b saying that this equilibrium point is
stable. The system possesses a singular point which is located on the local maximum of the SIM
as f (1)

crit,max = 0.340 < f < f
(1)
crit,min = 8.370. These points predict that the system after a

transient regime will be attracted by the equilibrium point or it will present a SMR due to the
existence of the singular point. Time histories of N1 are reported in Fig. 4.45a showing that
the system is attracted by its equilibrium point. Projecting results on the SIM which is depicted
in Fig. 4.45b shows that there is a discrepancy between numerical obtained results (red point)
and analytically predicted (blue point) equilibrium point. This discrepancy arises from continuous
approximation which is illustrated in Fig. 4.46a where blue triangles presents the prediction of
final amplitudes of each oscillator of the chain obtained from the discrete approach presented by
Charlemagne et al [Charlemagne et al., 2017, Charlemagne, 2018]. At the same figure the results
obtained from numerical integration represented by red crosses are included as well showing that the
discrete approach fits well with numerical results. However, the SIM which are obtained from both
discrete and continuous approaches are in good agreement, see Fig. 4.46b. Moreover, the developed
analytical tools, permits to predict the overall response of the chain during steady-state regimes: the
solid blue solid line in Fig. 4.46a reaches zero at x = 14.4. This means that during the steady-state
regime, two groups of particles of the chain oscillate in opposite phase of each other separated by
the middle oscillators, i.e. particles no. 14 and 15, which present near zero amplitudes which can
be seen in Fig. 4.47 obtained from numerical results. The discrepancies between obtained results
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Figure 4.44: a ) The SIM of the system (black line) with equilibrium and singular points (blue point
and black cross, respectively) b) Phase portrait around the equilibrium point. System parameters
are L = 30, ε = 0.001, ω0 = 1, B = 100, D = 1, c = 0.5, f = 0.5 and σ = 0.

from discrete and continuous approaches decreases as the length of the chain increase. Let us set
the length of the chain as L = 50 and the amplitude of the external excitation as f = 2. Meanwhile,
all other system parameters are the same as before. The system possesses five equilibrium points.
Figure 4.48 summarizes comparisons between amplitudes of particles of the chain, i.e. Nj or N(x)

obtained from continuous and discrete approaches around its equilibrium points. It is seen that both
results are in good agreement.
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Figure 4.45: a )N1 versus time obtained from numerical results b) SIM of the system (dashed black
line) and equilibrium point (blue point) with corresponding numerical results (red line). The red
point shows the final amplitudes of the system obtained from numerical results. System parameters
are L = 30, ε = 0.001, ω0 = 1, B = 100, D = 1, c = 0.5, f = 0.5 and σ = 0.

Let us now change characteristics of the external excitation: we set f = 4.5 and σ = 10. The
system possesses three equilibrium pints named as no. 1, 2 and 3 and one singular point which are
illustrated on the SIM in Fig. 4.49a. Phase portraits of the system around equilibrium points are
provided in Figs. 4.49b-4.49d. It is seen that equilibrium points no. 1 and 2 are unstable while the
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Figure 4.46: a ) Amplitudes of the masses of the chain obtained from discrete (triangles) and contin-
uous (solid line) approaches and numerical results (red crosses)b) The SIM obtained from discrete
(dashed line) and continuous (solid line) approaches. System parameters are L = 30, ε = 0.001,
ω0 = 1, B = 100, D = 1, c = 0.5, f = 0.5 and σ = 0.

Figure 4.47: Evolution of the physical amplitudes of oscillations of uj obtained from numerical
results at τ1 time scale. System parameters are L = 30, ε = 0.001, ω0 = 1, B = 100, D = 1,
c = 0.5, f = 0.5 and σ = 0.
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Figure 4.48: Predicted amplitudes of the particles of the nonlinear chain on the five equilibrium
points obtained from discrete (triangles) and continuous (solid line) approaches. System parameters
are L = 50, ε = 0.001, ω0 = 1, B = 100, D = 1, c = 0.5, f = 2 and σ = 0.
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point no. 3 is stable.
Figure 4.50a collects the SIM of the system in terms of N1 versus N32 accompanied by re-

sults obtained from direct numerical integration of system equations where the damping has been
increased to γ = 5. The figure show that the system presents a SMR. Time histories of men-
tioned amplitudes are depicted in Figs. 4.50b and 4.50c showing that the system presents persist-
ing bifurcations and cycles between stable branches of the SIM. During these cycles a 1:1 res-
onance is emerged between two nonlinear normal modes of the chain leading to intense energy
exchanges. These bifurcations between two nonlinear modes of the system which are between the
lower and higher branches of the SIM are illustrated in Fig. 4.51. This nonstationary behaviour
emerging from inter-modal resonance(s) has been also observed and explained within the frame-
work of limiting phase trajectories in different systems such as discrete periodic Klein-Gordon
[Smirnov and Manevich, 2011] and Fermi-Pasta-Ulam [Starosvetsky and Manevitch, 2013] chains.

4.7.3.2 Application to passive control

The aim of this section is that the passive control of main structural systems by addition of c chain
of nonlinear oscillators is possible. Let us consider L = 30, ε = 0.001, ω0 = 1, B = 100, D = 1

and c = 0.5. Let us investigate a case when the LMS is under external excitation with variable
amplitude f ∈ [0.1, 10] and with exact 1:1 resonance, i.e. σ = 0. Figure 4.52 summarizes obtained
equilibrium and singular points of the system added by the ones for the amplitude N1 that the
LMS would face without coupling the chain. Black solid line denotes the amplitudes that the LMS

would face without the chain. It is given by the following relation : N1 =
f√

c2 + σ2ω2
0

= 2f .

It is seen that the LMS has lower amplitudes with the chain, especially at relatively high energies.
Nonetheless, around f = 0.6, an equilibrium point has the same amplitude as the LMS without the
chain. Thus, a parametric study needs to be led to enhance the control performance at low energy
and to tune optimized parameters of the chain.

4.8 Industrial and inter ministry collaborations in the frame of
developed techniques

Several collaborations are carried out in the domain of research and developments with industrial
and inter ministry partners for passive control of of civil an mechanical structures. In the followings
a brief summary and results of these cooperation are listed.

4.8.1 PSA Peugeot Citroën Automobiles

Several projects have been financed by PSA Peugeot Citroën Automobiles in the frame of the
“OpenLab VAT@Lyon” for the ail of passive control of different segments of vehicles as it fol-
lows:

• Passive control of nonsmooth system by a nonsmooth absorber [Lamarque et al., 2012]:
Some mechanical parts of vehicles globally present linear behaviour but they can move in
a clearance showing an additional piece-wise linear response. The aim of the project was to
control such nonsmooth systems by addition of another nonsmooth oscillator.

• Passive control of mechanical systems in the gravitational field
[Ture Savadkoohi et al., 2012a]: The aim was to control a vertical oscillator taking
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Figure 4.49: a) the SIM of the system (black line) with equilibrium and singular points (blue points
and black cross, respectively); b)-d) Phase portraits around equilibrium points no. 1, 2 and 3,
respectively. System parameters are L = 30, ε = 0.001, ω0 = 1, B = 100, D = 1, c = 0.5,
f = 4.5 and σ = 10
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Figure 4.50: a) The SIM of the system (dashed black line) and corresponding numerical results (red
line) c) time histories of N1 obtained from numerical results; c) Time histories of N32 obtained
from numerical results. System parameters are L = 30, ε = 0.001, ω0 = 1, B = 100, D = 1,
c = 0.5, f = 4.5 and σ = 10.



4.8. Industrial and inter ministry collaborations in the frame of developed techniques 113

Figure 4.51: Evolution of physical amplitudes of particles of the chain uj obtained from numerical
results at τ1 time scale. System parameters are L = 30, ε = 0.001, ω0 = 1, B = 100, D = 1,
c = 0.5, f = 4.5 and σ = 10.
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Figure 4.52: Amplitudes of equilibrium and singular points (blue points and black crosses, re-
spectively) of the system in terms of |N1| when the forcing magnitude f ∈ [0.1, 10]. Black solid
line denotes the amplitude the LMS without coupling the chain. System parameters are L = 30,
ε = 0.001, ω0 = 1, B = 100, D = 1, c = 0.5 and σ = 0.
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into account the effects of the gravity. The gravity breaks the symmetry and induces pre-
stressing in the system and using a polynomial nonlinear absorber in the gravitational field
induces additional linear part to the restoring forcing function. For overcoming mentioned
obstacles a piece-wise linear vertical absorber is used for passive control of the mechanical
segment.

• Passive control of oscillators with time-varying masses [Lamarque et al., 2014]: For some
structures the assumption of conservation of the mass is not valid. Two representative exam-
ples of such systems are air planes and vehicles as their mass caries due to consumption of
the fuel. The goal was to control such systems with nonsmooth absorbers.

4.8.2 Poma
• Passive control of pendulum type systems by TMD has been already articulated by Mat-

suhisa and Otsu-shi [Matsuhisa and k Otsu-shi, 1994]. The goal of the first collaboration with
POMA was to study the passive control of two-dimensional pendular vibration of gondola
lifts by a nonlinear absorber [Agrapart, 2016]. Linearised form of governing two-dimensional
equations of the pendular movements of the cabin are coupled with the equations of the non-
linear absorber.

• The first step of the collaborations has been extended to preparation of a project in the frame
of “Projet la Région Auvergne-Rhône-Alpes" [Lamarque and Ture Savadkoohi, 2017]. The
project has been retained is going on. In this project the passive control of linearised form
of pendular movements of the cabin in two directions with flexible base, i.e. deformations of
the cable, will be studied.

4.8.3 Cerema
The aim of the cooperation was to develop a system for controlling vertical modes of cables of
stayed bridges. As the system was in the gravitational field, a special nonsmooth system has been
developed and patented [Lamarque et al., 2015] in the frame of the thesis of Weiss [Weiss, 2016].
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5.1 Introduction

Correct physical modelling of acoustical systems are primary and important steps for designing
adapted and robust passive control systems. The linear representation of a system will be sufficiently
enough if it experiences small amplitude oscillations. However, the system can present nonlinear
responses at high intensities or long propagation distances with low damping [Rossing (Ed.), 2014].
In this chapter, the concept of nonlinear passive control process in the domain of acoustics is pre-
sented. At first part of the chapter, a brief description about linear acoustics will be illustrated
accompanied by some nonlinear aspects of the acoustics. Then, the main focus of the chapter
which is nonlinear passive control in acoustics will be presented. Organization of the chapter is
as it follows: an introduction of necessary tools and elements in linear acoustics is provided in
Sect. 5.2, while the problem of the passive control (linear and nonlinear) in acoustic is discussed
in Sect. 5.3. A detailed literature review about behaviours of Helmholtz resonators in nonlinear
regimes is provided in Sect. 5.4. Studying the Helmholtz resonators in extreme nonlinear regimes
via analytical/numerical approaches validated by experimental results are presented in Sect. 5.5.
Finally, Section 5.6 presents the TET between a main acoustical mode and a Helmholtz resonator
in nonlinear regimes.

5.2 A brief description of linear acoustics

Governing systems equations which present small amplitude phenomena, can be represented via
linear approximations, that also take into account the principle of superposition, which can be pic-
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tured as it follows:

L

 n∑
j=1

αjFj

 = α1L (F1) + α2L (F2) + . . . (5.1)

where Fj are the subjects, L (Fj) are the mathematical representation or prediction of the ef-
fect of the subjects Fj and αj are arbitrary numbers for correct description of the system be-
haviours. Equations 5.1 states that effects of sum of several subjects is sum of the effects of
each subject. Moreover, effects of αj times of a the subject Fj will be αj times of the ef-
fect of the Fj . In the followings, a brief descriptions of governing equations of continuum me-
chanics will be represented and commented upon which are mainly collected from references
[Rossing (Ed.), 2014, Royis, 2013]:

Flux: Conservation of mass The flux is the amount of a quantity which passes through a surface
per unit time. The flux Q can be obtained via the vector field flux density, q, in a surface with the
normal n as:

Q =

∫
Σ

q.ndΣ (5.2)

Then, the general conservation law reads as:

∂ρ(x, t)

∂t
+∇.q = S (5.3)

where ρ is the mass density of the system which globally speaking can be function of space and
time and S stands for the source term. In fluid mechanics, the mass flux reads as ρv and then Eq.
5.3 presents the conservation of the mass in Eulerian view point as (q = ρv):

∂ρ(x, t)

∂t
+∇.(ρv) = 0 (5.4)

where ρ is the mass density of the system which in general can be function of space and time, while
v is the Eulerian, i.e. local and instantaneous velocity.

Generalized movement equations The generalized movement equations reads

−→
div(σ) + ρg = ρ

Dv
Dt

(5.5)

where σ is the Cauchy stress tensor and g stands for the gravitational acceleration vector. The
D
Dt

states the material derivatives which for an arbitrary tensor field Y = Y(x, t) copies as:

DY
Dt

=
∂Y
∂t

+ v.∇Y (5.6)

Balance of energy It can be stated that

ρ
Du
Dt

= σ : ∇v −∇.q + ρS (5.7)

where u = u(x, t) is the internal energy per unit mass, q = q(x, t) is the flux density vector and S
is the rate at which energy is generated by sources inside the volume per unit mass.
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Newtonian fluids Equations 5.5 and 5.7 can be applied to both solid and fluids. For prediction
of complete system behaviours, a rheology is needed. Let us consider a special rheology for fluids
such as water or air which fall in the category of Newtonian fluids. In Newtonian fluids, the stress
tensor due to the movements is proportional to the rate of shear tensor D as:

σ = σn + µD (5.8)

where σn is the stress tensor at rest position or the normal stress, µ is the shear viscosity and

D = ∇v +∇Tv − 2

3
(∇.v)I (5.9)

where I is the unity matrix.

Some simple concepts in thermodynamics Let us define s as the entropy per unit mass, then the
state equation in the simplest form (neglecting other effects such as relaxation) reads as

s = s(u, ρ−1) (5.10)

or
Tds = du+ pdρ−1 (5.11)

and for the Newtonian fluids one can write

σn = −pI + µB(∇.v)I (5.12)

where µB stands for bulk viscosity. Moreover, if we define κ as the coefficient of the thermal
conduction, then the heat flux density vector copies

q = −κ∇T (5.13)

Navier-Stokes equations Following equations represent Navier-Stokes equations which in fact
are adapted for Newtonian fluids:

ρ
Dv
Dt

= −∇p+∇(µB∇.v) +∇.(µD) + gρ (5.14)

ρT
Ds
Dt

=
1

2
µD : D + µB(∇.v)2 +∇.(κ∇T ) (5.15)

Some of thermodynamics coefficients Equation 5.10 indicates that any system variables can be
evaluated as function of other variables. For instance, one can states that the pressure p is function
of ρ and T or of s and ρ. Here, we list a set of some of such parameters [Rossing (Ed.), 2014]:

• the speed of the sound c:

c2 = (
∂p

∂ρ
)s (5.16)

• the bulk modulus Bv:
BV = ρc2 (5.17)

• the specific heat at constant pressure cp:

cp = T (
∂s

∂T
)p (5.18)



118 Chapter 5. Targeted energy transfer in acoustics via pure acoustical resonators

• the specific heat at constant volume cv:

cv = T (
∂s

∂T
)ρ (5.19)

• the coefficient of thermal expansion β:

β = ρ(
∂(1/ρ)

∂T
)p (5.20)

In above mentioned equations, the subscripts in partial derivatives stand for constant term during
differentiation. Introduced coefficients are coupled to each other via thermodynamic identity which
reads:

γ = 1 + T
(βc)2

cp
(5.21)

where γ =
cp
cv

stands for the specific heat ratio. There are two relations in thermodynamics which

are of specific interest in acoustics:

dρ =
1

c2
dp−

(
ρβT

cp

)
ds (5.22)

dT =

(
βT

ρcp

)
dp+

(
T

cp

)
ds (5.23)

Thermodynamic coefficients for an ideal gas All types of gases such as air at sufficiently low
densities, present (in general) the same type of behaviour which is named as ideal behaviour and
the gas is called as ideal gas [de Oliveira, 2013]. The thermodynamic coefficient for an ideal gas
read [Rossing (Ed.), 2014]

c2 = γRT = γ
P

ρ
(5.24)

cp =
γR

γ − 1
(5.25)

cv =
R

γ − 1
(5.26)

β =
1

T
(5.27)

Following parameters can be assigned for air: R = 278 J/kg K, γ = 1.4 which yields to cp = 1005

J/kg K and cv = 718 J/kg K. The sound speed and the density at temperature T = 293.16K and
pressure p = 105 Pa, read c = 343m/s and ρ = 1.19kg/m3, respectively.

Ideal compressible fluids In an ideal fluid the viscosity µB and the coefficient of thermal con-
duction κ are negligible. In this case the Navier-Stokes equation (see Eq.5.14) reads

ρ
Dv
Dt

= −∇p+ gρ (5.28)

and Eq. 5.14 yields to isotrope flow conditions as

Ds
Dt

= 0 (5.29)
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Considering Eq. 5.22, one can write
Dp
Dt

= c2
Dρ
Dt

(5.30)

Injecting the equation of the conservation of mass, i.e. Eq. 5.4, in Eq. 5.30 following system is
obtained:

Dp
Dt

+ ρc2∇.v = 0 (5.31)

Here, the bulk modulus read: Bv = ρc2.

Linearised equations of an ideal fluid A linearisation process can be applied to all of above
mentioned equations to reach the governing linear set of equations. As an example let us linearly
perturb following variables:

ρ→ ρ0 + ∆ρ (5.32)

v → v0 + ∆v (5.33)

p→ p0 + ∆p (5.34)

For instance, we inject Eqs. 5.32 and 5.33 in Eq. 5.4. In this case the linearised equations of the
conservation of the mass yields to:

∂∆ρ

∂t
+∇.(v0∆ρ+ ρ0∆v) = 0 (5.35)

Let us linearize governing equations of an ideal compressible fluid in a constant ambient density, i.
e. ρ = ρ0 in Eq. 5.32 and neglecting the gravity effects. Linearised forms of Eqs. 5.28 and 5.31
copy:

ρ
∂∆v

∂t
= −∇(∆p) (5.36)

∂p

∂t
+ ρc2∇.(∆v) = 0 (5.37)

Let us take the time derivative of Eq. 5.37 via injection of Eq. 5.36; following spatiotemporal
systems is obtained [Rossing (Ed.), 2014]:

∇.
(

1

ρ
∇(∆p)

)
− 1

ρc2
∂2(∆p)

∂t2
= 0 (5.38)

and if ρ(x, t) = ρ(t), then:

∇2(∆p)− 1

c2
∂2(∆p)

∂t2
= 0 (5.39)

which indicates wave equation. Treatment of 1-dimensional wave equation is represented in Annex
D.
If the fluctuation of pressure, i.e. ∆p, varies with constant angular frequency as:

∆p = a cos(ωt− Φ) (5.40)

then the amplitude a and the phase Φ will be constant. This is the simplest case which one can con-
sider for an acoustic signal. The human ear interacts approximately with frequencies f ∈ [20, 20k]

Hz. Sound frequencies corresponding to smaller and bigger than the lower and upper limits of this
interval are named as infrasonic and ultrasonic, respectively [Rossing (Ed.), 2014].

Classical attenuation of sound: reflection and absorption coefficients at normal incidence
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Characteristics impedance Let us define pr(x, t) = Aei(kx+ωt) and pi(x, t) = Bei(−kx+ωt)

as outgoing and ingoing (reflected and incident pressures), respectively at the surface of the layer
M, see Fig. 5.1. So, the total pressure, ptotal(x, t) reads as [Allard and Atalla, 2009]:

ptotal(x, t) = pi(x, t) + pr(x, t) (5.41)

and considering Eq. 5.36 one can write:

vtotal(x, t) = vi(x, t) + vr(x, t) =
Bk

ρω
ei(−kx+ωt) +

Ak

ρω
ei(kx+ωt) (5.42)

The characteristic impedance is the ratio of the pressure in one direction to the velocity of the fluid
at the same direction. As an example for the ingoing direction (see Fig. 5.1), we can express:

vtotal(x, t) = vi(x, t) + vr(x, t) =
Bk

ρω
ei(−kx+ωt) +

Ak

ρω
ei(kx+ωt) (5.43)

If we consider the ingoing direction of the propagation of the wave, the pressure and the velocity
are related with each other as:

vi(x, t) =
1

Zc
pi(x, t) (5.44)

with
Zc =

ρω

k
(5.45)

The Zc is named as characteristics impedance.

Impedance, resistance and reactance Via superposition of two waves (ingoing and outgo-
ing), from Eq. 5.43 one can write:

vtotal(x, t) =
1

Zc

(
Bei(−kx+ωt) − Aei(kx+ωt)

)
(5.46)

The ratio of total pressure and total velocity at the given layer M with distance x is defined as
impedance, formulating as [Allard and Atalla, 2009]:

Z(M) =
ptotal(x, t)

vtotal(x, t)
(5.47)

The impedance is a complex number. The real part of the impedance is named as specific acoustic
resistance of the impedance which should be non negative. Its imaginary part is called as specific
acoustic reactance which may be either positive or negative [Rossing (Ed.), 2014].

The reflection coefficient The reflection coefficientR at the surface of the layer is defined as:

R(M) =
pr(x, t)

pi(x, t)
(5.48)

The reflection coefficient is a complex number and as the numerator and denominator of the Eq.
5.48 have the same dependency to the time t, then R is independent of the time. If |R| = 1, then
the ingoing and outgoing waves have the same amplitudes, i.e. the layer is totally reflective and if
R = 0, then the layer is totally absorptive. The absorption coefficient of the layerM is defined as
[Allard and Atalla, 2009]:

α(M) = 1− |R(M)|2 (5.49)
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Figure 5.1: Schematic of outgoing (pr(x, t)) and ingoing (pr(x, t)) at the surface of the layerM.

5.3 Passive control in acoustics: from linear to nonlinear: an
introduction

Passive noise control in acoustics varies from the large range of systems dividing in linear and
nonlinear absorbers. One of the widely used systems for sound attenuation is Helmholtz resonators
(HR) [Helmholtz, 1863, Keller and Zauner, 1995]. An idealized form of a HR is depicted in Fig.
5.2. It consists of a cavity with the volume V and its neck with the length l and cross-section A.
If the frequency of an acoustical mode is low enough such that the wavelength is much longer than
any dimensions of the resonator, then the compressible air in the cavity acts as a spring with the
stiffness as [Rossing (Ed.), 2014]

k =
ρc2A2

V
(5.50)

and the air in the neck can be considered as incompressible behaving as a lump mass with with the
mass as [Rossing (Ed.), 2014]

m = ρAl′ (5.51)

where l′ = l + ∆l where ∆l stands for the end correction of two ends of the neck. There are

m m

Air in cavity

(Compressible)

Air pressure Air pressure

Mass of the air in neck

(incompressible)

Figure 5.2: An idealized HR and its analogy in mechanics.

some suggestions for the neck correction ∆l. For instance, if l can be considered larger than the
radius of the neck rneck, then ∆l = 0.82rneck [Rossing (Ed.), 2014]. The depicted analogy between
HR and the mechanical system in Fig. 5.2 is in fact the linear theory developed by Helmholtz
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[Helmholtz, 1863] which physically assumes that all kinetic energy is concentrated in the mov-
ing gas in the neck and in neighbourhood of the neck openings, while the linear restoring forc-
ing term, or the potential energy of the elastic deformation is localized in the gas of the cavity
[Borisova et al., 1984]. This mechanical analogy shows that that the HR can be coupled to a tar-
geted acoustical mode of a system for linear noise control in the same manner and logic that TMD
[Frahm, 1911] does for mechanical systems. It should be mentioned that the linear analogy between
the behaviour of a HR and mechanical mass-spring systems is valid for low pressure conditions.
However, at high intensities nonlinear terms enter to the behaviour of the system which can not be
neglected. This fact will be pinpointed in following section. In this case, using the HR as a linear
solution for passive noise control will have the same main drawback as the TMD, i.e. it will be
operational for a very narrow frequency width.
From different nonlinear passive control solutions we can name the work of Cochelin et al.
[Cochelin et al., 2006] which exploits the NES technology for control of an acoustical mode via
coupling a thin visco-elastic membrane. In detail, the first acoustical mode of the air in the tube
is considered as a linear oscillator. The role of the NES as the passive controller system is car-
ried out by this membrane which presents cubic nonlinearity as for its restoring forcing func-
tion. The first acoustical mode in tube and the nonlinear oscillator are weakly coupled thanks
to the air of the coupling box (see Fig.5.3). Experimental and numerical results of Cochelin et al.
[Cochelin et al., 2006] illustrate the transfer of the energy of the low frequency acoustical mode
(≈ 100 Hz) to the membrane in an irreversible manner. Developed nonlinear system by Cochelin

Figure 5.3: The considered system by Cochelin et al. [Cochelin et al., 2006] for creation of the TET
by a visco-elastic membrane. The first acoustical mode in tube is weakly coupled to the membrane
via the air in the coupling box.

et al.[Cochelin et al., 2006] for passive noise reduction in low frequency domains is a mechanical
system. However, we are interested to control noise via targeted energy transfer using a pure non-
linear acoustical system instead of mechanical one.
The aim of this chapter is to detect the behaviours of HR resonators in nonlinear regimes to be used
as pure acoustical nonlinear absorbers.

5.4 Nonlinear behaviours of Helmholtz resonators in nonlinear
regimes

Observations of nonlinear behaviours/responses in HR have been spotted in 20th century. Non-
linear interactions between resistance of an orifice and particle velocity was observed by Sivian
[Sivian, 1935]. They even presented a nonlinear relations between pressure difference on two sides
of the orifice and the particle velocity. Bolt et al. [Bolt et al., 1949] reported nonlinear responses
in terms of reactance and the velocity. Ingard [Ingard, 1953] investigated on the effects of dif-
ferent geometry of the orifice (circular or rectangular), observing nonlinear effects on the system
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responses. They performed further investigation on the effect of viscosity, heat conduction and
radiation with emphasising nonlinear effects on the resonance frequency and absorption. They
concluded that nonlinear effects influence the response of the system considerably and predicted
absorption via linear design methods could provide important errors at high intensities which non-
linear responses become more evident. Ingard and Ising [Ingard and Ising, 1967] investigated on
the acoustic nonlinearity of an orifice via measuring the flow velocity in the orifice and variation
of the pressure. They spotted that the pressure and the velocity amplitudes interact linearly at
low pressure while the same interactions become nonlinear (square-low relation) at large velocity
amplitudes. Behaviours of a HR resonator subjected to low-frequency pressures have been stud-
ied analytically by Zinn [Zinn, 1970]. They took into account nonlinearities via treating not only
first order governing equations but also second order ones. Their developments indicates that the
losses in HR can be associated with following two mechanism: i) viscous damping and ii) dissi-
pation of kinetic energy of jets which are periodically created at both extremes of the orifice that
is amplitude dependent. They claimed that their developed technique would be valid for a single
HR under low frequency pressure excitations. The emphasised that further theoretical develop-
ments should be carried out for analysing low to high amplitude behaviours of arrays of HR over
winder external excitation frequencies. The fluid mechanical model of HR derived by Hersh and
Walker [Hersh and Walker, 1977]: to treat system equations they used a perturbation technique via
endowing a small physical parameter (see Eq. 32 in [Hersh and Walker, 1977]) and they distin-
guished three different cases namely, weak, moderately weak and intense incident sound fields
leading to linear, weakly nonlinear and nonlinear regimes. Their analytical studies accompanied
by experimental results. They concluded that at high incident sound pressure levels, resistance is
independent of the frequency while its is proportional to the square root of the amplitude of the
incident sound pressure. Reactance is related to the frequency, geometry of the HR and incident
sound pressure in nonlinear manners. Later on, many research works were developed to consider
nonlinearities in HR. Borisova et al. [Borisova et al., 1984] developed simple relations via setting
some design parameters by taking into account frictional resistance on the neck wall (nonlinear
dissipation terms). The effect of nonlinear resorting forcing terms of the HR, (linear and quadratic
terms) studied by Boullosa and Orduna-Bustamante [Boullosa and Orduna-Bustamante, 1992] (see
Eqs. 12 and 13 in their report). Then, they compared the approximated solutions of the system
equation with experimental results. In the classical Helmholtz approximation, phase variations in
system elements such as cavity and the throat (or neck) are supposed to be very small. This means
that the oscillation process in HR can be seen as periodic conversion of potential energy through
pressurized cavity into kinetic energy of moving gas inside the throat and vice versa. However,
due to the sound radiation, boundary layer and jet dissipations, some (even small) parts of stored
acoustic energy in the resonator, gets destroyed at each cycle which should be compensated by
an excitation for remaining at equilibrium (or quasi-equilibrium) state position. To this end, the
frequency-dependent control process of HR demands that nonlinear effects due to losses, thermoa-
coustic boundary layers and higher-order frequency corrections to the Helmholtz approximation to
be considered [Keller and Zauner, 1995]. Moreover, Keller and Zauner [Keller and Zauner, 1995]
confirmed that (through theoretical studies) for obtaining high attenuation performances via HR, the
flow losses should be reduced by rounding both ends of the throat of the HR. Zaikin and Rudenko
[Zaikin and Rudenko, 1996] developed a nonlinear model of the HR with movable end wall via tak-
ing into account Stokes friction [Stokes, 1845] and the friction of the acoustic boundary layer (see
Eqs. 8 and 9 in [Zaikin and Rudenko, 1996]). They took into account the nonlinear correction to the
frequency response curves of the HR via inclusion of cubic nonlinearity. Moreover, they performed
an investigations on necessary system characteristics for using the HR with movable wall as sound
absorber or insulator. The nonlinear absorption process of HR at high amplitude incident waves is
studied by Meissner theoretically [Meissner, 1999] and experimentally [Meissner, 2000]. In their
study, a HR coupled to the end of a cylindrical tube. When the system faces high amplitudes inci-
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dent waves, the instantaneous flew patterns on both of the orifice of the HR are different. During the
first half cycle when the flow is guided from the tube to the HR, at the inflow side of the orifice the
streamlines converge forming an acoustic near field. At high intensity of incident waves with small
ratio between diameters of orifice and the tube, a strong acoustic flow through the orifice is formed
which ends with sepration of boundry layer and creation of high velocity axial jet. Moreover, if the
edges of the orifice are sharp, the streamlines in the jet converge and create vena contracta, i.e. the
point in the streamline where its diameter is minimum and the gas velocity is maximum. The viscus
interactions of the created jet and inactive surroundings leads to generation of vortex ring which
goes away from the orifice and vanishes into turbulence. During the second half cycle, the flow in
the orifice of the HR change its direction vortex ring inside the tube is created [Meissner, 1999].
In the theoretical study of Meissner [Meissner, 1999] the pressure domain has been evaluated sep-
arately in the zones with rotational and irrotational fluid motions. They found that the the total
pressure drop due to creation of jet and vorticity is proportional to the square of the amplitude of
the velocity of the orifice [Meissner, 1999]. Ostrovsky [Ostrovsky, 2004] investigated on the wave
interactions in acoustic resonators with hysteresis and also without hysteresis but with quadratic and
cubic nonlinearities via perturbation technique. To take into account the nonlinearities, they decom-
posed the one-dimensional nonlinear wave equation to linear and a nonlinear parts which the latter
is a higher order term of the perturbation parameter (see Eq. 2 in [Ostrovsky, 2004]). This decom-
position has been carried out thanks to separation of the stress-strain relationship into a linear and
nonlinear parts. For treating the nonlinear parts of system equations, they distinguished three differ-
ent cases as: i) nonhysteretic but quadratic stress-strain relation (see Eq. 7 in [Ostrovsky, 2004]); ii)
nonhysteretic but cubic stress-strain relation (see Eq. 11 in [Ostrovsky, 2004]) and finally iii) hys-
teresis stress-strain relation (see Eqs. 15 and 21 in [Ostrovsky, 2004]). Molotkov [Molotkov, 2008]
investigated on the hysteresis behaviour in acoustic medium due to the loading and unloading waves
including relaxing nonlinearity, i.e. coming back of the perturbed system to its equilibria, and the
viscosity. The main challenge in treatment and integration of the evolution equations (see Eq. 1 in
[Molotkov, 2008]) was related to the nonlineairity of the system and also that the evolution equa-
tions possessed the unknown pressure which should had been determined by solving the problem.
The problem has been treated via several methods such as Stokes small- amplitude approximation
and also asymptotic small-distance (small-time) and they revealed dependency of the density on
pressure evaluated for different types of media and different hysteresis responses [Molotkov, 2008].
Governing nonlinear equations of a HR, with linear restoring forcing term and nonsmooth term of
the loss is treated by Singh and Rienstra [Singh and Rienstra, 2014] (see Eq. 9 in the reference).
They did an asymptotic analysis via distinguishing resonant and non-resonant cases concluding that
near the resonance cases, nonlinear terms can not be neglected in the overall response of the system.
Achilleos et al. [Achilleos et al., 2016] studied the linear wave propagation in a waveguide, with a
single HR on its side which present the nonsmooth term pf loss (see Eq. 1 in [Achilleos et al., 2016])
demonstrating nonlinear (softening) behaviour between absorption and frequency for different inci-
dent amplitudes (see Fig. 2 in [Achilleos et al., 2016]). In terms of considering nonlinear terms of
restoring forcing function of a HR, Yu et al. [Yu et al., 2011] investigated on the nonlinear equations
of a HR which includes (apart from linear terms) nonsmooth loss and quadratic and cubic terms of
restoring forcing functions. They traced a softening response of such resonators.
In following sections a detailed studies are carried out on HR in nonlinear regimes to be used as an
absorber for the TET and control of an acoustical mode. In detail, detection of behaviours of HR
in nonlinear regimes via analytical, numerical and experimental studies are presented in Sect. 5.5.
The TET between an acoustical mode created in a tube and a HR in nonlinear regimes is discussed
in Sect. 5.6.
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(a) (b)

Figure 5.4: Two-dimensional views of two HR with: a) classical neck; b) tailored neck.

5.5 Extreme nonlinear regimes in Helmholtz resonators
In order to prepare analytical tools for detection of nonlinear behaviours of HR and then preparation
of design tools, we start we some experiment and then we will validate these results via analytical
and numerical obtaining.

5.5.1 Nonlinear behaviours of the HR: preliminary experimental results
Let us consider the academic mode of o HR which is depicted in Fig. 5.4a [Alamo Vargas, 2018,
Alamo Vargas et al., 2018]. We suppose that the the air column inside the neck is compressible
being responsible for kinetic energy while the the air in the cavity is compressible which is sup-
posed to provide potential energy of the system. Following hypotheses are made over the sys-
tem behaviours: the transformations inside the acoustic resonator are adiabatic; the length of the
neck, Ln, is considered much smaller than length of the cavity, Lc; the mass of the air in the
neck, mneck air, is supposed to be incompressible since the Helmholtz number He defined as
[Hersh and Walker, 1977, Rienstra and Hirschberg, 2018]:

He =
fLn
c

(5.52)

is very small compared to one, i.e. He � 1. The f is the frequency and c the speed of the sound,
applied to the segment Ln. Indeed, for the chosen experimental resonator, we obtain He = 0.0072.
The experimental test set-up is depicted in Figs. 5.5 and 5.6. A Kundt tube with a diameter of
4.6 cm is used. A HR is inserted at the end of the tube. A loudspeaker is placed at one side
of the tube fed by a B&K R© amplifier type 2706. It allows to send noise for a large frequency
width. Positions of microphones are clarified in Fig. 5.6: A microphone, 1

4 inches B&K R© type
4178 (embedded to a pre-amplifier B&K R© type 2633), is inserted at different positions (M1, M2)
of the thin tube and tangential to its wall to measure the sound signals inside the tube without
perturbing air displacements. A third position of the microphone (M3) is chosen to be able to
measure the sound in the cavity of the resonator. An amplifier B&K R© type 2690 treat the signal
received by the microphone. The acquisition is carried out by a National Instrument card NI PXI-
1031. Characteristics of the tailored HR, with hyperboloid neck, which is illustrated in Fig. 5.4b
copy: The cavity length is Lc = 2.15 cm. The length of the neck reads Ln = 9 mm. The external
and internal radius of the neck are rex = 2 mm and rin = 4 mm, respectively. A piece of wood is
used to create the cavity and the neck geometry of the HR. A rubber layer around the circumference
of the piece of wood is used in order to prevent air leakage, see Fig. 5.7. The aim is to obtain
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Figure 5.5: Experimental test set-up.

Figure 5.6: Scheme of the Kundt tube with positions of microphone M1, M2 and M3 for measure-
ments of the sound pressure.

Figure 5.7: The scheme of the HR for the experimental test.
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the skeleton curve of the system experimentally. To this end, the frequency is measured when the
amplitude of the pressure is maximum. The resonance frequency in linear domain read as f0 = 276

Hz. As for the external excitation, several experimental points for Sound Pressure Level (SPL) with
SPL∈ [110, 150] dB are chosen. The overall pressure, ptot, is defined as the sum of the atmospheric
pressure p0 and the fluctuation of pressure p′ reading as ptot, is ptot = p0 + p′. The ratio p′

p0

calculated for SPL = 110 dB and SPL = 150 dB are 6.2 × 10−5 and 6.2 × 10−3, respectively.
The results are presented in Fig. 5.8 showing that the system presents hardening behaviour for high
intensity pressure levels and slightly softening response for smaller amplitudes. For SPL < 110,
there is no frequency shift of the system and so it remains in linear regimes. We only presented
results of nonlinear regime in fig. 5.8. These preliminary experimental results provides a motivation
to pinpoint governing equations of the HR including nonlinear terms for better understanding its
response in nonlinear domains.
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Figure 5.8: Experimental results on the HR with tailored neck. f is frequency of the sinusoidal
excitation.

5.5.2 Nonlinear behaviours of the HR: analytical treatments

As it has been clarified already, the potential and kinetic energies of the HR are carried out via
the air inside the cavity and the encased mass of the air in the neck, respectively. The friction due
to the movement of the air in the neck crates damping [Yu et al., 2011, Singh and Rienstra, 2014].
Generally speaking, several types of damping scenarios exists in a HR: the linear dissipation which
originates from thermo-viscous boundary layers and a nonsmooth dissipations which mainly come
from vortex shedding [Förner et al., 2015]. Moreover, the geometry of the neck can influence the
emerge of the vortex and the dissipation around the neck. In long wave limits, the air in the cavity
represents linear and nonlinear restoring forcing functions [Richoux et al., 2007, Yu et al., 2011].
Then, the relation between the displacement of the air in the neck, X and changes the pressure ∆p

copies [Yu et al., 2011]:

∆p = −ρLeω2
0

(
X − (γ̂ + 1)S

2V0
X2 +

(γ̂ + 1) (γ̂ + 2)S2

6V 2
0

X3

)
(5.53)
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The ρ is the air density and Le is the effective length of the neck which reads [Yu et al., 2011]:

Le = Ln +

(
16r

3π

)
(5.54)

where r is the radius of cylindrical neck, S is the cross section of the neck, V0 is the volume in the
cavity, γ̂ is the specific heat ratio and ω0 is the linear resonance frequency of the resonator. Usually
the cubic terms of the restoring forcing function are excluded, eg. see [Richoux et al., 2007]. Since
are going to study a HR with tailored neck, see Fig. 5.4b, so it will be possible that the vortex and
dissipation around the neck are minimized [Förner et al., 2015]. In this case, the HR may present
extreme nonlinear responses due to its restoring forcing terms via exploiting more terms of its non-
linearities. To this end, in our study the cubic nonlinearities of the restoring forcing term will be
considered [Alamo Vargas, 2018, Alamo Vargas et al., 2018].
The governing equation of the HR under the external pressure variations p′ (fluctuation of the pres-
sure around the atmospheric pressure p0) via considering the momentum equation and conservation
of the mass in the real time t∗ reads [Alamo Vargas, 2018, Alamo Vargas et al., 2018]:

d2X

dt∗2
+

ξ

2Le

dX
dt∗

∣∣∣∣dXdt∗
∣∣∣∣+ 2δ∗

dX
dt∗

+ ω2
0X

(
1− αSX

V0
+ β

(
SX

V0

)2
)

= − p′

ρLe
(5.55)

where

δ∗ =

(
S

2ρLe

)
< (Zin + Zvis)

α =
(γ̂ + 1)

2

β =
(γ̂ + 1) (γ̂ + 2)

6

(5.56)

The ξ stands for the total hydraulic-resistance coefficient of the neck. The Zin is the acoustic
impedance at inlet of HR, Zvis is the friction acoustic impedance. Let us introduce dimensionless

variables as t = ω0t
∗, x =

SX

V0
, δ =

2δ∗

ω0
, σ =

(
ξ

2

)(
V0

LeS

)
. We obtain:

d2x

dt2
+ σ

dx
dt

∣∣∣∣dxdt
∣∣∣∣+ δ

dx
dt

+
(
x− αx2 + βx3

)
= −p (5.57)

where p =
Sp′

V0ω0ρLe
. The orders of magnitudes of system parameters play important role in its

behaviours. The nonsmooth terms of the dissipation which is represented by the σ parameter, can
be neglected in low levels of sound pressure while on high levels this nonlinear damping term is
important and is proportional to the ratio of the volume of the cavity and the neck [Yu et al., 2011].
In the very low deriving pressure, the contribution of the nonlinear restoring forcing terms are small
compared to the linear damping term. In this case the movement of the air inside the neck can
be modelled via a single degree of freedom linear oscillator. For extremely high sound pressure
levels, the nonlinear restoring forcing terms dominate the response of the system. So as a summary,
depending on system parameters and their order of magnitudes, different dynamical regimes can be
faced.
In the following we will identify some of parameters from experimental results.

5.5.2.1 Considered system parameters

As we are considering the air flow, so γ̂ = 1.4. Considering Eq. 5.56, we obtain α = 1.2 and
β = 1.36. A very rough approximated method is used for evaluation of damping coefficients:
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As shown in Fig. 5.9 a curve is fitted to experimental results. Equation 5.57 is treated via direct
integration method for some points of Fig. 5.9 assuming some values for damping coefficients. In
Fig. 5.9 and for numerical integrations we suppose that |p| = ε3F0 where with ε = 0.1 is a small
parameter. Results of the numerical integrations at steady-state regimes are compared and matched
with fitted curve. Identified linear and nonlinear dissipation terms read δ = 0.005 and σ = 0.05,
respectively.
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Figure 5.9: Experimental results (•) and the fitted curve (–).

5.5.2.2 Possibility of existence of chaos in the considered system

The described system in Eq.5.57 possesses both quadratic and cubic terms. Such systems can
presents chaotic responses [Romeo et al., 2015, Mattei et al., 2016]. Let us suppose that in Eq.
5.57,

−p = ζF cos

(
ωf
ω0
t

)
= ζF cos(Ωt) (5.58)

where ωf = 2πf and f are angular frequency and frequency of the excitation, respectively. More-
over, we set that σ = ζσ1, δ = ζδ1 where ζ is a small parameter. Equation 5.57 is reorganized
as: 

dx
dt

= z

dz
dt

= −x+ αx2 − βx3 + ζ (F cos(Ωt)− σ1z |z| − δ1z)
(5.59)

It is seen that the Eq. 5.59 is represented in the form of unperturbed and perturbed part coupled to
each other via ζ parameter. The unperturbed part of the Eq. 5.59, i.e. the case when ζ = 0, is a
Hamiltonian system, i.e. 

∂H

∂z
=

dx
dt

= z

−∂H
∂x

=
dz
dt

= −x+ αx2 − βx3

(5.60)
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where the Hamiltonian functions reads:

H(x, z) =
1

2
z2 +

1

2
x2 − 1

3
αx3 +

1

4
βx4 (5.61)

Let us seek critical points of the Hamiltonian which are in fact fixed points of Hamilton’s system

5.60 [Guckenheimer and Holmes, 1983]. Let us set:
∂H

∂x
= 0 . With provided experimental values

for system parameters in our work, i.e., γ̂ = 1.4 for air, so α = 1.2 and β = 1.36, then α2−4β < 0.
This fact clarifies that the system possesses only one fixed point which reads (0, 0). It is also seen
that:

dH
dt

=
∂H

∂x

∂x

∂t
+
∂H

∂z

∂z

∂t
=
∂H

∂x

∂H

∂z
− ∂H

∂z

∂H

∂x
≡ 0 (5.62)

which means that all level curves H(x, z) =constant, stand for solution curves for Eq.
5.60. In order to check the possibility of existence of chaos by the Melnikov function
[Guckenheimer and Holmes, 1983] one should evaluate the unperturbed homoclinic orbits traced
by H = 0, (

dx

dt

)2

= −x2

(
1− 2

3
αx+

1

2
βx2

)
(5.63)

Due to parameters α and β of our experimentations, we obtain
4

9
α2 − 2β < 0, meaning that we

Figure 5.10: Bifurcation diagram obtained from direct integrations of Eq. 5.59 at Ω = 1.01.

can not use Melnikov function for tracing chaos. However, the system can experience chaos without
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possessing any homoclinic orbit. In this case numerical techniques should be exploited for tracing
chaos. To this end, we endow Poincaré sections and bifurcation diagrams via direct numerical
integration of the system 5.59. The Orbit Diagram (or bifurcation diagram) of the Eq. 5.59 at
Ω = 1.01 is presented in Fig. 5.10. The stroboscopic sections are selected at each period of external
excitation after very long times for different amplitude of excitation ζF . It is seen that selected
points at stroboscopic sections, i.e. xi, and for each external excitations amplitude, i.e. ζF , can
count one or several points. It is seen that some forcing amplitudes correspond to a single periodic
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Figure 5.11: Phase portraits of Eq. 5.59 for the system under two different external excitation
amplitudes: a) ζF = 0.2–Periodic behaviour; b) ζF = 7–Chaotic behaviour.

solutions, e.g. ζF = 0.2, while some of the possesses multiple points, for instance ζF = 0.2,
indicating the possibility of existence of chaos in the system. Phase portraits of each case are
presented in Fig. 5.11: It is seen that the system under ζF = 0.2 presents periodic behaviour, see
Fig. 5.11a, while the same system under ζF = 7 presents chaotic response as depicted in Fig.
5.11b. This chaotic response has been confirmed by numerical evaluation of Lyapunov exponent.
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Figure 5.10 shows that the possibilities of chaotic responses emerge at very high forcing amplitudes.
For a wide variation gaps of Ω and for ζF < 0.5, only periodic solutions have been spotted. It
should be mentioned that for our experimentation, ζF = 0.0383 corresponds to a 136 dB which
is already a very high sound amplitude. That is why for our system under consideration and its
applications, reaching to chaotic behaviours is not possible.
In the next section, we will treat the system via multiple scale method which will be compared with
numerical and experimental results.

5.5.2.3 Treatment of system equations with the multiple-scale method

Let us study the behaviour of the system which is described in Eq.5.57 with the multiple-scale
method [Nayfeh and Mook, 1979]. We assume that the system presents small scaled displacement,
so we set x = εy with 0 < ε� 1. Moreover, we set that δ = ε2r2, σ = εr1 and p = ε3F0 cos (Ωt).
We are interested to trace system behaviours around a 1 : 1 resonance. To this end, we set Ω =

1 + ε2µ where µ is the detuning parameter. Equation 5.57 reads:

d2y

dt2
+ ε2r1

dy
dt

∣∣∣∣dydt
∣∣∣∣+ ε2r2

dy
dt

+ y − εαy2 + ε2βy3 = ε2F0 cos (Ωt) (5.64)

Some preliminary numerical studies To have an overall idea about system behaviours, before
applying the multiple scale methods, we take the direct numerical integration of the Eq. 5.64 with
the Runge-Kutta method. We set system parameters (experimental ones) as: σ = 0.05, δ = 0.005,
α = 1.2, β = 1.36 with varying forcing amplitudes from with F0 = 0.1 to F0 = 12.1. We collect
results after long time enough in order to be sure that we collect data during stationary regimes of
the system. Results are illustrated in Fig. 5.12 in terms of |x|, see Fig. 5.12. It is seen that for lower
amplitudes the resonator presents softening behaviour, i.e. resonance frequency decreases with
increasing amplitudes. This behaviour is transferred to the hardening response when the amplitude
of excitation increases. The Strouhal number [Blevins, 2006] which is dimensionless parameter,
is commonly used as indication of the predominant vortex shedding frequency. This number is
defined as [Blevins, 2006]:

Sr = 0.198

(
1− 19.7

Re

)
(5.65)

where Re stands for the Reynolds number which is defined as:

Re =
vLcarρ

ν
(5.66)

where Lcar is the characteristic length and ν is the fluid viscosity. The change of the structure of
the flow can be associated with the variation of the Strouhal number. These variation are depicted
in Fig. 5.12. It can be observed that this value is very close to 0.2. Moreover, we claim that
the Strouhal number reaches to its stable value when the forcing term increases, which indicates
that vortex shedding effects are limited when forcing terms becomes higher and so the effects of
nonlinear restoring forcing function become more evident. Typically in acoustics and for some fixed
system parameters, i.e. α, β, either softening or hardening responses are observed. In the presented
work, both responses for the same system parameters are observed by varying excitation amplitude
thanks to quadratic and cubic nonlinearities of the restoring forcing function which are presented
in Eq. 5.53. This behaviour is observed experimentally, see Fig. 5.8 and numerically as illustrated
in Fig. 5.12 [Alamo Vargas, 2018, Alamo Vargas et al., 2018]. Generally speaking, the quadratic
term creates softening response while the cubic term is responsible of the hardening response. The
comparison of experimental results and numerical ones are shown in Fig. 5.13 showing a good
agreement between two types of results. However, we should claim that by increasing the forcing
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Figure 5.12: Results obtained from direct numerical integration of the Eq. 5.64 (-) and correspond-

ing skeleton curve (•). |x| versus Ω =
f

f0
. Variations of Strouhal numbers are provided in the form

of the coloured bar at the right hand side of the figure.

terms both results will disperse as different order of developments should be taken into account as
for instance is explained in Eq. 5.53. In the followings the system is treated via the multiple scale
method for the system with two types of excitations namely, high and very high.

The system under high amplitude excitations Let us express the variable y in Eq. 5.64 as:

y = y0 + εy1 + ε2y2 +O
(
ε3
)

(5.67)

and we define fast and slow time scales as:

Fast Time Scale: T0 = ε0t

Slow Time Scale: T1 = ε1t, T2 = ε2t, . . .

Equation 5.64 at different orders of ε reads:

• O(ε0)

∂2y0

∂T 2
0

+ y0 = 0 (5.68)

• O(ε1)

2
∂2y0

∂T0∂T1
+
∂2y1

∂T 2
0

+ y1 − αy2
0 = 0 (5.69)
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Figure 5.13: Results obtained from direct numerical integration of the Eq. 5.64 (-), corresponding
skeleton curve (•) and experimental results collected from low forcing terms, F0, (+) of the Fig.
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• O(ε2)

2
∂2y0

∂T0∂T2
+
∂2y0

∂T 2
1

+ 2
∂2y1

∂T0∂T1
+
∂2y2

∂T 2
0

+

r1
∂y0

∂T0

∣∣∣∣ ∂y0

∂T0

∣∣∣∣+ r2
∂y0

∂T0
+ y2 − 2αy0y1 + βy3

0 =
F0

2

(
ei(T0+µT2) + e−i(T0+µT2)

)
(5.70)

The solution of Eq. 5.68 reads:

y0 = A (T1, T2, T3, ...) e
iT0 +A∗ (T1, T2, T3, ...) e

−iT0 (5.71)

After introducing Eq. 5.71 in Eq. 5.69 we have

A = A (T2, T3, ...)

y1 = −1

3
αA2e2iT0 + 2αAA∗ − 1

3
αA∗2e−2iT0

(5.72)

Via defining A = ŷeiγ , Eq. 5.70 copies
ŷ
∂∆

∂T2
= −ŷµ− F0

4
cos (∆) + ŷ3

(
3

2
β − 5

3
α2

)
∂ŷ

∂T2
= −F0

4
sin (∆)− r2

2
ŷ − r1ŷ

2

(
8

3π

) (5.73)

where ∆ = γ − µT2. Treatment of Eq. 5.73 can be carried out via nonsmooth time transforma-
tion method [Pilipchuk, 2010]. A very similar system to Eq. 5.73 is analysed via the mentioned
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technique by Ture Savadkoohi et al. [Ture Savadkoohi et al., 2011a] in the domain of mechanics.
Here, we are interested in analysing equilibrium points of the system which are obtained via setting
∂∆
∂T2

= ∂ŷ
∂T2

= 0. For all experimental system parameters which are provided in Sect. 5.5.2.1, Eq.
5.73 is solved at its equilibrium points. Results obtained from this analytical developments and
corresponding numerical ones obtained from direct integration of the Eq. 5.64 are presented in Fig.
5.14. It is seen that analytical predictions are matched with results obtained from direct numerical
integration. However, if the amplitude of excitation is increased, the analytical developments depart
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Figure 5.14: Results obtained from Eq. 5.73 at its equilibrium points (o) and those which are
obtained from direct numerical integration of Eq. 5.64 (-). The system is under external excitation
as F0 ∈ [0.2, 1.6] with step of 0.2.

from numerical results, see Fig. 5.15. For instance, see the presented curves for the case of F0 = 8:
analytical developments show a softening behaviour for the system while numerical results presents
hardening response which is identical to experimental results. This mismatching is due to the fact
that with increasing the forcing amplitude we do not respect the basic assumption for our develop-
ments leading to Eq. 5.64, i.e. |p| = O(ε3) or |p| = ε3F0 leading to abusing the assumption of
x = εy. In the next paragraph, we will deal with such a case when the amplitude of the excitation
copies very high levels.

The system under very high amplitude excitations Let us assume that x stays at the order 1 and

we suppose that y = O( 1
ε ), leading to x = y. Moreover, we set: r2 =

r̂2

ε
, α = ε∗α1, β = ε∗β1

and F0 =
F̂0

ε2
. Here, for the case of simplifications, we consider that ε∗ = ε. Equation 5.64 yields

to
d2x

dt2
+ εr1

dx

dt

∣∣∣∣dxdt
∣∣∣∣+ εr̂2

dx

dt
+ x− εα1x

2 + εβ1x
3 = εF̂0 cos (Ωt) (5.74)

The 1 : 1 resonance condition is imposed via setting: Ω = 1 + εµ. From Eq. 5.74 it is seen that the
quadratic and cubic nonlinearities of the restoring forcing function become at the same order being
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Figure 5.15: Results obtained from Eq. 5.73 at its equilibrium points (o) and those which are
obtained from direct numerical integration of Eq. 5.64 (-). The system is under external excitation as
F0 ∈ [0.2, 5.2] with step of 1. The curve 4 presents results obtained from analytical developments
for the system with F0 = 8, while the dotted curve (. . . ) is obtained from numerical integrations.

O(ε). Via the multiple scale method we reach finally to:
x̂
∂∆

∂T1
= − F̂0

4
cos (∆)− µx̂+ x̂3

(
3

2
β1

)
∂x̂

∂T1
= − F̂0

4
sin (∆)− r̂2

2
x̂− r1x̂

2

(
8

3π

) (5.75)

Equations 5.73 and 5.75 are very similar except the missing coefficient α1 in Eq. 5.75 representing
the quadratic term of the restoring forcing function. Figure 5.16 collects obtained results at the
equilibrium points of the Eq. 5.75 and those which are obtained by direct numerical integration of
Eq. 5.74 at the stationary regimes for the system under excitations amplitudes F̂0 ∈ [0.03, 0.12] .
It is seen that results match each other. Moreover, this behaviour is coherent with numerical and
experimental results which are illustrated in Fig. 5.13.

5.5.2.4 Summary and observations

The HR with the nonlinear restoring forcing function, including linear, quadratic and cubic terms,
completed by linear and nonsmooth dissipation terms is considered. Developed analytical tech-
niques, obtained from multiple scale method, are matched with experimental and numerical results
showing a good agreements if we respect the order of magnitudes of system parameters such as
amplitude of the excitation. Otherwise, different orders should be considered and developed in
multiple scale methods. The HR at high levels of excitations presents softening, mainly due to
quadratic term of restoring forcing function, and hardening response resulting from cubic term of
the restoring forcing function.
The coefficients of the cubic and quadratic terms depend only on the specific heat ratio; so from
physical view point, and for a given geometry of HR, these coefficients are fixed and that is why the
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Figure 5.16: Results obtained from Eq. 5.75 at its equilibrium points (o) and those which are
obtained from direct numerical integration of Eq. 5.74 (-). The system is under external excitation
as F̂0 ∈ [0.03, 0.12] with step of 0.03. The parameters of the system are: σ = 0.05, δ = 0.005,
β1 = 13.6. The α1 parameter is ignored in numerical simulations to be consistent with Eq. 5.75.

softening or hardening behaviours depend only on amplitude of excitation. If nonsmooth term of
dissipation which is due to the vortex and jet phenomenon is too high, then reaching to hardening
response of the system is difficult. In HR with the classical neck, jet phenomenon and vortex are
more evident for very high amplitudes and only softening behavior can be observed. The tailored
neck lowers the effects of the vortex phenomenon for high amplitudes leading to hardening be-
haviour. If the geometry of the neck is not fixed, then the ratio of the neck surface to cavity volume
must be high to reach to hardening domains.
These developments show that the HR with nonlinear responses at high levels of excitations can
be exploited as a pure acoustical resonators to be coupled to acoustical mode(s) for triggering their
acoustical energies in a one way and irreversible manner.
The next section, discusses about passive control of an acoustical mode via a HR with nonlinear
response in nonlinear regime.

5.6 Nonlinear energy exchanges between an acoustical mode
and a Helmholtz resonator with nonlinear behaviours

As introduced in Sect. 5.3, the nonlinear passive control process in acoustics using a me-
chanical system, i.e. visco-elastic membrane, has been successfully applied by Cochelin et al.
[Cochelin et al., 2006] using a simple test set-up. Further studies have been carried out in the recent
years in this domain which we list some of them: the targeted energy transfer from an acous-
tical mode to a nonlinear membrane articulated by Bellet et al. [Bellet et al., 2010]. Their test
set-up included a tube with variable length, for creation of an acoustical mode, a coupling box
and a visco-elastic membrane representing the nonlinear absorber. During free and forced exci-
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tations, the efficient targeted energy transfers have been observed due to the nonlinearity of the
membrane leading to controlling the acoustical mode. Later on they enhanced the efficiency of the
energy transfer via using several nonlinear membranes in parallel [Bellet et al., 2012]. Mariani et al.
[Mariani et al., 2011] replaced the nonlinear membrane by a loudspeaker used as suspended piston,
as a nonlinear absorber. They carried out some experimental studies using different types of loud-
speakers showing the possibility of the transferring acoustical energy inside the tube to the nonlinear
absorber represented by the loudspeaker in low frequency domains. The targeted energy transfer
between an acoustic medium inside a parallelepiped cavity and a viscoelastic membrane placed on
one of surfaces of the cavity has been investigated by Shao and Cochelin [Shao and Cochelin, 2014]
analytically and numerically. After deriving governing system equations, a harmonic balance tech-
nique, via using first harmonics, has been used. The expressions of nonlinear normal modes and
then periodic responses of the system under external excitations with stability studies are analysed.
The study permits to enlighten the energy exchanges between one mode inside the cavity and the
membrane on one ot its wall. The study of a nonlinear vibroacsotuc absorber, i.e. a membrane, at
low frequency domains namely in [10, 200] Hz and high pressure levels, typically several hundreds
of Pascals, has been studied by Chauvin et al. [Chauvin et al., 2018]. According to their test set-up,
they showed that the membrane, via exploiting its nonlinear behaviours, cancelled up to 90% of the
incoming acoustic waves around an amplitude-dependent frequency.
All of above mentioned studies and realizations, exploit nonlinear behaviours of a mechanical sys-
tems, namely viscoelastic membranes. However, we are interested in exploiting nonlinear capacities
of pure acoustical resonators for nonlinear passive noise control, similar to the function of classical
Helmholtz resonators for linear passive noise control [Helmholtz, 1863]. In Sect. ?? we showed
the existence of nonlinear behaviours of the HR in nonlinear domains. In this section a HR with
nonlinear behaviour is coupled to an acoustical mode, produced in a tube, for the aim of passive
noise control [Alamo Vargas, 2018, Gourdon et al., 2018].

5.6.1 Governing system equations and the general methodology
Let us consider the academic model of a HR with the cylindrical neck which is presented in Fig.
5.17. Detailed governing equation for such resonator in nonlinear domain is presented and dis-
cussed in Sect. 5.4. The length of the neck, Ln, is supposed to be very small with respect to
the length of the cavity denoted as Lcav . The mass of the air inside the neck, m2, is considered
as incompressible, experiencing the displacement U2. The the radius and the section of the neck
are presented by r2 and S2, respectively, while Lcav and Vcav stand for the length and volume
of the cavity, respectively. As discussed in Sect. 5.4 and is highlighted by Alamo Vargas et al.
[Alamo Vargas, 2018, Alamo Vargas et al., 2018] tailoring the geometry of the neck reduces vortex
forcing the system to present more hardening behaviour with the increase of sound pressure ampli-
tudes. In this section, we are interested to couple this HR with nonlinear behaviour to an acoustical
mode. To do so, we consider the schematic model of the set-up which is depicted in Fig. 5.18.
The acoustical mode can be produced due to endowing a tube with small diameter: pls reads the
pressure in the neighbourhood of the loudspeaker, pcb stands for the pressure in the coupling box,
while pcav represents the pressure inside the cavity of the HR. Characteristics of the tube with small
diameter is as it follows: r1, S1 and L1 are its radius, cross section and length, respectively, and the
mass of the air inside it is m1 with the displacement U1. The coupling box has the diameter of rcb,
the length as Lcb and the volume as Vcb. In the following, we will present governing equations of
each part of the set-up and then equations of the overall set-up will be derived.
Let us consider the tube with small diameter: We take into account conservation of the mass of a
single-dof system in X direction of ideal incompressible air. Equation 5.37, reads:

1

c20

∂p

∂t
+ ρ

∂

∂X

(
∂U1

∂t

)
= 0 (5.76)
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or

p = −ρc20
∂U1

∂X
(5.77)

where c0 is the sound speed in the air. Generalized movement equations (or equations of propaga-
tions) which is defined in Eq. 5.5, for this case reads:

ρ
∂2U1

∂t2
= − ∂p

∂X
(5.78)

Figure 5.17: Academic model of a HR with cylindrical neck.

Figure 5.18: Academic model of coupling an acoustical mode to a HR: a tube with small diameter
is coupled to the HR via a coupling box.

Injecting Eq. 5.77 in 5.78 and multiplying the system by S1, we obtain:

ρS1
∂2U1

∂t2
= ρc20S1

∂2U1

∂X2
(5.79)

We use variational form of the Eq. 5.79 as:∫ L1

0

ρS1
∂2U1

∂t2
δU1dX =

∫ L1

0

ρc20S1
∂2U1

∂X2
δU1dX (5.80)

which leads to∫ L1

0

ρS1
∂2U1

∂t2
δU1dX= −

∫ L1

0

ρS1c
2
0

∂U1

∂X

∂δU1

∂X
dX − pcb(t)S1δU1(L1, t)+pls(t)S1δU1(0, t)

(5.81)
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Let us introduce

U1(X, t) = U1a(t)

(
− cos

(
πX

L1

))

δU1(X, t) = δU1a(t)

(
− cos

(
πX

L1

)) (5.82)

and we set pcb = −ρc20
∂U1(L1, t)

∂X
and pls = −ρc20

∂U1(0, t)

∂X
. Equations 5.81 yields to:

(
ρS1L1

2

)
d 2U1

d t2
+

(
ρS1c

2
0π

2

2L1

)
U1 = plsS1 − pcbS1 (5.83)

In obtaining Eq. 5.83, the nonconservative works of the system are ignored. Normally, they system
presents such losses. To take into account the nonconservative works, we consider a damping
coefficient c1 in Eq. 5.83. It reads:

m1
d 2U1

d t2
+ c1

d U1

d t
+ k1U1 = plsS1 − pcbS1 (5.84)

withm1 =
ρS1L1

2
, k1 =

ρS1c
2
0π

2

2L1
. Equation 5.77 can be used for evaluation of the pressure inside

the coupling box, i.e. pcb as a function of the variation of the volume. This pressure is supposed to
be constants which reads:

pcb = −ρc20
∆Vcb
Vcb

(5.85)

After setting kb =
ρc20
Vcb

it yields to:

pcb = −kb (S2U2 − S1U1) (5.86)

Let us set the sound source or the loudspeaker as:

pls = F cos(ωf t) (5.87)

Then, the equation of the produced acoustical mode inside the tube which is clarified in Eq. 5.84
copies:

m1
d 2U1

d t2
+ c1

d U1

d t
+ k1U1 − S1kb (S2U2 − S1U1) = F cos(ωf t) (5.88)

As the HR is coupled to the stub for controlling the produced acoustical mode, we need to provide
governing equations of the HR in the considered system. We exploit Eq. 5.55 for the system under
consideration:

m2
d 2U2

d t2
+

ξ∗

2Le

d U2

d t

∣∣∣∣d U2

d t

∣∣∣∣+ 2δ∗
d U2

d t
= pcbS2 − pcavS2 (5.89)

with m2 = ρLeS2 where S2 and Le copy the cross section of the cylindrical neck and its effective
length (taking into account Rayleigh corrections), respectively. The parameter ξ∗ = ξm2 where ξ
stands for the coefficient of total hydraulic resistance of the neck of HR. Moreover, δ∗ = δm2, while

δ =

(
S2

2ρLe

)
< (Zin + Zvis), where Zin is the acoustic impedance at the HR in loudspeaker side

and Zvis reads the impedance of the acoustic friction. The < stands for the real part of a complex
variable. As presented in [Yu et al., 2011] and [Alamo Vargas, 2018, Alamo Vargas et al., 2018]
and discussed in detail in Sect. 5.5, we assume that air inside the cavity of the HR represents a
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restoring forcing function combining linear, quadratic and cubic effects. Using Eq. 5.53 we can
write:

pcav = ρLeω
2
hr

(
U2 −

(γ̂ + 1)S2

2Vcav
U2

2 +
(γ̂ + 1) (γ̂ + 2)S2

2

6V 2
cav

U3
2

)
(5.90)

where ωhr is the angular frequency of the HR which is which results from the linear behaviour of
the HR. Equation 5.89 becomes:

m2
d2U2

dt2
+

ξ∗

2Le

dU2

dt

∣∣∣∣dU2

dt

∣∣∣∣+ 2δ∗
dU2

dt
=

(
c20ρS2

Vcb

)
(S1U1 − S2U2)

−ρLeω2
hrS2

(
U2 −

S2

Vcav
αU2

2 +
S2

2

V 2
cav

βU3
2

) (5.91)

where α =
γ̂ + 1

2
and β =

(γ̂ + 1)(γ̂ + 2)

6
. Then, governing equations of the system presented in

Fig. 5.18 yields to:

m1
d2U1

dt2
+ c1

dU1

dt
+ k1U1 −

c20ρS1

Vcb
(S2U2 − S1U1) = F cos(ωf t)

m2
d2U2

dt2
+

ξ∗

2Le

dU2

dt

∣∣∣∣dU2

dt

∣∣∣∣+2δ∗
dU2

dt
+
c20ρS2

Vcb
(S2U2 − S1U1)

+ρLeω
2
hrS2

(
U2 −

S2

Vcav
αU2

2 +
S2

2

V 2
cav

βU3
2

)
= 0

(5.92)

Equation 5.92 can be treated with detailed methodologies which are explained in Chapter 4. As
illustrated by Gourdon et al. [Gourdon et al., 2018] and Alamo Vargas [Alamo Vargas, 2018] via
analytical and experimental developments, the targeted energy transfer from the acoustical modes
of the tube to the HR via strongly nonlinear interactions between two oscillators is observed.
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6.1 The global conclusions
A contribution in the domain of nonlinear passive control in mechanics and acoustics is presented.
The report is structured in three main parts with applications in structural/mechanical engineering
and acoustics.

• The Chapter 2 shows the localization of induced cyclic loads on a full scale composite struc-
ture on its joints via exploiting the pure nonlinear and hysteresis behaviours.

• The targeted energy transfer in mechanical system is discussed in Chapters 3-4.

• The targeted energy transfer in acoustics is treated in Chapter 5.

It is presented that the localization of the induced energies in structural elements can be carried out
via exploitation of their ductile and hysteresis responses. Then, a general methodology is explained
for targeted energy transfer and detection of the nature of strong interactions between two classes
of coupled nonlinear oscillators. It is seen that according to the parameters of coupled oscillators
and also deriving excitations, the system can face periodic or modulated responses. These regimes
are reached because of existence of equilibria and singularities of the systems. Several spacial cases
are considered and treated according to the explained methodology. We have considered several
types of nonlinearities for the coupled light oscillators, namely pure cubic, piece-wise linear and
also combination of them with hysteresis. In addition to that we have studied the control process
of principal systems with nonlinear behaviours in the form of differential equations or inclusions
forming Bouc-Wen type hysteresis models and Saint-Venant elements. Some experimental tests
have been performed as well for validating our developed techniques and the proof of concept.
In acoustics we showed that the classical Helmholtz resonators in nonlinear regimes and also via
tailoring their necks, present nonlinear response. This response is not pure nonlinear due to the
existence of the linear part on resorting terms of the resonator. However, we used these properties
of Helmholtz resonators for controlling an acoustical mode in a tube via a targeted energy transfer.
All of my research works which I have presented in this report, in fact have one common aim: using
nonlinearities for the aim of passive control. However, there are some pistes which I would like to
continue and to develop for the next five years which are summarized in the next section.

6.2 Perspectives and scientific topics
Confidential
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APPENDIX A

Expressions of F and H0

The function F is defined as

F =
ω

2π

∫ 2π
ω

0

ρ(v̇ +
εẇ

1 + ε
)e−iωτ0dτ0 (A.1)

As we have
v̇ +

εẇ

1 + ε
=

1

2
(φ1 +

ε

1 + ε
φ2)eiωτ0 + c.c. (A.2)

We assume φ1, φ2 are independent of the time scale τ0. Let us set polar form φj = Nj exp(iδj), j =

1, 2.

v̇ +
εẇ

1 + ε
= N1 cos(ωτ0 + δ1) +

ε

1 + ε
N2 cos(ωτ0 + δ2) (A.3)

Then, Eq. A.1 reads

F
2iη

π
e−iωt

?
1 (A.4)

where
N1 cos(ωt?1 + δ1) +

ε

1 + ε
N2 cos(ωt?1 + δ2) = 0

t?1 ∈
[
0,
π

ω

]
η = sign(N1 cos(δ1) +

ε

1 + ε
N2 cos(δ2))

(A.5)

Finally, following system is obtained

tan(ωt?1) =
N1 cos(δ1) +

ε

1 + ε
N2 cos(δ2)

N1 sin(δ1) +
ε

1 + ε
N2 sin(δ2)

(A.6)

which yields to

F (N1, N2, δ1, δ2) =
2i

π
sign(cos(δ1))e−iδ1 [1− εiN2

N1
sin(δ1 − δ2) +O(ε2)]

H0(φ3, φ
?
3) =

βφ3

2iω1
=

β

8iω3
1

| φ1 |2 φ1

(A.7)





APPENDIX B

Numerical scheme for differential
algebraic inclusion

An implicate Euler numerical scheme [Bastien et al., 2013] which can guarantee the convergence
of the approximate solution toward an exact solution (but with, quite small, order 1) is endowed.
Let us express the semi-explicit differential algebraic inclusion problem which is given in Eq. 4.157
as the first order differential inclusions as

X =


ẋ

x

ẏ

y

z

 =


x1

x2

x3

x4

x5

 (B.1)

Since we have
∂g

∂x1
= 0 and

∂g

∂x5
= −1, then we can write:

ẋ5 =
∂g

∂x2
ẋ2 = x2

2x1 (B.2)

Finally, governing equations can expressed as:

Ẋ + LX +G(X, t) +A(X) 3 0 (B.3)

where 0 = (0, 0, 0, 0, 0)t,

L =


ε(a0 + λ) ω2

1 −ελ 0 0

−1 0 0 0 0

−λ 0 λ 0 0

0 0 −1 0 0

0 0 −1 0 0

 =


L1

L2

L3

L4

L5

 (B.4)

G(X, t) =


ε
(
h0(x5) + γ(x2 − x4)3 − f0(t)

)
0

γ(x4 − x2)3

0

− ∂g

∂x2
x1 = −x2

2x1

 (B.5)

and

A(X) =


εα0

0

0

0

0

 (B.6)
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The differential algebraic inclusion problem of the Eq. B.3 with given initial conditions in the
phase space of X possesses a unique solution (see [Bastien et al., 2013]). The problem can easily
be discretised. We choose a time step ∆t > 0. For any integer n, let us set tn = n∆t,X(tn) ' Xn,
X(tn+1) ' Xn+1. Euler implicit scheme can be built from:

1

∆t
(Xn+1 −Xn) + LXn +G(Xn, tn) +A(Xn+1) = 0

X0 given

(B.7)

The Euler implicit scheme algorithm is provided in Appendix C
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The Euler implicit scheme algorithm

Let us note

Xn =


x1n

x2n

x3n

x4n

x5n

 (C.1)

and

Xn+1 =


x1n+1

x2n+1

x3n+1

x4n+1

x5n

 (C.2)

Let us suppose that X0 is given. For n ≥ 0, we have:

auxn = x1n −∆tL1Xn −∆tε
(
h0(x5n) + γ(x2n − x4n)3 − f0(tn)

)
(C.3)

L1Xn = ε(a0 + λ)x1n + ω2
1x2n − ελx3n (C.4)

x1n+1 =


0 if | auxn |≤ εα0∆t

auxn − εα0∆t if auxn ≥ εα0∆t

auxn + εα0∆t if auxn ≤ −εα0∆t

(C.5)

x2n+1 = x2n + ∆tx1n (C.6)

x3n+1 = x3n −∆t(L2Xn + γ(x4n − x2n)3) = x3n −∆t(x1n + γ(x4n − x2n)3) (C.7)

x4n+1 = x4n + ∆tx3n (C.8)

x5n+1 = x5n + ∆tx2
2nx1n (C.9)





APPENDIX D

One-dimensional wave equation

D.1 One-dimensional wave equation
Let us consider following equation which represent mono dimensional wave equations:

∂2ψ

∂x2
=

1

c2
∂2ψ

∂t2
(D.1)

In order to fully describe the wave, boundary and initial conditions should be specified. We set
boundary conditions as

ψ(0, t) = A0(t)

ψ(L, t) = AL(t)
(D.2)

and we assume following initial conditions

ψ(x, 0) = f(x)
∂ψ

∂t
(x, 0) = g(x)

(D.3)

To treat Eq. D.1, three methods is presented via using d’Alembert’s method, Fourier transform and
separation of variables.

D.2 D’Alembert’s method
Let us set [D’Alembert, 1750a, D’Alembert, 1750b]

ξ ≡ x− ct
η ≡ x+ ct

(D.4)

So,
∂2ψ

∂x2
=
∂2ψ

∂ξ2
+ 2

∂2ψ

∂ξ∂η
+
∂2ψ

∂η2

1

c2
∂2ψ

∂t2
=
∂2ψ

∂ξ2
− 2

∂2ψ

∂ξ∂η
+
∂2ψ

∂η2

(D.5)

Considering Eq. D.5 in Eq. D.1, we obtain

∂2ψ

∂ξ∂η
= 0 (D.6)

Which leads to following form of solution

ψ(ξ, η) = f(η) + g(ξ) = f(x+ ct) + g(x− ct) (D.7)

The f and g are any arbitrary functions, representing two waveforms travelling in positive x direc-
tion, i.e. g and the negative x direction, i.e. f .
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D.3 Fourier transform method
Before applying the Fourier transform [Gasquet and Witomski, 2000] method to treat the Eq. D.1,
let us present some preliminary definitions [Weisstein, 2018a]:

• The forward Fourier transform of a function r(x):

R(k) = Fx [r(x)] (k) =

∫ +∞

−∞
r(x)e−2πikxdx (D.8)

• The inverse Fourier transform of a function R(x):

r(x) = F−1
x [R(k)] (k) =

∫ +∞

−∞
R(k)e2πikxdx (D.9)

• The Fourier transfer of a derivative function r′(x):

Fx [r′(x)] (k) =

∫ +∞

−∞
r′(x)e−2πikxdx (D.10)

To treat Eq. D.10, we use integration by parts:

Fx [r′(x)] (k) =
[
r(x)e−2πikx

]+∞
−∞ −

∫ +∞

−∞
r(x)

(
−2πike−2πikx

)
dx (D.11)

If we suppose that the function r(x) is bounded, i.e.

lim
x→∞

r(x) = 0 (D.12)

Then

Fx [r′(x)] (k) = 2πik

∫ +∞

−∞
r(x)e−2πikxdx = 2πikFx [r(x)] (k) (D.13)

and with the same manner, it can be proved that the Fourier transfer of the nth derivative
function r(n)(x) reads:

Fx
[
r(n)(x)

]
(k) = (2πik)nFx [r(x)] (k) (D.14)

Let us apply the forward Fourier transform to the Eq. D.1 [Weisstein, 2018b]:∫ +∞

−∞

∂2ψ(x, t)

∂x2
e−2πikxdx =

1

c2

∫ +∞

−∞

∂2ψ

∂t2
e−2πikxdx (D.15)

Considering Eq. D.14, we can set Eq. D.15 as

(2πik)
2

Ψ(k, t) =
1

c2
∂2Ψ(k, t)

∂t2
(D.16)

where
Ψ(k, t) = Fx [ψ(x, t)] (k) (D.17)

The eigenfunction of the Eq. D.16 can be represented as:

Ψ(k, t) = Be2πikct + Ce−2πikct (D.18)
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Let us take the inverse Fourier transform of the Eq. D.18; it reads

ψ(x, t) =

∫ +∞

−∞
Ψ(k, t)e2πikxdk

=

∫ +∞

−∞

(
B(k)e2πikct + C(k)e−2πikct

)
e2πikxdk

=

∫ +∞

−∞

(
B(k)e−2πik(−x−ct) + C(k)e−2πik(−x+ct)

)
dk

= ψ1(−x− ct) + ψ2(−x+ ct)

(D.19)

with

ψ1(α) = Fk [B(k)] (α) =

∫ +∞

−∞
B(k)e−2πikαdk

ψ2(α) = Fk [C(k)] (α) =

∫ +∞

−∞
C(k)e−2πikαdk

(D.20)

D.4 Method of separation of variables
Let us separated spatio-temporal variables of the ψ(x, t) as

ψ(x, t) = M(x)N(t) (D.21)

Injecting variables of the Eq. D.21 in Eq. D.1 following system can be obtained

1

M(x)

∂2M(x)

∂x2
=

1

c2
1

N(t)

∂2N(t)

∂t2
= −k2 (D.22)

Equation D.22 represents two well separated differential equations in terms of variables. The solu-
tion of the space part reads

M(x) = C cos(kx) +D sin(kx) (D.23)

and if we set −c2k2 ≡ −ω2, then the solution of the temporal part of Eq. D.22 yields to

N(t) = E cos(ωt) + F sin(ωt) (D.24)

Let us suppose that Eq. D.21 describe the behaviour of a string (or a bar element) with following
boundary conditions as A0(t) = AL(t) = 0 which are detailed in Eq. D.2. after injecting the
assumed boundary conditions on Eq. D.23 it is found that

C = 0

kL = mπ
(D.25)

with m being an integer, m ∈ N. Considering Eq. D.25 in Eq. D.21, following systems is for any
integer m obtained

ψm(x, t) =
(
Em cos(ωt) + Fm sin(ωt)

)
Dm sin(

mπx

L
) (D.26)

Let us set EmDm ≡ Am and FmDm ≡ Bm. The system D.26 reads

ψm(x, t) =
(
Am cos(ωt) +Bm sin(ωt)

)
sin(

mπx

L
) (D.27)

Let us consider a special initial condition as
∂ψ

∂t
(x, 0) = 0 [Weisstein, 2018b], which provided

Bm = 0 in Eq. D.27. We have

ψm(x, t) = Am cos(ωt) sin(
mπx

L
) (D.28)
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and the general solution of the system reads

ψ(x, t) =

∞∑
m=1

Am cos(ωt) sin(
mπx

L
) (D.29)

Let us suppose that a general form for the ψ(x, 0) as

ψ(x, 0) =

∞∑
m=1

Am sin(
mπx

L
) (D.30)

The Am in Eq. D.29 can be traced via endowing the orthogonality of modes as∫ L

0

sin(
nπx

L
) sin(

mπx

L
)dx =

1

2
Lδnm (D.31)

where δ stands for the Kronecker delta. Let us project the system D.30 on mode m via∫ L

0

ψ(x, 0) sin(
mπx

L
)dx =

∫ L

0

∞∑
n=1

An sin(
nπx

L
) sin(

mπx

L
)dx =

1

2
LAm (D.32)

So,

Am =
2

L

∫ L

0

ψ(x, 0) sin(
mπx

L
)dx (D.33)
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Contribution to the study of passive control by nonlinear interactions in
mechanics and acoustic

Abstract: Mechanical and structural systems vulnerabilities against induced vibrations by na-
ture and/or machines create a control problem which seeks for novel design processes for their
protection. The control process covers large categories spreading from active to passive controls;
meanwhile, the control process can be linear or nonlinear. Passive control soloution exploits the
potential(s) of main systems (to be controlled) and/or the potential(s) of coupled oscillators. Po-
tential(s) of systems can present linear or nonlinear behaviours, e.g. hysteresis and/or geometrical
nonlinearities. This report deals with passive control of structural systems by endowing nonlinear
behaviours of systems themselves or the ones of coupled light oscillators.
The report is divided globally into two main parts: The first global part of this report deals with
passive control of civil engineering structures by endowing ductile and hysteresis behaviours of
the joints. Results are obtained in the framework of an European research projects, namely the
“ECOLEADER HPR-CT-1999-00059” project, Cyclic and PsD testing of a 3D steel-concrete com-
posite frame. The second global part of the report treats the nonlinear targeted energy transfer
in mechanical and acoustical systems via exploiting the nonlinear behaviours of coupled oscilla-
tors. Results in the domain of mechanical engineering are obtained from an ANR research project
namely, “ADYNO ANR-07-BLAN-0193” and several research projects which have been sponsored
by PSA Peugeot Citroën Automobiles. The works on the targeted energy transfer in acoustics are
treated in the framework of “ANR METAUDIBLE" (ANR-13-BS09-003) and “LABEX CELYA"
(ANR-10-LABX-0060) of the Université de Lyon within the program “Investissement d’Avenir"
(ANR-11-IDEX-0007).
Keywords: Passive control, nonlinear dynamics, hysteresis, nonlinear energy sink, nonlinear tar-
geted energy transfer
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