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I Résumé

Un résultat classique d’Eichler, Shimura et Manin affirme que 'application qui
associe a une forme cuspidale f sur SLa(Z) son polynome de périodes 7y est compati-
ble aux opérateurs de Hecke. On propose une généralisation de ce résultat a un cadre
ou le polynéme de périodes ry est remplacé par une famille de fonctions rationnelles
de N variables équipées de 'action de GLy(Z). Pour cela, on développe une théorie
des opérateurs de Hecke sur le cocycle elliptique récemment introduit par Charollois.
En particulier, lorsque f est une forme propre, la fonction rationnelle correspon-
dante est un vecteur propre par rapports aux opérateurs de Hecke sur GLy(Z).
De plus, les valeurs propres et la fonction L associées sont déterminées. Enfin, on
donne quelques exemples numériques pour la série d’Eisenstein et la fonction Delta,
de Ramanujan.

Mots-clés : forme modulaire, opérateur de Hecke, cocycle elliptique, fonction

L, cohomologie de GL, symbole modulaire.






I Abstract

A classical result of Eichler, Shimura and Manin asserts that the map that as-
signs to a cusp form f on SLg(Z) its period polynomial r; is a Hecke equivariant
map. We propose a generalization of this result to a setting where r is replaced by a
family of rational function of N variables equipped with the action of GLy(Z). For
this purpose, we develop a theory of Hecke operators for the elliptic cocycle recently
introduced by Charollois. In particular, when f is an eigenform, the correspond-
ing rational function is also an eigenvector respect to Hecke operator for GLy(Z).
Moreover, the associated eigenvalues and L function are determined. Finally, we give
some numerical examples for Eisenstein series and the Ramanujan Delta function.

Keywords : modular form, Hecke operator, elliptic cocycle, L function, coho-

mology of GLy, modular symbol.
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I Introduction

It is a classical result of Shimura and Manin that the map that assigns to a cusp
form f its period polynomial ry is a Hecke equivariant map. This thesis aims to
generalize this property to dimension N. In the general setting, the period poly-
nomial attached to f is replaced by a family of rational functions in N variables.
For this purpose, we develop a theory of Hecke operators for the elliptic cocycle
recently introduced by Charollois. It is an (N — 1)-cocycle for GLy(Z) valued in
meromorphic functions on CV x CN. We start by recalling the classical setting of

modular forms and Hecke operators.

Period polynomial

Let 7 be a point in the upper half-plane H and ¢ = exp(27it). Let f be a cusp
form of weight k on SLo(Z) with Fourier expansion f(7) = Y . as(n)q". The

associated L-function is given by
= Zaf(n)n_s. (1)
n>0

It is well-known that the L-function L(f,s) converges absolutely for Re(s) > 0 and

has an analytic continuation to the whole plane. The period polynomial r¢(x) of f

is given by '
100 b9
ry(z) = fr)(r—z)" " dr. (2)
0
It is equivalent to
k—2
Z - 2 'L f n+ 1) xk—2—n‘ (3)
— 2 —n)!(2mi)nt!

n=0



Let V_o be the vector space of polynomials of degree < k — 2 in one variable x

with coefficients in C. The space Vi_o is equipped with an action of GL2(C) by

(Ph)a) = (e + )P (20 0

b -1 0
where P(z) € Vi_o,y = <a d) € GL2(C). The element ¢ = ( 0 1) acts by
c

(Ple)(z) = P(—z) and splits Vj_o into the direct sum of the spaces V;_, and V_,
of even and odd polynomials respectively. It is clear that r(x) € Vj_o and satisfies

the following cocycle relation:

ri|Id+S) = r4|1d+U + U?) = 0, (5)

1 _
where S = 0 and U = L 1 . Let
1 0 1 0

W, _o={PeV,_4|P+P|S=P+ P|U+ P|U?>=0}.

The equation (5) shows that the period polynomial r 1 belongs to Wy,_s. Wy_, splits
into two parts: Wi_o = W;Q ® W, _, where Wiz =W;,_oN V,iz. Similarly,
let TJT, ry to be the even and odd part of ry respectively.

Hecke operators

Let N, m be two positive integers. Let My (m) be the set of all N x N integral
matrices of determinant m. Given a modular form f of weight k, the action of the

m-th Hecke operator is given by

Tnf(r)=m:"t S (flin)(), (6)

~vE€SLa(Z)\M2(m)

where f|y is the slash operator given by

B det(’y)g ar +b
() = 0 (0. @

The action of the Hecke operator on a modular symbol can be defined in a similar

8



way. Let A be a GL2(Q)-module. An A-valued modular symbol is a function:

r: Z2\(0,0) x Z2\(0,0) — A
(@ , B = r{a, B}

satisfying

1. r{a, B} =0 for all a« € Qp,

2. r{a, B} +7{B,0} = r{a, &} for all o, 3,6 € Z?\(0,0).
Here 0 means the zero vector in Z?. A modular symbol r{a, 3} is said to be homo-
geneous if

r{ga, 9B} = g - r{a, B} for all g € SLy(Z) and «, 8 € Z*\(0,0). 9)

Then the action of the Hecke operator on a homogeneous modular symbol is
given by:
Tor{o, By = Y. v-r{my '(a,B)}. (10)

YEM2(m)/ SL2(Z)

Here to distinguish the Hecke operator on modular forms, we use the notation T,,.
With the help of relation (5), the period polynomial can be extended to a homo-
geneous modular symbol. Let X = (X7, X2) be a vector and let

ri{erex}(X) = X5 (ﬁ;) , (1)

where e; = (1,0)!,es = (0,1)!. Let a, 8 € Z? be two nonzero column vectors, then
due to the cocycle relations (5), rf{c, 5} is totally determined by the following

conditions:

L. ri{a, ) =0if a € QB,

2. re{a, B} +r¢{B,0} = r¢{a, 8} for any nonzero vectors a, 3,8 € Z2,

3. {90, gBHX) = r;{a, B} (Xg) for any g € SLa(Z).

By the discussion above, r induces two maps:
=Sy = Wiy, (12)

where S}, is the space of cusp forms of weight k. The basic result of Eichler-Shimura
[Shi59] is the following:



Theorem 0.0.1 (Eichler-Shimura). The map r~ : Sy — W,_, is an isomorphism.
The map r* : S, — W;:_Q is an isomorphism onto a subspace Wj_, of WZ'_2 of

codimension 1.

Moreover, Manin [Man73] proved that the map r is Hecke equivariant (see also
Merel [Mer94]):

Theorem 0.0.2. Let f be a cusp form of weight k. Then for any nonzero vectors
a, B € 7%, we have
Tpri{a, B} = rr, f{a, B} (13)

In particular, if f = q+ap(2)q* +as(3)¢®> +- - is a Hecke eigenform, then r{a, 8}

is an eigenvector of the Hecke operator T,, with eigenvalue ay(m).

Example 0.0.3. When k = 12, the space Sio is 1-dimensional generated by the

Ramanujan Delta function:

A(r) =¢q H(1 — ") = g — 2447 + 252¢% — 1472¢" + 4830¢° + - - - . (14)

n>1
The space W“fo s spanned by
Py(z) =2 -1, Py(x)=2%—32°+32% — 2% (15)
The space W1, is spanned by
Py(z) = 42° — 2527 + 4225 — 2523 + 4. (16)
On the other hand, the period polynomial ra(x) was calculated by Shimura [Shi59/:

ra(z) =0.005958 ... Iz'° +0.0370771 ... 2% — 0.1143790. .. Iz® — 0.2317319 ... 27
+0.343137. .. I2% +0.389309 ... 2° — 0.343137... Iz* — 0.2317319 ... 23
+0.114379 ... I2% + 0.037077 ... 2 — 0.005958 ... T

If we set wt = 0.0643382...1 and w™ = 0.0092692..., we see that

ri(z) = wt(36Py(x) — 691P;(x)), rA(X)=w Pa(z). (17)

Elliptic cocycle

In this thesis, we will generalize Theorem 0.0.2 to higher dimension. Accord-

ing to the terminology introduced in [BCG20], Theorem 0.0.2 can be viewed as a

10



compatibility identity attached to the reductive dual pair (GL2(Z); GL2(Z)). The
first factor corresponds to the operator T,, and the second factor corresponds to the
operator T,,,. We will generalize this to the pair (GLy(Z); GL2(Z)). To motivate
the definition, we recall a result of Zagier [Zag91].

The definition of period polynomial can be extended to Eisenstein series. Let

k > 4 be an even integer and

G(r) = —%f + Z or—1(n)g". (18)
n=1
For Re(s) > 0, let
LGus)i= [ (Guin + 5 ) du=(r) TELGL. (9

where L(Gj,s) = > o2, ox—1(n)n~°. Then rg, is given by

k—2
r ( _ _Bk k—1 -1 1—n k_2 L* G 1 k—2—n 20
G x)_i%’(k—l)(x +x )—i—Z'L . (Grsn+ 1)z . (20)
n=0

In this case, rg, () is no longer a polynomial, but a rational function. Now let

o @),
Ck(Tvxay) - f;;k (21:)14:73(!]!‘7 f) f( )’ (21)

eigenform

where the summation is taken over all weight k& normalized eigenforms, both Eisen-

stein series and Hecke eigenforms and

(s )™ = 5 (rp(@)rg () = ey (=) () (22)

Zagier [Zag91]| considered the following generating function that encodes all these

period polynomials:

C(r,z,y,T) = (zy _;2);2% + y 24 ch T, T, Y) 2MT);) i (23)
He found a closed formula for it:
Theorem 0.0.4 (Zagier). The function C(7,x,y,T) is given by
(2mi)2C(1, z,y,T) = K(r, 2T, yT)K(7, —2yT,T), (24)

11



where K(7,x,y) is the Kronecker theta function

0,00, (x + y)
0

e =2 oty

(25)

and 0,(z) is the Jacobi theta function:

b-(z) = D (~1)ngz+2)e <<n + ;) z> . (26)

nel

From the relation (5), one deduces that the function C(7,x,y,T) satisfies the

following linear relations:

1
C(Ta x,ny) + C <7—7 _xaywa) = 07 (27)

1
C(ryz,y, T)+ C <T,1— ,y,xT) +C <7’,
T 1—2x

Ly, (1 — ac)T) =0. (28)

Such relations are the main 1-cocycle relations satisfied by products of two Kronecker
theta functions. More generally, we will construct an (N — 1)-cocycle & (7,0, x,x')
for GLx(Z) valued in functions on H x CV x C¥ that involves the products of N
Kronecker theta functions. Here o is an element of My (Z) and x, 2" are vectors in
CN. The elliptic cocycle & was first introduced by Charollois [Chal], [CS16][section
3]. We will further introduce the action of two kinds of Hecke operators T}, and Ty,
on the elliptic cocycle &(7,0,x,2"). The operator T, corresponds to the action of
GL2(Z) on the parameter 7 in analogy with the Hecke operator on modular forms.
The operator T, corresponds to the action of GLy(Z) on the parameter o and it is

the analog of the Hecke operator T, on the modular symbol as in (10).

The idea to consider such Hecke operators on the elliptic cocycle & originally
comes from the recent paper [BCG20|, where Bergeron-Charollois-Garcia intro-
duced a differential form E, that realizes an Eisenstein theta correspondence for
the dual pair (GLy; GL2).

Main results

As the definition of the Hecke operator on modular symbols, we can generalize the
definition of the Hecke operator to higher dimension directly. Let A be a GLy(Q)-
module and Z%. be the set of primitive vectors in Z". Let P, (A) be the set of

prim

12



functions

e (ZV\(0,---,0)Y = A

(29)
(01;"' aUN) i—>7“{0'1,-" 7UN}
satisfying the conditions
1. r{o1, - ,on} =0if det(oy, -+ ,on) =0,
2. Zj»vzo(—l)jr{ao,-~ ,Gj, ,on} =0forall og, - ,on € ZV\(0,---,0),
3. r{go1,--- ,9on} =g (r{o1, - ,on}) for all g € SLy(Z).
We define the operator T, on the set Pp(A) by:
Tpr{o1, - ,on} = Z - (r{m'flal, . ,m’yflaN}) , (30)

YEMN (m)/SLn (Z)

Then we will show that the elliptic cocycle &(r, 0, z,2") belongs to P, (F(H x CV x
CN)), where F(H x CN x CV) is the set of meromorphic functions on H x CV x CV.

In Chapter 3, we prove the following theorem:

Theorem 0.0.5. Let m, N be two positive integers. Then for any x,2’ € CN and
o € Mn(Z), we have the formula

Tn&(1,0,2,2') = Z A(N, d)T%é‘)(T, o,x,dr’), (31)
dlm

where {A(N,d)|d=1,2,---} is a certain sequence of integers. The exact definition
is given in 3.3.23. We also give a table of the first A(N,d) in the appendiz.

One part of the proof of this Theorem was inspired by the method of Borisov-
Gunnells used in [BGO02]|, where they proved the Hecke stability of the space of the
products of Eisenstein series under the operator T,,. They also proved a kind of
Hecke equivariance for the products of two Eisenstein series.

With the help of Theorem 0.0.5, we are able to generalize the Theorem 0.0.4 and
Theorem 0.0.2. Let X = (X1,...,Xn), y € C, 0 € My(Z) and M € My(C) with
M + Mt = 0, we define

B(r,o,M,X,y,T) := &(r,0, XT, MX yT). (32)

(2mi)N
Such function can be viewed as a generalization of C(7,x,y,T) since when N = 2,

13



we have

B(T7 Id7 S7 (X17 X2)7 Y, T) = C(T7 XQ/Xla Y, XlT) (33)

Just like the function C(7,z,y,T), we will obtain the Laurent expansion of the
function B(r,0, M, X,y,T) in T. The proof will be given in Theorem 5.2.6.

Theorem 0.0.6. The function B(t,0, M, X,y,T) has the following Laurent expan-

sion in T':

B(r,o,M,X,y,T) =P_n(o, M, X,y)(2miT)" N
Prlo. M. X ( (2miT)F—N
+Z Z f(gv s ayfT) (k‘—N)! .

k>4 f eigenform
weight k

where P_n and Py are certain rational functions in X and Py/P_N are polynomials.

Theorem 0.0.6 provides the definition of Py for a normalized eigenform f. We can
extend it to any modular form by linear combination. Combining with the Theorem
0.0.5, we can study the action of Hecke operators on the function P(o, M, X,y).

The following theorem generalizes the Hecke equivariance to higher dimension.

Theorem 0.0.7. For any modular form f(7), we have the following formula:

T Pr(o, M, X, y) = > A(N, d)Pry, (o, M, X, dy). (34)
dlm

In particular, if we write the Laurent expansion

Pi(o, M, X,y) = ZP (o, M, X))y (35)
t>—N

and take f = af(0) + q + af(2)g> + -+ to be a normalized eigenform, then if the
(

rational function Pft (o, M, X) is nonzero, it is an eigenvector of T,, with eigenvalue

Zd\m N d af(%) dt’
dlm

We will also show that there are many nonzero rational functions P]Et)(a, M, X).

In fact, the space generated by
(P (1d, M, X) | M + M =0),

14



is an eigenspace for Tp, with eigenvalue -, A(N, d)ay(%) d', which is infinite
dimensional in most of the cases.

As an example, when N = 2, P}t) (Id, M, X)) is exactly the odd or even part of
rr{ei, ez} up to the parity of t. When N = 3, we will also give some examples for
f = G} and the Ramanujan Delta function in the section 5.4.

For each rational function P}t)(a, M, X), it corresponds a family of eigenvalues,

hence naturally we can consider the corresponding L-series :

P =Y ZA(N,d)af(%)dt m=s. (37)

m>1 \ djm
We have the following theorem

Theorem 0.0.8. Let f(7) be an eigenform of weight k. Then for Re(s) > max{k, N+
t}, Lgct)(s) converges absolutely. It has a meromorphic continuation to the whole

plane. Moreover, we have the decomposition
N—
L(t) H s—j—1t),
where L(f,s) is the L-function associated to the eigenform f.

Outline of the thesis

In chapter 1, we recall the Kronecker theta function and its basic properties.
Then we will give a relation between the Kronecker theta function and Eisenstein se-
ries. The Kronecker theta function can be written as a generating series of Eisenstein
series.

In chapter 2, we will introduce the elliptic cocycle &(7,0,x,2’) and prove its
cocycle relation in dimension 2 and 3. We first prove a special case by considering
the poles of elliptic cocycle, and then extend it to the general case by using our
general extension theorem about cocycles for GLy when N =2, 3.

In chapter 3, we consider the action of two kinds of Hecke operators T,,, and T,,
on the elliptic cocycle & (7,0, x,2’). The main result in this chapter is the relation
between these two kinds of Hecke operators given in Theorem 3.3.23. The basic
technique is translating the summation over Hecke operator T,, to the counting of
number of lattices as shown in Theorem 3.3.21.

In chapter 4, we will introduce the Eisenstein cocycle that consists of products

15



of Eisenstein series. Such Eisenstein cocycle is obtained from the elliptic cocycle
&. Also, we will do the smoothing for the Eisenstein cocycle at some prime £. This
allows us only to keep the main term. Then we recall Sczech’s cocycle on the Bianchi
group. By comparing our cocycle with Sczech’s cocycle, we show that they coincide
when we restrict to the group I'g(¢) after smoothing at the prime ¢. At last, we
study the algebraicity of the value of elliptic cocycle and Eisenstein cocycle when 7
is a CM point.

In chapter 5, attached to each modular form f, we construct a family of rational
functions P; that are the generalization of the modular symbol attached to a cusp
form. We will prove the Hecke equivariance of these rational functions in Section
5.2. In particular, if we take f to be a normalized eigenform, then we can associate
a finite family of L-series to the function P;. We calculate this Lgct)(s) in Section
5.3 and establish that it possesses an Euler product and meromorphic continuation
to the whole s-plane. In Section 5.4, we will give some numerical examples when f
is Eisenstein series and the Ramanujan Delta function.

Finally, since the function Py is a rational function in most cases, for a future
research, we look for a polynomial analog of Pr. Because the space of polynomial
solutions is finite dimensional, we are able to provide an exhaustive list of such
polynomial analogs )¢ in low weight. We found a basis of eigenvectors for the
Hecke operator T,, for small m, compute the eigenvalues and identify the related
L-functions. The numerical evidences and open questions are displayed in Section
5.5.
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CHAPTER

|
I Kronecker theta function

In this chapter, we will recall the Kronecker theta function. This is the basic
1-dimensional object that we need to get us started for higher dimension later. The
Kronecker theta function occurs in different work with different forms. For example,
in [Weil76], Weil refered the Kronecker theta function from the Kronecker double
series. In [Zag91], Zagier proved some basic properties of Kronecker theta function.
In this thesis, we will follow the idea of Weil, but with some normalization to adapt

to other cases.

1.1 Definition

We begin with the definition of Kronecker theta function. We follow the defini-
tion of [Weil76][Chap. VIII]:

Definition 1.1.1. Let x,2’ be two complex numbers and T a point of the Poincaré
half plane H. We further assume that |q| < |e(z')] <1 and © ¢ A = Z + Z1 where
q = e(1) and e(x) = exp(2mix). Then we define

o2l — 2mie(ma’)
K(r,z,a') ;;que(x)—r (1.1)

Under the condition on z’, the series is convergent for all x not in A. If we
restrict = to |¢| < |e(z)| < |¢|~! and x ¢ Z, then the Kronecker theta function has

the symmetric expansion:

N 1 1
IC(T,:L‘,JU)—QM(l— “o() 1—e(@)

(1.2)
- Z q"" (e(nx + ma') — e(—nx — mx’))).

m,n>1

In the following, we will give the meromorphic continuation of (7, x, x').



CHAPTER 1. KRONECKER THETA FUNCTION

Proposition 1.1.2. The Kronecker theta function K(r,z,2") has a meromorphic
continuation to C? with simple poles at x,x' € A. Moreover, the residue of K(r,x,z")
at © = n + m7 equals e(—mx'), the residue of K(1,z,2') at 2’ = n + m7t equals

e(—mz).

Proof. We choose a positive integer N and divide the last term of (1.2) into two
parts:

Z q""(e(nz + ma') — e(—nx — ma')) + Z q""(e(nz + ma') — e(—nx — ma'))

m>1 m>1
1<n<N n>N

Z Z ¢ (e(nz + ma') — e(—nx — ma'))
1<n<N m2>1

+ Z qu"(e(nm + ma’ + Nz) — e(—nz — ma’ — Nx)) | ¢N™

m>1 \n>0
B Z <q”e(nx +2')  q¢"e(—nz — :B’)>
Iy 1 —qre(z’) 1 —qre(—2a')

1 —qme(x) 1 —qme(—x)

Z( e(Nz + ma') e(—Nl‘—me/)>qu'

m>1

(1.3)

Now for any 2/ € C\A, we choose N large enough such that ¢ < |e(2')] < ¢ .
Then the series above is convergent absolutely. Thus we get the meromorphic con-
tinuation of K(7,x, ).

Now we consider the residue of K. By the symmetric property of K, we only

need to consider the pole x = n + mr. If m = 0, the residue of — lfg(im) equals 1. If

e(—Nz—mz') Nm
1=gme(—z) 4
easy to see that the residue equals e(—ma’). The case m < 0 is similar. O

m > 0, only the term — has a simple pole at x = n + m7, and it is

It is easy to see the symmetry K(7, z,2’) = K(7, 2/, 2) when |¢| < |e(z)],|e(z’)| <
1 and z,2’ ¢ A from equation (1.2). Then we can extend it to z,2’ € C\A by the
meromorphic continuation.
1.2 Basic properties

In this section, we prove some properties of the Kronecker theta function. These

properties we will often use later. Some of them also appear in [Chal].
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Proposition 1.2.1. The Kronecker theta function IC satisfies the ellipticity property:

K(r,x+k+Ir,2') = e(~l2\K(r,z,2")  for any k,l € Z, (1.4)

and the distribution relation

5]

-1
/ i i /
K(Dt,Dx,z") = D : K(7m,x+ o) (1.5)

I
o

where D is a positive integer.

Proof. These two properties follow directly from the definition. In fact, for the
elliptic property, we have

2mie(ma’)
z+k+1r)—1

K(r,x+k+Ir2") =
sz:Z q"e(

_ Z 2mie(( ):c’) (1.6)
meZ
=e(—lx )/C(T,:z:,x’).

For the distribution relation,

1~ j
DjZOIC(T,:U—I—D,a:>
1= 2mie(ma’)
DJZOH%:que<:c+ )—1 (1.7)

D-1D—12xjgkm (mm’ + kx + %J)

b\*‘
M

Dm —
meZ j=0 k=0 ¢"me(Dz) —1
We note that
1 = kj 0 if Dtk,
- el -2 = (1.8)
D= D 1 if DIk,

Hence the sum (1.7) gives
Z 2mie (ma')
=, qPme(Dx) — 1’

which is exactly K(D7, Dz, z’). This completes the proof. O

More generally, we have the following distribution relation over A/DA:
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Proposition 1.2.2. Let D be a positive integer. Then we have

D

-1 ' /
! Z e(zy)K (T, Dz, W) = K(r,z,2"). (1.9)
y,y'=0

~]

Proof. Applying the distribution relation to y’, the left hand side of (1.9) equals

D—
Z e(zy)K(DT, Dz, 2’ + y7). (1.10)
y=0

—_

And applying the distribution relation again to the first variable, we have
=, .
Dy;Oe(xy)lC (T,m+ ]D,x/—i—yT) . (1.11)

Then applying the elliptic property of I, we get

L= (v j
. _JI o /
D 2 e( D>IC(T,:U—|—D,33). (1.12)
¥,J=0
By using the formula (1.8), we complete the proof. O

Now we are able to give the relation between the Kronecker theta function and
the classical theta function. First of all, we recall the definition of theta function in
[Chal]:

Definition 1.2.3. Let x be a complexr number and 7 € H. Then we define the theta
function by

O(r,x) = 2% sin(mx) H(l —q"e(x))(1 —¢"e(—x)). (1.13)

n>1
From the definition, it is easy to see that
O(r,2+7) = —q 2e(—2)0(r, ). (1.14)
Now we can deduce Charollois’ definition of K(7, z, z'):

Proposition 1.2.4. For any z, 2’ € C\A, we have

0'(1,0)0(r, z + 2')
0(7, 2)0(, ')

]C(T,:E,l‘,) = (1.15)
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Proof. We consider the function

K(r,z,2")0(r,2)0(T, 2) .

F(r,z,2') = O(r,x + ')

We note that the theta function 6(7,x) has a zero of order 1 at € A and no poles
or zeros elsewhere. Moreover, since K(7,z,—x) = K(7, —z,z) = —K(7,2, —x), we
have K(,z,2') = 0 when x + 2’ € A. Hence by Proposition 1.1.2, F (7, x, ') is holo-
morphic everywhere. With the help of elliptic property of K and the transformation
property (1.14) of (7, x), we see that F(7,x,2’) is T-periodic. It is obvious that
F(7,z,2") is 1-periodic. Thus F(r,z,2’) is a holomorphic elliptic function in z. By
the symmetry property, it is also an elliptic function in 2’. So F(7,z,2’) is a con-
stant up to 7. To calculate this constant, we take the limit x+ — 0. By Proposition
1.1.2, the residue of K(7,z,2’) at x =0 is 1, hence

lim F(r,x,2") = 0'(1,0).

z—0
This completes he proof. O
Remark 1.2.5. If we use the Jacobi theta function given by
2 1
0, () :%(1)71(]%(7&%) e<<n+2> ;p) , (1.16)
n

then by the same method as above, we get the formula proved by Zagier in [Zag91][p.456]

0,.(0)0(x + )
N — ZTATTA T 1.1
IC(Tﬂ x? x ) aT(x)eT($/) ( 7)
Proposition 1.2.6. For any z,2’ € C, we have the exponential formula:
/ 9 \k
K(r,z,2') = "”;f’“’ exp ; 2" + 2™ — (1 + 2) ) G(r) Zf) , (1.18)
k even
where
G(T):—%-FiU (n)qg" (1.19)
k ok 2 k—1{1)q - .

Proof. Tt is well known that the theta function 6.(x) satisfies the following triple
Jacobi identity:

0-(2) = g5 sin(rz) [[ (1= ¢")(1 — g"e(2))(1 — g"e(—2)). (1.20)

n>1
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After dividing by 20.(0) and taking the logarithm, we get

log <f07/7(?0))> —1o <Sm ) +7;10g (1 - ¢"e(z)) + log(1 — q"e(—z)) — 2log(1 — ¢")

_ Z C(Iik)mzk B Z 2¢™™(cos(2mz) — 1)

m
k>1 n,m>1
¢(2k) 22k 2k—1 27”95)%
- _ ™m mni
PO D DI @]
k>1 k>1n,m>1
2 2k
. Z 2o (7 mx)
=1 @t
(1.21)
Then this proposition follows immediately from the equation 1.17. O

1.3 Relation with Eisenstein series

In this section, we connect the Kronecker theta function with the Eisenstein
series as in [Weil76].
Let z, 2’ be two complex numbers and 7 € H. We denote A = Z + Zr. For each

2’ we may associate a character function ¢ of A. We define
A/ — '\
n_
YA(N, ') = exp < o ) , (1.22)

where A € A, A(A) = Ar%(/\) and Area(A) is the area of the fundamental domain of
A.

We consider the following series:

Yo s var 2l (1.23)

= T+ A

where we assume = ¢ A. However we see that such series don’t converge absolutely.

Hence we may consider the Eisenstein summation given by

M al Yp(n+mr,2’)
im Y | lim Y PAET R ) (1.24)
M—o0 v N—oo N rT+n+mrt

m=—

In [Weil76]|[p.70], Weil proved
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Lemma 1.3.1. Let x,2’ € C\A. We write 2’ = a+ B7. If we further assume that
B ¢ Z, then we have

ST guk(r, o). (1.25)

ot A
Proof. First we observe that
Ya(n+mr,2') = e(ma —np).

By Proposition 1.2.1, we see that both two sides of formula (1.25) are 1-periodic in
B, hence we may assume that 5 € (0,1).

By using the formula

Z ei:_nf) = QWieﬁggﬁ—)l for g € (0,1), (1.26)
nez

the Eisenstein summation (1.24) gives

e(ma’)
qme(x) —1’

2mie(z3) Z

meZ

(1.27)

which is e(z8)K (7, x, x).

Now we define the Eisenstein series of weight k by:

Definition 1.3.2. Let k be a positive integer and ' = o + B € C\A be a complex
number with 5 ¢ Z. We define

By = Y AT (1.28)

2k
AEA

where Z/ means the sum taken over all X € A except 0. When k = 1 or 2, the

series is defined by Fisenstein summation.

Following the formula (1.25), the Kronecker theta function gives the generating

series of Ej:

Proposition 1.3.3. Let x,2’ € C\A be two complex numbers. We write ' = a+ 7
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with B ¢ Z. Then we have

e(zB)K(r, z, ') = = + > Bra(a) : (1.29)

k>0

Example 1.3.4. We can also deduce the Fourier expansion of Ey from (1.2). For
example, if we write x = a+ B with 5 € (0,1), then the Fourier expansion of F1(x)
18

1 2me . mn
2mi <2 + ﬁ) T e 2mi Z q""(e(mx) — e(—mx)). (1.30)

1.4 Eisenstein-Kronecker function

In this section, we want to extend the Eisenstein series Ex(x) to all points in C.
To do that, we recall the Eisenstein-Kronecker function. One can find more details
in [Weil76][Chapter VIII] or [Ban06][Section 1].

Definition 1.4.1. Let A be a lattice in C. Let a be a non-negative integer and
z,2’ € C. For Re(s) > § + 1, we define the Eisenstein-Kronecker function to be the

following series:

(Z+ )
Ko(z,2', 55 M) Z| +)\|28¢A)\x) (1.31)

where Z/ means the sum taken over all X\ € A if x ¢ A, and except —x if v € A.

We note that the Eisenstein-Kronecker function has an meromorphic continua-

tion to the whole complex s-plane. More precisely, the following proposition holds:

Proposition 1.4.2. The function K,(z,2’,s;A) has a meromorphic continuation
to the whole s-plane with possible poles at s = 0,1. Ifa =0 andx € A, K,(z,2',s; A)
has a pole at s = 0 with residue —p(x,—2'). If a =0 and 2’ € A, Ky(z,2,s;A)
has a pole at s = 1 with residue A(A)~1. It satisfies the functional equation:

T(s)Kqy(x, 2, s50) = AN 2T (a+1—8) K, (2!, 2, a+1—5; )by (z, —2'). (1.32)
Proof. See [Weil76][Chapter VIII §13]. O

Now we can extend the definition of Ej(z) to all z € C using the Eisenstein-

Kronecker function K, (z, ', s; A):
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We take a = s =1, 2 =0 and A = Z + Z7 for some 7 € H. Then the functional
equation (1.32) gives
Kl(xa Oa 17 A) = K1(07 z, 17 A)

As in [MS90], we can calculate the Fourier expansion of K (x,0,1;A):

Ki(x,0,1;A) =2mif + Z mweotw(x + nr)

neL
(1.33)

=27if} + m,e(x;i —2mi Z q"" (e(mzx) — e(—mx)),

e(:c m,n>0

where x = o + 7. We see that this coincides with the Fourier expansion (1.30) of
Eq(z). By the definition of K,(x,’,s;A), we see that

0
%K2(x>07 1a A) = Kl(x707 la A)

Hence it is not hard to show that
K5(0,2,2;A) = Ex(z). (1.34)

If & > 3, we always have Kj(0,z,k;A) = E(x) since Ei(x) converges absolutely.
We note that K (0,z,k;A) is well-defined for all € C although it is not even

continuous at lattice points. So we can extend Definition 1.3.2:

Definition 1.4.3. Let k be a positive integer and x € C. Then we define
Ek(x) = Kk(O,:c,k;A). (135)

Remark 1.4.4. The continuation of Ey(x') allows us to extend the Proposition
1.3.3 to all x,x" € C\A since both sides of (1.29) are continuous in x’' € C\A.

By using the Eisenstein-Kronecker function, we are able to extend the distribu-

tion relation of Ej(x) to the following case:

Proposition 1.4.5. Let k be a positive integer and x € C, then for any c € Op =
{c e C|cA C A}, we have

Y E <””C+T> = Eki_lEk(x). (1.36)

reA/cA
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Proof. First we note that

T+ (& + )\
> (o) = Y Y
reA/cA TEA/CA AEA (1 37)
’25 Z Z $ +7r—+ C)\ ‘0‘28 ‘
= K,(z,0,s;A).
25 ~a a ) ) )
renTeh Aeh |z + 7+ ¢ c

By using the functional equation (1.32) of the Eisenstein-Kronecker function, we

have Nat1s)
Y K. ( v -A> = (0,51 ). (1.38)
reA/cA ¢
Now by taking a = s = k, we complete the proof. O

We give some connections with modular forms now. Let [ be a positive integer.
Let A[7] = {a € C|la € A}/A be the group of I-torsion points modulo A and

(1) = {(‘Z Z) € SLQ(Z)' (Z Z) = ((1) ?) (mod l)}. (1.39)

Then we have the following:
Theorem 1.4.6. Let k be a positive integer, and xy € A[%] be a nonzero torsion
point. Then the function Ex(xo) in T is a modular form of weight k for the congru-

ence subgroup I'(1).

Proof. The functional equation (1.32) gives

I 1-k
Ej(z0) = Ki(0, 20, k, A) = (@) Ki(20,0,1;A)
1.4
1 (Im(7)>1_k 3 1 (1.40)
k) \ =« ooy (o + M|z + A2 oy

The equation 9.3a of [Shi07] shows the invariance property of Ex(xg). Then this
theorem follows directly from [Shi07][Theorem 9.6]. O

Remark 1.4.7. Let xy = p*_% € A[7] be a nonzero l-torsion point, the Fourier
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expansion of Ey(xo) is also given in [Shi0OT][Section 9.5]:

l p+qr
(2ipr ( z >

_ lleI:(p/l) . mk_le<n(m7l+q)> S (_m)k_le<n(m;—q)>.

0<mep+IZ o<me—p+IZ
n>1 n>1

(1.41)

At last, we prove a lemma that involves the products of Eisenstein series. One

can find a similar property in [LS][Lemma 1.5].

Lemma 1.4.8. Let N > 1 be an integer, A = Z + 77Z. Let xo,x1,...,xnx € C\A
satisfy

N
Y xez. (1.42)
§=0
Then the coefficient of tN in
N
IT 1+ Bulay) () (1.43)
j=0 k>1
equals 0.
Proof. We define
N
F(t) =[] K(r.t,2;). (1.44)
j=0

It is clear that F'(t 4+ 1) = F'(t). By Proposition 1.2.1, we see that

N

N N
Fit+7)=[[Kt+rz)=e|> o | [[K(rt.x;) = F(t). (1.45)
j=0 j=0 j=0

Hence F'(t) is an elliptic function for the lattice A. Moreover, by Proposition 1.1.2,
F(t) has only one pole in the fundamental domain of C/A at ¢t = 0 of order N + 1.
So the residue of F(t) at ¢t = 0 is 0. By Proposition 1.3.3, we see that the residue of
F(t) at t = 0 is exactly the coefficient of ¢ in

N

[Te@s) | 14+ Exlay)(-0)* (1.46)

j=0 k>1
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where z; = «a; + 7. Since Zj xj € Z, we have Zj Bj = 0. This proves the
Lemma. ]

Corollary 1.4.9. If we put N = 2 in the Lemma above, then we have
FEy (.’L‘l)El(l‘Q) + El(fL‘l)El(ﬂj‘g) + El(ZEQ)El(Jfg) = Eg(x‘l) + EQ(ZIS‘Q) + EQ(.’L‘g), (147)
where x1 + x2 + x3 = 0. If we put N = 3, then we have

Ey(z1) By (22) Er(23) + E1(21) Er(22) E1(24) + E1(71) E1(203) E1 (74)

4 (1.48)
+ By (22)Er(23) By (24) = Y Ey(2:)Ea(x;) — Y Ba(x;)
i#] i=1
where x1 + o + x3 + x4 = 0.
Identity (1.47) also occurs in BGO2/[Prop. 3.7]. In Chapter /, we will see that

these identities give some naive cocycle relations of Eisenstein series.
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2
I Elliptic Cocycle

In this chapter, we will introduce the elliptic cocycle &(7, 0, x,2). This is an
(N —1)-cocycle on the group GLy(Z) valued in meromorphic functions on H x CV x
CN that was recently introduced by Charollois in [Chal]. Explicit formulas for
the elliptic cocycle & consist of N-fold products of the Kronecker theta function
defined in Chapter 1. The main results in this chapter are Theorem 2.2.3 and
Theorem 2.2.6, which state the cocycle relation of &(7,0,z,2') in dimensions 2
and 3 respectively. Charollois proved the general cocycle relation by taking the
summation of the trigonometric cocycle introduced by Sczech (see [CS16]). We will
give an independent proof in the cases N = 2,3 directly from the definition. In
Chapter 4 and Chapter 5, we will specialize the elliptic cocycle & to obtain other

related cocycles. They have their own merits and will be studied in different ways.

2.1 Definition and basic properties of the elliptic cocy-

cle

First we give the definition of the elliptic cocycle &. Let N > 1 be an integer.

Fix two vectors x = (71,...,2n) € CV, 2’/ = (2],...,2/)! € CV, let
N
H(1,m,2') = HIC(T, Ti, 7)) (2.1)
i=1

be the multivariable Kronecker theta function.

Definition 2.1.1. Let 0 € My(Z), z,2' € CV and 7 € H. If det(o) # 0,

1
& N = . =10 ! ) )
(o)=Y ea A raoe @ by ty).  (22)
vy €ZN [oZN
And if det(o) =0,
&(r,o,x,2") = 0.
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Remark 2.1.2. In this thesis, we always assume that the columns of o € My(Z)

are nonzero.

Proposition 2.1.3. For any o € Mn(Z) and go € GLN(Z), the following homoge-
neous relation holds:

&(7, 900,295 ", gor’) = det(go)E (T, 0, 3,2'). (2.3)

Proof. If det(c) = 0, the homogeneous relation is obvious since both of two sides
equal 0. Hence we assume that det(c) # 0. By changing the variables y = g, 12 and
y =gy '2, we have

g(Ta 900, xgala 9055,)

1
= Tet(aa) Z e(:vga1 - 2)H (T, z0, (goa)_l(gom' + 27+ z’))
et(goa) 2,2/ €ZN [ gooZN

_ det(go) Z e(z-y) A (r,z0,0” (&' +yT +Y))
det(o) &=~
y,y' €ZN o

= det(QO)(g(Ta g, %, .I'/).

This completes the proof. O

Following [Chal], we give a more symmetric equivalent definition of &(r, o, z, 2').

Proposition 2.1.4. Let 0 € My(Z) with D := det(c) # 0. Then for any x,z’ €
CN, we have

sign(D) T r+z _
E(r,0,x,0") = SLLE E H <|D\’ WO’,O‘ L + z/)> . (2.4)
zezN /zN|D|o—1

2'ezN JozN

Proof. First we note that by applying the Proposition 2.1.3 to any matrix gg of
determinant —1 if D < 0, it reduces to the case of D > 0. Hence we may assume

that D > 0. By using the distribution relation of Kronecker theta function N times,

we have

1
E(r,0,,2) =5 Z e(x-y) A (r,x0,0 (2" + 27 + 2'))
2,2/ €N JoZN

1 .
=5v Z Z ez 2)H (;, xUD+J,a_1(x'+ZT+z’)> .
JEZN |DZN z,2'€ZN [oZN
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Since the entries of Do~! are integers and z € ZY /oZ", we may apply Proposition
1.2.1 to %:

D D
B <7’ 0 +j

Ji/<T xU+J,J_1(l’/+ZT—|—2/)>

' D ,Dalz;+01(x/+z’))

zo +]j -1 T xo+j 4, /
=e | — - Do — — 0 + )
e< D Z>%<D’ D’ (& Z)>

Thus &(1,0,z,2") equals

D1$+1 > > elHolaH (Z)’xUD+J701(I’+z/)>'

JEZN |DZN z,2'€ZN [oZN

We note that the summation over z € ZV /oZ" is given by:

1 . 1 ifjeZNo/DZV,
D Z e(J-a z):

2€ZN [oTN 0 else.

This implies that

1 T xo+j _
éa(T,a,x,m’):m Z Z %(D, e 1(:U’+z’)>.

J€ZNo/DZN 2'eZN JoZN

Now we write j = yo where y runs through Z~/Do~1ZN. This completes the
proof. O

Now we define an action of GLy(Q) on &. Let go € GLy(Q), and choose the
smallest positive integers A1, .-, Ay such that ¢ = goA € My(Z) where X is the
diagonal matrix diag{Ai,--- ,Ax}. Then

1
(90 - &)(7,0,2,2') := aet( Z & (ro,2g9,97 (2 + 21+ ) e(x - 2).
2,2/ €ZN [ gZN

Then we will extend Proposition 2.1.3 to any matrix in GLy(Q). We first prove

a simple and useful lemma (see [CD14][lemma 2.9]).

Lemma 2.1.5. Let g1,92 € Mn(Z) be two matrices and det(gy),det(ge) # 0. L
is a lattice in C. If we fiz sets of representatives {y} and {z} for L /g1 LY and
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LN /go LN respectively, then the following map is a bijection

LN LN x LN Jgo LN — LY Jgogi LY
(Y, 2) = 2+ gay.

Proof. If z + goy = 2' 4 goy’ (mod gog1 LY) for some 5,5’ € LY /g1 LY and 21,2 €
LY /g LN, then we have

z—2 € g LY + go(y' — y) C go LY.

Since we have already fixed the set of representatives, then we have z = 2. The
same reason implies that y = ¢/. So this map is injective. Moreover, the cardinality

of the two sides equal det(g1g2)?. Hence it is a bijection. O

Remark 2.1.6. [CD14//Remark 2.10] We need to note that such map is not a
group homomorphism. Such a correspondence depends on the choice of the set of

representatives.

Proposition 2.1.7. Let 7 € H and x,2' € CN. Let go € GLN(Q) and g = go) €

Mn(Z) for some diagonal matriz X. Then we have
(90 : 5)(7', O',ZC,J?/) = (g)(Tth-a:Uax/)' (25)

In particular, let X be an invertible diagonal matriz. Then for any o € My(Z), we
have

E(ryo\ z,2') = &(r, 0,1, 7). (2.6)
Proof. By definition of &, we have

1

(g0 &)(1,0,2,2") = et (g) Z & (T, o,xg, g_l(ac' + 27 + z')) e(zz)
2,2/ €ZN [ gZN
= 1 -1 -1/, / /
~ det(go) Z H (ryago,0 g7 @ + (z+ gy)T + 2+ gy)) e(z(z + gy)).

z,z/EZN/gZN
y,y'€zN JozN

(2.7)

By Lemma 2.1.5, we know that the sets {z + gy} and {2’ + gy'} give representatives

of ZN /goZ™N . Hence the summation above equals

1

Z H (1,290,607 g7 (@' +wr + ') e(zw)
det(ga) w,w'€ZN /goZN

k) ga.
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which is exactly & (7, go, z,z'). In particular, if we take X to be the diagonal matrix

diag{ai,--- ,an}, then by applying Proposition 1.2.2 N times, we have

E(r,o\, x,2)
— 1 -1 _—1/./ ! /
= Jet(on) Z H (T, 2o\ N o7 @ + (2 + oy)T + 2+ oy))) e(x(z + oy)).

2,2/ €N JozN
yoy' €zN /22N

1
:det(a) Z H (r,m0,07 (2 + 27 + 2')) e(22).
2,2'€ZN JoZN
(2.8)
This proves that

E(ryo\x,2') = &(1,0,2,2'), (2.9)

which completes the proof.
O

Remark 2.1.8. From the equation (2.6), we can assume that the column vectors of

o are primitive. Hence we always make this assumption in the following.

2.2 Cocycle relation

In this section, we will prove the cocycle relation of & in dimension 2 and 3.
The proof would divide into two parts: the first part is proving the cocycle relation
for some special cases, i.e. the Lemma 2.2.4 for dimension 2 and the Lemma 2.2.7,
2.2.8 for dimension 3. The second part is proving the extension theorem, i.e. the
Theorem 2.2.5 for dimension 2 and the Theorem 2.2.9 for dimension 3. These two
extension theorems are purely algebraic statements which holds for any GL2(Z) and
GL3(Z) module. The extension theorems allow us to extend the cocycle relation to
general cases.

We note that the cocycle relation of & is in fact an identity for meromorphic
functions of all variables z,2’. Our strategy of the main Lemma 2.2.4 is using the
fact that the residue of elliptic function for the lattice Z + 7Z must be 0. The case
of dimension 3 uses the same strategy and reduce to the case of dimension 2.

To start the proof, we first introduce a parameter ¢ to &.

Definition 2.2.1. Let 7 € H, 0 € Myn(Z) and z,2' € CV. Fiz a nonzero vector
v eZN, for any t € C, we define

&,(r,ot,x,2') = E(1,0,x + tv, ).
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Lemma 2.2.2. Fiz7,0,z,2" v, the functiont — &,(7,0,t,x, 2 )K(7,t,2") is Z+77-

periodic, where " = —v - .

Proof. Since K(1,x,2') is 1-periodic in x and v € Z" it is easy to see that
E/(ryot+ 1,2, 2 \K(r,t+1,2") = &,(1,0,t, 2, 2" ) K(7,t,2").
For the part of T-periodic, by the Proposition 1.2.1, we have:
K(r,it+71,—v-2')=e(v -2 )K(1,t,—v - 2'),
and

&(r ot +1,2,7)

1
“deto Z e((x +tv+7v) y)H (T, (ZC+t1/—I—sz)a,a_l(x'+y7+y/))
y,y' €LN [oZN

1
= Y @t yel-ve (@ +yr+y)
v,y €LN [oZN

H (T, (x + tv)o, 0'71(56/ +yr+y))

1
= Y e(@ttw) ye(—v-a)H (7 (x + tv)o,o (@ +yT + )
7 y,y' €ZN JoZN

=e(—v-2")&,(1,0,t,2,2").

Hence we see that &,(o,t,z,2")K(,t,2") is T-periodic. This completes the proof.
[

2.2.1 Dimension 2

In this subsection, we prove the following theorem:

Theorem 2.2.3. Let 7 € H, and x,2’ € C2.  Then for any nonzero vectors

00,01,09 € Z2, we have the following cocycle relation:
E(1,(00,01),x,2") — (7, (00,02),z,2") + E(7, (01,02),x,2") = 0. (2.10)

We first prove a special case:

Lemma 2.2.4. The cocycle relation holds for (2.10) for oo = (1,0)t, o1 = (0,1)¢,

oy = (r,8)t where 0 < r < s. Namely, we have the identity:
& (T, Mo,:z,x/) - & (T, Ml,az,a:') + & (T, Mg,x,x/) =0

34



2.2. COCYCLE RELATION

0 1 10
where Mo= [ "), my=(" "), My= .
1 s 0 s 0 1

Proof. For fixed o;,z,2', we choose a vector v = (1,v) € Z? such that 271 are

different for all 4. For such vector v, we introduce a function:
F(t) = (gy(r, Mo, t,x,2") — &,(1, My, t,x,2") + &,(T, Mg,t,w,x')) K(r,t,2"),

where 2/ = —v - 2/. By writing the function F(t) in terms of the Kronecker theta

function, we have

F(t) = (JL‘”(T, Tty 2') — > ()M, M+ yT +y)
5 Y,y €72 /M 72

1
-y J{(T,(z+tu)M2,M21(x’+yr+y’)))l€(r,t,xg).

" Y,y €22 /M2 72
(2.11)

Since K(7,z,x0) has a simple pole at z = 0 with residue 1 and by the assumption

. . _ T rT1+ST
on v, the function F'(t) has a simple pole at t = 0, —x1, — %2, — =2,

Next we calculate the residue at each pole. For the pole —x1, the residue of the
first term of (2.11) equals K(7, 2o — vy, 25) (T, —x1, (). The residue of the second
term of (2.11) equals:

1 S
= Z e(ya(r2 —vry))K (T, s(xa —vaxy),

8 !
y2,Y5=1

xh 4+ yaT + Yh
S

) K(r,—x1,25).  (2.12)
By the Proposition 1.2.2, we see that the summation equals

K(1, 29 — vay, xh)K(T, —21, 2().
Since the third term of (2.11) is holomorphic at ¢ = —z;, hence we have

Resi—_, F(t) = 0.

Similarly, the residue of F(t) at t = —%2 and —"2Lt522 are 0. This means that F(t)

r+uvs

has only a simple pole at ¢ = 0. However, by the Lemma 2.2.2, F(t) is an elliptic

function, it forces Res;—o F'(t) = 0, which gives exactly the cocycle relation:
Resi—o F(t) = & (T, Mo,x,x/) - & (7’7 Mlja:,:c/) + & (7’, Mz,x,x/) =0.
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O

To prove the Theorem 2.2.3, we need the following general extension theorem.
The extension theorem allows us to prove the general cocycle relation from special
cases as in Lemma 2.2.4. In the Theorem 2.2.5 and Theorem 2.2.9, we always assume

that the columns of matrix o € Ma(Z) or M3(Z) are nonzero.

Theorem 2.2.5. Denote MJ(Z) = {0 € My(Z)| det(c) =0 or 1}. Let L be a left
SLo(Z)-module. Let ® : M}(Z) — L be a map satisfing the following conditions:

1. ®(0) =0 if det(o) =0,

2. The following two equations hold:

@(1 O>+<I><O _1>_0, (2.13)

0 1 1 0

@(1 0>+q><0 _1>:q><1 _1), (2.14)
0 1 1 1 0 1

3. ®(go) = g®(o) for any g € SLa(Z) and o € M (Z).

Then there exists a unique extension of ® to P M5(Z) — L such that the following

conditions are satisfied:

(i) (i)‘Mg(Z) =9,

(ii) ®(op,01)—P(00,02)+P(01,02) = 0 for any (09, 01), (00, 02), (01,02) € Ma(Z),
(iii) ®(go) = g®(o) for any g € SLa(Z) and o € Ma(Z).

Proof. The idea of the proof relies on the Hermite normal form of . Because of the
condition (3), we could always reduce to the case of Hermite normal form.

To prove the existence, we give the construction of d by induction. Let o =
a b
( J € My(Z). We first assume that the colums of ¢ are primitive. If det(c) =0
c

or 1, then we define

1
If det(o) > 1, we know that there exists a unique g € SLg(Z) such that o = ¢ (0 r>
s

with 0 < r < s. Then we define

d(o)=g- (ci» ((1) ?) — (Z 2)) . (2.15)
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0 . 0
Since the determinant of (T 1) is less than s, ® (T 1) is defined by induction
s s

assumption. If det(o) < 0, let

~f[a b ~ (b a
o)) "

Finally, if the columns of o are not primitive, let

(o) = & (a/ ged(a,c) b/ ged(b, d)) ‘ (2.17)
¢/ ged(a,c)  d/ ged(b,d)

Next we check that & satisfies the 3 conditions. The conditions (1) and (ii7)
follow by construction. So we only need to check the condition (i7). We note
that the equation (2.17) allows us to reduce to the case that o; are primitive. Let
k = max{|det(op, 01)|, | det(co, 02)|, | det(o1,02)|}. We prove the condition (i7) by

induction on k.

When k& = 1. Without loss of generality, we may assume that det(cg,01) = 1.
Then multiplying by (oo, 1)}, the condition (ii) is equivalent to

(1 . . (1
(P V) aa (P )t @), (2.18)
0 1 1 ¢ 0 ¢

for some c1,co € Z. By our assumption, ¢1,co must be 0 or +1. We will show the

cocycle relation for (c1,c2) = (1, 1), the other cases are easily deduced in the same

0 1
way. By taking the action of 0 on the both sides of (2.14), we obtain

é(o 1>+<i><1 1>:<i><0 1). (2.19)
-1 0 0 1 -1 1

0 1
By the definition (2.16), and by acting the matrix ( 1> on the equation (2.13),

1
<i><0 1>=<i><1 0>:<i><0 H (2.20)
11 11 -1 1
(2.

Combining with (2.19), we complete the proof of the (2.18) for (¢1,c2) = (1,1).

we have

When k& > 1. Without loss of generality, we assume that det(og,01) = k. By
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multiplying a suitable matrix in SLg(Z) on the left, we may assume that

( ) 1 s ¢
00,01,02) = ,
0,01,02 0k

where 0 < s < kand ¢1, co € Z. The assumption k = max{| det(og, 01)|, | det(og, 02)|, | det(o1, 02)|}
implies that —k < ¢ < k and |scy — key| < k. The negative case of ¢y is similar,

hence we may assume that 0 < co < k.

We note that |c1| < k, otherwise |kcy —sca| > |ker|—|sca| > k(k+1)—k(k—1) > k.
And if |¢;| = k, we must have ca = k, s = k— 1. But such case would not occur since
o9 = (c1,c2)! is assumed to be primitive. This means |c1| < k — 1. Moreover, since

c2, s are non-negative, ¢; must be non-negative.

@(1 5>:¢><l 0)_¢><8 0). (2.21)
0 k 01 k1

If ¢co = k, then 0 < ¢1 < 2. Hence the definition (2.15) gives:

(1 (1 0) . 0
Y ) (). (2.22)
0 co 01 co 1

If ¢o < k, the induction assumption also gives the same equation.

By (2.15), we have

s ¢ O
If |sca — re1| < k, then by using the induction assumption to <l<: ! ), we

Y R Y R VR Rl s (2.23)
k ¢ k1 co 1

Combining equations (2.21), (2.22), (2.23), we prove the condition (i).

have

If sco — kep = k, then since s is coprime to k, it forces co = k. Hence s — c¢; = 1.

1
We can find g; € SLy(Z) such that (Z C};) =g <0 8}:) with 0 < 51 < k. So by

C1

the definition of ® Z , we have

~ (5 sfer (=ssitce)/k\ s (—ss1+ca)lk
@(k k>+q)<k; s >_(I)<k‘ s ) (2.24)
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Applying the induction assumption to

s (—881 +01)/k 0
k 1-5 1
s (=ssi+c1)/k 0
k 1—5 1)’
we have
p* (ostal/k) g (Festa)/k 0} g (s 0 (2.25)
I 1— s 1— s 1 k1

b <(—331 +c1)/k 0) s <C1 (—ss1+ 01)/k> _$ <Cl 0>' (2.26)
1—s; 1 k 1—s k1
So combining equations (2.21), (2.22), (2.24), (2.25), (2.26), we have
(o 1))
(1 0) ( ) L d (s (—ss1+ 01)/kz> _% (cl (—ss1+ 01)/kz>
k 1—3s C2 1— 51

and

o
—_

10 (—ss1+c1)/k 0 @ (—ss1+c1)/k
0 1 1—81 1 k 1—81

( ( )2 %)

If sco — kcy = —k, then it forces that co = k and s —c¢; = —1. The proof is the same
as the case sco — ke = k.

The uniqueness is clear from the condition (ii). This completes the proof. ]

Proof of Theorem 2.2.3. As what we did in Lemma 2.2.4, for fixed o;,z,2', we

XOo,

choose a vector v = (1,v) € Z? such that Lo are different for all 7. For such

vector v, we introduce a function:

F(t) = ((5"1,(7-, (00,01),t,x,2") — &,(T, (00,02),t,x,2") + &,(7, (01,09), t, T, :1:')) K(r,t,2")

where 2" = —v -2/, By Lemma 2.2.2, F(t) is an elliptic function for the lattice

Z + Zr.
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We apply Theorem 2.2.5 to the function &(r, —,x,x’)|M21(Z). We take r,s €
{£1,0} in Lemma 2.2.4. It implies that &(7, —, 2, 2")|5s(z) satisfies the condition
(2) of Theorem 2.2.5. The condition (1) is clear from definition. The condition (3)
follows from Proposition 2.1.3. Then Theorem 2.2.5 shows that there exists a unique

extension &(1, —, z, x') |M2;(Z). Moreover, Lemma 2.2.4 also implies that & (7, —, z, z’)
coincides with the extension &(7, —, z, 2')| M(Z)- Hence according to Theorem 2.2.5,

the extension &(7, —,x,2')[p1(z) must satisfy the cocycle relation (2.10) for any
;. ]

2.2.2 Dimension 3

In this subsection, we prove the cocycle relation in dimension 3. The strategy is
similar to the case of dimension 2. We prove some special cases in Lemma 2.2.7 and

2.2.8. Then by using the extension theorem 2.2.9 to complete the proof.

Theorem 2.2.6. Let 7 € H and x, 2’ € C3. Let 0¢,01,09,03 € Z3 be any nonzero
vectors. For i = 0,1,2,3, we denote M; the matriz consists of oo, 01,092,035 which

omits o;. Then we have the following cocycle relation:

3
> (-1)'E(r, My, w,2') = 0. (2.27)
=0

Proof. By using the same argument as for Theorem 2.2.3, we only need to check the

following 2 special cases and the extension Theorem 2.2.9.
O

Lemma 2.2.7. Let o9 = (1,0,0)!, o1 = (0,1,0)!, 02 = (d,e,0)t, o3 = (a,b,c)’ with
0<d<e 0<ab<candl <e<ec. Let z,2' € C3. Then we have the following

cocycle relation
3

> (—1)'E(r, My, z,2") = 0.
=0
Proof. We note that det(Ms) = 0, hence &(1, M3, z,2') = 0. By the definition,
E(1, Ma, z,x") gives
LT, ;b L,
Z K(r, 21,27 — E(xg + 23))K(T, 22, T — E(azg + 23))K(T, 3, E(:cg + 23))e(z3y3),
z3€N/cA

where we write 23 = y37 + y3. For fixed 23 € A/cA, we denote 27 = 2 — & (25 + 23)
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and x5 = x5 — %(x3 + 23). We observe that

1
éa('r, My, z, x/) = Z & (T7 Méa (.%'1, .%'2), (mlllv xg)t) ]C(7_7 T3, E(xg + 23))e(x3y3)
z3€N/cA

10
where M} = (O 1). Similarly, we have

1
5(7—7 Mla x, :LJ) = Z & (7_7 M{7 (1131, 1;2)) (xllla 1,12/)15) IC(T7 I3, E(xé + Z3))e($3y3)7
z3€A/cA

1
(g)(T, My, x, m’) = Z & (T, M(/), (xl, xg), (x’l’, mg)t) IC(T, T3, E(mg + 23))e(a:3y3),

z3€N/cA
, 1 d , 0 d i
where M| = 0 and M, = ) . Hence by applying the Theorem 2.2.3 to
e e

M, My, M3, we complete the proof.
L]

Lemma 2.2.8. Let o9 = (1,0,0)!, o1 = (0,1,0)!, o2 = (0,0,1), o3 = (a,b,c)t with
0<a,b<c. Letx,x' € C3. Then we have the following cocycle relation

3
> (-1)'E(r, My, z,2') = 0.
i=0
Proof. The proof is very similar to Lemma 2.2.7. So we omit the details.
O]

To complete the proof of Theorem 2.2.6, we need the following extension theorem.
In the case of dimension 2, we prove the extension theorem by induction on the max-
imum value of the determinant of 3 matrices | det(og, 01)|, | det(o1, 02)|, | det(oo, o2)|.
However, in dimension 3, such induction becomes combinatorially difficult. Inspired
by the method of Bykovskii [Byk03], we modify the proof by induction on the
determinant of the first matrix |det(og,01,02)|. To simplify the notation, for any

function F' on M3(Z), we denote
0F (09,01,09,03) = F(00,01,092) — F(09,01,03) + F(00,02,03) — F(01,02,03).

Theorem 2.2.9. Denote M1(Z) = { € M3(Z)| det(y) = 0 or 1}. Let L be a left
SL3(Z)-module. Let ® : M3(Z) — L be a map satisfies the following conditions:
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1. ®(o) =0 if det(o) =0,

2. For all (a,b,c) = (1,0,0), (0,—1,0), (1,—1,0), (1,0,1), (0,—1,1), (1,~1,1),

we have

QY
KA
o O =
o = O
= o O

a
b| =0, (2.28)
C

3. ®(go) = g®(o) for any g € SL3(Z) and o € M1 (Z).

Then there exists a unique extension P of ® to M3(Z) such that the following condi-

tions are satisfied:

(i) @l @z = @

(ii) 0d(0g, 01,09, 03) = 0 for any nonzero vectors oq, 01,032,053 € Z3;
(iii) ®(go) = g®(o) for any g € SL3(Z) and o € M3(Z).

Proof. The idea of this theorem is similar to the case of dimension 2. We reduce
to the case of Hermite normal form by the condition (3). First of all, we define the
extension @ by induction on the determinant of matrix. Let o = (0y;) € M3(Z), we
first assume that all the columns of o are primitive. If det(o) > 0, then there exist
a unique g € SL3(Z) such that

1 d «a
c=¢g|0 e b,
0 0 ¢

with0<d<e, 0<a,b<cand1l<e<ec. Ifezl,wedeﬁnei)by

1 00 1 0 a 0 0 a
do)=g- [0 1 0|+g-®[0 0 b|—-9g- |1 0 b
0 01 01 ¢ 01 ¢
If e > 1, we define it by
0 d a 1 0 a
Do)=g-®|1 e b|+g-D|0 1 b
0 0 c 0 0 ¢

We note that the determinants of the two matrices on the right hind side are strictly

less than det(c), hence they are well-defined by induction assumption. If det(o) < 0,
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then let ®(0) = ®(0’) where o’ is obtained by exchanging the first and second column
of o.
If some columns of o are not primitive, we write o = (01, 02, 03), and define o
by
d(0) = (01 / ged(01), 09/ ged(o9), 03/ ged(a3)), (2.29)

where ged(o;) is the ged of each elements of ;.

The conditions (i) and (iii) are straight from definition. Now we check the
condition (i7). In the following, we always assume that o; is primitive due to the
equation (2.29).

Lemma 2.2.10. Let og,...,04 € Z3. For any function F on Ms3(7Z), if
OF(00,...,04y...,04) =0

foralli=1,2,3,4, then OF(01,02,03,04) = 0.

Proof. We can check it by direct calculation, so we omit the proof. O

Lemma 2.2.11. Let e; = (1,0,0)%,e5 = (0,1,0)%,e3 = (0,0,1), 00 = (a,b,c)t €
ZS

orims then we have

dd (e, e2,e3,00) = 0. (2.30)
Proof. We prove it by induction on k = max{|al, |b|, |c|}. When k = 1, then a,b,c =
0 or +1. We show that the equation (2.30) holds for og = (1,1,1)!. The other cases

can be deduced in the same way.

1 0 0
Multiplyingby | 0 0 1 | on the left hand side of equation (2.28) for (a, b, c) =
0 -1 0
(1,—1,1), we have
1 0 1 0 1 1 01 0 0 1
|0 ~dlo 0 1|+®|o 1 1|-®[0 1 1|=0 (231
0 -1 0 0 -1 1 0 0 1 -1 0 1

Multiplying by the same matrix on the left hand side of equation (2.28) for (a, b, c) =
(0,—1,0), we have

1 0 0 100
dlo 0 1|+@]0o 1 0]=0 (2.32)
0 -1 0 001
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Similarly, we can prove that

101 1 0 1 0 01 001
|00 1|=®|0 0 1], ®l0 1 1|=2[|1 0 1 (2.33)
01 1 0 -1 1 -1 0 1 01 1

Combining the equations (2.31),(2.32), (2.33), we complete the proof of equation
(2.30) for (a,b,c) = (1,1,1).

Now we consider the case k > 1. Without loss of generality, we assume that c is
positive and maximal. Then by multiplying a suitable matrix on the left, we only
need to prove

8@(61, e, es,04) = 0,

where of, = (a/,b',¢) with 0 < o',V < ¢, € = (€1,€2,1) with ¢ = a’/;“,ez = 22,
Note that €1, €9 = 0 or 1. Hence by the condition (2), we have 8&3(61, ez, €5, e3) = 0.
By the definition of ¥, we have d® (e, e, e3,04) = 0. We note that 0 < o/, < c,

then by the induction assumption, we have
(‘9@)(61,63,63,06) = 8@(62,63,65),06) =0.
This completes the proof. O

Now we back to the theorem. We will prove it by induction on the determinant
of d = |det(o9, 01, 02)|.

If d = 0, if rank(oy, 01, 02) = 1, it is clear that 8@(00, o1,092,03) = 0 since every
term is 0.

If rank(og,01,02) = 2, by multiplying a suitable element in GL3(Z), we may

assume that 0 < a,b < c¢. We fix such o3 = (a, b, c)! and introduce a new cocycle by

w a aj;; a2 a
Vo, ( H 12) =W lan ax b|. (2.34)
0 0 c

an @
R = M} (Z), We see that W, satisfies the 3 conditions

a a2
of Theorem 2.2.5. In fact, we only need to check the condition (2), by introducing

Here we assume that

e3, then we can deduce it from Lemma 2.2.10 and Lemma 2.2.11. Hence according
to Theorem 2.2.5, it has a unique extension \il(,g. Moreover, in the construction of
the extension, it coincides with the definition of W. Hence (2.34) can be extended
to all matrix in Ma(Z). Then 8@(00, o1,09,03) = 0 follows from Theorem 2.2.5.
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If d = 1, then it follows from Lemma 2.2.11.

Now for d > 1, by the Hermite normal form, we only need to consider the
case 09 = e1,01 = (a12,a2,0)t, 09 = (a13,a23,as3)’ with 0 < a12 < ase and 0 <
a13,a23 < agz. We introduce an auxiliary vector e;, here i = 3 if asg = 1 and i = 2
if agg # 1. Then by definition, we see that 8@)(00,01, 09,¢€;) = 0. By the induction

assumption, we have

A A N

0P(00,01, €5,03) = 0P(00, €j02,03) = 0P (e, 01,02,03) = 0.

Thus by Lemma 2.2.10, we have 8@3(00, 01,02,03) = 0. This completes the proof.
O

Remark 2.2.12. These two extension theorems remain true for GLo(Z) and GL3(Z)
if we assume L is a GL3(Z)-module, and modify the condition (2) in Theorem 2.2.9

1 00 a
tod® |0 1 0 b| =0 foralla,b,ce{0,£1} and (a,b,c) # (0,0,0) and assume
0 0 1 ¢

the condition (3) holds for all g € GL3(Z). The case of dimension 2 is similar.

At last, we want to state the general cocycle relation of &. Charollois [Chal]
proved it by taking the summation of trigonometric cocycle introduced by Sczech

(see [CS16]).

Theorem 2.2.13. Let 7 € H and x,2' € CN. Then for any nonzero vectors

00,01, ...,0n in ZN, we have
N .
> (~1)'&(r, (00, .., 6i,...,0n), 3, 2) = 0. (2.35)
i=0
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CHAPTER

3
I Hecke Operators

In this chapter, we will introduce the action of two kinds of Hecke operators
T, and T,, on the elliptic cocycle &(7,0,z,2") which was defined in Chapter 2.
The operator T), corresponds to the action of GLy(Z) on the parameter 7. Such
operator is very similar to the classical Hecke operator on modular forms. The
operator T, corresponds to the action of GLy(Z) on the parameter o. The idea
to introduce such Hecke operators stems from the recent paper [BCG20], where
Bergeron-Charollois-Garcia considered a differential form Ey, that realizes an Eisen-
stein theta correspondence for the dual pair (GLy; GL2). One can find more details
in [BCG20|[section 13]. The main result of this chapter is a precise relation between
the Hecke operators 7, and T,, stated in Theorem 3.3.23. To prove the relation,
we will define a function fr, ¢, ¢, (7, x, z") associated to a certain lattice L and cone
C. Such function is very similar to the toric modular form defined by Borisov and
Gunnells in [BGO01]. Borisov and Gunnells proved the stability of the vector space
of toric modular forms under the action of the Hecke operator T;,,. We use a similar
method to prove the relation between these two Hecke operators on f1, ¢y ¢, (7, 2, 2")
in Theorem 3.3.16 and Theorem 3.3.21. Finally, we generalize this relation to the
elliptic cocycle &.

3.1 The operators 7, and T,,

We give the definition of the first kind of Hecke operator.

Definition 3.1.1. Let m, N be two positive integers. Fiz two vectors z,x’ € CV.
Then we define T,, by

d—1
1
Tné(1,0,2,2") = mN—1 Z N Zé" (T,O’, aaz,ax’) . (3.1)
b=0

a,d>0
ad=m
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In particular, if p is a prime number, then the Hecke operator T, is given by

(3.2)

b
1,8 (r,0,z,2') = Z£<T+ crxa:>+pN Y& (pr, o, px, pa’).

Proposition 3.1.2. Let k > 2 be a positive integer and p be a prime number, then
for any z,2’ € CN and o € My(Z), we have the formula:

Tx&(T,0,, 7)) = Ty Ty &(T, 0,7, 7)) — prlTpk—zéf’(T, o, px,px’).

Proof. By definition,

o, ptw,ptaf’)

k—1—t
k—1p 1p(k 1)(N-1) (pt7+b

T,Tp1&(r,0,x,2") =T, Z ey i
t=0 b=

-1 k‘—l—t_l _1
_ P 14 )(N— 1) o+ pF 1t 4 b o
_Z N(k 1— t)+1 pk_t yO, P I, DT

b=0 7":0

0
k—1pF17t—1 PHV-1) T+ b o "y
] ,O Lep .

+ Z pN(E—1=1)

For the first summation, we note that as r,b run through Z/pZ and Z/pk -ty

respectively, p*~1~!r + b runs through Z/p*~!Z, hence the first summation gives

k—1p"' =1 1y (N—1) (pt7+b

>SS S (U

t=

As for the second summation, if ¢ # k — 1, then we write b = p*~27'b; + by where
b1 € Z/pZ and by € Z/p*~27*Z. We note that &(7, 0, x,2') is Z-periodic in 7, hence

t t, .t
70-7px7px)'

the second summation gives

k—2ph 2701 P11
p T+b2 _
e (St 42 ) Dt
=0 2:0

We observe that this equals

PN 28 (1,0, pz, pr) + PP TVE (1, 0, pra, pha).
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Combining all the calculation, we see that

Tprkflg(T, o,%T, iL'/)

! A plr+b k(N—1 k k.. .k
/ — /
N ( S O PTp x) +pP NV Err, 0, pFa, pha)

t=0 b=0 p

+ pN_lTpk—2g(7', o, pz, px’)

=T &(T,0,, ') +pN_1Tpk72g<T, o, px,pz’).
]

The second kind of Hecke operator can be defined in more general setting. To

do that, we introduce some concepts:
Definition 3.1.3. Let A be a GLx(Q)-module. Let P(A) be the set of functions

r: (ZN\(()? o 70))N — A
(3.3)
(0_17"' 7UN) — 7’{0’1,"' 7JN}
satisfying the conditions
1. r{o1, - ,on} =0 if det(o1, -+ ,on) =0,
2. Y o(=1)ir{oo, -+, 65, ,on} =0 for all g, ,on € ZN\(0, -+ ,0).

An element of P(A) is said to be homogeneous if for all g € SLy(Z) and o1, -+ ,on €
ZN\(0, - ,0), we have

r{go1, -+, gon} =g (r{on,-- on}). (3.4)
Let Pr(A) be the subset of homogeneous elements of P(A).

Definition 3.1.4. Let m be a positive integer. Then we can define the second kind
of Hecke operator on Pp(A) by:

T,r{o1,- - ,on} = Z v - (r{mv_lm, e 7m’7_10N}) ) (3.5)
Y€l N (m)

where I'n(m) is a finite set of representatives of My(m)/SLy(Z) and
My(m) = {y € My(Z)| det(y) = m}.
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Lemma 3.1.5. The operator T,, is well-defined, i.e. it doesn’t depend on choice of

the set of representatives and it maps Pp(A) to Pr(A).

Proof. Let v/ = ~g, for some g, € SLy(Z). Then the homogeneous property of r

gives

Z ’7/ ’ (r{m’}/—lalv to 7m7,_10-N})

v €ln(m)

= > 79y (r{mgy'y o, mg Y ond) (3.6)
yEl N (M)

S o o,

€l § (m)

This shows that the definition of T,, doesn’t depend on the choice of the set of

representativs. The cocycle property of T,,r can be checked directly:

N
ZTmT{O-Ov'” 7dj7"‘ 7UN}
j=0

- -1 1 -1 (3.7)
= > > v (r{my a0, myloy, - my T on))
Y€l N (m) j=0
=0.
As for the homogeneous property, let g € SLy(Z), then

Tmr{go1, -+, 90N}

= > v (r{mrgor,- ,mygon})
vEl'N (m)

= Y - (r{mglg™vg9)tor, - ymglg~ vg) on}) (3.8)
€l N (m)

= > glg "v9) (r{mlg~vg) o, migT vg) T Ton))
vEl' N (m)

=q - (TmT{Ul, R ,O'N})~

The last equality holds since {g~'vg|vy € T'ny(m)} is again a set of representatives
of I'y(m). This completes the proof. O

Proposition 3.1.6. Let m,n be two positive integers with no common factor. Then
we have
Tinn = T Tyy,.
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In particular, T,, commutes with T,,.

Proof. By definition, it is enough to prove that I'y(mn) = I'y(m)I'n(n). We note

that we can choose the following representatives of I'y(n):

all 0 0 e 0
asl a9 0 e 0
aniy anN2 anN3 -+ AaNN

where n = ajjaz---any and 0 < aj; < ajj forall 1 <i < j < N. It is easy to see
that the cardinal of I'y(n) equals

> anmads--ayy, (3.9)
where the sum is over all the sequences a1, a9, -+ ,ann such that
ajjag - aANN = n. (3.10)

Hence if m, n have no common factor, then

[T (mn)| = [Tn(m)|[Tn(n)]. (3.11)

On the other hand, we consider the map
¢ :Tn(m) x Ty(n) — Ty(mn)
(7)) =

We check that this map is injective. In fact, if v19] = 72749 for some ~; € I'n(m),
v, € I'n(n) and g € SLy(Z), then we claim that

% ' =g € SL(Z).

It is clear that 4 g’yfl € SLx(Q). If some of the entries of ) g’yi_1 doesn’t belong to
Z, the denominator must divides n. However, the denominators of entries of 7, ]
divide m and ged(m,n) = 1. Hence this forces that 149y, € SLy(Z). This means
~v1 and 5 belong to the same class. Hence v, = 2 since we have already fixed a set
of representatives. So 7] and ~4 also belong to the same class. This implies the map
¢ is injective. But the cardinal of both sides of ¢ are the same, so ¢ is a bijection.
This proves that T,,,, = T,,T,. ]

51



CHAPTER 3. HECKE OPERATORS

Remark 3.1.7. The discussion in Chapter 2 shows that &(—,0,—,—) belongs to
Pp(F(H x CN x CN)) where F(H x CN x CN) is the set of meromorphic functions
on H x CN x CN equipped with the action of GLy(Q) defined by

g- f(Tv L, $/) = f(Tv xg, det(g)gilx/)v (312)

where g € GLy(Q) and f(r,z,2') € F(H x CN x CN). We note that instead of
writing N columns, we write a matriz o in & (1,0,z,2"). Then the action of T,, on

E(1,0,x,2") is given by

Tn&(1,0,2,2') = Z & (1, my Lo, zy, myta!). (3.13)
yEl'N(m)

So far, these two Hecke operators are well-defined on &(7, o, z, 2’). The following

proposition shows the commutation of T,, and T}, on &(7,0,x,2").

Proposition 3.1.8. Let m,n be two positive integers. Fix 7 € H,o € My (Z) and
z, 2" € CN. Then we have

Ty Tm&(1,0,2,2") = Ty T (1,0, 2,2"). (3.14)
Proof. By the Definition 3.1.1 and the equation (3.13), we have

Tn(T0n&)(T,0,2,2") = Z Tn& (T,ny o, xy,ny L)
€T N (n)

N-1 b
= Z Z mdN é"(aT;— ,n'yla,amfy,an’ylx/>

ve€lN(n) 2.4>0
N—-1 b
= Z mdiN"]I‘né" (m;_,a, ax,ax’)

=T (Tn&) (7, 0,2, 7).

(3.15)
This completes the proof. O
The Hecke operator T, also shares a similar property as in Proposition 3.1.6.

Proposition 3.1.9. Let m,n be two positive integers with no common factor. Fix
T €H,0 € Mn(Z) and z,2’ € CV. Then we have

Ton&(1,0,2,2') = T T8 (10,2, 0") = T, T & (1, 0,3, 7). (3.16)
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Proof. Similar to the proof of Proposition 3.1.6, we have the following bijection:

b oy
“ ad =m,a,d>0,b (mod d) p X “
0 d 0 d
a// b//
- O d//

dd =n,d,d >0, (mod d’)}

a"d" =mn,ad"”,d" > 0,b" (mod d”)} )

(3.17)
Hence by the Definition 3.1.1, we have
b
T Th& (1,0,2,2") ZZ N Téa<a7; ,0,a:v,ax'>
a,d>0 ph=(
ad—m
d-1 N_1 d—1 N-1 ! ! /
m (n) ad't +a'b+b'd , ,
:ZzidN Z Z de/N£< — ,0,aa'x,aa’x
a,d>0 h=0 a’,d'>0 b'=0 (3-18)
ad=m ald' =n
d”—l
. Z Z a't + 0" " "o
= d”N 7 , 0,0 T, T
// d”>0 b// 0
a”d”:mn
=Tyn&(1,0,2,2').
This completes the proof. O

3.2 Dimension 1

In this section, we discuss the case of dimension 1. The case of dimension 1 is
much easier since all the results can be deduced from trigomometric summation. In
this case, the cocycle reduced to the Kronecker theta function. Similar to the Defi-
nition 3.1.1, we can define the Hecke operator T;, on the Kronecker theta function
by

b
T K (T, 20, 7() Z Z:IC(C”—+ axg,axo) (3.19)

a,d>0
ad=m

Theorem 3.2.1. Let p be a prime number, xo,z(, € C. Then we have
TpIC(Ta Zo, .%'6) = IC(7_7 $0,pl’6) + ,C(Tv bxo, x/O) (320)

Proof. In fact, by using the Fourier expansion (1.2) of Kronecker function, we have
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1 <& T4 1 1
K ) =1— -
z (55 mah) =1 g e

=1
_ Z < ) (e(nzg + maj) — e(—nxg — may))
r=1m,n>1
1 mn
=loqc e(zo) 1-—e(z mzn; 10 (el i) = enan =)
plmn

We divide the summation into three parts:

mn /
E g7 (e(nzg+mag) — e(—nxo — mayp))
m,n>1
plmn

=S+ Y ¢ (elnmo + map) — e(—nag — maf))

plm  pln plm,pn

This gives the formula (3.20). O

Theorem 3.2.2. Let m be a positive integer and o,z € C, then we have

T K (7, 30, 7)) = EIC (T, dzxy, %x'o) . (3.21)
dlm

Proof. We first consider the case m = p* where p is a prime number and k is a
positive integer. We prove it by induction on k. When k& = 1, this follows from
Theorem 3.2.1.

Now we assume that & > 1. By definition, we have

Z ZK(QZ);—H) apa:o,apx0>

ol d= pk 1
a’,d>0

p

1 Pl T+0b
T K(7, 20, ) = — Z K (pk,xg,wlo>
b=0

1 T+0b
= Z ( QZQ,$6> + Ty-1 K(pr, po, prp).

By the induction assumption, the second term equals

T
L

’C(pTv pj+1x07 pk_]:E/O)

.
Il
o
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So we consider the first summation next:

1R T—I—b ; 1 1 mn ,

pk|mn
1 mn
et T 3 el e+ X o elurn
pjfmvpk‘n kl\mn
1 1

K (7 AN's k 0)+1— -
(7, p"20, ) — K(p7, p 20, prg) +1 = 1— e(ro) 1—e(pxp)

+ Z qP e(nzo + mpxy)

pk— 1hnn

T
I

K
= K(r,plwo, 0" ) = Y K(pr, o/ g, pF ).
=0

<.
I
o

This proves the formula (3.21) for m = p¥. For the general case, the same argument

as the Proposition 3.1.9 shows that

Tpkl ks = Tp;1c1 --~Tp;§s, (3.22)
where p1,-- -, ps are different primes. Combining the result above, we complete the
proof. O

3.3 Dimension N

In this section, we will consider the case of dimension N. Inspired by the case of
dimension 1, we consider the Fourier expansion of the elliptic cocycle &. Since the
elliptic cocycle & is a product of N times Kronecker theta function, by expanding

the product, we see that it consists of the series:

g q""e(x -n—+m-a’) (3.23)
meSy
neSy

where the summation over certain subsets Si, S C Z~. Before giving the precise

definition, we present some basic concepts.

95



CHAPTER 3. HECKE OPERATORS

3.3.1 Preliminary

The first concept we need is the lattice in N-dimensional Euclidean space where

we follows the standard reference [Cas71].

Definition 3.3.1. A discrete subset L of RN is called a lattice of rank N if it is the

Z-span of N wvectors vy, ..., vy which are linear independent over R.

Definition 3.3.2. Let L be a lattice in RN. A subset L' C L is called a sublattice
of L when it is a subgroup of L of finite index. We denote the index of L' in L by
[L: L.

In this chapter, we will need to know how many sublattices there are with fixed

index. In fact, we establish the following formula:

Lemma 3.3.3. Let L be a lattice of rank N. Let p be a prime number and k > 0

be an integer. Then the number of sublattices of L of index p* is
. TTP -1
H(N,p) =] ST (3.24)

Proof. We first translate the question into counting the number of certain matrices.

In fact, every sublattice L’ of L of index p* corresponds to a matrix of the form

p™ 0 0
M ba1 pf” 0
b1 bn2 ... p™N
where 0 < bg1 < p?2,...,0 <bn1,...,0nN—1 < PN and a1 +---+an = k. To count

this number, we deduce a recursion formula for H (N, p*). If N = 1, it is not hard
to see that H(1,p*) =1 for any k. If N > 2, then for each ay <k, by1, ... b N—1

have p®N choices. The number of submatrices

bnv-11 bn-12 pIN-t
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is exactly H(N — 1,pF=%N). Hence we have the formula
k
H(N,p*) = p™VHN - 1,p¢7). (3.25)
1=0
Then for £ > 1, we have

k—1
H(N,p*) =H(N - 1,p") + pV 1> p' N VH(N -1,k —1-1) (3.26)
=0 .

=H(N - 1,p") + p"TH(N,p" ).
Moreover if k = 0, then for any N > 1, we have
H(N,1)=H(N-1,1)=---=H(1,1) =1.

We observe that H(N, pk) is totally uniquely determined by the recursion formula
(3.26) and the value H(N,1) and H(1,p"). On the other hand, if we denote the right
hand side of (3.24) by F(N,p*). Tt is easy to check that F(1,p¥) =1 for all k > 0

and F(N,1) =1 for all N > 1. Moreover, it satisfies the same recursion formula

ko N+i-2 _ 1 k=l N+j-1 _ 4
F(N —1 k N*lFN k—1 — b ' N—1 b '
(N =1,p") +p" T F(N,p* ) Hip]_l +p Hip]_l
Jj=1 Jj=1
N—1 k ko N+j—1
D -1 4 pF-1 pYTITh—1
:<pN+k—1_1+pN le+k—1_1>H w1
j=1
:F(N,pk).

Hence F(N,p*) must coincide with H(N,p*). This completes the proof.

Remark 3.3.4. We also have a formula for arbitrary index. Let d be a positive
integer with prime factorization d = p' ...p. Then the number of sublattices of L

of index d is
s i N4j-1_ g

H(N,d) =[] %

(3.27)

J
i—1j=1 Pl

We can use the similar method of Proposition 3.1.6 to prove that
H(N,mn)=H(N,m)H(N,n),
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where ged(m,n) = 1.

Lemma 3.3.5. Let L be a lattice of rank N. Let p be a prime number and j < k
be two non-negative integers. Let v be a vector contained in p’ L but not contained
in PP L. Then the number of sublattices of L of index p* which contain v is

j
> pVVHN -1, p).
=0

Proof. Since v is contained in p/L but not contained in p/T'L, by multiplying a
suitable element in SLy(Z), we may assume that v = (0,...,0,ap’)! with p { a.

With the same idea as the lemma above, it is equivalent to count the number of

matrices
p™ 0 0
boy  p*? 0
M = ]
bny1 by ... p™N

such that b;; (mod p%) and (0,...,0,ap’)! € MZY. Tt is easy to see that the
condition (0,...,0,ap’)! € MZ" is equivalent to ay < j. For each ay < j, the
(bn1,.-.,bn,N—1) has p(N=1an choices, and we have H(N — 1,pF=a~) choices for

the upper-left submatrix. Hence the number of matrices M equals

j
S pVTVH(N —1,p7).
=0

Beyond the lattice L, we also need its dual L* given by

Definition 3.3.6.
L*={zec RV |z-y€Z forallyeL}.

Remark 3.3.7. In this thesis, we always fix a basis v1,...,vx of L such that L =
nZ+---+vnZ. We writey € L as a N x 1 matriz under this basis.

The next concept we need is that of a cone. We follow the standard reference
[Ful93].
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Definition 3.3.8. A cone is a closed subset of RN of the form

S
“- {ZTWMMERzan’:LN ’5}7

i=1
where v1,...,vs are fized vectors in RN. We call s the rank of the cone C. The
vectors vi,...,vs are called the generators of the cone C. Moreover, given a lattice

L in RN, if the generators are belonging to L, then we call C' rational cone with

respect to L.

As the dual lattice, to each cone, we associate a dual cone given by
C*={z e RY)*|z-y>0forallyecC}.

Here the meaning of x - y is the same as what in dual lattice.
It is easy to check that C* is a cone. Moreover, if C is a rational cone with

respect to lattice L, then C* is a rational cone with respect to L*.

Definition 3.3.9. Let C be a cone, and let x € C*, then the intersection of C and
the hyperplane
{yeClz-y=0}

is called a face of C'.

We state some properties of cone and its faces; one can also find them in
[Ful93][section 1.2]:

Proposition 3.3.10. Let C' be a cone, then
1. C is a face of itself.
2. Fvery face F of C is a cone.
3. Every intersection of faces of C is a face of C.
4. Every face of a face is a face.

Definition 3.3.11. The relative interior of a cone C' is the topological interior of
the cone C in the space R - C generated by C. We denote it by C°.

3.3.2 Relation between 7, and T,

In this subsection, we will give a relation between 7}, and T,. The main part of
the proof is inspired by Borisov-Gunnells [BGO1]. They proved the Hecke stability
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of the space of toric modular form under 7). They also proved a kind of Hecke
equivariance for products of two Eisenstein series. We further introduce the Hecke
operator T, for GLy(Z) and then deduce the Hecke equivariance for the products of
N Eisenstein series in the next chapter. To do this, we first give a precise definition

of the series (3.23).

Definition 3.3.12. Let L be a lattice in RY and C a rational cone respect to L
generated by N linearly independent vectors. Let Ci be a face of C* and Cy be
a face of C. Let S = {x € CV|Im(z-n) > 0 foralln € LNC — {0}} and
S ={z' € CN | Im(m-2') > 0 for all m € L* NC* —{0}}. Then for any x € S and

2’ € S, we define the following series:

froo(rz2) = Z q""e(xr-n+m-a). (3.28)
meL*ﬁCi’
nGLﬁCS

Lemma 3.3.13. The series (3.28) is absolutely convergent for allx € S and ' € S’.

Proof. By assumption, we can choose linearly independent generators vy, ..., vy and

their duals v7,..., v} such that
LNC =wunZ>y+ -+ vnZ>o,

and
L*NnCc* = UTZZO + -+ U?VZZO'

We write # = (z1,...,2n) and 2’ = (2,...,2y) under these bases respectively.

Then z € S and 2/ € S’ means that Im(x;), Im(z}) > 0 for all ¢ = 1,..., N. Hence

Z "e(x-n+m-x) <H Z x;) | e(z]) ™. (3.29)

meL*NCY i=1m;,n; >0
nemeg
So the series (3.28) is absolutely convergent. O

Example 3.3.14. Suppose L = Z, C = R>¢. Then L* = 7Z and C* = R>q. If we
take Cy = C* and Cy = C, then we have

froio (@2’ Z q"" e(nx + ma').
m,n>0

Example 3.3.15. Suppose L = 72, C is generated by the vectors e; = (1,0)! and
= (0,1)t. Then L* and C* coincide with L and C respectively. If we take C; = C*
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and Cy = Rsgey, then we have

froio(mz2’) = Z ¢ " e(nxy + mix] + maxh).

mi,ma,n>0

Similar to the case of &, we define the action of Hecke operator T, on fr,c;.c,
by

at +b
Tufronc(ma,a’) =m" ! Z ZfL 1,0y ( ,ax aar) :

a,d>0
ad=m

Theorem 3.3.16. Let p be a prime number. Let L,C1,Co, x, 2’ be as in Definition
3.3.12. Then we have the following formula

N—1
p —D
Tpr,C1,C’2 (7-7 x, ZL'/) = § fS,C1,CQ (Ta pr, $l) - D— 1 fL,C1,CQ (7-7 map$l)ﬂ (330)

where S runs through the lattices such that L C S C %L and [S : L] = pN—1L.

Proof. We first calculate the left hand side of (3.30)

T fL ,C1,C2 (T T x/)

~ Z > ( » ’) + N fron0, (07, P, )

r=1 meL*nCY (3.31)

nELﬁCO

mn ! N—1 /
E E q P e(xTZ+m37)+p fL,C1,CQ(pT7px7px)‘
meL*NCY neLNCS
plm-n

On the other hand, we calculate the first term of right hand side of (3.30)
Z fS,Cl,Cz (7_7 bz, CL',).
S

By definition, it equals

Z Z Zq e(pr-n+m-1').

S meL*nC} neSNCS
m-SCZ

By multiplying p and changing the variable, it becomes

Z Z Z, q%e(:):'n—i—m-x’), (3.32)

R meL*nC$ neRNCY
m-RCpZ
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where R runs through all sublattices of L of index p and contain pL.

For each m € L*, we consider the series:

Z ZI q%e(x ‘n+m-a'). (3.33)

R neRNCY
m-RCpZ

If m¢plL* let R,, ={n € L|m-n=0 (mod p)}. We note that R,, is a sublattice
of L of index p. In fact, the map:

L/Rm —F,

n—m-n (mod p)

is an isomorphism. It is easy to see that pL. C R,,. Hence R,, is the only sublattice

that occurring in the summation. This means that the summation (3.33) equals

Z ¢ e(z-n+m-a).

neLNCyg
plm-n

If m € pL*, then for any R, we always have m - R C pZ. If n € pL N C3, then
every R contains n, so such n occurs 1 +p + --- + pN~! times in the summation
(3.33). If n ¢ pLNCS, then there exist 1 +p+---+p~~2 R containing n, this means
(3.33) equals

prl—l m:n ' pN—l mn ’
p— E qpe(:x-n+m-:n)—|—p_ Z gr elx-n+m-z)
ne(L—pL)NCYS nepLNCS
pNl—1 mn / N-1 mn /
= Z grel-n+m-2')+p Z gv elx-n+m-z)
p n€LNCS nepLNCS
pN_l_l mn / N-1 m-n /
=1 Z gve-n+m-x)+p Z q""e(pxr-n+m-z).
p n€LNCS neLNCS
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Combining the calculation above, we see that the series (3.32) equals

Z Z g7 el n+m-2)

meL*mcij nemeg

mgpL* plm-n
pN—l -1 men
+ Z e Z grex-nt+m-z')+pV! Z q""e(pr-n+m-a’)
meL NCY neLNCy neLNCy
mepL*

= > Y Ve ntm )

mEL*ﬂC‘f neLNCY

plm-n
PNt —p
p—= meL*ncf mEL*ﬂClo
nemeg nELﬂCS
Comparing with (3.31), we complete the proof. O

As with the elliptic cocycle & (7,0, z,2'), we introduce a parameter o € My (Z)
to fr,c,,c,- We will mimic the equivalent definition introduced in Proposition 2.1.4

instead of the original definition of &.

Definition 3.3.17. Let 0 € My(Z). If D = det(o) # 0,

sign(D) T (x+2)0 1, .,
froo(rox,2') = —/—= fr.cc (, ——— o (2 +7)).
v ’D|N zEL*/;Do'l v |D’ |D’

2/€L/oL

If D=0,

freyca(ro,2,2") = 0.

Lemma 3.3.18. If det(o) # 0, then we have
fL,Cl,C2 (7—7 g,Z, x/) = fO'_lL,C1,CQ (7’, zo, 071$/)'
Proof. We denote D = det(o). First we note two summation formulas:

1 ifne€ Do 'L,

Di'1 > e(%;ﬁzz

ZGL*/L*DU_I 0 else,

and
1 ifme L*o,

% Z e(ma_lz'):

2eL/oL 0 else.
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Then by definition and using the formulas above, we have

1 mn T+ z)on _
Jhapxﬂmxwﬁzﬁﬁ > > qDe<(D)+nw:%ﬂ+£0

z€L*/L*Do—1 meL*NCY

z/€L/oL neLNCy
Z m-n ron + —1 7
= qD el —— mo I
D
meL*oNCy

neDo~1LNCY

. —1_

= E ¢""e(zon +mo1a’)
mEL*or‘ICf
nEUﬁlLﬂcg

=fo-11,01,05(T, 70, Uﬁlx').

Corollary 3.3.19. Let p be a prime number. Then we have

N1

Tpr,Cl,CQ (T> o,x, Z’l) + prL,Cl,CQ (7—7 g, xapxl)

= Z fr.onos (T, p’YilUv 7, p’}’ilx’).
Y€l N ()

where the action of T, on fr.c,.c, (T,0,2,2") follows from fr, ¢, c, (T,2,2") which is
given by

-1
14 r+T _
Tpr701,Cz (T7 vavxl) = ]; E fL,Cl,CQ < D 70-7'%'71./) +pN 1fL7C'1,CQ(pT7 U,pﬂf,pl’l).
r=0

Proof. We note that all the sublattices S of L/p of index p which contain L are
given by %’yL where v € I'y(p). Hence by Theorem 3.3.16 and Lemma 3.3.18, we

have
PN -p
/ /
Tpr7C1,CQ (Ta 0,-,% ) + 7.]0[/,01,02 (7-7 o,x,pxr )
1 pN Tt - 1
— / — /
:TpfoflL,Cl,Cz (7_7 ro,0 T ) + ] fa*lL,Cl,Cz(Tv xTo,po X )
—1
:Z f0.7157017c2 (T, pxro,o afl)
S
—1
- Z f%U_l’YLCl,Cz (T’ pro,o x/)‘
Y€l N (p)

1

Moreover, we note that the entries of py~" are integers, then we can apply the
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1

Lemma 3.3.18 to py™ "0 again,

Z f%g717L701702(T7px070—_1'%./) = Z fL,Cl,CQ (7—7p7_10—7 .’L"Y,p"}’_ll'/)-
Y€ N (p) Y€l N ()

This proves the corollary. O

Now we can give the relation between the Hecke operators T}, and T,

Theorem 3.3.20. Let p be a prime number. Fiz two vectors z,z' € CN. Let

o € Mn(Z) be any matriz. Then we have

N-1 _
b P@@

T8 (T, o,x,7) = T,& (7,0, r,2') — 1
=

(1,0,z,px’). (3.34)
Proof. If det(c) = 0, the result is trivial. Hence we only need to prove the case

det(o) # 0. First we consider the case o = Id. In this case,

N
&(r,1d, x,2") = H K(7,2;,2}).

i=1
We use the Fourier expansion (1.2) of the Kronecker theta function. Then &(7,1d, x, 2')

gives

N

II11- ! S > ¢ (e(nw; + ma}) — e(—nw; — ma}))

paley 1—e(z;) 1—e(z)

mn>1

(3.35)
We note that the Fourier expansion of the Kronecker theta function KC(7, ¢, ) con-
verges absolutely for |¢| < |e(z¢)], |e(x})| < 1. Hence the equation (3.35) converges
absolutely in the domain |¢| < |e(z;)], |e(z})| < 1 for all . Then we have

1 1 ,
e 1- e(z)) —1= ) e(na;) = 3 e(mai).

n>1 m>1

Then the equation (3.35) gives

N
H — 1+ Z e(nx;) + Z e(maz}) + Z g™ (e(nz; + ma}) — e(—nz; — maj))
=1 n>1 m>1 m,n>1

(3.36)
Now we expand this product. Let Iy, I, I3, I4 be four subsets of {1,2,..., N} which
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don’t intersect pairwise. if ¢ ¢ I} U Iy U I3 U I, then the term

1+ Z e(nx;) + Z e(maz}) + Z q™" (e(nx; + maj) — e(—nz; — may)) (3.37)
n>1 m>1 m,n>1
contributes 1. If i € I3, then the term (3.37) contributes » -, e(nx;). If i € I3, then
the term (3.37) contributes ), -, e(mx;). If i € I3, then the term (3.37) contributes
> mn>14""e(nz; + ma), and finally if i € I, then the term (3.37) contributes
Zm,nzl —q™"e(—nx; — mz}). For each quadruple (I1, I2, I3, I4), we denote

f1t2,15,1,(Ts @, I‘ H § e(n;, Ti, ) H § e(mj, 12

i1€l nyy >1 io€la mi, >1

H E m13n13e nzgng + m;;T 13 H E _qmi4ni4e(_ni4$i4 - mi4x;4)

13€l3 myg,nig >1 ia€lymiyniy>1
(3.38)

Then we have
/ N !
E(rId,z,2) = (-0 Y fnnnn(ne), (3.39)
In,12,13,14

where I, I, I3, I, run through all the subsets of tand not intersect pairwise. Now we
want to apply the Corollory 3.3.19. So we set L = e1Z + - - -+ enZ where ey, ...,eN
is the standard basis of RY. Let €l,...,ey be the dual basis of e1,...,en. Let

C = @ eiRZO D @ eiRgo. (3.40)

i€l1UlUI3 i€y

Then the dual cone of C' is given by

C'= P R0 PeR. (3.41)

i€l1UlLUl3 SN
We denote
@ €:R20 D @ engo, Cy = @ eiRzo D @ eiRgo, (3.42)
iclaUl3 i€ly i€l1Ul3 i€ly

Then C is a face of C* and (s is a face of C'. Hence by Definition 3.3.12, we have

fZN,Cl,Cg (77 z, x/) = (_1)‘I4|f11,f2713,14 (T’ z, x/>' (343)
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Combining with (3.39), we have

5(7—, Id,.:U,x/) = Z :I:sz’Cth (T,:L’,:U/). (344)
C,(C1,C2)

Here the summation over the cone C' determined by (3.40) and pairs (C1, C2) deter-
mined by (3.42). Now we consider any matrix o with D = det(o) # 0. We use the

equivalent definition in Proposition 2.1.4 of &

sign(D) T (x+2)0 _
(gg(T,O',CC,SU/):W E g<m,1d,m,g 1($/+Z/)
zezN /zN |D|o—1
ZIEZN/UZN

ign(D + VA,
= Sl%‘(]\]) Z Z fZN,Cl,CQ <|;w7(l’|D)|Z)O-70- 1(1‘ +Z)>

zezN /2N |Djo—1 C,(C1,C2)
ZIEZN/UZN

= Z fZN,ChCQ (T, O',x,l'/)

C,(C1,C2)

where the summation is over the same pairs (C1,C2) and C as in equation (3.44).
Thus the Theorem 3.3.20 follows from Corollary 3.3.19.

Finally, we have already established the identity (3.34) between meromorphic

functions on C x CV on an open subset, hence it holds everywhere. O

3.3.3 The general case

In this subsection, we will generalize the Theorem 3.3.20 to the relation between
T,, and T}, for any integer m. To start, we first consider the case of m = p* where

p is a prime number.

Theorem 3.3.21. Let p be a prime number and k be a positive integer, x € S and
2 € S where S,S" are defined in Definition 3.3.12. Let a(N,p') be a family of
integers given by a(N,1) =1 and

a(N,p") = H(N —1,p") — H(N — 1,p" ') fort =1,2,..., (3.45)
where the number H(N, p') is defined in the Lemma 3.3.3. Then we have the follow-

ing formula

k

D fseron(rptea’) = a(N,p ) Ty 100,04 (7, 2, '), (3.46)
S t=0
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where S runs through the lattices such that L C S C #L and [S : L] = pP(N-1),

Proof. By definition, the left hand side of (3.46) equals

S Y Y (e ontm-a), (3.47)

meL*NC? R . neRNCY
m~RCka

where the summation over all lattices p*I ¢ R C L with [L: R] =

Let 7 be an integer with 0 < j < k. We consider the element m € L* N CYy
with m € p/L*, but m ¢ p/*t1L*. Here if j = k, then we don’t need the condition

m ¢ p?*1L*. For such m we consider the following series:

Z Z qP’“ex n+m-a'). (3.48)

neRNCS
m-RC pk

We consider the subset of L:

m-n

R%):{nEL =0 (modpkj)}.

It is not hard to see that R,(%) is a sublattice of L of index p*=7. We see that if
a sublattice R occurs in the series (3.48), then it must contained in Rg). Hence
only the sublattices of R%) of index p’ occurs in the summation (3.48). Let [ be
a non-negative integer with 0 <1 < j—1,ifn € le%) but n ¢ pl“R%), then by
Lemma 3.3.5, there exists ZE:O pN"DH(N — 1,p7%) sublattices of RY) of index
P’ containing n. If n € p’ R%), then all the sublattices of R%) of index p’ containing
n. Hence by Lemma 3.3.3, there exists H(N,p’) such sublattices. Thus the series

(3.48) equals

j m-n
Zpl(N_l)H(N—l,pj_l) Z g e(x-n+m-a).

1=0 nep! R$)NCs
Combining the calculation above, we see that the series (3.47) equals

m-n

k—1 J
Y2 Y PEVHN -1 g e(@ ntm-a)

]:0 ijm l=0 nele(j)mCO

+ Z ST PN IHWN -1, g e(w-n+m-a).

mepkL*NCY 1=0 nep! LNCS

(3.49)
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Here the notation p’||m means that m € p/ L* N CS, but m ¢ p/ 1 L* N CY.
1 1

We note that

m-n

Z Z g7 e(x-n+m-2)

mGij*ﬁCf nele’%) nes

m-n . .
= g E ¢ ez -n+p'm- ).
meL*NCY neLnCy
pk=d|m-n

(3.50)

To simplify the calculation, we denote the series (3.50) by b(l,7). Hence the

summation (3.49) equals

k—1 7 k
SO PNTVH(N = 1,977 (b(1,5) = b, 5+ 1) + > p"NTVH(N = 1,pF (1, k)
j=0 1=0 =0
]k kE j7—1
=S PN+ DD PV (HV = 1,57 = BN = 1,077 b(L ).
1=0 j=11=0

By taking t = j — [, it gives

k k-t

Zp VDb, 1)+ ) P —1,pY) — H(N = 1,p'™Y)) b(l,1+1t). (3.51)

t=1 [=0

On the other hand, we consider the Hecke operator 7). By definition, we have

t
Lot fronon (T2, p x’)
k—t k—t—1 1

(k—t)(N—1) 1 p'T+b It
=p Z N(k—t— l) Z fLCl,C'Q Wap x,p

pFi-1 b
_ p pT Ity . o
= Z k1 e<m pktl—i_px n+p >

meL* ncf (=0
n€LNCy

B S LD S SR N ERETUA)

j= meL*NCY neLNCy
pk—t=lim.n

o

Hence the summation (3.51) equals

k
Ty fr.o0,00 (T, 2,2") + Z —1,p") — H(N — 1,pt_1))Tpk7th7cth(7',:L‘,pta:').
t=1
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This completes the proof. O

Theorem 3.3.22. Let k be a positive integer and p be a prime number. Then for
any v,2' € CN and o € My(Z), we have the formula:

k
T8 (7,0,2,2") = Z a(N,pt)Tpk_té"(T, o,x,p'a).
t=0
where a(N,p') is the same as the Theorem 3.5.21.

Proof. Similar to Theorem 3.3.20. 0

Now we are able to give the general relation between the Hecke operators T,,
and T,,.

Theorem 3.3.23. Let m be a positive integer with the prime factorization m =
plfl --pls. Then for any z,2" € CN and o € My (Z), we have the formula:

Tmé (1,0,2,2') = Z A(N, d)T% &(r,0,x,dz’),
dlm

K/ k!
where d = p;* -+ ps®,
S

AN, d) = [ a(v,p}"), (3.52)
=1

and a(N,pt) is given in the Theorem 3.3.21.

Proof. By Proposition 3.1.6, and applying Theorem 3.3.22 to Tpks we have

ks
Tné(r,0,z,2") = tgo Tplfl . -Tp;;i_lla(N, ptS)Tp/;rtS 8(r,0, :v,pgsa:'). (3.53)

By Proposition 3.1.8, the Hecke operator T,,, commutes with T,,. Hence (3.53) equals

ks
Tné(1,0,z,2") = tgo a(N, ptS)szgrts ']I‘pzlc1 . -’]I‘pz:i_llé"(T, o,z pa). (3.54)

Repeating this process s — 1 times, we obtain

k1 ks

Té&(,0,2,2') = Z . Z a(N,pg )T et - - a(N, p?)Tpkl_tlé"(T, o, @, plt - ploal)
£=0 =0 '
(3.55)
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At last, by applying Proposition 3.1.9, we have

Twé(7,0,2,2")

k1 ks
= Z e Z CL(N, p?) e (I(N, péS)Tp’flftlmplschtséa(T’ g, xvpil T _pisx/) (356)
t1=0 ts=0

= Z AN, d)Tw&(7, 0,3, da’).

dlm
This completes the proof. O

Corollary 3.3.24. If N = 2, then for any positive integer m, the two Hecke opera-

tors Ty, and T,, coincide on &(1,0,x,2'), i.e.
Tné(r,0,2,2") = Tp& (1, 0,1, 7).
Proof. In fact, we note that for any positive integer [,
H(1,1) = 1.

Hence for any integer k& > 1 and prime number p, we have a(2,p") = 0. Hence the
definition (3.52) of A(N, d) shows that A(2,d) = 0 for any d > 1. Then this corollary
follows directly from Theorem 3.3.23. O
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CHAPTER

4
I Eisenstein Cocycle

We recall that Corollary 1.4.9 gives relation of Eisenstein series:

El(azl)El (CCQ) + El (l‘l)El(—xl - 132) + El(—xl — Jig)El(Ig)

(4.1)
=FEo(x1) + Ea(x2) + Ea(—x1 — x2),

where z1,29 € C\(Z + 7Z) and x1 + x2 ¢ Z + 7Z. In section 4.1, we will see that
this relation is an instance of a 1-cocycle relation for GLo(Q) valued in functions on
C? x C? as shown in Example 4.1.6. We will generalize this relation to an (N — 1)-
cocycle relation for GLy(Q) valued in functions on CV x C¥ in Theorem 4.1.4. Our
goal in section 4.1 is to define a cocycle which only depends on one variable in C¥.
We do it by two steps. First we specialize the elliptic cocycle & defined in Chapter
2 at x = 0 as given in Theorem 4.1.4. Then following [CD14|, we do the smoothing
at prime number ¢ to get rid of the parameter x as shown in Theorem 4.1.8.

In section 4.2, we first recall the Sczech’s cocycle on the Bianchi group, and
then we do the same smoothing process for such Sczech’s cocycle. As an aside, we
compare in Theorem 4.2.3 the smoothed Eisenstein cocycle to the Sczech cocycle on
the Bianchi group.

In section 4.3, we study the algebraicity of the Eisenstein cocycle W(V) the
smoothed Eisenstein cocycle \I’éN) and the elliptic cocycle & at the CM points.

At last, we will construct a variant £ of the elliptic cocycle & which consists of
the Eisenstein-Kronecker function defined in Chapter 1. Such cocycle only depends
on the lattice in C instead of the generators. We will prove a relation between the

Hecke operator T, and T,, for £ in Theorem 4.4.6.

. . N
4.1 The smoothed Eisenstein cocycle \Ilé )

In this section, we introduce the Eisenstein cocycle which consists of the product
of Eisenstein series which was defined in Chapter 1. We want to deduce a new cocycle

valued in functions depending only on z’ by specializing the elliptic cocycle & of
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Chapter 2 at = 0. To do that, we consider the Laurent expansion of & (7, o, 2T, x")
in T and take the constant term to be our Eisenstein cocycle U®V). The exact
definition is given in 4.1.1. However, because of the pole at x = 0, the result still
depends rationally on x, see the equation (4.2). Following [CD14|[Section 2], we
introduce the concept of smoothed cocycle. It enables us to eliminate the dependence

on x and simultaneously cancel the term of Eisenstein series of higher weight.

4.1.1 Definition of the Eisenstein cocycle UV

Definition 4.1.1. Let 0 € My(Z) and xz,2' € CVN. If det(o) # 0, we denote

T @(N)(U)(T,a:,x’) the meromorphic function equals

1
#{z k;=0} -1 . ) /
det(o) E E | | 20)F T By, (07 )i + zim + 20).

z,2'€0=1ZN /7N k:(kl,»-»,kN)eNN
s.t.ki+-+ky=N

(4.2)
If det(o) = 0, we set g (o)(r,z,2") = 0.

Theorem 4.1.2. The function @(N)(J)(T, x,x') satisfies the cocycle relation. Namely,

for any nonzero vectors g, 01, -+ ,on € ZN, we have

(N)

Mz

(00, 164, on)(T,2,2') = 0. (4.3)
]:O

Proof. We begin with the elliptic cocycle & (7,0, 2T, 2"). Here we multiple z by an
independent element 7. We write 2/ = a + 7 where a, 3 € RY. Then

e(r-BT)E(r,0,2T,2")

: > e(w - (B +2)T)H (1, wt,w' + 27 + 2')),

= (4.4)
det(o
2,2/ €0 1N JZN

where w = zo,w' = ¢~ 'a’, B’ = 0713. Now we use the Laurent expansion (1.29) of

Kronecker theta function, we see that e(x - 8T)& (1, 0, 2T, ') gives

B (wh + 2)TF | . (4.5)

1
det (o) Z H

z,2'€0—1ZN /7N i=1 k>0

Expanding the product and taking the constant term, we get the Eisenstein cocycle
UV). Then the cocycle relation of W) follows directly from the Theorem 2.2.13.
O
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Now we extend T (o)(1,z,2") to a cocycle for GLy(Q). We first introduce

some notations. Let A be a matrix in GLy(Q). We denote AM ... AN the
columns of A. Let AG)P™

AUP™™ g a primitive vector in ZV.

be the product of AY) and a certain integer A such that

Definition 4.1.3. Let A= (Ay,...,Ayx) € GLx(Q)N. We denote
O'(A) — (A(l)Prim7 . ’A(N)prim).

Then we define
TN (A (7, 2, 2") = T (0 (A)) (7, 2, 2"). (4.6)

It is equipped an action of GLy(Q). Let go € GLN(Q), we choose the smallest
integer X such that g = Ago € Mn(Z). Then we define

1 -
(90 - W) (A) (7,2, 2) = o ( > WA (129,97 (@ + 27+ 7))
g 2,2/ €N | gZN

(4.7)

Theorem 4.1.4. The map A — W) (A) defines an (N — 1) homogeneous cocycle
for GLn(Z) with valued in the space of functions on H x CN x CV.

Proof. This theorem follows immediately from Theorem 4.1.2. O
When N = 2, the Eisenstein cocycle ¥(?)(Id, A) has a simpler formula.

ap by

co do
72 which is a scalar multiple of (ag,co)t. Let x,2' € C? such that x1,ax1 + cxa # 0

and %, cxy — axty ¢ A. Then if ¢ # 0,

I I /
YO, A)r ) =L Y B <W> B (wz +T>

Corollary 4.1.5. Let A = ( ) € GL2(Q), and (a,c)t be a primitive vector in

c c c
reA/eA (4.8)
T ’ ’ ary + cxo ’
——F — ——F
C(CLIEl —|—CZE2) 2(0'1:1 (1332) cry 2(:’62)’
ifc=0,
@ 1d, A)(r,z,2") = 0. (4.9)

Proof. We only need to consider the case of ¢ # 0. We take

(o 2)
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Then by the Theorem 4.1.4, we have

1
@14, A)(r,2,2") = s Z (El(wll + 21) B (wh + 25)
FeoTIA/A2 (4.10)

w1y / / w2 / /
— —Ey(w] +27) — —Ea(wy + 25) ).
U Baluh + 54) ~ 2Bl + )
Now we take {(—ar/c,7/c)t|r € A/cA} to be the set of representatives of (0~ 1A2?/A?).
Moreover, we note that ged(a,c) = 1, hence —ar runs through the set of represen-

tatives of A/cA as r runs through the set of representatives of A/cA. Then by the
distribution relation of Fs, the last two terms of (4.10) equal

Z 1 B cx) — azh — ar N Z ax1+c:c2E2 xh+r
claxy + cxa) c cxy c

reM/cA reA/cA
T , , axry + cra ’
claxy + cxa) 2(cay — azp) + cx 2(72)
(4.11)
O

Example 4.1.6. We will show how to recover the equation (4.1) from our Eisenstein
cocycle U2 . Let

1 0 0 —1 -1 -1
Al = , Ay = , Az= )
1 0 ..
Then o((A1, A2)) = <0 1) and by Definition 4.1.3, we have

U (A, Ao)(r,2,2') = By (z)) B () — %@@’1) - %Eg(xg). (4.12)

Stmilarly, we have

1 T2 — X1

\11(2) (A17A3)(7—a x‘,l’,) = El(xll + $/2)E1(x/2) - EQ(:EII + xl2) - E2($/2)7

T2 — T I

T2 To — X1

U ( Ay, As)(1,2,2") = By (2} +2h) Er () — By () +x5) —

Eo(—2z).
Ty — 71 7 2(—1)

Hence the cocycle relation
U (Ay, Ag) (1, z,2) — WD (Ay, A3) (1, 2, 2") + U (Ag, A3) (1,2, 2") = 0,
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gives

E\(z))E1(2h) — Er(x) + 25) By (2h) — By (2] + x3) By (x])

(4.13)
=Es(a) + Ea(xy) + Ea(a] + 25).

This is exactly the equation (4.1). Here we note that Ey(z) = (=1)FEp(—x).

If we carry Definition 3.1.1 of the Hecke operator to the Hecke operator on W(™),

then we can deduce the following result from Theorem 3.3.23:

Corollary 4.1.7. Let m be a positive integer, then for any o € My(Z) and x, 2’ €
CN, we have

S UM (A ay,my ) = S AN, )T UV (A) (7, 7), (414)
~el' N (m) dlm

where A(N,d) is the same as in Theorem 3.3.25.

4.1.2 The smoothed Eisenstein cocycle \IIEN)

In this subsection, we will smooth the cocycle ¥(N) at a prime ¢ which gives a

new cocycle \IIEN)

defined on a certain congruence subgroup.
Let ¢ be a prime number and let Z,) = Z[1/p, p # {] be the localization of Z at

the prime ideal (¢). Let I'; denote the congruence subgroup

x ok *
0 * --- =
I'y:= Fo(fZ(g)) =JdAc SLN(Z(Z)) | A= oo : (mod 5) . (4.15)
0 = *
Let 7, be the following diagonal matrix
L
1
Ty = ) . (4.16)
1
For A= (Ay,...,An) € TV, we define
A = 7'&'@./471'[1 = (7T5A17rgl, ey 7T4AN7T;1) € GLN(Z(Z))N. (4.17)
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CHAPTER 4. EISENSTEIN COCYCLE

It is easy to see that ¢m, 'o(A") = o(A).
Now we define the smoothed cocycle \IléN) of ¥WV);

TN () (7, 2,2') = TN (7, Lo, mpa) — 0T (A) (7, 2, 7). (4.18)

The following theorem shows that the smoothed Eisenstein cocycle is in fact

independent of .

Theorem 4.1.8. The cocycle \I/yv) is a linear combination of the product of N

Eisenstein series and independent of x. Thus we will omit the variable x later.
More precisely, if det(o(A)) # 0, we have

(V) A ! 1 / / / /
W — E .. -E
V4 ( )(‘ y L ) 1et( ( 1/)) ot /)El . 1 (E'UJI — Zl) 1 (E"UJN =+ ZN)

1
- E, (W, —2z)...E N+ ZN),

(4.19)

where w' = o(A) 12’

Proof. By multiplying a suitable matrix in SLy(Z), we may assume that the first
column of o(A) is (1,0,...,0)". We write

1 a
o(A) = (o M(A)),

where a = (ag,...,ay) and M(A) € My_1(Z). Then M(A) = ¢(M(A’). We only
need to consider the case of det(M(A)) # 0 below.

We fix a set of representatives {2’ = (25,...,2)!} of M(A)7TAN=L/AN=1 and
a set of representative {r = (ro,...,rn)"} of AN71/CAN=1 then {%ﬁl} gives a set of
representatives of M (A) AN~ /AN=L. Moreover, if we put Zi=a-z andr; =a-r,
then

{(21,22,...,28)"},

21+ 7 ZN + TN ¢
g PR | E )]

give the sets of representatives of o(A') LAY /AN and o(A)"TAYN /AN respectively.
To prove this theorem, we want to find the cancellation between the terms of
TN (L) (7, bom;t mpa’) and of LU (A)(7,z,2"). We consider the following term

and
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which occurs in W) (A)(r, z, 2)

1 oo ki—1 ;o Zg s,
det(a(A)) ‘T E, = 4.2
det(O’(A)) Z H UJS ]1 wSi ki <wsz‘ + é ) ( O)

2/ ea(AN)—LAN /AN se{s;}°

i
reAN jen T IAN L k=N

where m < N. We want to cancel the corresponding term in W) (A') (7, bz, *, mpa!).

If s; # 1 for all ¢, then by applying the distribution relation of Eisenstein series
to each Ej,, the term (4.20) equals

1 m
{det(c(A")) 2 IT wit TI whi By (ewl,+2).  (421)
etlo 2'ea(A)~LAN /AN se{s;}° Z?LN

If s; = 1 for some 7, we assume s; = 1. Since m < N, there exists an integer
2 < s < N such that s # s; for all i. Since £t a; for all j, we fix all other k; and
Zng”). It gives

apply the distribution relation to Ej, (w’l +

!/
> B (w4 ) = AR (s gy | = 0B, (ol ),
rrEAN/LA j#s
(4.22)

The second equality holds since the Eisenstein series is Z-periodic. Then we can

apply distribution relation to other k; separably, which also gives

; —1 - k‘i*]. / ’
{det(o(A)) > IT wit I] wh "B (wl, +2,). (423

—1AN /AN 1o i=1
2'eo(A)~LIAN /AN se{s;} 21’%:1\’

On the other hand, by definition, fzm0(A")~! =z and o(A") "impa’ = bo(A)2’ =

fw'. Hence we have

TN (A (r, lemy b, ) :M (El(ﬁwll +21) .. Bi(fwly + 2y)
2'€o(A)~1IAN /AN
N-1 m
+ Z H wy ! H wh T By, (0w, + zgz))
m=1s;,k; s€{s;}° i=1

(4.24)

By comparing the terms of higher weight, we see that they are cancelled. This proves
the theorem. O
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Let m be an integer coprime to . By taking the following set of representatives of

I'n(m), we can get a similar result of Theorem 3.3.23 for \IIEN): we denote I'y(m, £)

the set of matrices of the form

a1l 0 .- 0
€a21 ano e 0

b
lani an2 -+ ann

where
a11a22 ...ANN = M,

and forall1 <j<i<N,
0<ay<a;—1.

Corollary 4.1.9. Let m be a positive integer coprime to £. Then for any A € Fév

and ' € CV, we have

S vy A rmy ) = Y AN, AT 0 (A) (e (4.25)

~ET' N (m,L) dlm
where A(N,d) is the same as in Theorem 3.3.23

Proof. By the definition, we have

> A my )
~vel'n (m,0)

= Z @) (mTr[y*lAﬂe_l)(T, Kx’yﬂ'g_l,mm’y*lm/) — g (m’yflA)(T, x’y,m’yflx/)
’yEFN(m,Z)

= Z \I/(N)(m’y_lmAwg_l)(T,E:mr[l'y,m’y_lmx')— Z W™ (my =t A) (7, 2y, my ).
vl N (m) € N (m,0)

But we note that since m is coprime to ¢, the set I 5 (m, £) also gives a representative

of T'y(m), hence by Corollary 4.1.7, the summation above equals

> AN, )T N (rpAry ) (7 bamy Y mpal) = > AN, d) T b8 N (A) (7, 2, 27)

dlm dlm
=" AN, )T O (A) (7, 2, 2)
9 i s Ly .
dlm
(4.26)
This completes the proof. O
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4.2 Relation with Sczech’s cocycle on the Bianchi group

In this section, we will recall the Sczech’s cocycle on the Bianchi group and then

compare it with our Eisenstein cocycle.

4.2.1 Sczech’s cocycle on the Bianchi group

Let 7 € H such that F' = Q(7) is an imaginary quadratic field. Let A = Z + 7Z.
Let Op be a subring of C:

Opr={z€C|zA C A}
For any non-negative integer k, we denote

Gr(z) = Ki(2,0,k; A), (4.27)

G(z) = Ka(z,0,1; A), (4.28)

where Ky (z,2',s; A) is the Kronecker-Eisenstein function defined in Chapter 1. We

note that

Gy = 4 1 TN (4.29)
0 =xz¢A.

Definition 4.2.1. Let A = (a
c

b
d) € SLo(Oy), and x € C2. If ¢ # 0, we define

Foes()e) =(2)Gle0) + (4) 6laD) + LGalien)Galin) + LGl Gl

) | (4.30)

1 ar + axy + cx r+x
+ = E Gy (12> Gy < 1
c c
reA/cA

(¢

and if ¢ =0, we define

Wger (A) () = (Z)G(ml) + gGo(xl)Gg(:rz), (4.31)

where ©* = x A.

Sczech proved the theorem:
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Theorem 4.2.2. U is a 1-cocycle, i.e. we have the cocycle relation:

Voo (AB)(2) = Ugps(A)(2) + Vg (B)(zA). (4.32)

Proof. See [Ito87] or [Scz84|. O

4.2.2 Relation between the smoothed cocycles

We note that the cocycle W(2)(A) only involve the first column of the matrix A
but with two parameters z and 2’. W¥g.,(A) involves all the entries of A but has
only one parameter. So there is little hope to have a relation directly between these
two cocycles. However, we have already seen that we can get rid of the parameter
& by smoothing the cocycle U(?)(A) at the prime number £. Moreover, if we do the
smoothing for the Sczech’s cocycle, we will get rid of the second column of A. We
are wondering there is a relation between these two smoothed cocycles. Now we are

going to do this.
Let T'y(Oy) to be the congruence subgroup

*

T(Oy) = {A € SLa(Oy) ‘ A= (; *) (mod z)}.

We define the smoothed Sczech’s cocycle on the Bianchi group in the same way. For
any A € I'y(On), let

Useo o(A) (@) = Ugeo (mpAm, ) (Lam, ) — 0V g0, (A)(2). (4.33)

Moreover, if we assume that z1,ax; + cxe ¢ A, then Go(z1) = Go(ax; + cx2) = 0.

szt ((g Z)) (z) = <§)>G($1) - €©G(l‘1) =0, (4.34)

and if ¢ # 0,

Wsz((i 2>>(x):i > AGl (z(ar+a:cc1+m)>Gl <€(7“+C$1)>

z€N/(c/0)
! Z a (aT—i-axl—i-cxg) a (r+x1>.
c c c

(4.35)

Hence
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Let

To(f) = {A € SLy(O)) | A = <(’; :) (mod e)}.

With the help of the explicit expression of ¥g. ¢, by restricting A to the congruence
subgroup I'g(¢), we have the following theorem:

b
Theorem 4.2.3. Let A = (a d) € I'o(¢). Then for any x1,x9 € C with x1,az; +
c

cry & A, we have
U (A) (21, 22)") = Uses o(A) (—2,0)). (4.36)

Proof. Note that by the functional equation (1.32), we have Gi(x) = Ej(z). Then
this theorem is clear by comparing the explicit expression (4.19) of \Iff) and (4.34)
of \Ichz,Z- L]

This means that \IJEQ)(A)(Z‘) can be extended to a cocycle for the group I'y(Op).
Then the natural question is can we extend the cocycle \IléN) (A)(z) to a larger group?
And can we extend the cocycle UV)(A)(z, z') to a larger group? By abusing the

notation, we denote

Ty(On) = AcSLy(Oy) A= | | (mod o)

According to some numerical check, we can not extend the cocycle W) (A)(z, 2/)
to I'¢(On), even for N = 2. However, for the cocycle \IIEN) (A)(x), the answer is not

clear yet.

4.3 Algebraicity

In this section, we study the algebraicity of the values of ¥®¥) and & at CM
points.

Let 7 € H such that F' = Q(7) is an imaginary quadratic field. We denote O
the ring of integers of F'. We take a basis (1,79) for O with 79 € H. We associate
it a number

Xo = 27[1(10) %,
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where 7(79) is the Dedekind eta function given by
1 o0
n(r)=q= [J(1-q").
n=1

Then we recall a theorem which originally due to Damerell [Dam71]:

Theorem 4.3.1. Let 7 be a CM point in H and F = Q(7). Let k,b be two integers
such that 0 < b < k. We denote A = Z + Zt. Then for any zo,z( € F, the value

TN F K (20, 20, b; A) (4.37)
1s algebraic over Q. In particular, if we put k = b, then
Ao * Ep(x0) (4.38)

s algebraic over Q.

Proof. See [Weil76][Chapter VIII, §15]. O

Theorem 4.3.2. Let A € GLy(Q)Y, z € QN and 2/ € FN. Then we have

Ao NN (A) (7, 2,2) € Q. (4.39)

and
AN (A)(r,2') € Q. (4.40)

Proof. The Theorem 4.3.1 shows that

m

[ &) € XQ. (4.41)

i=1

where 7" k; = N. The Definition 4.1.3 shows that ¥(")(A)(r,z,2') is a linear
combination of the form (4.41) with coefficient in Q. This implies that

Ao NN (A) (7, 2,2) € Q. (4.42)
The Theorem 4.1.8 shows that \IJéN) (A)(r,2') is a linear combination of the form
(4.41) with k; = 1 for all 7. Hence we also have

AN (A) (7, ) € Q. (4.43)
L]
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We know that the Eisenstein cocycle UM (A)(r, z, ') is deduced from &(7, o, z, z').

Hence we have a similar algebraicity property for the elliptic cocycle & (7,0, x, x').

Theorem 4.3.3. Let 0 € My(Z). Let z,2" € FN be two vectors such that at least
one of them belongs to QN. Assume E(1,0,x,2") doesn’t have a pole at such x,2’,
then

)\aNé"(T, o,z 1) (4.44)

is algebraic over Q.

Proof. Let zg,z(, € F\A We note that by Lemma 1.3.1, if Im(xy,) ¢ Z, we have
Kl(anxg)al;A) - e($OB)K(77 $0,.’E6), (445)

where f = Im(xz)/Im(7) € Q. But the functions K (xo, zp, 1;A) and K(7, g, x)
are continuous away from the lattice points, hence the equation (4.45) holds for any
zy ¢ A. If xf) is real, then e(zof3) = 1. If x¢ is real, then e(xof) is a root of unity
since 8 € Q. Combining the Theorem 4.3.1, in both of the two cases, we see that

Ao LK (T, 0, ) (4.46)

is algebraic over Q. Then for any z, 2’ € FN and at least one of them belong to Q*,

the value
N

NV A (1, 2") = AN H K(r,xi, z}) (4.47)

i=1
is algebraic over Q. By using the equivalent definition of & in Proposition 2.1.4,
we see that &(7,0,2,2’) is a linear combination of multivariable Kronecker theta

function with coefficient in Q:

E(r,0,2,4") = sign(D) 4 (y;w,x';zmal(murzlo O (44s)

|D[Y
2ezZN jzN |D|o—1
2'ezN JozN

If z € QV, then (z + 2)0 € QN for any z € ZV/ZN det(o)o~t. If 2’ € QY, then
o Y2 +2') € QN for any z € ZV /oZ"N . Hence the value

)\aN@@(T,a,x,x')

is algebraic over Q. O
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4.4 The cocycle &£

In this section, we construct a new cocycle £ from the Eisenstein-Kronecker
function. Such cocycle doesn’t depend on the choice of generators, it only depends

on the lattice A in C. We will prove some similar properties as the elliptic cocycle

é.

4.4.1 Definition

We first define the second kind of Kronecker theta function. Such Kronecker
theta function is the same as the Kronecker theta function K defined in Chapter 1
up to a factor when A = Z + Z7. The advantage of this function is that it doesn’t
depend on the choice of the generators of the lattice A.

Definition 4.4.1. Let xg,z, € C be two complex numbers, we define the second
kind of Kronecker theta function by

=/

O(z0, xy; A) = exp (Z?i%) Ki(z0, ), 1;A), (4.49)

where A(A) = Area(A)/m and Area(A) is the area of the fundamental domain of A.
Let yo,y; € C, we define the translation Kronecker theta function by:

7+ 2ol + 20
Oyo,y, (T0, To; A) == exp (— Y04 A(z?j\o) 0y0> O(zo + yo, zo + yo; A).  (4.50)

Definition 4.4.2. Let x,2',y,y' € CV, and A be a lattice in C, then we define the

multivariable theta function by

N
Ty (@, as 8) = [] Oy, (i, a5 A). (4.51)

i=1

Let 0 € My(Z) with determinant D, if D # 0, we define

1
E(o,z,2';\) = ) Z Doy (xa,a_lx'; A) . (4.52)
yeo—1AN /AN
IfD =0,
E(o,z,2'; A) = 0. (4.53)

The cocycle relation of £ is not obvious from the definition. To prove the cocycle
relation of £, we will give the relation between the two cocycles £ and & first, and

then deduce the cocycle relation from &.
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Lemma 4.4.3. If A =Z ®1Z for some T € H, then the new cocycle coincides with

& up to a factor. More precisely, we have

xz’

E(o,z,2'; \) = exp <A(A)

> &(r,0,x,2). (4.54)

Proof. We note that in the case A = Z @ 77, the relation between the Kronecker
function K and © can be deduced from Lemma 1.3.1 and Definition 4.4.1

/

O(x,2'; A) = exp < i

A(A)) K(r,z,x"). (4.55)

Hence for any 2,2 € 01Z" /Z" and z,2’ € CV, we have

N
%,ZT+ZI(m7 1'/; A) = H @O,zﬂ+z; (xia 1‘2; A)
=1
B z(27 + 2) z(z' + 27+ 2) / / (4.56)
=exp (14([\)) exXp (M %(T,.’E,x +ZT+Z)
/

— exp ( j&) e(x2) A (1,20 + 27 + 7).

Then by definition, we have

1
E(o,z,2';A) = D Z Dy (:CU, U_lx/;A)
yEo—1AN /AN
1
LY A i)
1 2,2/ €0~ 1N JZN . (457)
-5 Z exp (A(A)) e(xoz)H (1,20,0 2’ 4+ 21 + 2)

2,2/ €0 1N JZN

— exp ( j&/)> &(r,0,z,7).

Lemma 4.4.4. Let u be a nonzero complex number, o € My(Z) and x,2' € CV.
Let A be any lattice in C. Then we have

E(o,ux,uz';ul) = ULNE(U,JJ,:JJ';A). (4.58)

Proof. The proof is directly from definition. If det(c) = 0, both of the two sides
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equal 0. So we only need to consider the case of det(c) # 0. We note that
A(ul) = |u2A(A). (4.59)
Then for any A, z(, € C, we have
Pun (U, uzh) = YA (N, 27). (4.60)

Hence for any xg, z( € C,

(uzg + )\
Ka(uxg, uxg, s;ul) = Z g0 )\PSTZJUA(/\,U,xG)
A€uA

(uTo + ul)®
B Z luzg + uA’QS%A(u}\?u%) (61)

a
_ ]u\gsK o(T0, T, 83 A).

This implies that

1

9uy07uy6 (uxq, um{); ul) = 59%7% (o, :c6; A). (4.62)
Hence
1 -1
E(o,uz,ur’;ul) = ) Z Doy (ua:a, uo a:’;uA)
yeo—L(uM)N /(uA)N
1 _
= Du¥ Z Ty (zo,0 lm';A) (4.63)
yEo—1AN /AN
1
= U—NS(J, z,2'; ).
O
Theorem 4.4.5. Let 0g,01,...,0n € ZY be (N +1) nonzero column vectors. Then
& satisfies the following cocycle relation:
N .
> (—1)E((00,. .., 6iy- - on) @25 A) =0, (4.64)
i=0

Proof. First we assume that A = Z @ 77Z for some 7 € H. By Lemma 4.4.3, we have

/

E(o,x,2"; \) = exp ( i

A(A)) E(ryo,x,2"). (4.65)
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We note that the factor exp ( X(%) does not depend on o, hence the cocycle property
of £ follows from &.

In general, we choose generators u,v of A, i.e A = uZ & vZ with Im (%) > 0. Let

7= o, and we denote A, = Z & 7Z = %A. Then by applying the Lemma 4.4.4, we

have

N
1 . z (4.66)
=— Y (-1) =5
UN Z( )g((a()? 7027 7UN)7U7U7AT>

4.4.2 Hecke operators

Now we want to generalize Theorem 3.3.23 to the cocycle £. Similar to the

elliptic cocycle &, we can define the Hecke operator T,, by

Tmé(o,z, 2’5 A) = Z E(my Lo, zy, my~ta'; A). (4.67)
Y€l N (m)

The Hecke operator T}, can be defined in a more symmetric way:

1
ng s Ly /7A = g g Ly ,;A/ 9 468
(o,z,2"; A) - %: (o,z,2"; A) (4.68)
where the A’ runs through all sublattices of %A of index m that contain A.

Theorem 4.4.6. Let m be a positive integer and A be a lattice in C. Then for any
z,2' € CN and o € Mn(Z), we have

Tmé(o,z,2';A) = ZA(N, d)Tn&(o,,dx; A), (4.69)

dlm

where A(N,d) is the same in Theorem 3.3.23.

Proof. We first assume that A = Z & 7Z for some 7 € H. Then we note that the

Hecke operator acting on £ coincides with the Hecke operator acting on & up to a
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scalar. In fact, all the sublattices of %A of index m that contain A are given by

A(a,b) == EZ@ at +0b

a m

Z,

where a runs through all the factors of m and b=0,1,...,d —1 with d = **. Then
by the definition of Hecke operator and Lemma 4.4.3, we have

Twmé(o,z,2'; A) = Zzgaxx A(a,b))

a|mb 0

LSS e (g Yo (T ) BT

alm b=0

B mrx ,
=exp <A(A)> Tn&(1,0,2,2").

Here we note that A(aA(a,b)) = GA(A).
On the other hand, we apply Lemma 4.4.3 again,

Y E(my oy ey, my el A)
~YEl n(m)

max’ . 1, (4.71)
:exp<A(A)) Z E(r,my o, xy,myx).
v€l N (m)

Thus the formula follows from Theorem 3.3.20.

Now we consider the general case. We choose generators u, v of A, i.e A = uZ®vZ
with Im(v/u) > 0. Let 7 = v/u, and we write A; = Z & 7Z = LA. Then we apply
Lemma 3.3.20, we have

x 7
ThE A) E( N) = ThE — — A, 4.72
(i) = SN = i Té (o, Tite) . (4
and
TE(o,z,z;A) = Z E(my o, zy, my s A) = 1’]1‘@@(03:33/.[\)
? 'LLN m 7u7 ’U,7 T
'yEFN(m)

(4.73)
Then the theorem follows from the special case for A. O
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CHAPTER

5
IRelation With Modular

Forms

In this chapter, we will define a function B(7,o, M, X,y,T) which is shown to
be an (N — 1)-cocycle for GLy(Z) in Proposition 5.2.4, where o € My(Z), M is an
anti-symmetric matrix, X = (X3,---,Xy) and y,T € C. We define it in terms of
the elliptic cocycle & introduced in Chapter 2. Our function B in dimension 2 is a
homogeneous analogue of C'(7, X, Y, T) defined by Zagier [Zag91]. One of the main
result in this chapter is Theorem 5.2.6 where we give the Laurent expansion of B in
T. Moreover, the coefficients of 7™ are linear combinations of Hecke eigenforms with
coefficients that are rational functions P¢(o, M, X,y). Then we define an operator
Ty, on P¢(o, M, X,y) that is siimilar to the operator T,, defined in Chapter 3. By
applying Theorem 3.3.23, we get another main result of this chapter: Theorem 5.2.10
shows that the coefficients of the rational function Pr(o, M, X,y) in the Laurent
expansion at y = 0 are eigenvectors with respect to the operator T,,. We can make
up an L-series from these eigenvalues. We give an explicit formula for this L-series in
terms of the Riemann ( function and the L-functions associated to modular forms in
Theorem 5.3.2. At last, we give some examples. We calculate the explicit formula of
P¢(o, M, X,y) for the Eisenstein series and the Ramanujan Delta function in some
cases. For future research, we expect to find a polynomial analog Qrof Py. We
explore this question numerically in low weight and present some computational

results in Section 5.5. By contrast, we compare the associated L-functions for Py
and Q.

5.1 Zagier’s results

In this section, we recall a result of Zagier [Zag91]. It shows that a product of
two Kronecker theta functions encodes all period polynomials of modular forms in
the level 1 case.

Let f be a cusp form of weight & on SLg(Z). The period polynomial of f is a
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polynomial of degree k — 2 defined by

ri@)= | f)r—o) T dr

If f is a Eisenstein series of weight k on SLa(Z), then the integral above diverges,

hence we need to modify the definition. Let
- St
n=0
For Re(s) > 0, we define
L(fs) = [ () = aoy™ dy = (27) TS )

where L(f,s) = > 72, apn~*. Then we define ry by

k—2

k—2
o) = 2 e i (M) gt

n=0

In this case, r¢(x) is a rational function. For any modular form f, let

(r(z)rs(y))” = %(Tf(fv)rf(y) —r(=x)ri(=y))-

We define

- (re(x)ry(y))” .
Ck(T,CU,y) = fwgg;tk (21/)1673(1107 f) f( )7

eigenform

where the summation over all normalized eigenforms of weight k, both Eisenstein
series and Hecke eigenforms. Here (f, f) is the Petersson product if f is a cusp form,

and when f = Gy, it means

(Cr Gy = WRess—k 3 aGk(nT);le(n) _ (ka( )')Ekc( . (5.)
n>1

Zagier considered the following generating function:

—1 (2miT)F—2
C(T,a:,y,T):(xy )@ +y) (2miT)~ —i—chTxy @mil)~ :

x2y? (k—2)!

He obtained the following closed form for it in terms of the Kronecker theta function:
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5.2. GENERALIZATION TO HIGHER DIMENSIONS

Theorem 5.1.1 (Zagier). The function C(1,x,y,T) is given by
(2mi)2C (1, z,y,T) = K(7, 2T, yT)K(r, —zyT,T).
By the period relation:

ril(1+8) =rs|(1+U +U?) =0, (5.2)

0 -1 1 -1
where S = (1 ), U= ( 0 ), one deduces the identities:

1
C(Ta z,y, T) +C <7—7 _;7 Y, 'TT) = 07 (53)

1 1
C(ryz,y, T)+ C (T, 1— x,y,:ﬂT) +C (7’, =Y (1-— :B)T) =0. (5.4)

5.2 Generalization to higher dimensions

In this section, we will define a new cocycle B which generalize the function
C(r,z,y,T) to dimension N. We will get a cocycle relation in Proposition 5.2.4.
In Example 5.2.5, we will see that (5.3) and (5.4) are just special cases of the
Proposition 5.2.4. We will give the Laurent expansion of the cocycle B in Theorem
5.2.6 whose coeflicients are certain rational functions Pr(o, M, X,y). Then we will
prove the Hecke equivariance of Pr(o, M, X,y) in Theorem 5.2.9. Such theorem
is a generalization of the Hecke equivariance of period polynomials introduced in
Theorem 0.0.2. At last, we will prove some non-vanishing properties of Py(o, M, X, y)

in subsection 5.2.3.

5.2.1 The cocycle B

We first construct a new cocycle from the elliptic cocycle & and give the Laurent

expansion of it. Let M be the set of matrices of the following form

0 mi2 - mun
ma1 0 - moen
)
my1 mpy2 - 0

with m;; +mj; = 0 for all 1 <17 < j < N and satisfies one of the following conditions
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1. M is invertible,
2. The entries m;; 1 <7 < j < N are linear independent over Q.

The condition m;; +mj; = 0 for all 1 <7 < j7 < N is equivalent to say that M is
anti-symmetric, i.e.
M+ M =0. (5.5)

Lemma 5.2.1. For any g € SLy(Z) and M € M, we have gMg' € M.

Proof. Since
gMg' + (gMg")' = g(M + M")g" =0, (5.6)

the anti-symmetric property is stable. If M is invertible, then it is clear that gM g
is invertible for all g € SLy(Z). Hence we only need to check that another condition
is stable. We note that SLy(Z) is generated by the matrices Id+FE;; 1 <i# j < N
where Ej; is matrix with 1 at the position (4, j) and 0 elsewhere. Thus we only need
to check the stability under the generators. We check it for Id +F12 now. It is easy
to see that

0 miz M1z +ma3 - MIN + MaN
—mj2 0 m23 e maN
(Id +E12) M (1d +E12)" =
—MIN —Ma2N —M2N  —M3N - 0
(5.7)
Hence the entries of upper triangular are linear independent over Q. This completes
the proof. O

Remark 5.2.2. The conditions on M ensure that all the rows of gMg' are nonzero
for any g € SLN(Z).

Definition 5.2.3. Let X = (X1,...,Xn), y € C, 0 € MN(Z) and M € M, we
define

B(r,o0,M,X,y,T) = &(1,0, XT, MX'yT).

(2mi)NV
Following the cocycle relation of &, we have

Proposition 5.2.4. The function B(r,0, M, X,y,T) satisfies the following cocycle

relation: for any vectors 0,01, ...,on € ZN\0, we have
N .
> (=1)'B(r, (00, ..., 64,...,0n), M, X,y,T) = 0. (5.8)
i=0
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Proof. This follows directly from Theorem 2.2.13. 0

Example 5.2.5. When N = 2, by Theorem 5.1.1, we see that

X
B(Taldu Sa (Xl’X2)7va) :C<7—))(27anlT> . (59)
1

In fact, by the Definition 5.2.3, we have

B (Ta Ida 57 (Xla X2)7 Y, T) = éo(’r? Id7 (XlTa XQT)v (_yX2T7 yXlT)t)

1
(27i)2

1 X
= (27”)2 K(Ta XlTa _yXQT)IC(T7 X2T7 yXlT) =C <7_7 fiv Y, X1T> .

Hence we see that B(1,1d, S, X,y,T) is a homogeneous version of C(1,X,Y,T).
Now we could recover the identities (5.3) and (5.4) by the cocycle relation (5.8).
Let o9 = (1,0)!, 01 = (0, 1)}, 09 = (—1,0)¢, then the cocycle relation (5.8) gives
0= B(Ta Id, S, (17 X2)’ Y, T) + B(Tv S, S, (17 X2)> Y, T)
= B(r,1d,S,(1, X9),y,T) + B(1,1d, S, (- X2,1),y,T)

1
= 0(7—7 X27y7T) +C <7—? _7y7X2T> .
Xo

The second equality holds since for any o € SLy(Z), we have
B(T’ 07 M’ X7 y’ T) = B(T’ Id? U_lMo-_t7 XO.’ y’ T)’

which follows directly from Proposition 2.1.3. As for the identity (5.4), we put og =

(1,0)t, 01 = (0,1), 09 = (—=1,1)t. Then with the same reasoning as above, we have

0=B(r,1d, S, (1,Xs),y,T) + B(r,SU?S, S, (1, X5),y,T) + B(r,SUS, S, (1, Xo),y,T)
= B(Ta Ida Sa (LXQ)’yaT) + B(Ta Id,S, (]- - XQ,X?)vva) + 8(7—7 Id7 S» (X2?X2 - 1)7y,T)

Xy —1
Ly, (1— XQ)T> +C <T, 22y, X2T>

:C(T,Xg,y,T)—l—C'(T, X,

1
1- X,
We recall that Proposition 1.2.6 gives the following identity:

(2miT)*
k!

x4+ 2
xzx'T

K(r,2T,2'T) =

exp Z 2(zF + 2™ — (x4 2)F)Gr(7)

k>2
k even

Since the summation in the exponential starts from 2 and Ga(7) is just a quasimodular-
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form instead of a modular form, we cannot get the informations of modular forms.
This means that if we write it as a Laurent series of T, then the coefficient of 751
is of the form
> Pila,a)f(7),
f weight k

where the summation over a certain basis of quasimodular forms of weight k& and
P(x,2') is a rational function in variables x; and 2. The reason to take the matrix
M in B(r,0,M,X,y,T) is to cancel the quasimodular forms. More precisely, we

have the following theorem:

Theorem 5.2.6. The function B(t,0, M, X,y,T) has the following Laurent expan-
ston in T':

B(r,0,M, X,y,T) =P_n(o, M, X, y)(2miT) ™™

i k—N
+>° ) Pio. M X ) f(r )(?kT)N)!‘ (5.10)

k>4 f eigenform
weight k

where P_n and Py are rational functions in variables X; and Py/P_y are polyno-

mials.

Proof. We first consider the case o = Id. In this case, the function B(r,1d, M, X, y,T)
is just a product of N Kronecker theta functions. Hence by the Proposition 1.2.6,

we have

B(r,1d, M, X, y,T) = K (7, X;T,(MX")iyT)

—_
-

Zhﬂ

2mi)N :
(2miT)k
k!

HX +y(MX?Y);
27TZN

X, (MX0),T > 2]+ yF(MXNE - (X + y(MX'),)*)Gi(7)

k>2
k even

exp

o X+ y(MXY),
(5 e

i=1

al (2miT)k
exp | Y2 (Z (XF+yFax)f - <Xi+y<MXt>z->k)> Gi(r) ,

k!
k>2 i=1

k even

(5.11)

where (M X?); means the i-th component of the vector M X*. To cancel the quasi-

modular part, we only need to consider the coefficient of T2 in the exponential. It
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equals
N

Z (X7 + y*(MX"F — (X + y(MX");)?) Go(7),
=1

up to a scalar. But we note that this equals

(XX 4+ (XMHMXHy? — (X + XMy) (X + MX'y))Ga(T)
=— X(M + M")X'yGo(7).

Since we require the matrix M to be anti-symmetric, the Ga(7) term is cancelled.
To complete the proof in the case ¢ = Id, we just need to expand the exponential

in T. Now let 0 € GLy(Z), then by the homogeneous property of &, we have

B(r,o,M, X,y,T) = &(1,0, XT, MX'yT)
=det(0)&(1,1d, XTo,0 ' MX'yT) (5.12)
=det(0)B(1,1d, 0 ' Mo, X0, y,T).

By Lemma 5.2.1, 0 'Mo~t is still in M. Hence by applying the result for o = Id,
we deduce the result for o € GLy(Z).

For the general case, we prove it by induction on | det(c)|. The case |det(c)| =0
is trivial. The case | det(c)| = 1 has been proven above. By applying Proposition

2.1.7 to a suitable diagonal matrix, we may assume that each column of ¢ is primitive.

/

Then we can write o in the form go’ where g € GLy(Z) and o’ = (0};) is a upper

triangular matrix with

/ / / / . .
1<op; <~ <oyy and 0<o0; <oj; Vi <j.

With the same reason as (5.12), we have
B(T7 0-7 M7 X? y7 T) = B(T7 0-/7 gilMgit7 Xg7 y7 T)'

Hence we may reduce the problem to the case o = (03;) is an upper triangular matrix
with 1 <oy <--- <oyy and 0 < 045 < 0j; Vi < j. We write 0 = (01,...,0n).
Suppose j is the least number such that o;; > 1. We set o to be the vector with 1
at the j-th component and 0 elsewhere. For 0 < ¢ < N, let

At:(007017"' 76-?57"' )JN)'
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Hence by Proposition 5.2.4, we have
N
B(r,0,M, X,y,T) =Y (=1)""'B(r, A;, M, X, y,T).
t=1

Moreover, by the construction, it is easy to see that
det(Ay) =0fort=5+1,...,N,

and
|det(Ay)| < |det(o)| for t =1,...,7.

Hence this theorem follows directly from the induction assumption. O

Remark 5.2.7. In the following, we always assume that the eigenforms f are nor-

malized. This means if we write

f(r)= af(O) + af(l)q + af(2)q2 + ..

we always take ap(1) = 1.

To end this subsection, we extend the definition of P to all modular forms by
linear extension. We write the modular form f as a linear combination of normalized

eigenforms f =3, ¢;f;. Then we define Py by

Pr=> c¢;Py. (5.13)

J

5.2.2 The Hecke equivariance of P

Let F(M x CN x C) be the set of functions on M x CV x C. It is equipped an
action of GLy(Q) given by

(9- F)(M,X,y) = F (det(g9)g™'Mg™", Xg,y) . (5.14)

Then for every o € My(Z), Ps(o, M, X,y) € F(M x CV x C). With the notation
in section 3.1, we have :

Lemma 5.2.8. For any modular form f, P¢(o, M, X,y) € Pp(F(M x CN x C)).

Proof. This follows from Proposition 2.1.3. In fact, Proposition 2.1.3 tells us for any

g e SLN(Z)a
@(0(7_7 g0, a:g_l,ga:/) = g)(Tv O',JI,.T/). (515)
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Hence for any g € SLy(Z),
B(1,90,9M¢", X9~ 'y, T) = B(r,0,M, Xy, T). (5.16)

Then the homogeneous property of P¢(o, M, X, y) follows directly when f is a nor-
malized eigenform. For an arbitrary modular form f, the homogeneous property of
P¢(o, M, X,y) follows by linearity. O

Now we can prove the Hecke equivariance for the rational function Py(o, M, X, y):

Theorem 5.2.9. Let f(7) be a modular form. Then for any o € My(Z) and
M € M, we have

T Pp(o, M, X,y) = > A(N, d)Pry, (0, M, X, dy), (5.17)
dlm

where A(N,d) is defined in Theorem 3.3.23.

Proof. We first consider the case of normalized eigenform. Similar to the elliptic

cocycle &, we can define the two kinds of Hecke operators by

d—1
1 b
TB(r,0, M, X, y,T) = m"N ! Z dWZB <aT(;_,U,M7avaaT> ,  (5.18)
a,d>0 b=0

ad=m

and

TyB(r,0, M, X,y,T) = Z B(r,my o, my ' M~ X, y,T). (5.19)
yET N (M)

The Theorem 3.3.23 gives the formula:

TwB(r,0, M, X,y,T) = > A(N,d)TuB(7,0,M, X, dy, T). (5.20)
dlm

Let f(7) be a normalized eigenform with Fourier expansion }, ~,as(m)q¢™. Then
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T f(1T) = ag(m)f(r). Hence by Theorem 5.2.6, we have

TnB(r,0, M, X,y,T)

(2miT)k—N
—on-1(m)P_n(o, M, X,y)2miT) N +> Y Pplo, M, X, 9)Tn f(7) "7 =Nl
k>4 f eigenform
weight k
(2miT)F—N
=on_1(m)P_n(o, M, X,y)(2miT)~ +Z Z m)Pys(o, M, X,y) f(T )W-
k;>4 f eigenform
weight k
(5.21)

On the other hand,

TmB(T707M7X7y7T>

= Y Pymy lo,my T My Xy, y)(2miT) N
veT' N (m) (5.22)

YY Y Pmrteimy Myt Xy ) ZFE
F(mey v v AT Y k—N)

k>4 f eigenform ’YEFN( )
weight k

By comparing the coefficients of T~ of equations (5.21) and (5.22), we prove the

formula (5.17) for normalized eigenform.

The general case for an arbitrary modular form follows by linearity. O

However, when N > 3, the rational function Pr(o, M, X,y) is not an eigenvector
of the operator T, when f is an eigenform because of the factor d. Hence we consider

the Laurent expansion of Pr(o, M, X,y) in y:

Pi(o, M, X,y) = ZP (o, M, X)y'
t>—N

Then following Theorem 5.2.9, we have:

Theorem 5.2.10. Let f(7) be a modular form and t be an integer. Then for any
o € MN(Z) and M € M, we have

TP (0, M, X) = " A(N, d)d! }) (o, M, X). (5.23)
dlm

In particular, if f is a normalized eigenform, and if the function P;t) (o, M, X) is
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nonzero, then it is an eigenvector of Ty, with eigenvalue -, A(N, d)ay(%) d, i.e.

m
T, P\" (0, M, X) = ZA(N,d)af(E>dt P\ (0, M, X).
dlm

5.2.3 Non-vanishing of P]Et) (o, M, X)

A natural question is how many nonzero eigenvectors there are? Hence in this
subsection, we will discuss the range of ¢ such that P}t)(a, M, X) is nonzero. First
of all, the following proposition shows that there are only finitely many integers ¢
such that P}t)(a, M, X) is nonzero.

Proposition 5.2.11. Let f(7) be a modular form of weight k. If f(1) is an Eisen-
stein series, then the function P}t) (o, M, X) vanishes for t > k and fort < —N. If
f(1) is a cusp form, then the function P}t) (o, M, X) vanishes fort > k —1 and for
t<-N+1.

Proof. 1t is easy to see that we only need to prove the case f is a normalized
eigenform. By the same method as Theorem 5.2.6, we reduce to the case ¢ = Id.
Let

N
F(M, X,y) = 3 X!+ 5 (MX")} = (X; + y(MX"),).
=1

Then the equation (5.11) gives

B(r,1d, M, X,y,T)

N .
X; +y(MX?), N (2mT)k
= —— | 2miT 2F, (M, X, y)G
(E yX;(MX?),; (2miT) " exp ; k(M, X, y)Gr(T) %l
k even
(5.24)
We expand the exponential, then
X; MX?);

P (1d, M, X, y) = [ Xty (5.25)

L oyX(MXY)

and Py(Id, M, X,y)/P-n(Id, M, X,y) is a linear combination of the form
j=1
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where I} + -+ - + 15 = k. If we view Fj(M, X,y) as a polynomial in y, we see that the
constant term and the coefficient of 3 vanish. Hence it is of degree I — 1. On the
other hand, P_y(Id, M, X, y) is a polynomial in 1/y of degree N. This implies that
P}t)(a,M,X) =0 for ¢t > k and for t < —N.

Moreover, if f(7) is a cusp form, we note that it always comes from the prod-
uct of at least 2 Eisenstein series. This means that s > 2. Hence if we write
H§:1 Fy,(M, X,y) as a polynomial in y, then the coefficients of Y0, yl, y* 1 yF van-
ish. This completes the proof.

O

The following proposition shows that there exists at least one integer ¢ such
that P}t) (Id, M, X) is nonzero. In the following, we will denote P}t) (Id, M, X) by

P (M, X).

Proposition 5.2.12. Let f(7) be a normalized eigenform of weight k and M € M.
Then

1. When f(7) is an Eisenstein series, P}t)(M, X) is nonzero for —1 <t <k —1
with t odd and fort =0,k — 2.

2. When f(7) is a cusp form, P}t)(M,X) is nonzero for 0 <t <k—2,t +# %— 1.

Proof. The idea of this proof is to find at least one term of P}t) (M, X) is nonzero. We
consider the Laurent expansion of PJEt) (M, X) to reduce the problem to dimension
2. Then we prove it by showing the non-vanishing of the coefficients of period
polynomials.

Since we require that either the upper triangular entries of M are linear indepen-
dent over Q or M is invertible, it forces that there exists at least one nonzero entries

for each row. Without loss of generality, we assume that mio # 0. We consider the
coefficient of (X3--- Xy)~! of B(7,1d, M, X,y,T), which equals

1

WK(T, Xl,mnggyT)lC(T, XQ, —mnglyT). (526)

Hence by the Theorem 5.1.1, we see that up to a nonzero scalar, the coefficient of
(X3 Xn)'in Pr(Id, M, X, y) equals

x4 (rs (32 rotomean)) (5.27)

102



5.2. GENERALIZATION TO HIGHER DIMENSIONS

Hence when t is an odd number, then

Ty
X5+ Xy

(—mag)trirt (%) Xy?

PV (M, X) = ¥, (5.28)

where r}t) is the t-th coefficient of r¢(x) and r?(:z:) is the even part of 7¢(x). When

t is an even number then

(—m12)t7“§f)7“]7 (%) Xf*Q
X3 Xn

P (M, X) = ¥, (5.29)

where 7 (z) is the odd part of ry(z). So the function P}t)(M, X) is nonzero when

rj(f) is nonzero. If f(7) = Gi(7), we know that

S + .+
er - kapk + kapk ’

where o
D) =ab? “(x) = n+1Dk—n—1 n
p ($) =T -1, p (.’E) = ",
: (0= X Griton-m
n odd
and

k—2! . k-1 _

wék = 5 We, = 7(27”-)19—1ka'

Hence the non-vanishing of sz(M ,X) is clear. If f(7) is a normalized Hecke
eigenform, it is well-known that the associated L-function L(f,s) doesn’t vanish
at s =1,2,---, % -1, % +1,--- ,k—1. This means that the s-th coefficient of r¢(x)
is nonzero for s =0,1,---, % -2, %, -++,k — 2. Then the non-vanishing property of
P}t)(M, X) is clear.

O]

With more elaborate analysis, we can prove more nonzero terms:

Proposition 5.2.13. Let f be a normalized eigenform of weight k and M € M,
then for any integer N > 3,

1. If f = Gy, then Pél N)(M,X) is nonzero,

k

2. if f is a cusp form, then P]EQ_N) (M, X) is nonzero.

Proof. The idea of the proof is to find at least one nonzero term of sz (M, X).

103



CHAPTER 5. RELATION WITH MODULAR FORMS

Following the equation (5.25), we see that

N
t
PO, x) [ xi (X, (5.30)
i=1
is a polynomial in Xi,---, Xy. If we view it as a polynomial in X7, we will prove

that the coefficient of X f_l is nonzero.

With the notation in Proposition 5.2.11, Pr(Id, M, X,y)/P_n(Id, M, X,y) is a

linear combination of functions of the form:
15, (M X, y),
j=1
where [1 +--- 4+ s = k and
N
F(M,X,y) =Y X{+y' (MX"), — (Xi +y(MX"),). (5.31)
i=1

If f = Gk, then only the term Fj(M, X,y) contributes to Pélk_N)(M,X). This
implies that
1 FV(M,X)

(1-N) _
Py, (M X) = 2H Gy, R (5.32)
where N
FV(M,X) =~k > XEY(MX?Y), (5.33)
j=1

is the coefficient of y of Fj (M, X,y). Hence It is easy to see that Pc(;lk_N) (M, X) is
nonzero.

If f is a cusp form, then we see that only the term of H‘;:l Fy;(M, X,y) with

s = 2 contributes to PF_N) (M, X). This implies that

1
(MX?);

(2—N) - =0 (1) (GhGr—n, f)
PPN, x) =2]] ST RV, x)FY, (M, X) (5.34)
i h=4

Mk — )l

even

where (G;,Gg—p, f) is the Petersson product of G,Gi—p, and f. This product was
calculated by Rankin in [Ran82]:

1 k—2\"" -2y (he1)
(GrGr—n, f) = e \h—1 re Ty (5.35)
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where r;n) is the n-th coefficient of r¢. By the definition (5.31), we see that
F (M, X) = (MX"), X1 + (lower terms in X)), (5.36)

Hence we have

PPN, x) [T Xt

k=4 ok — Ryl (5.37)
=2 Z : Yy ! ) (MX")2X*=2 ¢ (lower terms in X)
h=4 (Zi)kilh!(k - h)!(h_l)

even

On the other hand, the definition of period polynomial gives
k—3

n () =— Z r;h)xh. (5.38)

h=1
odd

We note that 1 is a root of 7 (x). In fact, the cocycle relation (5.2) implies that

ri(x) +2F 2, (_1> =rs(x) + 2" 2rp (x ; 1) + (z— 1) 2y (— L > =0.

x z—1
(5.39)
We take x = 1, then it gives
rp(1) + (1) = rp(1) + 0 4o =0, (5.40)

But the functional equation of L(f,s) shows that T;O) + r}k_Q) = 0. Hence 1 and —1

are the roots of 7¢(x). Then we have

k—4 (k-2) (h—1) (k=2), (1)
P S0 s S (5.41)
— (20)k=1Rl(k — ) (F2) (2051 (k- 2)!

even

This number is nonzero since f is an Hecke eigenform. Hence

PPN, x) [Jaxt); # 0. (5.42)

%

This proves the non-vanishing of P}Q_N)(M , X). O
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According to Theorem 5.2.10, we see that the vector space generated by P]Et) (M, X)
(P (M, X)|M € M)

is an eigenspace of T,,, with eigenvalue > djm A(N,d)ay (%) d'. We denote such space
by Vf(t). So a natural question is how large is this eigenspace? In fact, we have the

following results:

Proposition 5.2.14. We suppose N = 2. Let f(7) be a normalized eigenform of
weight k. Then

1. When f = Gy, then Vf(t) is one dimensional fort = —1,1,--- Jk — 1 and for
t=0k—2. Vf(t) s zero for other t.

k_
2

2. When f is a cusp form, then Vf(t) is one dimensional for t = 0,1,---,

2,%,---,]{:—3,1{:—2. Vf(t) is zero fort > k — 2 and for t < 0.

Proof. This proposition follows directly from Proposition 5.2.12 since the matrix M

is unique up to a scalar. O

Proposition 5.2.15. We suppose N > 3. Let f(7) be a normalized eigenform of
weight k. Then

1. When f(7) is an Eisenstein series, the eigenspace Vf(t) is of infinite dimen-
sional for —2 <t < k — 2 with t even and fort=—1,k — 3;

2. When f(7) is a cusp form, the eigenspace Vf(t)

_k
—1<t<k-—3erceptt=g5—2.

is of infinite dimensional for

Proof. The idea of the proof is to find a family of matrices M € M such that
P}t)(M ,X) has exactly one different pole. Then this family of rational function
P}t)(M , X) must be linearly independent. Let M = (m;;) € M. We consider the
coefficient of (X3... Xy_1(MX")N)"!in B(r,1d, M, X,y,T). Tt equals

1
—K: <T, XlT, MmN (mgNXN — mngl)yT) IC (7’, —mlN XlT, (mgNXN — mngl)yT> .
yT maoN manN

By the Theorem 5.1.1, it equals

Xy — miaX
C (7 —man (manXy —miXi)y o) (5.43)
maN X1

106



5.3. L-FUNCTION

Then the relation (5.9) shows that the coefficient of (X3...Xy_1(MX?")n)~! in
Py(1d, M, X,y) equals

miN (monXn — m12X1)y>>_ k2
re |l — T X777 5.44
< f < mZN) f < X 1 (5.44)
When we fix mop, ..., my—_1,n and let myy runs through C such that rf <_%) %+

0, then P;(Id, M, X,y) always has a different pole at (M X")y = 0. With the same
argument in Proposition 5.2.12, we can show that P}t)(M,X) is nonzero for the t

showed above. O

5.3 L-function

Since we have families of eigenvalues, it is natural to consider the associated

L-functions. Let ¢t be an integer and f be a normalized eigenform. We denote

)= ZA(N,d)af(%)dt m=. (5.45)

m>1 \ dm

Before giving properties of Lgf)(s), we first establish an identity on H(N,p/) =

; N+i-1_q . .
1 ppii_ll given in Lemma 3.24.

Lemma 5.3.1. For any positive integer N and prime number p, we have the formula:

N-1
I =
§=0

= i H(N,pt'. (5.46)

Jj=0

Proof. We prove it by induction on N. When N = 1, we know that H(1,p’) = 1 for
any j > 0. Then the identity (5.46) is clear.

Now we assume that N > 2. Then by the induction assumption, we have

N-1
Il

J=0

tnqg

H(N —1p7t72p D347’

<.
I
o

J
SNV (N 1,9 | 6

J'=0

t”qg

<.
Il
o

107



CHAPTER 5. RELATION WITH MODULAR FORMS

By the formula (3.25), we have
J

SNV H(N —1,p77) = H(N, ).

v

J'=0

This completes the proof. O

Now we prove the following theorem.

Theorem 5.3.2. Let f(7) be an eigenform of weight k. Then for Re(s) > max{k, N+
t}, Lgct)(s) converges absolutely. It has a meromorphic continuation to the whole

plane. Moreover, we have the decomposition

N-2
LY(s)=Lf,s) [ ¢ts =i —0),

j=1

where L(f,s) is the L-function associated to the modular form f.

Proof. First we note that H(N,p’) = O(p"/) as j — co. Then by definition
a(N,p’)=H(N —1,p)) —H(N = 1,p ") = 0(pN"19) as j — . (5.47)
If we write m = p{l e p{l where pq,-- -, p; are different prime factors of m, then
A(N,m) = a(N,p}')---a(N,p}"). (5.48)

Hence A(N,m) = O(m™~1') as m — co. Since f(7) is a modular form of weight k,
then ay(m) = O(m*~1). Hence we have

O %A(N, d)ay (%) d|l =0 (mk_laNH_k(m)) =0 (mmax{k_l’N”_l}) .

Hence for any Re(s) > max{k, N +t}, Lgf) (s) converges absolutely. Now we consider
the decomposition. By the equation (5.48), we see that for any positive integers

my,mg with ged(mi,ma) = 1, we have A(N, mimg) = A(N,m1)A(N, mz). Hence
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by the definition (5.45), we have

t ap(d A(N,d
L (o) = 3 i) 5 AU

d'>1 d>1
N, p
Lo T[54 ]
p 7>0

where the product runs through all the prime number p.

By Lemma 5.3.1, we have

S =t A - S
320 i>1
_N’Q 1 1 Ji-f 1
i 1— p]+t—s ps—t o 1— pj+t—s
N-2 1
- ]1_11 1—piti—s

This implies that
N—
U T 1= ems = 200 [ <o)
p j=1 j=1

The meromorphic continuation immediately follows from the meromorphic continu-

ation of ¢ and L(f, s). O

5.4 Examples
54.1 N =2
In this subsection, we consider the case N = 2.

Example 5.4.1. In this case, the matriz M is unique up to a scalar. Hence we

0
mayﬁxM—(

1
. 0). If 0 =1d, then by Theorem 5.1.1, we have

rixy)T (v) )
B0, s X)) = 22%2)3(; ? X, (5.49)

where f is a normalized eigenform of weight k. If we consider the coefficients of the
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Laurent series in y, then up to a scalar, we have

X9 _
PO (1d, M, (X1, X2)) = rE <X1> XF2 = ri{er, e} (X1, Xa), (5.50)

up to the parity of t. Moreover, let o € My(Z), if we put « to be the first column
of o, and B to be the second column of o. Then the condition of modular sym-
bol r{a, B} introduced in the introduction is equivalent to the cocycle relation of
Pjgt)(a, M, (X1,X5)). This implies that

P;t)(a’ M, (X1, X5)) = rjf{a,,@}(Xl,Xz), (5.51)

up to a scalar.

5.4.2 Eisenstein series for N =3

0 a b
Example 5.4.2. When N =3. Leto=Idand M = | —a 0 ¢ |. The Propo-
b —c O

sition 5.2.12 and Proposition 5.2.13 showed that Pg]z is nonzero for —1 <t <k—1
with t odd and fort = —2,0,k — 2. For example:

(—an — bX3)X111 + (aX211 + bX%l)Xl + (—CX3X211 + CX%]'XQ)
27 . 34 . 52 e 11(aX2 + bX3)(—(IX1 + CX3)(bX1 + CXQ)
(5.52)

Pis (M. X) =

More generally, we can show that

—aXo — bX3)XF N 4 (a X5+ 0XE X 4 (—e X3 X eXETXG))
(k — 1)'(@X2 + bX3)(—aX1 + CXg)(le + CXQ)

PSP (M, X) = 2
(5.53)

Let’s focus on the case k = 12. Howewver, the general theorem above doesn’t tell
if the terms Péi)Q,Pg‘l)Q,Pé?Q,Péi are zero or not. According to the calculation by
PARI/GP, we can check that they are nonzero, here we give an example for Pgl)2

and more examples are put in the appendiz.

2
P& (M, X) =
130¢*ba) X3 X304 (78cb?a® —65¢%b%) X5 X5 4+52cb*a X5 X§+13cb* X5 X —13ca® X I X5 —52cha® X§ X3+
(=78ch* + 65¢®)a® X9 X35 + (—52cb® + 130c°b)aX3° X3 + (—13cb* + 65¢3b% — 13c°) X3 X + O(m)).

((130@476503a2+1305)X3X211+(52cba37

1
28.33.52.691(aX2+bX3)(bX1+cX2)(aX1—cX3)
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5.5. PROSPECT

5.4.3 The Ramanujan Delta function

In this subsection, we consider some examples for the Ramanujan Delta function:

A(r) =) 7(n)q" = q — 24¢° + 252¢ — 1472¢* + 4830¢° + - - - . (5.54)
n>1
0 a b
Example 5.4.3. When N = 3. Let o = I1d and M = | —a 0 «c|. The
b —c O

Proposition 5.2.11 shows that Pg)(M,X) =0 fort > 10 and for t < —1. The

Proposition 5.2.12 and Proposition 5.2.13 show that Pg) (M, X)) is nonzero fort =

—1,0,---,4,6,--- ,10. For example, we give the term P(_l)(M,X) here:
PUV(M, X)) = 1 ((4&){3 + 8baXs Xz + 402 X3) X1 +

25.33.52.7.691(a X2 +bX3)(bX1+cX2)(aX1—cX3)

(—25a% X3 —25ba X3 X35 —25ba X3 X2—25b> X3) XT+(25caX3 X5 +25cb X3 X5 —25ca X5 X3 —25¢h X5 X2) X1+
(42a% X§+42ba. X3 X34+420a X3 Xo+4202 X§) X +(—42ca X3 X5 —42cb X2 X5 +42ca X5 X34+42cb XS X2) X2+
(—25a2 X5 —25ba X3 X] —25ba X3 Xo—25b> X5 ) X1+ (25ca X3 X5+25cb X3 X3 —25caXs X3 —25¢h X5 Xo) X3+
(4a® X3°4+25ba X3 X5 —42ba X3 X5 +25ba X1 X5 +4b> X10) X7 +(—8caX3X4"+25ca X5 X5 —25¢b X5 X3 —
42caX3 XS + 42eb XS X3 + 25caXi X5 — 25¢bX5 X3 + 8cbX3°X2) X1 + (4 X3 X320 — 2562 X5 X8 +
422 XS5XS — 252 X5 X5 +42X39X3) ).

However, according to our results so far, we still don’t know whether the term
Pf)(M, X) is zero or not. With the help of PARI/GP, we can verify that PE)(M, X)

is also monzero:
(5) _ 1 7 v2y13 71 %3 y12
PAY (M, X) = 26<33~52~7~691X1X2X3(aX2+bX3)(bX1+cX2)(aXl—cXg)(_2520 aX3X5"=252¢"bX5 X574
4837¢a X3 X3 4+4837¢Tb X5 X230 —14511¢"a XS X5 —14511¢"b X4 X54+14511¢"a X5 X2 +14511¢"b X5 X5 —

4837¢7aX3°X5 — 4837¢Tb X3 X5 + 252¢7 aX 3% X3 + 252¢b X33 X3 + O(x1)).

More examples are put in the appendiz.
So there is a natural question:
Question 5.4.4. what’s the range of t such that P}Et) is nonzero?

After checking the examples for all eigenforms of weight < 24 in dimension 3
and 4, we found that the term sz is nonzero for all —N +1 <t <k —1 and P;t)
is nonzero for all —N +2 <t < k — 2 when f is a Hecke eigenform.

5.5 Prospect

We have seen that the rational function P;t)(a, M, X) is a kind of generalization
of the period polynomial r;. However, the P]gt)(a, M, X) is not a polynomial in
dimension N > 2. So a natural question is that if there is a generalization in

polynomials? More precisely, we raise the question:
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Question 5.5.1. Let X = (Xi,...,Xn) and Cy (M, X] be the vector space of
homogeneous polynomials of degree k in X and also a homogeneous polynomial in
entries of matrices in M of degree |, where M is given in subsection 5.2.1. The
space Cy i [M, X] is equipped with an action of GLy(Q) by

9-Q(M, X) = Q (det(g)g"'Mg~", Xg). (5.55)
We recall a concept defined in Section 3.1. Let Pp(Cy [M, X]) be the set of maps

Q : (Z"\0)N = Cy M, X]

(5.56)
(o1, ,0n) = Q{o1, - ,oN}

satisfying the conditions
1. Q{Ul,--' ,JN}:O ifdet(al,--- ,JN) :0,
2. Z;V:O(—l)jQ{oo, -, 04, ,on} =0 forall og,--- ,oN € ZN\O.

3. Q{go1, - ,gon} =g (Q{o1,--- ,on}) for all g € SLn(Z).
Then is the space Pp(Cy [M, X]) nonzero? If the space Pp(Cy [M, X]) is nonzero,

then we can define the Hecke operator on them as introduced in Section 3.1. So can

we find the eigenvectors and the eigenvalues for T,,?

For this question, we don’t have an answer in general. But we have found some

examples when N = 3. The Theorem 2.2.9 shows that the map

Ph(CkJ[M,X]) — (Ckyl[M,X]
Qo, M, X) — Q(Id, M, X)

is injective. Hence Pp(Cy [M, X]) is a finite dimensional vector space over C. In
the following, we will denote Q(Id, M, X) by Q(M,X). Then the question 5.5.1
reduces to a purely algebraic problem. According to the extension theorem 2.2.9, it

is equivalent to find all the polynomials in Cj;[M, X] such that

1 0 a 1 0 a 0 0 a
QM,X)—[0 1 b |- QM,X)+[{0 0 b |- QMX)—|1 0 b|-QM,X)=0.
0 0 c 01 c 01 ¢

(5.57)
for all nonzero (a, b, ¢) with a,b,c € {0,£1}. Here if the determinant of matrix o is
0, then we assume that o - Q(M, X) = 0. Then it is computable by PARI/GP. We

will give some computational results below.
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Example 5.5.2. Charollois found some instances of Pp(Cky[X]) for small values
of k and 1 = 0. For exzample, he found that dim(Py(Ci00[X])) = 1 and is generated
by the polynomial

Q3(X1, Xo, X3) =(=X3 + X3)X] + (3X3 — 3X5)XT + (—3X3 + 3X3)X{
+ (X5 — X5)XT + (—X3X5 + 3X5 X5 — 3X§X5 + X5X3).
(5.58)
Moreover, the associated cocycle Qs(o, X) is an eigenvector of T,, with eigenvalue

as shown in the table below which doesn’t depend on o. All the data are computed
by PARI/GP.

eigenvalue TQ Tg T4 T5 T7 Tg Tg Tll
Q3 -47 | 757 | -5935 | 24151 | -117207 | 669905 | -1022030 | 5880733

Table 5.1: FEigenvalues for Qs

Charollois observed that when m = p is a prime number, then the eigenvalue
seems to be pr(p) + 1 where 7(p) is the p-th coefficient of the Ramanujan Delta

function.

More general, we also computed some vector spaces Pp,(Cy,;[M, X]) for I = 2. Let

0 a -0
M=]-a 0 ¢ |. Wefound that the vector spaces Py (Cy2[M, X]), Py(Cg 2[M, X])
b —c 0

are of dimension 1 and are generated by the following polynomials respectively:

Qa, (M, X) = (a®> =) X{ 4+ (2¢b X —2caX3) X7 +((0* — ) X3 + (—a® + ) X3) X7 + (—2cb X5 +
2caX3) X1 + ((—a® + ) X3 + 20aX3X35 + (a® — b*)X5X3 — 2baX5Xs + (b — 2)X3),

Qae (M, X) = (a® = b*) X + (2¢bX2 — 2caX3) X} + (—=c* X5 + *X3) X1 + (B® X3 — a®X3) X7 +
(—2cbX3 +2caX3) X1 + ((—a® 4+ ) X§ +20aX3 X5 — v X3 X5 4+ a? X§X3 —2baX5 X2 + (b2 — ) X9).

The spaces Pp,(Cg 2[ M, X]), Pp(Cio,2] M, X]) are of dimension 2. The generators
of P (Cg2[M, X]) are

Qas (M, X) = (a® = b*) X§ + (2c¢bXa — 2caX3)X{ + (=* X5 + XX 4+ (02 XS — a® X)) X? +
(—2eb X3 4+ 2caX)) X1+ ((—a® + ) X5 + 2ba X3 X] — 02 X3 XS + 0> XS X3 — 2ba X5 Xo + (b2 — ) X$5),

(M, X) = (—a®+b%) XP+(16cb X2 —16caX3) XT 4 ((—18b>+28¢%) X3 + (18a% —28¢%) X3) X§ +
(—72cbX3 + 72caX3) X7 + ((45b% — 45¢?) X5 + (—45a® + 45¢®) X3) X1 + (72cbX5 — T2caX35) X3 +
((—28b% +18¢) X$ + (284 — 18¢*) X$) X7 + (—16¢b X7 +16caX i) X1 + ((a® — ) X5 + 16ba X3 X7 +
(—18a? + 28V*) X2 XS — T2ba X5 X5 + (45a% — 456%) X5 X5 + 72baX5 X3 + (—28a* + 180*) X§ X3 —
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16ba X4 X2 + (—b? + c®) X3§).
The generators of Pp,(Cyg2[ M, X]) are

Q:c10(M, X) = (a®> b)) X%+ (—2caX3 +2cbX2) X 4 (P X3 - X XE + (—a’ X5+ 02 X5) X2 +
(2caX§ —2cbX3) X1+ ((0* — ) X3° — 20a X2 X5 + a* X3 X5 — b2 X5 X3 4 20a X9 X5 + (—a* 4+ c*) X37),

@ (M, X) = (—4a?+4b*) X 10+ (32cb X2 —32caX3) X{+((—T75b>—36¢) X3 +(75a>+36c>) X3) X §+
(—100cbX3 4+ 100caX3) X{ + ((210b* +175¢%) X3 + (—210a® — 175¢*) X3) X7 + ((—175b% — 210c*) X35 +
(1750 + 210¢%) X$) X1 + (100cbX5 — 100caX3) X5 + ((36b% + 75¢%) X5 + (—36a> — 75¢*) X5)XT +
(—32cb X3 + 32caX9) X1 + ((4a® — 4c?) X320 + 32ba X3 X3 + (—75a% — 36b*) X5 X5 — 100ba X3 X +
(21062 + 1756%) X5 X§ + (—175a* — 210b%) X§ X5 + 100ba X3 X3 + (360> 4 750%) X§ X3 — 32ba X3 Xo +
(—4b* + 4¢3 X3°).

The space Pp(Ci2,2[ M, X]) is of dimension 3 which is generated by

Q1. (M, X) = (a®> b)) X124+ (—2caX3+2cbX2) X1 4+(2 X3 -2 X3) X104+ (—a® X34+ 02 X3 °) X 2+
(—2caX3' 4 2cbX31) X1 + ((b* — ) X342 — 20a X2 X3! +a* X5 X3° — v X3°X5 + 20a X3 X3 + (—a® +
2 12
c )XQ )7

(M, X) = (=360 + 36b*) X1 4 (—T2cb X2 + T2caX3) X1' + ((—691b* + 36¢%) X3 + (691a> —
36¢2)X3)X1° + (1382chb X3 — 1382caX3) X7 + ((2073b% — 691c?) X5 + (—2073a” + 691c*) X3)XT +
(—4146¢b X35 + 4146caX3) XT + ((—2073b% + 2073¢3) XS + (207302 — 2073¢2) X§) X9 + (4146¢b X3 —
4146caX3) X7 4 (69167 — 2073¢*) X5 + (—691a® 4 2073¢®) X§) X1 + (—1382cb X3 + 1382ca X$) X3 +
((—36b% + 691c*) X3° + (36a% — 691c*) X3%) XT + (72cbX3' — T2caX3') X1 + ((36a® — 36¢%) X352 —
72baX3X3' + (—691a” + 360%) X2 X530 + 1382ba X5 X3 + (20730 — 691b%) X5 X5 — 4146ba X5 X3 +
(—2073a® + 2073b%) XS XS + 4146ba X5 X5 + (691a® — 2073b%) X5 X5 — 1382ba X3 X5 + (—36a +
6916%) X3° X3 + 72ba X3' X2 + (—36b° + 36¢%) X32),

QW (M, X) = (2a® — 20*)X1? + (—48cbX> + 48caX3) X' + ((42b* — 132¢*) X3 + (—42a® +
132¢?) X3) X1°+(280cb X5 —280caX3) X7+ ((—1656*+315¢) X3 +(165a% —315¢%) X3 ) X+ +(—528cb X5 +
528caX3) X7+ ((308b% —308¢?) XS + (—308a2 +308¢%) X$) X ¥ + (528¢b X —528ca X)X+ ((—3156% +
165¢%) X3 + (315a% — 165¢*) X§) X1 + (—280cb X3 + 280caX) X7 + ((1326% — 42¢*) X3° + (—132a” +
42¢2) X3°) X7 + (48cbX3" — 48caX3t) X1 + ((—2a® 4 2¢?) X 3% — 48ba X3 X3 + (4202 — 132b%) X5 X3° +
280ba X5 X5 +(—165a>+315b%) X5 X§ —528ba X5 X7 +(308a —308b?) X $ X§ +528ba X5 X5+ (—315a%+
1650%) X5 X5 — 280ba. X5 X5 + (1320 — 426) X3° X3 + 48ba X' X2 + (2% — 2¢3) X 3?).

We also computed that dim(7Pp,(Ci42[M, X])) = 3. In a basis of eigenvectors,
one of them corresponds to G4, one of them corresponds to the Hecke eigenform fi4
of weight 16, and the other one corresponds to the Hecke eigenform fig of weight 18.
We checked in the range m < 32 that all of these polynomials are the eigenvectors

of T,, with eigenvalue as shown in the following table:
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eigenvalues \_T,,

0 T T3 T4 Ts T, Ty
Qc, 73 757 4745 15751 117993 304265
Qcie 265 | 6589 67913 390751 5765145 17386313
Qc, 1033 | 59077 | 1057865 | 9765751 982475593 1083254345
Qe 4105 | 531469 | 16814153 | 16814153 | 244140751 | 68870771273
Qc, 16393 | 4782997 | 268582085 | 6103515751 | 678223073193 | 4400463626825
QWY 47 757 -5935 24151 -117207 669905

@ -95 92269 -23647 120751 -820455 5383073

QY 191 | 6805 -94399 603751 -5743191 43159361
QY 433 | -10043 55985 260551 19757193 ~32568655

Table 5.2: FEigenvalues for the polynomials @ in low degrees

The reason to index these polynomials by modular forms is that the eigenvalues

are related to the coefficients of modular forms for SLa(Z).

Let Ag,(m) be the

(®)

eigenvalue of Qg, (o, M, X) respect to T,, and )\f (m) be the eigenvalue of Qgct)

respect to T,, for t € Z. We computed all the eigenvalues of T,, for m < 32, and

(t)

the following formulas for Ag, (m) and A;"(m) are true for m < 32:

Ay (m) = dPog_1(d), (5.59)
dlm
AP (m) =" dlay(d). (5.60)

dlm

More generally, for any even integer k£ > 4, the polynomial

Qc, (M, X) = (a* — b)XT + (2¢bX2 — 2caX3)XF1 + (=2 X3 + AXHXF2 + (2 X52 —
AP XEHXT A+ (—2ebX5 4+ 2ca Xy X1+ ((—a® + ) X5 +2ba X X5 P X3XE 2 +a® X5 X5 —
20a X571 X5 4 (b2 — A XYE),
seems can be extended to a cocycle Qg, (0, M, X). It seems that the polynomials
Q¢ (0, M, X) are eigenvectors of T, with eigenvalues given by (5.59).

If the formulas (5.59) and (5.60) are true for any m, then we can associate the

eigenvalues )\Ef) (m) an L-function by

o
Lg(s) =3 Af,,fs ! (5.61)




CHAPTER 5. RELATION WITH MODULAR FORMS

We can give a explicit formula for Lg) () in terms of ((s) and L(f, s):

dtas(d) ar(ds)
¢ 2
Loy) =2 32 =57 =3 L5 (562)
m>1 dlm di,de>1 172
Hence we have
LY (5) = L(f,5 — )C(s). (5.63)

For comparison, we recall the L-functions associated to the rational functions ob-

tained in Theorem 5.3.2. In dimension 3,

LY (s) = L(fs)¢(s — t - 1). (5.64)
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I Appendix

The A(N,d)

A(N, d)\d
12345 6| 7| 8 | 9 | 10|11 | 12

0 0 0 0 0 0 0 0 0 0
3 4 ) 6 7 8 9 10 11 12
12| 28 | 30 | 72 | 56 | 120 | 117 | 180 | 132 | 336
14 | 39 | 140 | 155 | 546 | 399 | 1240 | 1170 | 2170 | 1463 | 5460

DN O

Y x| W N
= = =] =

Table 5.3: A(N,d) for small N and d

Examples of Pgl)z

0 a b
When N=3. Let M =] —-a 0 c¢|. Then
—-b —c 0
(4) _ 6 3 4 5 2 7 11
Pg, (M, X) = 27-34-5-7-691(aX2+bX31)(bX1+cX2)(aXl—cXg) ((260a —91c’a”=91c’a"+26¢") X3 X5 +

(156¢ba® —364c3ba® —182¢°ba) X3 X3°+(390ch?a* —546c3b%a® —91c°b?) X5 X9+ (520ch3a® —364c3b3a) X XS+
(—26ca®4-390ch*a? —91c36*) X3 X I +(—156cba®+156¢b°a) X§ X§+((—390ch? +91¢)a* +-26¢b%) X1 X5+
(—520ch®+364c3b)a® X§ X54-(—390cb* 454630 +91¢°)a? X§ X5 +(—156¢b°+364c*b> +182¢°b)a X3 X3+
(—26¢b° 4 913" + 91¢°b% — 26¢7) X' Xo + O(:Jcl)).

(6) _ 1 9 2 7 4 5 6 3
Po, (M, X) = 25.39.52.691(a X2 1bX3)(bX1 FcX2)(aX1—cX3) («39‘1 —130b%a" — 91b7a” — 130b°a” +

396%a) Xo + (39ba® — 130b%a® — 916°a* — 13067 a” 4 390°) X3) X1t + - - - )

P® (M, X) = 1 (((130@“—429b2a9—286b4a7—286b6a5—

G12 29.37.52.11-691(aX2+bX3) (bX1+cXg)(aX]—cX3)

429b%a%) X5 4 (—429b%a® — 286b%a® — 286b7a* — 429b%a% + 1306*1) X3) X1t + - - )



5Appendix

Examples of PX )

0 a b ¢
—a 0 d e o
When N = 4. Let 0 = 1d and M = . Proposition 5.2.11
b —-d 0 f
—c —e —f 0

shows that Pg)(M,X) is zero for ¢ > 10 and for t < —2. Proposition 5.2.12 and
Proposition 5.2.13 show that PX) (M, X) is nonzero for t = —2,0,1,---,10 except 5.
In fact, with the help of PARI, we can verify that Péfl)(M, X) and Pf)(M, X) are

also nonzero:
Pg—l)(M7 X) =

1 2
23.32.52.7-691X1 X2 X3 X4 (aXo+bX3+cX4)(—aX1+dXs+eXy)(—bX1 —dXo+fX4)(—cX1—eX2—fX3) <(ca X3+
X4ba®) X3 4 (2¢ba X3 4 (Xaa® 4 (2X4b? + 2Xac?)a) X3 + 2X5cba) X5 + (cb®> X3 + (2X4ba® 4 (X4b° +
2X4c?b)) X34+ (2X3ca’ + (2X3eb* + X3 ¢2)) X3+ X3 ¢2b) Xo+ (Xab?aXs +2X7cba X3+ Xic2aX3) X2 +

).

(5) _ 1 732
PA (M, X) = 24.3°52.691X | X3 X3X4(aX2+bX3+cX4)(—aX1+dXa+eX4)(—bX1—dXo+fX4)(—cX1—eXo—fX3) <(—cba X3+

((—cb*a®—cbba?) X34+ (—Xac?ba® — X4c%ba?)) Xo+(—cb”a X534 (— Xac?b® — X4c®0?)aX3— X7 ba)) X144+
).
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