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Chapter 1

Introduction

1.1 Context

This thesis has been completed in collaboration with Atos, an IT services and consulting com-
pany. One of the specificity of the work with such a company in terms of research projects is
that interesting use cases often originate externally, coming from Atos’ clients. Nevertheless,
Atos aims at capitalizing on data science methods, knowledge and results, in order to potentially
apply the developed solutions to other clients. This exhibits the requirement for genericity of
methods we were going to propose. To do so, we first had to prospect the needs of different
industrial clients, in order to identify similar needs to work on. Two important points have been
isolated.

First, it was clear that there is a need for a better understanding of existing systems. Indeed,
whether it is for a door opening system on trains, or the cloud environment maintenance of a
company, clients want to understand the cause of different events. Particularly, they want to
isolate causes of failures. Second, they also want to be able to predict those failures, but without
using black box models: they want their tools to provide interpretable predictions. Indeed,
domain experts already predict some failures, but they want their expertise to be boosted,
instead of being replaced. They want to validate proposed predictions, with justification, with
a human in the loop, whether it is due to the lack of trust in “AI” systems, or legal constraints,
or simply to improve system reliability.

A promising approach to tackle these two problems is the use of pattern mining [54]. Roughly
speaking, it consists in exploring and extracting interesting patterns, i.e., descriptions, from data.
The language for descriptions is, by design, readable and interpretable by analysts and data
owners, which makes this approach appealing. Moreover, using relevant discriminative quality
measures to assess patterns quality will help us find patterns both explaining and predicting a
given class.

In this industrial context, the main data types we encountered are sequences and time series:
systems evolve over time, and at some point an event fires. The prediction of failures in a
cloud environment offers an illustrative example of such an industrial use case. Data generated
by such a system are sequences of events, and can be labeled with failures, i.e., presence or
absence of a breakdown. Applying classification techniques helps answering to the question:
“will a failure event occur?” (e.g., [131]), while applying sequential event prediction helps
determining “what is the next event to occur?” (e.g., [81]). Nevertheless, another need is to

5
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Chapter 1. Introduction

explain, or at least, to provide hypotheses on the why. Given data sequences, labeled with
classes, we aim at automatically finding discriminative patterns for these classes. Considering
this cloud environment example, the goal would be to compute patterns “that tend to occur
with breakdowns”. Such patterns provide valuable hypotheses for a better understanding of the
target system. Once validated by domain experts, the patterns can then be used to support
maintenance planning tasks.

In this Thesis, due to confidentiality requirements, we are not going to focus on Atos clients
use cases. Note also that our work on urban farming (growing plants in controlled environment)
with a client of Atos is an exception, and resulted in a publication [91] that we are not going to
detail here. In what follows, we will present algorithms to tackle generic problems. However, in
order to assess the relevancy of proposed approaches, we will introduce a difficult game analytics
use case based on the game Rocket League1. This choice has been motivated by my interest
in this use case, the fact that I have an expertise in this game, and that the DM2L research
team of LIRIS lab in which I am working already has an expertise in game analytics domain
[23], [29], [30]. We will show that we can collect and process data in time series format, and
that we can use them to extract interesting patterns characteristic of players behaviour in-game.
Those patterns can then be used to classify those behaviours in real-time, which is of interest to
different actors: players, analysts, game editor and e-sport teams.

1.2 Supervised rule discovery

The general problem we address in this Thesis is to find interpretable rules extracted from
a dataset, composed of conjunctions of restrictions on different variables, in order to extract
knowledge for a variable of interest. This can be illustrated by the following simplistic example.
Suppose we are looking for lung cancer risk factors, i.e., the rules such as:

age ≥ 72 ∧ smoke = True→ LungCancer = True

Being able to extract such hypotheses from data is of great value to present to experts for
further validation. Moreover, as we will explain in more details in the following, we are interested
in finding the set of the best non-redundant rules. Informally, two rules are non-redundant if the
sets of data they appear in are disjoint enough. Our motivation is twofold. First, extracting
redundant rules often comes with extracting too much of them, each being a small variation of
another. This confuses the end user and decreases her trust in the method. Second, it helps
reducing discovery of false hypotheses.

Indeed, by construction, keeping only non-redundant rules will keep only those of highest
quality, removing those which are similar, i.e., covering a similar set of data. As a fictional
example, let us assume that we find rules smoke = True→ LungCancer = True and Sport =
False→ LungCancer = True. In general, people practicing sport do not smoke (or smoke less
than no-sport practitioners). If the (hypothetical) ground truth is that it is smoking that causes
lung cancer, the rule Sport = False→ LungCancer = True is less interesting, and could lead
to a false hypothesis. Indeed, practicing sport would not decrease lung cancer chances per se,
but is negatively co-occurring with smoking, leading to the discovery of this rule which is not
really isolating the true reason. Under hypotheses that data are of correct quality, and that
rule quality can be assessed by a good measure, i.e., it will foster the rule smoke = True →
LungCancer = True, the non-redundancy will help removing this kind of false hypotheses.

1https://www.rocketleague.com/
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1.3. Contributions

Table 1.1: Results of success of treatment A and treatment B, discerning cases on calculi size

Treatment A Treatment B
Calculi ≤2cm 81/87 = 93% 234/270 = 87%
Calculi > 2cm 192/263 = 73% 55/80 = 69%

Total 273/350 = 78% 289/350 = 83%

Another important component of knowledge discovery is the place of the domain expert.
Some methods are purely based on data, and one could think of it as a replacement for the
expert. However, in our work, we consider proposed methods not as a replacement, but as a
tool to boost expert knowledge. This can be illustrated through the example of the Simpson
paradox [118], on a case of renal calculi treatment [31], with the analysis inspired by [83].
The aim of this study was to evaluate the impact of different treatments on renal calculi. For
simplification, let us consider only two among four experimented treatments, that we are going
to call “Treatment A” for open surgery and “Treatment B” for percutaneous nephrolithotomy.
If we do not consider expert knowledge, data tell us that Treatment A was successful in 78% of
cases, and Treatment B in 83% of cases. Those results, of course, would make us recommend
Treatment B, which gave better results. However, incorporating domain expert knowledge in
the analysis would have helped us avoiding an important bias. Indeed, the experimental studies
were performed on different groups, introducing a bias: depending on the size of calculi, methods
were applied in different proportions. Detailed results are given in Table. 1.1.

As we can see, if we consider a more precise data description, i.e., considering the case of
calculi of size greater or less than two centimeters, we can see that Treatment A is the best
for the first case, with 93% of success. However, it is also the best for the second case. We
then have two local descriptive rules showing that A is the best treatment, whereas globally,
the B treatment seems to give better results. This paradox can be explained by the following:
treatment A was more often applied in the case of calculi measuring more than two centimeters.
Chances of success were clearly less in this case, whatever the treatment was, leading to a worse
metric for treatment A: it is easy to make a treatment look better than it really is by “cherry
picking” cases to which to apply, selecting the easier ones.

Note that when considering very specific subsets of data, one can imagine always finding very
local rules that would say the contrary of the reality of the underlying phenomena, whether due
to statistical randomness, or incorrectness with the method used to collect data. This problem
leads to the question of isolating causality. This is not the subject of this Thesis, but interested
reader can refer to the work of Judea Pearl on causality [102].

Due to this very complex problematic, methods proposed in this Thesis are not claiming
to directly isolate causes, but to propose hypotheses extracted from data, that would require
further studies with expert knowledge in order to validate them.

1.3 Contributions

1.3.1 Bandit model and Monte Carlo tree search for supervised rule discovery
in sequences of itemsets

Labeled sequential data are ubiquitous. This makes supervised rule discovery applicable to many
application domains, for instance, text or video data analysis [98], industrial process supervision
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[133], biomedical genomics sequential data analysis [116], web usage mining [105], video game
analytics [23], etc.

The problem of finding interesting rules in sequences of itemsets has attracted few atten-
tion. In particular, methods are often focusing on sequences of items, or are dependent on the
quality measure used to assess rule qualities. Existing methods also often focus either on explo-
ration of search space, i.e., sampling methods, or purely on exploitation, i.e., hill-climbing-like
methods. We propose two algorithms, namely SeqScout based on a multi-armed bandit model,
and MCTSExtent, based on the Monte Carlo Tree Search [25]. They present several advantages:
they are independent of the used quality measure, they use a trade-off between exploration and
exploitation, they are quite simple and perform well. Note that their adaptations to our prob-
lems explore, contrary to most of existing methods, the search space of patterns extent, i.e., of
objects covered by rules, in a bottom-up way, whereas traditional approaches explore the search
space of patterns in a top-down way, from the most general description towards specific data
objects. Another important property is that all generated and explored patterns cover at least
one dataset object. This is important when dealing with sequences of itemsets, as the size of
the search space becomes quickly gigantic, and that it contains a large majority of uninteresting
patterns that do not cover any object.

1.3.2 Monte Carlo tree search for supervised rule discovery in high dimen-
sional numerical data

Let us consider the video game data analytics domain. The video game industry generated 134.9
billions of dollars in 2018, a number that keeps growing each year 2, making it an impactful and
interesting domain to work on. Game activities usually provide sequences of time-tagged data
points, i.e., time series. One interesting challenge is then to design efficient and interpretable
prediction models on time series for a variety of tasks (e.g., predicting player behaviour for
game customization or ad placement, user profiling for adaptive skill mastery training, etc.).
We proposed to address the problem of supervised rule discovery in time series as the challeng-
ing problem of supervised rule discovery in high-dimensional numerical data. Indeed, we can
transform the original time series into potentially high-dimensional numerical data, and then
take advantage of the numerical pattern interpretability. We then proposed an algorithm called
MonteCloPi, inspired from MCTSExtent, which explores only closed on the positives patterns
(COTP) [52] [16] reducing the search space size. It consists in a Monte Carlo Tree Search on the
search space of patterns extents in a bottom-up way, with a property of completeness on closed
on the positives if given enough time and if dataset times series have the same length. Moreover,
we showed that integrating such an approach to classify time series presents an advantage of
being able to classify them in real time, contrary to kNN DTW [94], even with time series of
varying lengths.

1.3.3 Application to player behaviour detection in game analytics

In the context of online games, or e-sport, understanding player behaviour is important for
several actors. First, for game creators, collecting data from the use of their product and
analyzing them helps to better understand the players, and then how to better act to improve
the game. Secondly, it is interesting for players and e-sport team in order to understand players

2https://en.wikipedia.org/wiki/Video_game_industry

8

https://en.wikipedia.org/wiki/Video_game_industry


1.4. Structure of the thesis

weaknesses and strengths, to optimize their training, or to better anticipate opponents strategies
and play-styles in future matches. Finally, as e-sport matches have commented games with
public, it is propitious to improve game analysis to deliver a better commentary and to better
explain to the public what is happening. Indeed, when watching professionals playing, whether
in traditional sport or e-sport, it can be difficult for an inexperienced spectator to understand
all rules, strategies, mindsets and plays of players. Commentators and analysts are here to
entertain, but also to explain the different degrees of depths in matches to public, so helping
them in this task is of interest. In particular, here, we focused on the game Rocket League.

Basically, Rocket League is a game where players control a car on a footbal field. Those con-
trols are very precise, and various: turn left, right, jump, double jump, boost, rotate in the air,
etc. Interestingly, matches replays can be stored and de-compiled, so that each match’s infor-
mation can be extracted: players positions, velocity, accelerations, etc, at each game timestamp.
Furthermore, we can collect player inputs to enrich those data. The problem we proposed to
tackle is the automatic discovery and classification of players figures, called “skillshots”. Indeed,
similarly to traditional sport, players can perform particular and characteristic figures to take
advantage on their opponent, like the nutmeg in football, for example. One of the challenges
of this problem is that data contain a lot of noise: as controls of the car are very precise, two
instances of the same skillshot will always be different, even for the same player. In addition to
this noise in player sequences of inputs, contextual information in matches replay also vary: the
ball position and speed will change, as the one of the player etc. Moreover, it is important to
note that skillshots are created by the community, so they evolve through time, and they can
be very complex to understand and perform.

We proposed a method to deal with this problem, using supervised rule discovery for se-
quences. We implemented the full workflow of proposed methodology, from skillshots definition
to skillshot classification, generating, pre-processing and formatting data by our means, making
the resulting dataset open to the community. We showed that proposed workflow gave very
good results, and proposed ways of improvement to bring this kind of method to game analytics
state-of-the-art.

Note that there is a parallel between detecting those skillshots and detecting failures in a
cloud environment. Indeed, scoring a goal constitutes a generic event, which we then classify to
know what “type of goal” it is, just like a occurring failure constitutes a generic event, which
we could classify to know the type of failure we are dealing with.

1.4 Structure of the thesis

This Thesis is organized as follows. Chapter 2 provides the background of pattern mining
and formally defines the supervised rule discovery task. Chapter 3 introduces the multi-arms
bandit problem with one of its solutions, the Upper Confidence Bound (UCB) strategy, and its
evolution, the Monte Carlo Tree Search (MCTS). Those are the methods from game theory that
we are going to exploit in our algorithms to tackle our supervised rule discovery tasks. Chapter
4 presents our first contribution, tackling the problem of supervised rule discovery for sequences
of itemsets. We propose to adapt the UCB strategy and the MCTS to this problem, exploring
the search space of extents of rules in a bottom-up way, and present an empirical study on
several datasets to assess the validity of proposed methods. This contribution has been partially
published in the proceedings of the French conference Extraction et Gestion de Connaissances
EGC’19 [87], a more mature approach has been published in the proceedings of the 6th IEEE
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International Conference on Data Science and Advanced Analytics DSAA 2019 [89], and an
extended version is currently under review for the journal Knowledge and Information Systems
KAIS. Chapter 5 proposes a solution to address the problem of supervised rule discovery for high
dimensional numerical data and time series. We also used an MCTS approach on the search
space of pattern extent in a bottom-up way, but we take advantage of the notion of closed on
the positive patterns here. We proceed to several batches of experiments to assess the validity
of this method. A paper describing this contribution is currently under review for a major
data mining conference. Chapter 6 presents our use case on the video game Rocket League,
with the goal of classifying users behaviour in real time using their controller inputs as well as
contextual matches information contained in replay files. We present a complete workflow that
we implemented, from the data collection task to the prediction, using expert knowledge and
supervised rule discovery. This application has been published in the proceeding of the 2020
IEEE Conference on Games COG 2020 [88]. Finally, Chapter 7 concludes the Thesis and gives
several perspectives for further research.
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Chapter 2

Supervised Rule Discovery

This chapter aims at introducing supervised rule discovery as well as main definitions we are
going to use in this thesis. In Section 2.1, we introduce the pattern mining task with a pioneer
work of data mining, that influenced the field and inspired further problem formalizations and
resolutions. In Section 2.2 we present definitions and we formalize the generic problem of this
thesis. Then, in Section 2.3, we present general strategies used to solve instances of the problem
presented in the previous section. Finally, in Section 2.4 we instantiate this generic problem to
sequences of itemsets, and present existing works on it.

2.1 Introducing pattern mining task

In this section we introduce the pattern mining task, and illustrate it with the example of
frequent itemset mining, introduced by Agrawal et al. in [1]. Here, we refer to this pioneering
work of the domain in order to facilitate the understanding of the problems tackled in this thesis.

2.1.1 A simple formalisation

The general pattern mining task can be formalized as follows [86]:

Th(S,D, q) = {p ∈ S | q(p,D) is true}

where D is a database of objects, S is the search space of a pattern description language, and
q is a selection predicate. S is the set of all possible patterns that can cover database objects.
The selection predicate is a boolean function indicating if a pattern p satisfies a constraint (or
a combination of constraints).

Definition 1 (Covering relation) For each pattern mining task, there is a relation between
any pattern p from the pattern description language S, and objects o ∈ D. This covering relation
is of the form f : D × S → {false, true}. We will denote it covers(p, o) with p ∈ S and o ∈ D.

Definition 2 (Extent and support) The extent of a pattern is the set of database objects it
covers:

ext(p,D) = {o ∈ D | covers(p, o) is true}
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The support of a pattern is the cardinality of its extent:

supp(p,D) = |ext(p,D)|

The support is then the number of objects covered by p.

Often, the search space S is structured. The two following definitions are inspired by Belfodil
in [14]. Interested reader will find there much more details about search spaces formalization,
with an order theory point of view.

Definition 3 (Binary relation) For each pattern mining task, there is a binary relation R ⊆
S2 that is reflexive, transitive and anti-symmetric. We will denote it p R p′ with p, p′ ∈ S2,
meaning p is in relation with p′, in this order.

Definition 4 (Pattern ordering and search space) In this thesis, a search space of pat-
terns S, coupled to a binary relation R, is called a partially ordered set, i.e., not every pair of
S are comparable.

This binary relation will naturally order the search space for each pattern mining task. By
convention, we will represent the search space by putting the pattern > for which the relation
>R p holds for any other pattern p, i.e., the most general pattern, on the top (level 0).

Each level St ⊂ S is defined as follows:

St = {pt ∈ S |∃ pt−1 ∈ St−1 s.t. pt−1 R pt ∧ @p′ ∈ S s.t. pt−1 R p′, p′ R pt}

2.1.2 Apriori and extracting association rules

Frequent itemset mining can then be described as a pattern mining task. Let I be a set of items.
Each subset X ⊆ I is called an itemset. A database object o is an itemset. In this case,
each pattern p ∈ S is also an itemset. The covering relation is covers(p, o) = p ⊆ o. The
predicate selection q is true i.f.f supp(p,D) ≥ minSupp, with minSupp ∈ R+, defined by the
user. Note that the search space is composed of all possible subsets of I, it is then of size 2|I|.
Its binary relation is the inclusion relation ⊆. Note that in the case of itemsets the covering
and binary relations are the same.

To tackle this problem, Agrawal et Al. proposed the Apriori algorithm in [1]. The search
space can be represented as in Fig. 2.1. The more general pattern, i.e., the pattern covering
all database objects, is represented at the top of the figure. Each transition between a level
to its direct down neighbor is done by a direct pattern refinement. Informally, a refinement is
a minimal operation making the pattern more specific, covering less instances. In the case of
itemsets, it means creating a new pattern p′ from p by adding an item i ∈ I s.t i 6∈ p. We then
have p ⊂ p′.

The key idea of this algorithm is to exploit a property that prunes search space to reduce its
size: if an itemset p is frequent, all of its generalisation p′, where p′ ⊆ p, are frequent. Conversely,
if an itemset p is infrequent, all of its specialisation p′′, where p ⊆ p′′, are infrequent. Going
from the most general pattern >, in a Breadth First Search way, i.e., level by level, using this
property for pruning the search space, the Apriori explores the search space in a top-down way.
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Search Space

⊤

Minimum support

Figure 2.1: Illustration of Apriori.

VeilType GillSpacing Bruises Poisonous
partial crowded no no
partial close no yes
partial crowded no no

universal close no yes
partial close yes no

universal distant no yes

Table 2.1: Mushrooms toy dataset

Once frequent itemsets have been extracted, for each pattern p, each possible rule of the form
body → head is generated, where body and head are itemsets body ⊆ p and head ⊆ p\body. Each
rule quality is assessed with its precision (also called confidence, or accuracy, or p(head|body)
[76]), defined by:

P(body → head) = supp(body,Dhead)
supp(body,D)

with Dhead being the subset of objects of D containing the itemset head,
Table. 2.1 is a toy dataset inspired by the mushroom dataset from the UCI repository 3. It

represents observations made by experts over different observed mushrooms.
Here each line corresponds to a database object. Such a dataset can easily be transformed

to a boolean matrix, indicating for each database object what items appear in it, in order to be
exploited by Apriori. Transformed dataset is given in Table. 2.2. Note that here the first row
of the table corresponds in fact to I.

Association rules mined with Apriori, with a minimum support threshold of 10% and a
minimum confidence of 0.95 for rules, are:

GillSpacing : crowded→ V eilType : partial
3https://archive.ics.uci.edu/ml/datasets/Mushroom
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VeilType:
partial

VeilType:
universal

GillSpacing:
crowded

GillSpacing:
close

GillSpacing:
distant Bruises Poisonous

1 0 1 0 0 0 0
1 0 0 1 0 0 1
1 0 1 0 0 0 0
0 1 0 1 0 0 1
1 0 0 1 0 1 0
0 1 0 0 1 0 1

Table 2.2: Boolean Matrix transformation of 2.1

GillSpacing : distant→ V eilType : universal

GillSpacing : distant→ Poisonous

Bruises→ V eilType : Partial

V eilType : universal→ Poisonous

Bruises→ GillSpacing : close

Bruises, V eilType : partial→ GillSpacing : close

Bruises,GillSpacing : close→ V eilType : partial

GillSpacing : close, V eilType : universal→ Poisonous

Poisonous, V eilType : partial→ GillSpacing : close

GillSpacing : distant, Poisonous→ V eilType : universal

GillSpacing : distant, V eilType : universal→ Poisonous

Summarizing, the idea of Apriori is to extract interpretable rules in two steps. First,
frequent itemsets are mined, exhibiting groups of dataset objects being frequent enough, i.e.,
there is a minimum support threshold that needs to be satisfied for extracted patterns. Secondly,
association rules in the form body → head are extracted from those frequent itemsets: extracted
rules have then more chances to cover a sufficient proportion of data.

Resulting rules can be of interest, but this method presents however several drawbacks. It
is not anytime, i.e., the algorithm needs to finish to give results. Also, interesting rules can also
exist below the user-specified minSupp. It can generate a large amount of itemsets, in which
each association rule needs to be evaluated, which can be computationally expensive and give a
too large set of rules. Here with such a small dataset with a very high confidence constraint we
already have twelve rules. In other words, this approach consists in filtering the search space,
then exploring this filtered set exhaustively to find interesting rules, using the precision measure.
However such an approach does not scale with large I, even more if applied to more complex
pattern description languages having bigger search space. Finally, user may prefer to enumerate
rules having a variable of interest in its right part: in that case we would be more interested in
mushrooms characteristics that are discriminative of its poisonous property, in order to better
identify them.

In order to reduce the size of the search space of frequent itemsets, it has been shown that
exploring only a subset of patterns was sufficient: the closed patterns, introduced by Pasquier
et Al. in [101].
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Definition 5 (Closed pattern) A pattern p ∈ S is closed iff @p′ s.t. p R p′, ext(p) = ext(p′).

A closed pattern is then a most specific pattern possible for a given extent. This concept
has been historically used in many other pattern description languages. It is said to compress
the set of frequent patterns because it prunes patterns having the same extent as closed ones.
Example of algorithms exploiting closed patterns are CHARM [136], CBO [74] or Dryade [124].

2.2 Supervised rule discovery: problem definition

The general problem we want to tackle in this thesis is to find a set of interesting rules. Several
formalisms have been proposed to address this problem: subgroup discovery [130], emerging
patterns [38] or contrast sets [13]. It has been shown that those approaches are different faces
of the same problem in [97], under the term of supervised descriptive rules discovery. This is
the terminology we are going to use in this thesis, with one simple variation: we consider the
discovery of any rule, not only descriptive, as the predictive or descriptive value of a rule can be
controlled by the chosen quality measure. Moreover, it has been shown in the very exhaustive
and interesting work of Fürnkranz, Gamberger and Lavrac [49] that supervised descriptive rules
discovery and standard rule learning are the two faces of the same coin.

To better formalize the problem, we need to introduce some definitions.

Definition 6 (Rule) A rule is composed of a pattern p ∈ S, with S being the search space of all
possible patterns of the pattern description language, and a target class c. It is denoted p→ c.

Definition 7 (Quality measure) Let S be the set of all possible patterns in a dataset, and C
the set of all possible target classes of a dataset D. A quality measure

ϕ : S → R

maps every pattern p ∈ S to a real number to reflect its interestingness (inspired from [2]).

For instance, the quality measure Precision is a quality measure evaluating the proportion
of positive elements covered by the rule, i.e., its discriminating power. Rougly speaking, a
discriminating rule, and so, interesting, means that, in the dataset mined, if the pattern
appears in an object, then there are chances that the class of the object is the one of the rule.
As an example taken from [75], in Fig. 2.4, we have rules extracted from a dataset where
objects represent medical conditions of people, and their class represent their diseases. A rule
like RespiratoryIllness = Y es and Smoker = Y es and Age ≥ 50 → LungCancer is easily
interpretable: if the pattern appears, then the class of the object, i.e., the disease of the person
in this case, is probably known.

The precision measure then fosters discriminating rules, without considering the pattern
support, i.e., at which point it covers data. This can lead to the discovery of non-interesting
rules, as a rule covering only one positive element would have a maximal precision, but would
not be interesting for the end user, as it is too specific, i.e., true in a very specific setting. There
is a trade-off to find between rule discriminating power, and generality. One of the most popular
quality measure well balancing this trade-off is the Weighted Average Accuracy [76].

Definition 8 (Frequency) The frequency of a pattern p is freq(p,D) = supp(p,D)/|D|.
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Figure 2.2: Illustration of supervised rule discovery

Definition 9 (Weighted Relative Accuracy) The Weighted Relative Accuracy, or WRAcc,
is a quality measure commonly used for supervised rules discovery. It compares the proportion of
positive elements in the extent of the pattern to the proportion of positive elements in the whole
database. Let c ∈ C be a class value and p be a pattern,

WRAcc(p→ c) = freq(p,D)×
(
supp(p,Dc)
supp(p,D) −

|Dc|
|D|

)
.

WRAcc is a weighted difference between the precisions P(p→ c) and P(〈〉 → c). The weight is
defined as freq(p,D) to avoid the extraction of infrequent rules. WRAcc value ranges in [-0.25,
0.25] in the case of a perfect balanced data set, i.e., containing 50% of positive elements. A
visual explanation is given in Fig. 2.2.

In the case of labeled dataset, i.e., having a class for each object, closed on the positive pat-
terns were introduced in order to offer a condensed representation of patterns covering positive
objects [52, 16, 15]. In the same way as closed patterns pruned the search space for frequent pat-
terns, closed on the positive prunes the search space for discriminative patterns, i.e., interesting
patterns in the sense of characterising a target label.

Definition 10 (Positive object/element) An object of the database labeled with the target
class is called a positive element.

Definition 11 (Closed on the positive pattern) Let ext+(p) be the set of objects labeled
with the class + for a pattern p. p is said to be a closed on the positive iff 6 ∃p′ s.t. p R p′, ext+(p) =
ext+(p′).

Once rules have been extracted, it is interesting to give to the end user not only the best
extracted rule, but the set of best found rules. Indeed, whether the goal is a descriptive or a
predictive analysis, having only one rule would probably cover only a subset of the dataset. This
would lead either to a partial understanding of the underlying domain where data are generated
from in the case of a descriptive analysis, or an over simplified model, i.e., having a high bias, in
the case of predictive analysis. In order to deal with this problem, we can return a set of top-k
non θ-redundant rules. The notion of non-redundancy is used to give to the end user rules that
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cover different subsets of objects, i.e., they have a different meaning. This is important to not
decrease the trust of the user in the system, but also to keep the rule set interpretable. Note also
that contrary to frequent itemsets mining, where the number of mined patterns can be gigantic,
here we focus only on a subset of k rules, in order to not overwhelm the user.

Definition 12 (Non θ-redundant rules) A set of rules P ⊆ S, is non θ-redundant if given
θ ∈ [0; 1] and ∀p1, p2 ∈ S, where p1 6= p2, we have: sim(p1, p2) ≤ θ, where sim is a similarity
function. In the following we will use the Jaccard index as a similarity measure as in [79]:

sim(p1, p2,D) = |ext(p1,D) ∩ ext(p2,D)|
|ext(p1,D) ∪ ext(p2,D)| .

Now we can formalize the general problem we want to tackle in this thesis:

Problem 1 For a database D, an integer k, a real number θ, a similarity measure sim, a
quality measure ϕ and a target class c ∈ C, the non redundant rule discovery task consists
in computing the set Sp of the best non θ-redundant rules of size |Sp| = k, mined w.r.t the quality
measure ϕ.

This problem is a pattern mining task that can be formalized as proposed in [86]. The
predicate q can be defined as:

q(p,D) = 1(p ∈ { argmax
P⊂S,|P|=k

∑
p∈P

ϕ(p) | ∀p1, p2 ∈ P2, sim(p1, p2) ≤ θ})

This problem is illustrated in in Fig. 2.2. Here only two classes are displayed. For the multi-
class setting, we will use a one-versus-rest approach, i.e., we will consider object as positives if
they have the target class, and negative if not.

Now for each instance of our general problem, we will need to redefine four elements:

• The dataset object definition

• The pattern definition

• The covering relation between a pattern and database objects

• The binary relation between patterns of the search space

Rules extraction attracted attention since decades, and is of particular interest nowadays.
Indeed, with the apparition of deep learning methods [55], the need for interpretability has been
exacerbated. Rules extraction algorithms gives interpretable rules. Note that, somehow counter
intuitively, simple rules are not always really preferred by users, and on some domains, longer
and more complex rules are more convincing, as showed recently by Fürnkranz et al. [50].

Note that the particular case of black box explanation models like Lime [110], Shap [85]
or Anchors [111] are also based on rule discovery: to explain a prediction, the database object
used for this prediction is perturbed with small variations, each one being given to the black
box model. This results in a list of predictions, creating a new dataset that is mined to extract
interpretable rules giving insights on why the model gives those predictions.
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2.3 Search space exploration strategies

2.3.1 Enumeration-based methods

Many enumeration techniques enable to mine patterns from different pattern description lan-
guage like, for example, boolean, numerical, sequential or graph data [54]. The main idea of
such methods is to visit each candidate pattern only once while pruning large parts of the search
space. Indeed, we know how to exploit formal properties (e.g., monotonicity) of many user-
defined constraints. Their quality measure is thus computed either during or after the discovery
step.

Adopting the general strategy of Apriori, the algorithm Apriori-C [68] and Apriori-SD
[69] have been proposed. The main idea is to first launch APriori, and then to post process
resulting rules with different strategies.

Years after the Apriori [1] algorithm has been presented, the FP-Growth algorithm has been
proposed [58]. The idea is still to explore the search space in a top-down Breadth First Search
way with smart pruning of the search space, based on the fact that the more we go down on the
search space, the lesser the support. However the new idea here is to build a particular data
structure during the search space exploration, called the FP-Tree. By reordering transactions
according to frequencies of items, the FP-Tree can represent prefixes of the least frequent parts
of the transaction (conditional pattern database). By recursively constructing new FP-Trees on
conditional pattern databases, the algorithm makes a complete exploration of the search space,
that can be limited with a minimal support constraint. The advantages over Apriori is that
the database representation is smaller at each step, speeding up the process, and that it removes
costly candidate generation from Apriori.

This method has been adapted to supervised rule discovery through the Subgroup Discovery
framework with SD-Map[5] and SD-Map* [3]. They generalize the approach to numerical and
categorical attributes, i.e., all database objects are vectors of elements that can take either a
numerical or a categorical value, requiring a discretisation on the first one.

Zaki et al. [134] proposed a vertical representation of the database in order to increase the
efficiency of the computation.

Cremilleux and Boulicaut proposed to use δ-strong rules to characterise classes [34]. Simply
saying, a δ-strong rule is a rule which we tolerate to cover dataset objects labeled with an
incorrect class δ times, i.e., we tolerate body → class to not hold for δ cases. They proposed to
mine this subset, and showed that it reduced greatly the number of proposed rules.

Recently, the OSMIND algorithm has been proposed [90], adapted from [70] which were specific
to the case of frequent patterns in numerical data. The strategy here consists in completely
exploring the search space with in a depth-first-search (or Branch and Bound) way, with smart
pruning strategies based on optimistic estimates and branch reordering. This method is also of
interest because it does not relies on numeric discretisation, and explores a subset of the search
space, i.e., reducing its size, containing however all interesting patterns, the closed patterns [51].
The approach proposed by Belfodil et al. named FSSD [15] also tackles the problem of rule set
discovery, using a branch and bound algorithm, with the specificity of focusing on the quality
measure of the rule set instead of each individual rules. The general strategy used by those
methods are represented in Fig. 2.3.

The idea of using closed patterns to reduce the search space size has also attracted interest, for
example with the algorithm RMiner [119]. Note that this algorithm propose to tackle the problem
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Search Space

⊤

Pruning

Figure 2.3: Illustration of Depth First Search-like algorithms.

of mining patterns in multi-relational data. It is based on the proposition of an exhaustive divide
and conquer method proposed by Boley et al. [19].

2.3.2 Extracting rules from predictive global modeling

Several works have been done with the idea of optimizing the predictive power of a global model
in first intention. The goal is to first predict globally, i.e., for each possible possible dataset
object, then to extract interpretable rules.

One of the probably most popular approach using this idea is the decision tree [24]. One of the
drawbacks of decision trees is that created rules have the constraint of not being overlapping, i.e.,
to be non-redundant at all (θ = 0). This results in bigger rules set than necessary, being harder
to interpret. This has been shown and called the replicated subtree problem by Pagalo and
Haussler in [100]: identical subtrees can appear in the decision tree, due to this non-overlapping
constraint, leading to difficulties of interpreting resulting rules.

Another well-known rule based models are decision lists, whose decision tree rules are a
subset of [112], where if-else-then rules are extracted. One issue of this approach, as showed in
[75], is that rules from decision lists can be difficult to interpret. Indeed, their if-else-then nature
can create particularly complex rules when observing a small subset of data, because they are
depending on previous extracted rules. This is illustrated in Fig. 2.4. Each rule of a decision
list is depending on previous ones, making it more difficult to interpret.

In [64], authors proposed to fit a logistic regression in order to classify, with the particularity
of selecting rules in their pattern description language (n-grams) as features. Then, once this
logistic regression global model is trained, features having the biggest weights can be extracted
to directly give interpretable rules, i.e., they predict the target class.
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Figure 2.4: Example of interpretable decision set (left) vs example decision list (right) (from [75])

Figure 2.5: Decision Tree global decision (left) vs example of local rule (right) (from [18])

Note that in fact, rules extracted from those derived methods, i.e., the goal is first to fit a
global model to predict, then to extract interpretable rules, constitutes a subset of all possible
rules S. This type of method can lead to several issues. Rules can, for example, be difficult to
interpret, as they may trade precision for coverage. Another drawback of those approaches can
be illustrated with decision (or regression) trees. Their predictions form rules by conjunctions of
if-else statement taken by the path leading to a leaf. However, as showed in [18], this can prevent
to find interesting rules that have high accuracy on a data subset, which can be of high value to
better understand the underlying domain. For example, on Fig. 2.5, a decision tree of two level
deep has been fitted to a dataset having two numerical attributes, and one categorical label to
predict. As the decision tree needs to model globally, it can miss interesting local pattern that
would be interesting, whether it is to better understand the underlying domain, or to better
predict.

More recently, Interpretable Decision Sets have been presented [75]. The idea here is to find
interpretable and accurate rule sets. They present the problem as an optimization one, with
several target functions to optimize: model length, accuracy, rules overlapping, dataset covering.
In fact, this function is a quality measure to optimize, that assesses the quality of obtained rules
set, which are extracted thanks to a smart and theoritically guaranteed search space heuristic
exploration. The problem addressed can then be seen as an instance of the problem 1 formulated
in this thesis.
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Being able to predict with high confidence on different subsets of data, and saying "I don’t
know" on others can be powerful [41]. This idea is also supported by Fürnkranz [48]: rule sets
can be viewed as global models, but rules constituting it are locals. In particular, Knobbe et
al. proposed the framework LeGo [72] to formalize a general and flexible method using a set of
local rules as features to build predictive global models.

2.3.3 Heuristic Methods

An interesting trend to support supervised rules discovery is to avoid exhaustive search and to
provide high quality patterns available anytime during the search, ideally with some guarantees
on their quality. Examples of such guarantees are the distance to the best solution pattern [16]
or the guarantee that the best solution can be found given a sufficient budget [22]. Let us discuss
some of the heuristic approaches that have been proposed so far.

Beam search is a widely used heuristic algorithm. It traverses the search space level-wise
from the most general to the most specific pattern and it restricts each level to a subset of
non-redundant patterns of high quality [42]. The greedy and exploitation-only nature of beam
search is its major drawback. For example, a pattern whose parents are bad could be ignored
by this algorithm. However, it allows to quickly discover some interesting patterns. Removing
redundancy of patterns at each step of beam search has shown interesting results with DSSD
by Van Leeuwen et Al. [79]. A visual representation of beam-search is given in Fig. 2.7.
Note that beam-search is implemented in free software such as CORTANA 4, VIKAMINE [4]
or PYSUBGROUP [80], among other algorithms.

The CN2-SD algorithm [77] uses multiple beam search instances to select best rules w.r.t to
an adapted Weighted Relative Accuracy measure [76] to build a classifier. The idea is to bias
database objects with weights whose values depends if they have already been covered by other
rules. Each new created rule corresponds to a new beam search launched. The RIPPER [33],
FOIL [106] or CPAR [33] algorithms aim at creating classifiers using local rules. They used greedy
heuristics to discover rules, selecting sequentially the best attributes w.r.t a quality measure to
add to a rule body, with different stopping criterion.

Boley et al. proposed a two-step sampling approach giving the guarantee to sample patterns
proportionally to different measures, namely: frequency, squared frequency, area, or discrimina-
tivity [20]. However this method only works on these measures. To consider another measure,
Moens and Boley had to design a new method [92]. Dzyuba et al. [43] also proposed a sampling
algorithm combined to an exhaustive one, agnostic of the quality measure to sample interesting
pattern sets.

A visual representation of this kind of sampling methods is given in 2.6
Another set of techniques are those based on genetic algorithms [8], for example SSDP+ [84],

MESDIF [17], NMEEF [28] or SDIGA [35]. Genetic algorithms are meta-algorithms generaly used to
solve optimization problems. To do so, they mimic the evolution process by creating individuals,
i.e., rules in the case of rule discovery, whose quality is assessed thanks to a fitness function,
i.e., a quality measure. Once the number of individuals is set, creating a population, the quality
of each one is assessed. Best individuals are then selected, and combined together (crossover)
to generate new individuals. To prevent the method from staying in a bad local optima, the
notion of mutation is used, where some elements of individual are randomly changed, with a new

4http://datamining.liacs.nl/cortana.html

23



Chapter 2. Supervised Rule Discovery

Search Space

⊤

Object
generalisation

Figure 2.6: Illustration of sampling algorithms.

Search Space

⊤

Beam width

Figure 2.7: Illustration of beam-search algorithms.

Search Space

⊤

Built Tree

Figure 2.8: Illustration of MCTS4DM algorithm.

Search Space

⊤

New pattern created
from parentsPattern mutated

Figure 2.9: Illustration of genetic algorithms.

parameter controlling this probability. A visual representation of genetic algorithms is given in
Fig. 2.9.

Genetic algorithms, however, presents several drawbacks. First they do not give any sort of
guarantees on obtained patterns. Second the quality of resulting rules can vary a lot on two
different algorithm launch, depending on the area exploited, which is partially random due to
the mutation factor. Finally, the setting of parameters can be cumbersome: the user needs to
set the number of generations, the population size and the mutation factor.

Belfodil et al. proposed a method called RefineAndMine [16], that extracts interesting
patterns in numerical data, with the property of anytime, i.e., a results is available at any time,
results improve time, and search converges to an exhaustive one if given enough time. Moreover,
they provide interesting theoretical guarantees on mined patterns.

Bosc et al. used Monte Carlo Tree Search to support subgroup discovery, i.e., supervised
rules discovery, from labeled categorical and numerical data [22]. They proposed an approach
based on sampling, where each draw improves the knowledge about the search space. Such
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a drawn object guides the search to achieve an exploitation/exploration trade-off. A visual
representation of this algorithm (MCTS4DM) is given in Fig. 2.8.

2.4 Supervised Rule Discovery for sequences

Many works have been done on sequences, and are often influenced from methods presented in
the previous section. One of the biggest difference of sequential pattern mining with itemset
mining is that the search space can be order of magnitude bigger. Indeed, as shown in [104] and
[107], the formula for counting the number of possible sequences is:

wk =
k−1∑
i=0

wi

(
|I|
k − i

)

SearchSpaceSize =
kmax∑
k=1

wk

with kmax being the length maximal of a sequence, w0 = 1 and w1 = n and |I| being the set
of possible items. As an example, if we consider the well-known UCI dataset promoters [40],
with |I| = 4 and k = 57, the size of the search space is approximately 1041.

In the same manner as Apriori for frequent itemsets, sequential pattern mining historically
first dealt with the problem of finding frequent subsequences.

2.4.1 Sequential pattern mining

Sequences can be seen as generalisation of itemset: they are ordered list of itemsets. If itemsets
of sequences all contain only one item, they are called "sequences of items".

The problem of sequential pattern mining can be explained in a visual way. A sequence
of itemsets can be represented as showed in Fig. 2.10. Each vertical segment corresponds to
an itemset, and each square of colour represents an item within this itemset. For example this se-
quence of itemset could be written: 〈{greySquare}, {greySquare, brownSquare}, {greySquare},
{greySquare, blueSquare}...〉. A dataset of sequences of itemset is then composed of different
sequences like represented in Fig. 2.10 and Fig. 2.12. The goal of sequential pattern mining is
then to extract patterns, i.e., subsequences, appearing in dataset, whose quality is assessed with
quality measures, like frequency for frequent sequential pattern mining. A pattern p appearing
on the first sequence is represented in Fig. 2.11 and for the second sequence in Fig. 2.13. Vi-
sually, we can see that a pattern, i.e., a subsequence, covers a sequence, i.e., an object, if its
itemsets are included in itemsets of the sequence, in the same order and with a potential gap
between them.

More formally, let I be a set of items. Each subset X ⊆ I is an itemset.

Definition 13 (Sequence of itemsets) A sequence o = 〈X1...Xn〉 is an ordered list of n > 0
itemsets. The size of a sequence o is denoted n, and l = ∑n

i=1 |Xi| is its length. A database D
is a set of |D| sequences (see Table 2.3 for an example).

Definition 14 (Subsequence and covering function) A sequence p = 〈X1...Xnp〉 is a sub-
sequence of a sequence o = 〈X ′1...X ′no

〉, denoted p v o, i.e., o is covered by p, iff there exists
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Figure 2.10: Sequence of itemsets 1

Figure 2.11: A pattern p appearing in sequence 1

Figure 2.12: Sequence of itemsets 2

Figure 2.13: A pattern p appearing in sequence 2

1 ≤ j1 < ... < jnp ≤ no such that X1 ⊆ X ′j1 ...Xnp ⊆ X ′jnp
. In Table 2.3, 〈{a}{b, c}〉 is a

subsequence of o1 and o2. In other words, ext(〈{a}{b, c}〉) = {o1, o2}. In this pattern mining
task, patterns are subsequences, and S is the search space of all possible subsequences.

Note that v is also the binary relation for this pattern mining task, and is the same as the
covering relation.

The first problem of sequential pattern mining has first been to find frequent subsequences,
in a similar way as the pattern mining task for itemsets was first to find frequent ones. This
resulted in methods exploring the search space in a similar way to frequent itemsets mining
methods.

One of the first impactful work was the proposition of the GSP algorithm [120], which can
be seen as an adaptation of the Apriori algorithm, i.e., a Breadth First Search strategy with
pruning of the search space. With a Depth First Search strategy, the Spade algorithm [135]
was proposed, and has been adapted for sequence classification based on frequent patterns [137].

Table 2.3: An example database D.

id s ∈ D c

o1 〈{a}{a, b, c}{a, c}{d}{c, f}〉 +
o2 〈{a, d}{c}{b, c}{a, e}〉 +
o3 〈{e, f}{a, b}{d, f}{c}{b}〉 −
o4 〈{e}{g}{a, b, f}{c}{c}〉 −
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The idea of Spade was to represent the database in a vertical way (id-list), and to use the notion
of equivalence classes to reduce the search space size, leading to better performances compared
to GSP.

The PrefixSpan algorithm also uses a DFS approach, and is inspired by FP-Growth [58].
The idea is then to decompose sequences by prefixes, and iteratively and recursively finding
frequent ones and creating their projected database, reducing the cost of support computing.

The algorithm SPAM [7] pushes further the idea of Spade with a bitset representation of
database, to decrease support computing cost.

Extending PrefixSpan, algorithms CloSpan [132] and BIDE [128] have been proposed. They
reduce the size of the search space exploring only closed patterns.

Main issues of sequential pattern mining using only frequency as a quality measure to opti-
mize are the same as frequent itemsets mining: the number of candidate can be too large and
there is redundancy between them. Note also that a problem with frequent sequential pattern
used in the context of supervised sequential rules discovery is that a pattern which is frequent
for a class does not mean it is discriminative of this class. For example, consider sequences of
words, i.e., phrases, labeled by the book they are extracted from. The pattern "there is" can be
frequent in a particular book, so it would be detected by algorithms of this section. However
this pattern may not be interesting for the user, as it could also be frequent in other books: it
is not discriminative. Extracted rules can then be of poor values, depending on the user desire.

2.4.2 Extracting interesting rules from sequential data

Several works have been done to tackle the problem of supervised rules discovery for sequences.
Morchen et al. [47] proposed an adaptation of BIDE to the problem of finding classification

rules, i.e., subsequences, in order to build a classification system. However this method is
quality-measure dependent.

He et al. in [60] and [59] used a top-down approach on sequences of items, using contrast sets
[13] denomination. They propose a new way of removing redundant patterns, based on a property
of the growth rate measure, which let them prune search space by removing subsequences from
a pattern if this property is over a user-specified threshold. This method is then focused on
sequences of items, is measure dependant, and requires several user parameters.

Ji et Al. [66] also proposed an interesting approach based on search space pruning for
finding the best discriminative subsequences under a gap constraint. However, their work is
also specific to only one quality measure. It requires to tune several parameters, including a
minimum support, and it has been designed for processing sequences of items only, and not
sequences of itemsets.

Gsponer et al. adapted the strategy of [64] on sequences of items, where a linear model
is trained on a set of features extracted from sequences of the dataset [56]. Those features
correspond to the search space of all possible subsequences. By minimizing a loss function,
they can directly look at weights of their model to determine the most predictive subsequences.
However, this approach is only applied on sequences of items, with numeric classes, and it can
not choose a quality measure to optimize. For example, using this algorithm to find patterns
corresponding to more general predictive rule covering many instances of the dataset with a
lesser proportion of positive elements is not possible.

In a similar way as [20] for itemsets, Diop et al. proposed an approach which guarantees that
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the probability of sampling a sequential pattern is proportional to its frequency [37]. However
this method focuses on the frequency measure only.

Egho et al. have proposed the measure agnostic method misère [44]. Given a time budget,
their idea is to generate random sequential patterns covering at least one object while keeping
a pool of the best patterns obtained so far. It provides a result anytime, empirically improving
over time, but there is no use of previous sampling: this is an exploration-only strategy. No-
tice however that it lacks a convergence guarantee. Sqn2Vec [95] proposed a new approach to
represent sequences of items with embedding. An embedding represents symbols belonging to
the corresponding sequence, and sequential patterns. It automatically finds the most discrimi-
native ones thanks to a relatively simple neural network architecture, in order to then use this
embedding, i.e., feature vector, to classify, or cluster sequences.

There are other problems, with other pattern mining language that propose interesting
solutions. For example, Guyet et al. [57] proposed NegSpan, to discover negative sequential
patterns, adding a specificity to the pattern description language for sequences of itemsets: an
item can be expressly desired to not appear in sequences. The problem of finding maximal
sequential pattern, i.e., pattern that are not sub-pattern of any other patterns in the dataset
(then removing redundancy), has attract some interest, for example in [46].

To summarize, most of existing approaches present several drawbacks (or way of improve-
ment) to tackle the problem of finding interesting rules in sequential data. The first issue is that
some methods focus only on sequences of items. Second, methods searching for frequent rules
among sequences having a class of interest can lead to non-discriminating (and non-interesting)
patterns. The lack of theoretical guarantees can be problematic, as is the the number of pa-
rameters to set. Finally, many works are quality-measure dependent. As a lot of different ones
exist, chosen depending on the type of rules the user may want, we want to propose methods
agnostic of the quality measure.

2.5 Conclusion

The problematic of finding interesting rules in data, whether for descriptive or predictive analysis,
is a subject of interest since decades. One of the main strengths of those approaches it that they
give interpretable rules that can be used by domain experts: the goal is then not to replace them,
but to boost their expertise with sophisticated tools. In particular, state of the art on supervised
rule discovery for sequences has still open challenges: better dealing with the potentially huge
search space, reducing the number of parameters to set or being able to be agnostic from the
quality measure, for example.
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Bandit Models and Monte Carlo
Tree Search

The multi-armed bandit model is well known in the Game Theory literature [26]. Several
methods with guarantees have been proposed in order to solve problems that can be modelled
with multi-arms bandit. Roughly speaking, they help choosing the best possibility in a sequential
decision problem in order to maximize a reward function. This model is presented in Section. 3.1.
As an evolution of those methods, the Monte Carlo Tree Search (MCTS) has been proposed.
It consists in successive samplings of the search space, following an exploration-exploitation
trade-off. The MCTS framework is presented in Section. 3.2.

3.1 Multi-armed Bandit Model

3.1.1 Problem settings

Bandit problems are sequential decision problems. At each iteration, one needs to select the best
choice among k possible. This is modeled as a multi-armed bandit representing multiple slot
machines in casinos, each one having its own reward distribution. The aim is to maximize the
cumulative reward. The more an arm is played, the more information about its reward distri-
bution we get. However, to what extent is it needed to exploit a promising arm (exploitation),
instead of trying others that could be more interesting in the long term (exploration)? The
formulation is then as follows: having a number N of plays, what is the best strategy, i.e., how
to choose arms sequentially, to maximize the reward ? In fact, the problem is often presented as
its dual: instead of maximizing the reward, one can minimize her regret, which is defined, after
N plays as:

Rn = µ∗n−
K∑
j=1

µjE[Tj(n)] (3.1)

where µ∗ is the best possible expected value of an arm among k possible, µj is the expected
value of the jth arm, and E[Tj(n)] is the expected number of play of arm j in the first n plays.
Informally, this corresponds to the loss one can have if she does not play the best arm at each
iteration.
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3.1.2 Exploitation-exploration tradeoff

Auer et al. proposed a strategy called UCB1 [6], for Upper Confidence Bound. It has the
mathematical guarantee of having an expected logarithmic growth of regret uniformly over n.
The idea is to give each arm a score, and to choose the one that maximizes it:

UCB1(j) = x̄j +
√

2ln(n)
nj

, (3.2)

where x̄j is the empirical mean of the jth arm, nj is the number of plays of the jth arm and
n is the total number of plays. The first term encourages the exploitation of arms with good
reward, while the second encourages the exploration of less played arms by giving less credit to
the ones that have been frequently played.

An example of the UCB1 strategy is given in Fig. 3.1. Each slot machine is represented with
its (yet unknown) reward probability distribution on top. Yellow points represent a play of a
slot machine, and the yellow vertical line represents the mean reward of the corresponding slot
machine (or arm). The n = 3 on top left corner means that 3 plays have been performed, and
nj = 1 next to each slot denotes the number of time the arm has been played. For N = 3 we
compute the UCB1 for each slot machine, and select the best one, which is the first here. We
then play this arm, giving a new reward and updating its mean reward. This then decreases the
value of the UCB1 of the machine 1 for two reasons: the mean reward decreased, and we played
this machine more than the other. This results in selecting the third machine to play, giving a
new reward, updating its mean reward and then its UCB1 value, etc.

The more we play arms, the more precise is the estimated value of the true expected value
of each arm. Considering the second part of the UCB1 formula, we also foster on slot machine
having less play, in case the randomness gave us a false mean estimation.

3.2 Monte Carlo Tree Search

3.2.1 Game Theory

Monte Carlo Tree Search has first been proposed as a strategy to explore search spaces, composed
of different states, to choose the best action to perform for a decision problem. In game theory,
this decision problem consists in finding the next action to perform, in order to win the game in
the long run. A game can be described with a set of possible states, i.e., game configurations, a
set of terminal configurations (where game finishes), a number of players, a set of actions that
can be applied to states to make them progress, a state transition function, a reward function,
assessing the quality of the configuration for a given player, and a function indicating the next
player that needs to play for a given state.

MCTS can be seen as a bandit model approach, with memory. Roughly, the idea is to simu-
late, from an initial state, numerous final states, exploring the search space with an exploration
exploitation trade-off. Those successive simulations give information about the search space,
and they weight each created nodes with a value expressing to which point it leads to a "good"
state, the notion of good depending on the problem and the reward function.
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Figure 3.1: Illustration of the UCB strategy.
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3.2.2 Method

The Monte Carlo Tree Search general approach is described in Fig . 3.2, and the pseudo code
of one of its most popular instance, the Upper Confidence bound for Trees (UCT), is given in
Algorithm 1. In Fig. 3.2, the top node corresponds to the initial state s0, and each node
corresponds to another state. Edges correspond to transitions between states. Each node, i.e.,
state, has a reward in [0, 1], assessing its relevance for the given problem. A Monte Carlo Tree
Search is composed of four steps being repeated iteratively.

The SELECT step First, the SELECT step (line 12-20 in Algorithm. 1) consists in exploring
the already built tree and selecting the best node, i.e., state, that is not already fully expanded.
A node is said to be fully expanded if all possible states accessible by performing one transition,
i.e., its children node, have been expanded. The exploration exploitation dilemma is important
here: do we try to exploit search space areas where we know there are interesting states, as we
have sample them in previous ROLLOUT iterations, or do we try to explore the search space
in area we do not have enough information yet ? Kocsis and Szepesvari first proposed in [73] to
use the UCB1 from [6] to tackle this issue. The adapted formula of UCB1 for Monte Carlo Tree
Search is:

UCT (s, s′) = Q(s′) + 2Cp

√
2ln(N(s))
N(s′) , (3.3)

where s′ is a child of s, N(s) being the number of time the node s has been selected, Q(s′)
is the reward of the node s′, and Cp is a strictly positive constant. The value of Cp can be
tuned to foster more the exploration or the exploitation. Starting from the initial node, the
UCT is computed for each child, choosing the one having the best, recursively, until a non-fully
expanded node is reached.

The EXPAND step Once a node has been selected, it is expanded. This means that a
random child of the selected node is created, i.e., a random possible transition from the state
corresponding to selected node is chosen, and added to the built tree.

The ROLLOUT step The ROLLOUT step corresponds to a simulation that will give infor-
mation to the following question: does the state of the expanded node leads to other interesting
states ? This information is crucial to guide the search in next iterations of the MCTS. This
step needs to be as computationally inexpensive as possible in order to maximise the number
of MCTS iterations. Indeed, more iterations given to the tree means more information about
the search space, so more probabilities of isolating its interesting areas. This is similar to the
bandit problem, where the number of pulled arms needs to be order of magnitude greater than
the number of arms to give a relevant mean estimation of underlying distributions. In order to
perform a ROLLOUT, random transitions are successively performed from the expanded node,
until reaching a terminal node. Note that the notion of terminal node depends on the underlying
search space the MCTS is launched on. For example, on a search space of game configuration
between two players, a terminal node corresponds to a configuration where one player wins. The
reward of this terminal node is then computed.
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Figure 3.2: Steps of Monte Carlo Tree Search, inspired by [25]

The UPDATE step Once the reward has been computed, the information it gives is back-
propagated through all nodes that have been visited during the current iteration, i.e., expanded
node, selected node and all its chosen parents. Each of this node sees its quality Q(s) updated
with the new reward (its mean is re-computed). This way, if the reward is good, those nodes
mean reward quality will increase leading to better chances of selecting them in next iterations.

This four steps are then performed successively, until no time budget is left or all search
space has been explored. Then, the children having the best mean reward Q(s) is selected: it is
the one that tends to lead to best states for the initial problem.

Monte Carlo Tree search presents several characteristics making it interesting to use in our
search space exploration setting. First, it is aheuristic, meaning that it can be applied directly
on a search space that can be ordered as a tree to explore without requiring domain knowledge.
However, domain-specific knowledge can be incorporated, for example as it has been done with
the game of Go [39]. Second, it is anytime, meaning that the algorithm can be stopped at
any moment, giving results, and that those results improve over time. Tree growing is also
asymmetric, i.e., the tree tends to grow more to promising regions due to the UCT formula.
This is a reason why the algorithm gives better results quicker than a Breadth First Search,
for example: it can grow toward interesting area without having to enumerate all previous
nodes. Finally, MCTS has an exhaustive search guarantee if given enough time. Contrary
to purely random sampling strategies, MCTS will stop if all search space has been explored,
before consuming all time budget. In this case, the algorithm becomes deterministic.

We present an illustration of some Monte Carlo Tree Search iterations on a case of a two-
player game Tic-Tac-Toe on Fig. 3.3. It is the turn of the green player, and she faces the
problem of choosing the next action to play. To do so, an MCTS is launched from the initial
game configuration in (a). On (b), (c), (d) and (e), full cycles of MCTS are performed. As
there are four possibilities of play from the initial state, there are four children nodes. In those
four MCTS iterations, the selected node is directly the initial one, as it is not fully-expanded.
Once the initial node is selected, is it expanded, creating a new configuration where green player
places a circle on the board. In order to estimate the quality Q of this game configuration, the
ROLLOUT step is launched: random successive plays are performed, until reaching a terminal
state where one player has won. This terminal state gives information about whether or not the
expanded node is an interesting configuration for the current player or not. The information is
then back-propagated in the UPDATE step. For example, in (f), the third child of the initial
node has been selected a second time (N = 2). The ROLLOUT led to a configuration where
green player wins each time, the quality of the node is then Q = 1. Once the game search
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Algorithm 1 UCT
1: function MCTS(budget)
2: create root node s0 for current state
3: while computational budget do
4: ssel ← Select(s0)
5: sexp ← Expand(ssel)
6: ∆← Rollout(sexp)
7: Update(sexp,∆)
8: end while
9: return the child s of s0 with the highest Q(S)

10: end function
11:
12: function Select(s)
13: while s is non-terminal do
14: if s is not fully-expanded then
15: return s
16: else
17: s← BestChild(s)
18: end if
19: end while
20: end function
21:
22: function Expand(s)
23: randomly choose sexp from non expanded children of ssel
24: add new child sexp to ssel
25: return sexp
26: end function
27:
28: function Rollout(s)
29: ∆← 0
30: while s is non-terminal do
31: choose randomly a child s′ of s
32: s← s′

33: end while
34: return the reward of the terminal state s.
35: end function
36:
37: function Update(s,∆)
38: while s 6= s0 do
39: Q(s)← N(s)∗Q(s)+∆

N(s)+1
40: N(s)← N(s) + 1
41: s← parent of s
42: end while
43: end function
44:
45: function BestChild(s)
46: return argmax

s′ in children of s
UCT (s, s′)

47: end function
48:34
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space has been fully explored, or time budget limit is reached, the algorithms stops. Qualities of
children of the initial node are then compared, and the action corresponding to the one having
the biggest is selected: it is the configuration that statistically leads to better configurations for
green player.

3.2.3 Applications

MCTS have been widely used in game theory [25], and particularly with the game of go [78].
One of the reason of the success of MCTS methods applied to the game of go is that it has a
high branching factor, i.e., a big search space to explore, compared to chess where the use of the
Minimax algorithm couple to good heuristics outperforms human expert decades ago [27]. More
recently, MCTS methods received a lot of attention, in particular with the winning of AlphaGo
against top world players [117].

Concerning data mining and machine learning approaches, MCTS have been applied to the
feature selection problem with the algorithm FUSE [53]. The first application of MCTS to
pattern mining and rules discovery has been proposed by Bosc et al. in [22]. They showed that
this paradigm gave good results, particularly considering the diversity of obtained patterns.

Nunes et al. proposed to adapt the framework of MCTS to Decision Trees Learning [99].
They enumerate the search space of possible Decision Tree, and launch an adapted UCT to this
problem, showing that resulting Decision Trees have overall better predictive power.

Note that in those cases, MCTS have some particularities compared to MCTS used in game
theory. First, every node of the search space has a quality that can be assessed, in contrast to
the original definition of UCT, where non-terminal nodes take the mean quality of simulations
run from them. Second, there is only one player, so the problem can be modeled as a single
player game. Finally, the goal is not to weight children nodes of the initial state to select the
best among them in a next action, but to explore the search space and to find the best possible
patterns.

In this thesis we will use the MCTS framework to control the search for supervised rules
discovery. As shown by Bosc et al. in [22], using MCTS to explore the search space efficiently
requires tuning of its different steps. Moreover, they showed that this approach works greatly
on classical transactional data, but when dealing with bigger search spaces, like sequences of
itemsets, time series or high dimension numerical data, this method is not as efficient. To
deal with this issue, we propose different algorithms using bandit models or MCTS approaches,
but in contrast to MCTS4DM, we propose to explore the search space of extents in a bottom-up
way, restricting the search space by exploring elements having a non-null support to reduce its
size without pruning interesting patterns. We will also define new policies for EXPAND and
ROLLOUT steps of MCTS to deal with data types we are interested in. In particular, we pay
attention to have ROLLOUT steps as quick as possible, as this is the key of the performance of
MCTS to perform well by taking advantage of the UCT formula.

3.3 Conclusion

Methods to solve the multi-armed bandit problem like UCB1, and Monte Carlo Tree Search
strategies like UCT come from decision and game theory, i.e., they were originally proposed to
answer decision problems. However, they have some properties that make them interesting to
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Figure 3.3: 5 iterations of MCTS to the Tic-Tac-Toe game (from [21])
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adapt to other problems, as it has already been showed. In particular, using them to explore
rules search spaces using an exploration-exploitation trade-off can be particularly relevant: rules
qualities assessed by the chosen quality measure becomes the reward function, and the goal now
it not to select the next best decision, but to extract interesting patterns from the search space.
In the next chapter, we will take interest in adapting those methods to the problem of supervised
rules discovery for sequences of itemsets.
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Chapter 4

Mining interesting rules from
sequences of itemsets

Considering an exploitation/exploration trade-off for pattern mining has already been proposed
with itemsets and numerical by means of Monte Carlo Tree Search [22]. When dealing with a
huge search space, using sampling guided by such a trade-off can give good results. However,
contrary to [22], we consider here the search space of extents, and not the one of possible
patterns, on sequence of itemsets. Exploring the search space of extents guarantees to find
patterns with non null support while exploring the search space of possible patterns leads to the
discovery of many having a null support. This is a crucial issue when dealing with sequences of
itemsets. This chapter is organized as follows: we formally define the problem in Section 4.1.
We then describe our solution algorithms SeqScout in Section 4.2 and MCTSExtent in Section
4.3. Section 4.4 presents an empirical study on several datasets to assess qualities of proposed
methods.

4.1 Background

Let us now formalize our pattern mining task. It is an instance of Problem. 1, adapted to se-
quences of itemsets, which are database objects. A pattern is a subsequence, i.e., a sequence.
The covering relation between patterns and database objects and the binary relation be-
tween patterns, ordering the search space, has been given in Definition. 14.

Other definitions need to be introduced here to understand proposed methods. We summa-
rize the notations in Table 4.1.

Definition 15 (Set-extension) A sequence ob is a set-extension by x ∈ I of a sequence oa =
〈X1X2...Xn〉 if ∃i, 1 ≤ i ≤ n + 1 such that ob = 〈X1...{x}i...Xn+1〉. In other words, we have
inserted an itemset Xi = {x} at the ith position of oa.

Definition 16 (Item-extension) A sequence ob is an item-extension by x ∈ I of a sequence
oa = 〈X1X2...Xn〉 if ∃i, 1 ≤ i ≤ n such that ob = 〈X1...Xi ∪ {x}, ..., Xn+1〉.

For example, 〈{a}{c}{b}〉 is a set-extension of 〈{a}{b}〉 and 〈{a, b}{b}〉 is an item-extension
of 〈{a}{b}〉.

39



Chapter 4. Mining interesting rules from sequences of itemsets

Table 4.1: Notations

Notation Description
I set of possible items

m = |I| number of possible items
x ∈ I item
X ⊆ I itemset
D database
C set of classes
S set of all subsequences, i.e., search space

o = 〈X1...Xn〉 sequence of itemsets
Xj
i the ith itemset in oj
n size of a sequence o = 〈X1...Xn〉

l = ∑n
i=1 |Xi| length of a sequence

c ∈ C class
p v o p is a subsequence of o
ext(p) extent of p
supp(p) support of p
freq(p) frequency of p

ϕ quality measure
Neighborhood(s) neighborhood of s

Definition 17 (Reduction) A sequence ob is a reduction of oa if oa is an set-extension or
item-extension of ob.

Definition 18 (Local optimum) Let Neighborhood(p) be the neighborhood of p, i.e., the set
of all item-extensions, set-extensions and reductions of p. r? is a local optimum of S w.r.t. the
quality measure ϕ iff ∀r ∈ Neighborhood(r?), ϕ(r?) ≥ ϕ(r).

In the context of sequential pattern mining, the search space is a priori infinite. However, we
can define the border of the search space (the bottom border in Fig. 4.1) by excluding patterns
having a null support. As the most specific patterns having a non-null support are database
sequences, each element of this border is a sequence within the database. Therefore, the search
space shape depends on the data.

4.2 SeqScout: SEQuential patterns Scouting

4.2.1 Adapting the multi armed bandit model to subsequence mining

The SeqScout algorithm is a sampling approach that exploits generalizations of database se-
quences, and searches for local optima w.r.t. the chosen quality measure. Fig. 4.1 provides an
illustration of the method.

The main idea of the SeqScout approach is to consider each sequence of the labeled data as
an arm of a multi-armed bandit when selecting the sequences for further generalization, using
the Upper Confidence Bound (UCB) principle (see Algorithm 2). We recall that the idea of the
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Figure 4.1: Illustration of SeqScout.

UCB is to give a score to each sequence, that quantifies an exploration-exploration trade-off,
and to choose the sequence with the best one.

First (Lines 2-4), priority queues, π and scores, are created. π stores encountered patterns
with their quality, and scores keeps in memory the list of UCB scores of each sequence of the
dataset, computed by using equation 3.2 (see subsection 4.2.2). data+ contains the list of all
sequences of the dataset labeled with the target class. Indeed, taking sequences having the
target class will lead to generalizations having at least one positive element. Then, the main
procedure is launched as long as computational budget is available. The best sequence w.r.t.
UCB is chosen (Line 9). This sequence is ‘played’ (Line 10), meaning that it is generalized
(see Section 4.2.3) and its quality is computed (see subsection 4.2.7). The created pattern is
added to π (Line 11). Finally, the UCB score is updated (Line 12). As post processing steps,
the top-k best non-redundant patterns are extracted from scores using the filtering step (see
subsection 4.2.4). Finally, these patterns are processed thanks to a local optimization procedure
(see subsection 4.2.5).

Moreover, SeqScout needs other modules that concern the selection of the quality measure
(see Section 4.2.6) and the quality score computation (see Section 4.2.7).

4.2.2 SELECT Policy: Sequence Selection

We propose to model each sequence of the dataset as an arm of amulti-armed bandit slot machine.
The action of playing an arm corresponds to generalizing this sequence to obtain a pattern, and
the reward then corresponds to the quality of this pattern. Following an exploitation/exploration
trade-off, sequences leading to bad quality patterns will be avoided, leading to the discovery of
better pattern.

We then use the UCB1 (eq. 3.2) formula to score each sequence of the dataset, and we select
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Algorithm 2 SeqScout
1: function SeqScout(budget)
2: π ← PriorityQueue()
3: scores← PriorityQueue()
4: data+ ← FilterData()
5: for all sequence in data+ do
6: scoresucb.add(sequence,∞)
7: end for
8: while budget do
9: seq, qual,Ni ← scores.bestUCB()

10: seqp, qualp ← PlayArm(seq)
11: π.add(seqp, qualp)
12: scores.update(seq, Ni∗qual+qualp

Ni+1 , Ni + 1)
13: end while
14: π.add(OPTIMIZE(π))
15: return π.topKNonRedundant()
16: end function
17:
18: function OPTIMIZE(π)
19: topK ← π.topKNonRedundant()
20: for all pattern in topK do
21: while pattern is not a local optima do
22: pattern, qual← BestNeighbor(pattern)
23: end while
24: end for
25: return pattern, qual
26: end function
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the one maximizing it.

4.2.3 ROLLOUT Policy: Subsequence Generalization

After the best sequence w.r.t. UCB1 is chosen, it is generalized, meaning that a new more
general pattern is built. It enables to build a pattern with at least one positive element. Indeed,
most of the patterns in the search space have a null support [107]. SeqScout generalizes a
sequence s in the following way. It iterates through each item within each itemset Xi ∈ s, and
it removes it randomly according to the following rule:{

remain, if z < 0.5
remove, if z ≥ 0.5 , where z ∼ U(0, 1).

The quality of the pattern is then computed, to update the UCB1 value of the sequence from
which the pattern has been generated.

4.2.4 Filtering step

To limit the redundancy of found patterns, a filtering process is needed. We adopt a well-
described set covering principle from the literature (see, e.g., [22, 79]) that can be summarized
as follows. First, we take the best element, and then we remove those that are similar within
our priority queue π. Then, we take the second best, and continue this procedure until the k
best non-redundant elements are extracted.

4.2.5 Local optimum search

Finally, a local optimum search is launched w.r.t. Definition 18. Various strategies can be
used. The first possible strategy is the Steepest Ascend Hill Climbing [113]. It computes
the neighborhood of the generalized pattern, i.e., all its item-extensions, set-extensions and
reductions. Then, it selects the pattern among those of the neighborhood maximizing the quality
measure. This is repeated until there is no more patterns in the neighborhood having a better
quality measure. Another possible strategy is the Stochastic Hill Climbing [113]: a neighbor is
selected at random if its difference with the current one is “large enough”. Notice however that
it introduces a new parameter. Depending on the dataset, the branching factor can be very
important. Indeed, for m items and n itemsets in the sequence, there are m(2n + 1) patterns
in its neighborhood (see Theorem 1). To tackle this issue, we use First-Choice Hill Climbing
[113]. We compute the neighborhood until a better pattern is created, then we directly select it
without enumerating all neighbors.

Theorem 1 For a sequence s, let n be its size, l its length, and m the number of possible items,
the number of neighbors of s, denoted |Neighborhood(s)|, is m(2n+ 1).

Proof 1 The number of item-extensions is given by:

|Iext| =
n∑
i=1
|I| − |Xi| = nm−

n∑
i=1
|Xi| = nm− l.

We have now to sum the number of reductions, set-extensions and item-extensions:

|Neighborhood(s)| = l +m(n+ 1) + |Iext| = m(2n+ 1).
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4.2.6 Quality Measure Selection

The choice of the quality measure ϕ is application dependent. Our approach can deal with any
known measures that support class characterization, such as the F1 score, informedness or the
Weighted Relative Accuracy [76].

We consider objective quality measures that are solely based on pattern support in databases
(whole dataset, or restricted to a class). It enables a number of optimizations. Using random
draws makes it particularly difficult as each draw is independent: we cannot benefit from same
data structures as classical exhaustive pattern mining algorithms do (see, e.g., [7]).

4.2.7 Efficient Computation of Quality Scores

To improve the time efficiency of support computing, bitset representations have been proposed.
For instance, SPAM uses a bitset representation of a pattern when computing an item- or set-
extension at the end of a sequence [7]. In our case, we consider that an element can be inserted
anywhere. Therefore, we use a bitset representation that is independent from the insertion
position. Its main idea lies in keeping all bitset representations of encountered itemsets in a
hash table (memoization), and then combining them to create the representation of the desired
sequence.

The main idea of our strategy is given in Fig. 4.2. Assume we are looking for the bitset
representation of 〈{ab}, {c}〉. Let 〈{c}〉 be an already encountered pattern (i.e., its representation
is known) while 〈{ab}〉 was not. This can not be handled by the SPAM technique as a new
element has to be added before a known sequence. The algorithm will first try to find the
bitset representation of 〈{ab}〉. As it does not exist yet, it will be generated and added to the
memoization structure. Then, position options for the next itemset are computed (Line 2 in
Fig. 4.2). The latter is then combined with a bitset representation of 〈{c}〉 using bitwise AND
(Line 4). The support of the generated sequence can then be computed.

Figure 4.2: Bitset representation and support computing.
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4.3 MCTSExtent

4.3.1 Applying MCTS in a bottom-up way

We now propose an extension of SeqScout that we call MCTSExtent. It is a logical evolution
of SeqScout when looking towards a better trade-off between exploration and exploitation of a
sampling strategy over the search space. It is based on the Monte Carlo Tree Search. Like for
SeqScout, our idea here is to explore the search space in a bottom-up way, contrary to classical
search space exploration in pattern discovery. Indeed, instead of beginning the exploration by
selecting general patterns, we start by isolating very specific patterns covering only few objects
having the target label, and we construct better ones by adding other interesting objects of the
database. In other terms, we directly explore groups of objets, i.e., extents having at least one
positive element.

4.3.2 Algorithm Description

The pseudo-code of MCTSExtent is given in Algorithm 3. The main loop of the algorithm runs
as long as a computational budget is available (Lines 4-11) making the algorithm anytime. Each
node of the MCTS tree contains a list of positive instances, its extent, and a pattern covering
them and only them.

The first step is to SELECT a node (Lines 15-23), i.e., choosing the best node in the
tree following the exploration-exploitation trade-off w.r.t UCB value. This step helps to guide
the search towards promising areas of the search space, having good quality patterns, without
ignoring that other non-explored parts can also be interesting. Thus, at each iteration, the
algorithm checks if the current node is fully-expanded, according to Definition 19. If not, it is
selected, and if yes, the SELECT procedure continues.

Definition 19 (Fully-expanded Node) A fully-expanded node is a node which has already
been expanded in all possible ways. Here it means there are no positive sequence to add to its
extent to compute an unseen Longest Common Subsequence (LCS see Subsection 4.3.4).

Then, a new node is created with the EXPAND step (Lines 25-29):

• a new positive different object is added to the ones that are in the selected node

• the Longest Common Subsequence (see Subsection 4.3.4) between this object and the
pattern of the selected node is computed

• the extent of this LCS is then computed

We need to perform this last step because the LCS can cover more objects of the database
than the union of the previous extent and the new positive object. It enables to get one of the
most specialized pattern covering at least selected node objects and the new positive object,
and its computational cost is negligible compared to support counting. Moreover, it creates a
pattern having positive elements: it can lead to the creation of a good quality pattern if it covers
less negative elements.

The next step is the ROLLOUT (Lines 31-38), where the node is generalized the same way as
explained in Subsection 4.2.3. Finally, the score of the ROLLOUT is used to update the quality
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Figure 4.3: MCTSExtent Principle.

of the path followed to reach it: the expanded node, the selected node, and all its parents until
the root. This step can be seen as a back-propagation of the result: the search space has been
sampled, and we update the quality of nodes of the tree to indicate if this area is interesting or
not for the next iterations.

Finally, once time budget is reached, the algorithm returns the top-k non-redundant elements,
i.e., performing the same redundancy filtering step as SeqScout.

4.3.3 Example

An example of MCTSExtent steps is given in Figure 4.4. First, the SELECT function starts from
the root node and it selects the best node to expand thanks to UCB. Node containing Object 3
is not fully expanded, so it is selected. Then the EXPAND function first takes a random positive
element, which is 2 in this case, and adds it to the node. Then the LCS between the pattern of
the selected node and Object 2 is computed: the extent of the node is now {1,2,3}. From this
node, we can now make a ROLLOUT and the pattern is generalized. Finally, nodes from the
path are updated with the reward of the ROLLOUT to provide feedback about the quality of
this area of the search space.

4.3.4 Computing a Longest Common Subsequence

MCTSExtent needs the classical concept of Longest Common Subsequence (LCS). Hirschberg et
al. have described a dynamic programming algorithm that solves this problem in polynomial
time for sequences of items [63]. However, it does not work on sequences of itemsets. Vlachos
et al. [127] introduced an algorithm for sequences of multidimensional real-values items, having
parameters to enforce constraints on the difference between real values. This is a different

46



4.3. MCTSExtent

Algorithm 3 MCTSExtent
1: function MctsExtent(budget)
2: π ← PriorityQueue()
3: create s0 empty root having all instances as children
4: while computational budget do
5: ssel ← Select(s0)
6: sexp, qualexp ← Expand(ssel)
7: sroll,∆← Rollout(sexp)
8: Update(sexp,∆)
9: π.add(sexp, qualexp)

10: π.add(sroll,∆)
11: end while
12: return π.topKNonRedundant()
13: end function
14:
15: function Select(s)
16: while s is not root do
17: if s is not fully-expanded then
18: return s
19: else
20: s← BestChild(s)
21: end if
22: end while
23: end function
24:
25: function Expand(s)
26: s+ ← randomly choose a positive instance
27: sexp ← ext(LCS(s, s+))
28: return sexp, rewardsexp

29: end function
30:
31: function Rollout(s)
32: for item in each itemset in s do
33: if random > 0.5 then
34: s.remove(item)
35: end if
36: end for
37: return s, rewards
38: end function
39:
40: function Update(s,∆)
41: while s 6= s0 do
42: Q(s)← N(s)∗Q(s)+∆

N(s)+1
43: N(s)← N(s) + 1
44: end while
45: end function
46:
47: function BestChild(s)
48: return arg maxs′ in children of s UCB(s, s′)
49: end function
50:
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Figure 4.4: Illustration of MCTSExtent.
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problem. Egho et al. have proposed an algorithm to compute the number of distinct common
subsequences between two sequences of itemsets [45]. Such an algorithm does not generate the
needed longest common subsequence.

Theorem 2 Let two sequences of itemsets S1 and S2 of size n and m. We denote S1
≤i the prefix

of S1, i.e., S1
≤i = 〈X1...Xi〉. Let LCS(S1, S2) be the set of the longest common subsequences of

S1 and S2, or more formally:

LCS(S1, S2) = arg max
s∈CS(S1,S2)

length(s)

with length(s) the length of s, and CS(S1, S2) the set of all common subsequences between S1

and S2.
We then have:

LCS(S1
≤i, S

2
≤j) = arg max

s∈χ
length(s)

with

χ =
⋃


LCS(S1
≤i−1, S

2
≤j−1) ∪ (X1

i ∩X2
j ) (CaseA)

LCS(S1
≤i−1, S

2
≤j) (CaseB)

LCS(S1
≤i, S

2
≤j−1) (CaseC)


Note that it generalizes the theorem of LCS for sequences of items from [63], where X1

i ∩X2
j

is an itemset of size 1. If last items are equals, LCS(S1
≤i−1, S

2
≤j) and LCS(S1

≤i, S
2
≤j−1) are less

or equally long than LCS(S1
≤i−1, S

2
≤j−1)) + 1, so it is not necessary to look at it to compute the

LCS.
To prove this theorem, we will need the following lemma.

Lemma 1 ∀s1, s2 ∈ S2, s1 v S1, s2 v S2:

LCS(s1, s2) ∈ CS(S1, S2)

This comes from the fact that LCS(s1, s2) v s1 and LCS(s1, s2) v s2, so by transitivity,
LCS(s1, s2) v S1 and LCS(s1, s2) v S2.

Proof 2 Reductio ad absurdum: Let us assume we have an LCS which is not in a case of this
theorem. We are not in Case B, a LCS(S1

≤i−1, S
2
≤j). The LCS can then finish with an item of

X1
i . Let us assume this is the case for this demonstration. Symmetrically, it can finish with an

item of X2
j for Case C.

The considered LCS then finishes with an itemset composed of elements from X1
i ∪X2

j (it must be
common, by definition). As it must be the longest, the last itemset of this LCS is X = X1

i ∩X2
j .

We then have a LCS of the form Y +X, with Y /∈ LCS(S1
≤i−1, S

2
≤j−1), because we cannot be in

the Case A. There is then only two possibilities for Y : whether Y is not common to S1 and S2,
or Y is smaller than LCS(S1

≤i−1, S
2
≤j−1). In both cases, it violates the definition of LCS. Thus,

we showed by contradiction that:

LCS(S1
≤i, S

2
≤j) ⊆ A ∪B ∪ C. (4.1)
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Knowing that S1
≤i−1 v S1

≤i and given Lemma 1, we can derive that

LCS(S1
≤i−1, S

2
≤j) ∈ CS(S1

≤i, S
2
≤j) (4.2)

Symmetrically,
LCS(S1

≤i, S
2
≤j−1) ∈ CS(S1

≤i, S
2
≤j) (4.3)

LCS(S1
≤i−1, S

2
≤j−1) ∈ CS(S1

≤i, S
2
≤j) (4.4)

X1
i ∩X2

j ∈ CS(S1
≤i, S

2
≤j) (4.5)

We can deduce from (3), (4), (5) and (6) that:
A ∪B ∪ C ⊆ CS(S1

≤i, S
2
≤j) (4.6)

From (2) and (7), we can conclude that the theorem is proven.

The pseudo-code of the dynamic programming procedure computing a LCS of two sequences
of itemsets is presented in Algorithm 4. First the matrix C is filled with 0. Then, we use a
bottom-up approach to fill the matrix with correct values, using the previous theorem. Note
that a i, j cell contains the length of LCS(S1

≤i−1, S
2
≤j−1). Once the computation of the length

of the LCS is done, a backtracking procedure is launched, to construct the solution (Lines 1-21).
We begin by looking at the “bottom-right” of the matrix (Line 32). We then check if there is an
intersection between itemsets i and j (Line 5). If this is the case, we check if the sub-problem
at rank i − 1 or j − 1 have the same LCS (those cases are here to check what path the LCS
procedure took). Else, we add the intersection to the LCS, and we jump to the sub-problem of
size i − 1, j − 1. If the intersection is null, we go to the sub-problem i − 1 or j − 1 having the
maximum LCS (Lines 17-21). The procedure stops if we reach a sub-problem of 0 (Lines 2-3).

An example is given in Figure 4.5. The matrix is filled from the top-left cell to the bottom-
right. At each step, following the theorem, we take the maximum value between the left cell, the
upper cell, and the cell in the upper-left diagonal plus the length of the intersection of current
itemsets.

Figure 4.5: An example of the dynamic programming for LCS

Complexity Let l1 and l2 be the length of S1 and S2. Let Xmax be the largest itemset
present in the dataset. The computing of each cell of the matrix requires to look at 3 cells and
to compute the intersection of two itemsets. This operation has a complexity of O(3+|Xmax|), so
the time complexity of LCS is O(l1 ∗ l2 ∗ |Xmax|). The worst case of the backtracking procedure
is O(l1 + l2), which is negligible comparing to the complexity of LCS. The space complexity is
O(l1 ∗ l2).
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Algorithm 4 LCS
1: function backtrack_LCS(C, S1, S2, i, j, lcs)
2: if i = 0 or j = 0 then
3: return
4: end if
5: inter ← S1

i ∩ S2
j

6: if inter 6= ∅ then
7: if C(i− 1, j) = C(i, j) then
8: return backtrack_LCS(C, S1, S2, i− 1, j, lcs)
9: end if

10: if C(i, j − 1) = C(i, j) then
11: return backtrack_LCS(C, S1, S2, i, j − 1, lcs)
12: else
13: lcs.insert(0, inter)
14: return backtrack_LCS(C, S1, S2, i− 1, j − 1, lcs)
15: end if
16: else
17: if C(i, j − 1) > C(i− 1, j) then
18: return backtrack_LCS(C, S1, S2, i, j − 1, lcs)
19: else
20: return backtrack_LCS(C, S1, S2, i− 1, j, lcs)
21: end if
22: end if
23: end function
24:
25: function LCS(budget)
26: Initialize C with dimensions size(S1) ∗ size(S2) filled with 0’s
27: for i=1 to size(S1) + 1 do
28: for j=1 to size(S2) + 1 do
29: inter ← S1

i ∩ S2
j

30: C(i, j)← max(C(i− 1, j − 1) + length(inter), C(i− 1, j), C(i, j − 1))
31: end for
32: end for
33: final_lcs← list()
34: backtrack_LCS(C, S1, S2, length(S1), length(S2), final_lcs)
35: return final_lcs
36: end function
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Table 4.2: Datasets

Dataset |D| |I| lmax Search Space Size
promoters [40] 106 4 57 1.59 ∗ 1041

context [40] 240 47 123 5.25 ∗ 10224

splice [40] 3,190 8 60 3.29 ∗ 1062

sc2 [23] 5,000 30 30 6.48 ∗ 1048

skating [93] 530 41 120 1.16 ∗ 10212

jmlr [121] 788 3,836 228 1.84 ∗ 10853

rl 148 16 157 2.77 ∗ 10212

4.4 Experiments

4.4.1 Datasets

We used several popular benchmark datasets to evaluate the behavior of our algorithms, namely
promoters [40], context [40], splice [40] and skating [93].

We also apply our algorithms on the real life dataset sc2 that has been used in [23]. It was
extracted from Starcraft II games. Starcraft II is a Real Time Strategy (RTS) game that is well
known within the AI community. Recently, it has attracted more attention after the publication
of the Google DeepMind AlphaStar results, an AI defeating human players [126].

We also use jmlr, a dataset consisting of abstracts of articles published in the Journal of
Machine Learning Research [121]. In this dataset, we consider sequences of words. As class
labels, we used the occurrence of the word “svm” in a sequence, i.e., we label by “+” sequences
of words containing the word “svm”, removing words after it, and “-” for others.

Finally, we used an original dataset rl for Rocket League5 game analytic, composed of
traces of player inputs.

Table 4.2 summarizes the statistics of used datasets.

4.4.2 Baselines

To the best of our knowledge, we are the first to address the problem of supervised discriminative
rule discovery in sequences of itemsets, and therefore, there are not available algorithms that
can be used directly as baselines for the evaluation. However, there are several algorithms
for processing sequences of items. Therefore, to evaluate SeqScout and MCTSExtent, we have
modified two algorithms, namely misère [44] and Beam Search [79], such that they process
sequences of itemsets.

First, we implemented a simple extension of misère [44], the original version of which was
handling sequences of events only but not sequences of itemsets. Second, we implemented Beam
Search as a sequence-oriented version of a beam search algorithm. To deal with sequences of
itemsets, we consider item-extensions and set-extensions at each given depth. Moreover, for the
sake of non-redundancy in the returned patterns, we modify its best-first search nature so that
the expanded nodes get diverse as defined in [79]. Moreover, to ensure fair comparisons, we
removed the post-processing optimization of SeqScout that is studied more precisely in Section
4.4.12.

5https://www.rocketleague.com/
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4.4. Experiments

Figure 4.6: Mean WRAcc of top-5 best patterns (10K iterations)

4.4.3 Settings

If not stated otherwise, we use the following settings. Each algorithm has been launched 5
times, and the reported results are averaged over these runs. For Beam Search, we empiri-
cally set the parameter width = 50. For all algorithms, we set θ = 0.5, time_budget = ∞,
iteration_num = 10, 000, and top_k = 5. Note that instead of giving a fixed time budget for
running an algorithm on each dataset, we chose to limit the number of iterations iteration_num,
one iteration corresponding to a single computation of the quality measure. Indeed, this compu-
tation is the most time consuming one as such objective measures need to compute the extent
w.r.t. the whole dataset. Therefore, using the same time budget on different datasets would not
provide a fair comparison: having 50,000 iterations on a small dataset versus 50 on a larger one
with the same time budget is not relevant.

4.4.4 Performance Evaluation using WRAcc

To assess the performance of the algorithms, let us first use the mean of theWRAcc of the top-k
non redundant patterns given by misère, Beam Search, SeqScout and MCTSExtent. Fig. 4.6
provides absolute results. MCTSExtent is clearly the best solution on each dataset. Interestinly,
we can note that Beam Search is sometimes inefficient (see on splice).

We plotted relative improvements of algorithms (quality improvement ratio) in a one-vs-one
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Table 4.3: Mean values of measures for top-5 patterns.

Dataset Informedness F1

Algorithm misere BeamS. SeqScout MCTSExtent misere BeamS. SeqScout MCTSExtent

promoters 0.081 0.089 0.088 0.144 0.600 0.545 0.565 0.636
context 0.465 0.462 0.470 0.472 0.581 0.569 0.586 0.586
splice 0.373 0.041 0.392 0.397 0.428 0.086 0.452 0.451

sc2 0.013 0.006 0.011 0.015 0.531 0.533 0.541 0.550
skating 0.419 0.389 0.423 0.423 0.391 0.402 0.393 0.402

jmlr 0.439 0.545 0.449 0.545 0.330 0.402 0.337 0.421
rl 0.697 0.689 0.758 0.779 0.697 0.726 0.739 0.733

way on Fig. 4.7-4.11. We can clearly see that MCTSExtent and SeqScout perform particularly
well on splice compared to Beam Search. Overall, MCTSExtent provides better results.

To achieve a comprehensive evaluation, we fixed a relatively small time budget of 60 seconds
to compare the performances of algorithms, i.e., the limiting factor here is not the number of
iterations but the given time budget. Results can be seen in Fig. 4.6. MCTSExtent generally
outperforms other algorithms in terms of average WRAcc. We can also note that similarly to
misère, SeqScout shows a significant decrease of performance on jmlr. Indeed, it seems that
the strategy of taking a sequence and generalizing it is not efficient in a short time budget on
this dataset. In contrast, MCTSExtent guides the search toward promising patterns more quickly,
resulting in better performances.

4.4.5 Quality w.r.t. Number of Iterations

We show the result quality in terms of WRAcc over the number of iterations. Fig. 4.13, 4.14,
4.15, 4.16, 4.17, 4.18, depict the results for the top-5 non-redundant patterns on each dataset.
Note that for the same data, the results may vary from run to run, due to the random component
of misère and SeqScout. It explains some fluctuations of the quality. Nevertheless, for each
iteration_num setting, MCTSExtent has shown better results.

4.4.6 Using other Quality Measures

To empirically illustrate the measure agnostic characteristic of SeqScout and MCTSExtent, we
have used other quality measures, namely F1-score and Informedness. The results are shown
in Table 4.3. Our algorithms generally give better results.

4.4.7 Performance Study under Varying θ

We also evaluate performances of the algorithms when varying the value of the similarity thresh-
old θ. Fig. 4.19 shows the performance on the dataset context (results are similar on other
datasets). We did not include the results for θ = 0 because it would mean finding patterns with
totally disjoint extents. It results in finding a number of patterns lesser than k for all algorithms,
such that the mean would be misleading. We can see from the plot that relative performances
of algorithms are approximately the same for all θ values.
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Figure 4.7: SeqScout vs. misere Figure 4.8: SeqScout vs. Beam Search

Figure 4.9: MCTSExtent vs. misere Figure 4.10: MCTSExtent vs. Beam Search

Figure 4.11: MCTSExtent vs. SeqScout
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Figure 4.12: Mean WRAcc of top-5 best patterns (time budget: 60s)
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Figure 4.13: Average WRAcc for top-5
patterns w.r.t. iterations (promoters)

Figure 4.14: Average WRAcc for top-5
patterns w.r.t. iterations (context)

Figure 4.15: Average WRAcc for top-5
patterns w.r.t. iterations (splice)

Figure 4.16: Average WRAcc for top-5
patterns w.r.t. iterations (sc2)

Figure 4.17: Average WRAcc for top-5
patterns w.r.t. iterations (skating)

Figure 4.18: Average WRAcc for top-5
patterns w.r.t. iterations (jmlr)
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Figure 4.19: Mean WRAcc of top-5
patterns vs. similarity
threshold θ (context)

Figure 4.20: Mean WRAcc of top-k
patterns vs. k (sc2)

Figure 4.21: Length of top-5 best patterns - 10K iterations

58



4.4. Experiments

Beam Search Diversified Non-Diversified
promoters 0.075 X
context 0.073 0.073
splice 0.002 0.002
sc2 0.116 0.119

skating 0.043 0.044
jmlr 0.036 0.036
rl 0.092 0.099

Table 4.4: WRAcc for top-5 patterns on diversified vs. non-diversified Beam Search

4.4.8 Performance Study under Varying top-k

We investigate the performance of the search for top-k patterns when changing the k parameter.
Fig. 4.20 shows the results when considering the sc2 dataset (the behaviour is similar on
other datasets). MCTSExtent gives better results. Note that the mean WRAcc decreases for all
algorithms, as increasing k leads to the selection of lower quality patterns.

4.4.9 Sequence Lengths

The pattern lengths on all datasets are reported in Fig. 4.21. Let us consider the splice dataset:
Beam Search gives short patterns (max 8), which is significantly less than MCTSExtent, SeqScout
and misère. This may explain why the Beam Search result quality is bad on this dataset (see
Fig. 4.6). One hypothesis could be that it does not have enough iterations to go deep enough
in the search space. Another hypothesis is that Beam Search cannot find good patterns having
bad parents w.r.t. WRAcc: its good patterns are short ones. Another interesting observation
is that on jmlr, the length of sequences is 1 or 2. This means that interesting patterns of this
dataset are short ones, and are in fact itemsets: that is why Beam Search performs very well
on it. In fact, using a subgroup discovery algorithm exploiting itemset descriptions should give
similar results.

4.4.10 Non Diversified Beam Search

Leeuwen et Al. [79] proposed to filter redundant patterns during the beam-search procedure.
We wanted to check if this strategy remains efficient in the case of sequences of itemsets. In
fact, the main issue with the classical Beam Search approach is that when filtering is done
in post-processing, we can get less than k patterns, depending on the configuration. In fact,
a classical Beam Search is not relevant to solve our problem. A comparison of the two Beam
Search strategies is given in Table 4.4. We added a “X” when the number of found patterns is
lower than k.

4.4.11 Bitset vs. Integer Set Representation

We investigate the usefulness of bitset representation by comparing it against an integer set
representation where each item is represented by an integer. Therefore, we have compared
the number of iterations SeqScout made for a fixed time budget on each dataset. We set
time_budget = 10 seconds. The results are summarized in Table 4.5. We can see that the
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Table 4.5: Number of iterations in Bitset vs. Integer set representation

Dataset Integer Set Bitset Variation(%)
promoters 7,185 8,858 24
context 4,651 2,667 -47
splice 289 254 -12
sc2 943 605 -36

skating 4,001 1,283 -68
jmlr 704 31 -95
rl 8839 7799 -12

bitset representation tends to give a performance gain for datasets with smaller search space
size upper bound, but leads to a decrease of performances for the majority of the datasets. For
example, context, skating and jmlr have sequences of large lengths leading to large bitset
representations. Those bitsets are then split into different parts to be processed by the CPU.
If the number of splits is too large, the bitset representation becomes inefficient, and using a
classical integer set representation is a better option.

4.4.12 Local Optima Search

The local optima search uses more iterations. This over cost depends on the dataset. In Fig.
4.26, we plot the ratio of the additional iterations necessary for local optima search w.r.t. the
number of iterations given in the main search (also referred to as the cost). The more iterations
we have, the more negligible the ratio is. However, note that we did not plot the additional
cost of jmlr. Indeed, in the particular case of text data, the number of possible items is large,
leading to a very long local optima search (110,000 iterations for 5 patterns in our experiments).
Consequently, we note that the local optima search may not be the relevant choice with this
kind of dataset.

We also added it as a post-processing step to each of our algorithm to compare general quality
increase depicted in Fig. 4.22-4.25. As we can see, the more initial iterations are given, the better
the mean quality is, and the lesser the local optima search is interesting. This emphasizes on
the fact that MCTSExtent performs a good exploration of the search space. Note that on some
dataset, like promoters, this local search generally leads to an important quality increase.

4.5 Conclusion

We have discussed the problem of finding dicriminative patterns in labeled sequences of itemsets.
We have presented two algorithms SeqScout and MCTSExtent to discover relevant rules for this
type of data. Though we are not aware of available algorithms to solve the same problem, we
have implemented the adaptations of two other algorithms, namely misère and Beam Search,
such that they could be applied for the case of sequences of itemsets. This has been useful to
support our empirical evaluation.

Furthermore, to implement MCTSExtent, we have also introduced a new algorithm to compute
a Longest Common Subsequence between two sequences. Our experiments have shown that
MCTSExtent outperforms all other algorithms, without the need for additional parameter tuning
as needed in the case of Beam Search.
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Figure 4.22: Added value of local
optima search for 1,000 iterations

Figure 4.23: Added value of local optima
search for 3,000 iterations

Figure 4.24: Added value of local
optima search for 6,000 iterations

Figure 4.25: Added value of local optima
search for 10,000 iterations

Figure 4.26: Additional cost of local optima search
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Interestingly, we can note that the method of MCTSExtent can be easily adapted to other
pattern description languages, by redefining the "ROLLOUT" step (or generalization) and the
"Common pattern" step, i.e., the Longest Common Subsequence here.
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Chapter 5

Mining Interval patterns in high
dimensional numerical data

5.1 Introduction

In this chapter, we address the problem of supervised rule discovery in time series as the chal-
lenging problem of supervised rule discovery in high-dimensional numerical data. Indeed we can
transform the original time series into potentially high-dimensional numerical data, and then
take advantage of the numerical pattern interpretability.

Exhaustive algorithms for categorical data are applied on discretized data or directly on nu-
merical data with greedy discretization during the exploration (SD-MAP [5]). Greedy algorithms
such as beam search (e.g., DSSD [79]) are widely used and have been popularized by the “Cor-
tana” platform6. Finally, two anytime algorithms have been recently proposed, attempting to
take the best of both paradigms: a best first search that explores the whole search space if given
enough time budget and which produces a result anytime keeping improving over time. First,
Monte Carlo Tree Search (MCTS) can explore the whole interval pattern search space focusing
on both unvisited and promising parts thanks to an exploration-exploitation trade-off (MCTS4DM
[22]). Second, an exhaustive interval pattern search can be iteratively operated on finer data
discretizations (Refine&Mine [16]). Note that in the case of high-dimensional numerical data,
both MCTS4DM and Refine&Mine are inefficient. MCTS4DM considers interval patterns in a top-
down fashion sampling the search space with random draws that are costly, and thus, it hardly
reaches lower parts of the search space (where interesting patterns can be hidden). Refine&Mine
runs fast on very rough data representation, but not when it reaches some finer representations
for high dimensional numerical data.

Our contributions can be summarized as follows:

• We extend previous works on the closed on the positive (COTP) interval patterns [52, 16,
15] by defining and proving a key property, allowing to explore COTPs only without loss
of the relevance of the search space for discriminating the target class.

• We propose a MCTS-based algorithm called MonteCloPi that performs a bottom-up best
first search exploration based on the above mentioned mathematical property.

6http://datamining.liacs.nl/cortana.html
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Chapter 5. Mining Interval patterns in high dimensional numerical data

• Through an extensive set of experiments, we demonstrate that MonteCloPi can be applied
to collections of multivariate time series of both equal and different lengths and show
that the extracted interval patterns enable to derive competing interpretable classification
models.

The chapter is organized as follows. We formalize our rule discovery task in Section 5.2.
We define COTP interval patterns and discuss one of their properties in Section 5.3. Section
5.4 describes our algorithm and some related work is discussed in Section 5.5. A quantitative
experimental study is reported in Section 5.6 before concluding.

5.2 Supervised Rule Discovery in Numerical Data

Let us again formalize our problem as in instance of Problem. 1. Database objects of a
numerical dataset with n attributes are points in the n-dimensional Euclidean space. Interval
patterns are multi-dimensional intervals, i.e., boxes or hyper-rectangles with sides parallel to
the plane axes [70]. The covering function between patterns and database objects is given in
Definition. 21. The extent of an interval pattern is thus the set of data points that fall within
this rectangle. The binary relation between patterns is the interval inclusion, structuring the
search space.

Definition 20 (Numerical dataset D(O,A, C)) Let O, A and C be respectively a set of ob-
jects, a set of numerical attributes, and a set of class labels. When an object o takes a value v
for an attribute attr, we write attr(o) = v. The finite domain of a numerical attribute attr ∈ A
in a given dataset is denoted by Dom(attr): it is the set of distinct values it takes in the dataset.
The mapping f : O 7→ C associates each object to a unique class label.

Definition 21 (Interval pattern and covering function) An interval pattern of length n
is a vector of intervals p = 〈I1, I2..., In〉, with Ii = [ai, bi] ai, bi ∈ R2 ai ≤ bi. An object o ∈ O is
covered by an interval pattern i.f.f: ∀Ii ∈ p , attri(o) ∈ Ii.

Definition 22 (Interval pattern ordering and search space) The search space of all in-
terval patterns is ordered with the inclusion as the binary relation of this problem: p1 v
p2 ⇐⇒ [a2

i , b
2
i ] v [a1

i , b
1
i ],∀i ≤ n. It is composed of ∏n

i=1
|Dom(attri)|×(|Dom(attri)|+1)

2 elements.

A subgroup is composed of a pattern, its extent, and a score that reflects its interestingness
such as the Weighted Relative Accuracy [76]. When the context is clear, we use the terms
pattern and subgroup interchangeably.

Example 1 Table 5.1 provides a numerical dataset with 4 objects, 6 attributes and 2 labels.
p = 〈[1, 2], [4, 5], [3, 4], [7, 8], [5, 7], [8, 9]〉 is an interval pattern whose support is 2. Accordingly
(o1, o3) is the subgroup w.r.t. p and WRAcc(p,D,D+) = 0.25. As example for ordering relation,
we have 〈[1, 4], [2, 4]〉 v 〈[1, 3], [3, 3]〉.

Note that the minimal and maximal values of the WRAcc depends on the proportion of the
target class in the dataset. Using directly its value to assess its discriminating power could then
bias user interpretation. For example, a WRAcc of 0.09 for a class which is represented at 10%
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Table 5.1: Toy dataset

ID attr1 attr2 attr3 attr4 attr5 attr6 class(.)
o1 1 5 3 8 7 9 +
o2 8 9 0 1 2 1 -
o3 2 4 4 7 5 8 +
o4 5 5 1 2 3 2 -

would mean that the pattern covers all elements having this class, and only them, i.e., it would
be somehow the best pattern. However, on a dataset with a representation of this class at 50%,
it would be much less relevant. We then propose to normalize the WRAcc.

Definition 23 (Normalized Weighted Relative Accuracy) The Normalized Weighted Rel-
ative Accuracy, or NWRAcc, takes its values in [−1, 1] and is defined by:

NWRAcc(p, c) = WRAcc(p,D,Dc)
WRAccmax(D,Dc)

NWRAcc can be used to compare patterns that discriminate different classes of different sizes.

Lemma 2 The maximum value the WRAcc can take on a dataset D for a class c, Dc being the
set of its elements labeled by class c, is WRAccmax(c) = |Dc|

|D|

(
1− |Dc|

|D|

)
.

Proof 3
WRAcc(p,D,Dc) = supp(p,D)

|D|
×
(
supp(p,Dc)
supp(p,D) −

|Dc|
|D|

)
Note that supp(p,D) = supp(p,Dc) + supp(p,Dc). We then have:

WRAcc(p,D,Dc) =
1
|D|
×
(
supp(p,Dc)(1−

|Dc|
|D|

)− supp(p,Dc)
|Dc|
|D|

)
To maximise the WRAcc, the rightmost term must be minimized. This is the case for

supp(p,Dc) = 0: it means the pattern does contain only element with positive class. Notice also
that supp(p,D) = bβ|Dc|c, with 0 ≤ β ≤ 1 as the number of elements having the target class
must be a subset of all elements having the target class. We then have:

WRAccmax(D,Dc) = β
|Dc|
|D|

(
1− |Dc|

|D|

)
Directly, β needs to be set to 1 to maximize the WRAcc.

5.3 Closed on the Positive Interval Patterns

It has been shown that our problem is equivalent to the discovery of closed on the positive
patterns (COTP) [52] as a general case, and to the discovery of closed on the positive interval
patterns within numerical data [16, 15]. The key idea is that any sub-interval of a COTP will
drop at least one positive object, thus, reducing the true positive rate, hence many measures
such as WRAcc (see [16] for details).
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Definition 24 (MEET operator) For ∀p, q ∈ P2, the MEET operator u is defined as u(p, q) =
〈I1, ..., In, 〉 with Ii = [min(api , a

q
i ),max(bpi , b

q
i )]. For example 〈[1, 2], [6, 7]〉 u 〈[1, 1], [8, 9]〉 =

〈[1, 2][6, 9]〉.

Proposition 1 The MEET of two COTP interval patterns is a COTP.

Proof 4 For any interval pattern p′ s.t. p v p′, where p is the MEET of two closed on the
positive interval patterns, we have a restriction (i.e., a smaller interval) on at least one interval
compared to p. As bounds of those intervals are extracted from values of COTP patterns, i.e.,
they are as “tight” as possible, any restriction on it would lead to a decrease of the extent
of positive elements of p. By definition, p is then a COTP interval pattern. Note that any
“widening” of an interval would create an interval pattern p′′. If p′′ could have the same extent
as p, we would have p v p′′ and ext+(p) = ext+(p′), which is a contradiction with the definition
of a COTP pattern for p: the MEET is unique by definition.

5.4 MonteCloPi: Monte carlo tree search on Closed on the
PosItives

5.4.1 Applying MCTS in a bottom-up way on interval patterns

Classical lattice exploration methods, like Beam Search, are top-down by nature, going from the
most general description (i.e., pattern) down in the search space through successive refinements.
In contrast, we suggest to use a bottom-up strategy. Thus, the idea is to consider positive objects
of the database, i.e., objects labeled with the target class, and to compute their MEET with
other positive objects, successively climbing the search space of COTP, containing discriminative
patterns. We aim at creating patterns that are the most restrictive descriptions that cover a set
of chosen positive elements, i.e., they are by definition discriminating the positive class. We then
use a Monte Carlo Tree Search (MCTS) strategy. The idea is to iteratively explore the search
space using sampling and provide an anytime property. We propose an algorithm MonteCloPi
(MONTE carlo tree search for CLOsed on the PosItives). MCTS typically consists of 4 steps (i.e.,
SELECT, EXPAND, ROLLOUT, UPDATE) that are repeated successively. Its idea is to grow
an asymmetric tree following an exploration-exploitation trade-off to quickly find interesting
area of the search space. Hereafter, we explain these generic steps and how we instantiate them
to our problem. The schema describing MonteCloPi is given in Fig 5.1, and its pseudocode
is given in Alg. 5. Note that each node of the tree is composed of a set of database objects, i.e.,
its extent, and a pattern covering those objects.

5.4.2 SELECT Policy: numerical object selection

The first step consists in selecting a non fully-expanded node. The idea is to choose the most
relevant area of the search space to explore. To do so, we use the UCB function (see equation
3.2) to guide us through the tree, using an exploration-exploitation trade-off. We begin with
the ⊥ node, being the starting point node of the search having all database objects as children.
We compute the UCB of all its children and select the one maximizing it. We perform this step
recursively until reaching a non fully-expanded node. Note that UCB gives a better score to
nodes (i.e., patterns with their extent) that are good patterns, but also to nodes that are less
explored.
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Algorithm 5 MonteCloPi algorithm
1: function MonteCloPi(timeBudget)
2: π ← PriorityQueue()
3: create ⊥ initial node having all objects as children
4: while within timeBudget do
5: psel ← Select(⊥)
6: pexp, qualexp ← Expand(psel)
7: proll,∆← Rollout(pexp)
8: Update(pexp,∆)
9: π.add(pexp, qualexp)

10: π.add(proll,∆)
11: end while
12: return π.topK()
13: end function
14:
15: function Select(p)
16: while p is not > do . > is the most general pattern
17: if p is not fully-expanded then
18: return p
19: else
20: p← BestChild(p)
21: end if
22: end while
23: return p
24: end function
25:
26: function Expand(p)
27: o+ ← randomly choose a positive object
28: p+ ← IntervalPattern(o+) . Transform each ai into [ai, ai]
29: pexp ← meet(p, p+)
30: return pexp, ϕ(pexp)
31: end function
32:
33: function Rollout(p)
34: j ← Rand(1, n) . Randomly pick an index of one of n intervals constituting p
35: for i in [1, j − 1] ∪ [j + 1, n] do . Exclude the jth interval Ij of p, i.e., p \ Ij
36: p[i]← [−∞,+∞]
37: end for
38: return p, ϕ(p)
39: end function
40:
41: function Update(p,∆)
42: while p 6= ⊥ do
43: ϕ(p)← N(p)∗ϕ(p)+∆

N(p)+1 . N(p) is the number of times p has been chosen
44: N(p)← N(p) + 1
45: p← parent of p
46: end while
47: end function
48:
49: function BestChild(p)
50: return argmax

p′∈C(p)
UCB(p, p′) . C(p) is the set of children of p

51: end function

67



Chapter 5. Mining Interval patterns in high dimensional numerical data

1 2

1,3

3

Select

1 2

1,3

3

Expand-1

2,3

1 2

1,3

3

Expand-2

1,2,3

2,3

ext(⊓(2,3))

1 2

1,3

3

Rollout

1,2,3

1 2

1,3

3

Update

1,2,3

Δ

Δ

Figure 5.1: Simple illustration of MonteCloPi steps

Note that in Alg. 5, > corresponds to the most general pattern, i.e., the empty pattern
present in all database objects. In Fig. 5.1, the blue node is the initial bottom node ⊥. It is
fully expanded, so the SELECT procedure will choose its best child w.r.t. UCB. Suppose the
node “3” has the best UCB, and has not been fully expanded, then, it is selected (given in red).

5.4.3 EXPAND Policy: meet with positive object

Then, the selected node is expanded. This step consists in taking a positive element (o+ in
Alg. 5), i.e., an object labeled with the target class, transforming it to an interval pattern,
and computing its MEET with the interval pattern of the current node. Next, the extent
of this MEET is computed: we create a pattern with the most restrictive description that
covers elements from the selected node plus this positive element. Note that the transformation
step from object to pattern is straightforward: each attribute attri(o) becomes an interval
[attri(o), attri(o)].

In Fig. 5.1, we take the node covering the positive element “3”, add the positive element “2”
(node “2,3”). We then compute the MEET of their pattern, its quality, and finally the extent
of this MEET: it covers elements “3”, “2”, but also “1” (node “1,2,3”). Note that the pattern
obtained from an object labeled with the target class o+ is COTP, and the first iterations of the
current procedure consider single objects descriptions, i.e., COTP patterns. From Proposition
1, it follows that this EXPAND step recursively creates a new COTP pattern.

5.4.4 ROLLOUT policy: interval pattern generalization

The ROLLOUT step here consists in taking the corresponding interval pattern of the expanded
node, randomly choosing an interval among n available ones (Ij), and removing restrictions on
all others, i.e., setting them to [−∞,∞]. We then widen this interval by picking a random
upper and lower value among possible ones in the dataset. This corresponds to going “up” in
the search space, until reaching the first level of the search space in a top-down approach (see
the top red node in Fig. 5.1). We then compute the quality of this pattern. Note that Monte
Carlo strategies consist in drawing a large number of samples, so they require a fast ROLLOUT
policy to be efficient.
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5.4.5 UPDATE

Finally, we update parent nodes of the ROLLOUT node with its computed quality ∆. These
parent nodes include the expanded node, the selected node and all nodes chosen in the SELECT
step until reaching the selected node. The UCB will orient the tree exploration towards the
nodes whose ROLLOUTs give good qualities, so they will be prioritized on the next iterations
of MCTS, leading to the discovery of interesting patterns.

Steps 1-4 are repeated iteratively until the time budget has not been reached or until the
whole search space is explored.

The time complexity of MonteCloPi is proportional to the number of iterations it performs
(IterNum). For one iteration, the most costly task is the computation of the quality measure,
in the step 3 and 4. This complexity is O(n|D|), with n the number of attributes of time series.
The memory complexity is O(IterNum), as the whole tree needs to be held in memory.

Theorem 3 Our described enumeration method is equivalent to exploring all closed-on-the-
positive interval patterns.

Proof 5 We have shown that the EXPAND step creates a COTP. We now need to show that
∀c ∈ COTP , c will be enumerated by our method. By construction: let c be a COTP interval
pattern. If we remove positive objects from ext(c) one by one, and compute the corresponding
COTP interval pattern, we create a list of COTP interval patterns until we reach a COTP
interval pattern containing only one object (or a set of identical objects). This list of successive
COTP interval patterns is exactly the list built by our method in reverse order, by adding objects
one by one and computing the meet in Expand step.

As a COTP interval pattern created from the meet of two COTP interval patterns is unique
(see Proposition 1), our enumeration method will create c.

5.4.6 Adaptation of MonteCloPi for Time Series of Different Lengths.

To deal with time series of different lengths that we can collect in many application settings,
two small modifications of the algorithm are required. First, we adapt the computation of the
MEET for two interval patterns: we randomly remove intervals from the longest one to have
two interval patterns of the same length, and then compute their MEET. Second, we re-define
the notion of coverage: a time series transformed into a numerical object o of length nts is said
to be covered by an interval pattern p of length np iif: ∃1 ≤ i1 ≤ . . . ≤ inp ≤ nts s.t. attri1(o) ∈
I1, . . . , attrinp(o) ∈ Inp. Note that we loose here the guarantee of exhaustiveness on COTP, as
the MEET operator is no more unique.

To summarize, MonteCloPi is an anytime algorithm. It explores COTP patterns, with a
guarantee of exhaustiveness, if given enough time budget. It is agnostic of the quality measure.
In contrast to MCTS4DM, it explores the search space in a bottom-up way, exploring only COTPs
by redefining in an original way the EXPAND and the ROLLOUT steps.

5.5 Related Work

Mörchen and Ultsch [93] proposed a new language (TSKR) on interval time series. The ad-
dressed problem is different from ours: events have a duration instead of being instantaneous
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(e.g., injection of a drug in medical conditions), and they look for frequent rather than discrimi-
native patterns. Similarly, Batal et al. [12] worked on predictive frequent time-interval patterns.
Atzmueller et al. [108] propose a method for the classification of time series. They discretize
data with SAX, incurring information loss. Features are extracted with the FRESH algorithm
from raw time series, and anomaly detection is done to improve the overall workflow. It requires
human-in-the-loop. Nanlin Jin et al. used SD in Smart Electricity Meter Data [67]. Using
Beam Search, they explored different quality measures on data similar to time series but also
containing categorical data. They showed the relevance of a SD approach to create interpretable
rules used further in classification in the context of energy consumption. They claim that “The
usefulness and effectiveness of subgroup discovery algorithms need to be empirically evaluated
through their predictive power and classification accuracy, both being important to industrial
practitioner”. Nguyen et al. [96] propose a method that learns a linear classifier on discretized
data (SAX or SFA). A feature (pattern) with the largest weight is considered the most dis-
criminating. The goal is first to classify, then to extract patterns from the model. They use a
smart pruning strategy to minimize the loss function, dynamically selecting features. However,
such an approach ignores the quality measure (e.g., it is impossible to specify to Precision or
Lift maximization). Notice also that they cannot process multivariate time series. Top-down
approaches using tight optimistic estimates like the recent work of Millot et al. [90], or using
those optimistic estimates to prune the search space for Beam Search can also be considered.
However, they are dependent on the quality measure. Besides, using optimistic estimates when
looking for a non-redundant pattern set, where non-redundancy is performed as post-processing,
is quite difficult. To avoid pruning interesting search space areas, it would require to know the
quality of the last top-k non-redundant patterns w.r.t. the quality measure at any time. It
would have a high computational cost. misère, by Egho et al. [44] has been proposed to sample
interesting rules (originally in the case of sequences of itemsets) in a simple way, giving good
results when those rules are used to build a classifier. Genetic algorithm can be considered to
tackle this problem, but they do not offer strong guarantees like exhaustiveness or exploring
only COTPs. For example, Lucas et al. proposed SSDP to mine top-k discriminative rules in
high-dimensional data [84]. However, they only consider categorical and discrete attributes.

Considering the classification of time series, most of the recommended methods (e.g., [9])
require time series to have the same length, whether it is BOSS [115], COTE [10], Shapelet
Transform [62], or Time Series Forest [36]. In the use case presented later on, time series have
different lengths. The 1-Nearest Neighbor Dynamic Time Warping 1NN DTW [94] is said to be a
good baseline. However, the prediction step in K-NN can take a long time, even more because
the DTW distance has a complexity of O(n2) for time series of size n.

5.6 Quantitative Experimental Study

We conduct a series of experiments to assess the performance of MonteCloPi. In the first set
of experiments, we focus on supervised rule discovery in time series of equal lengths.

5.6.1 Datasets

We consider benchmark datasets of time series domain [11]. We add our original dataset Rock-
etLeague containing annotated video game traces. We describe its generation process in chapter
6. We transform time series data into numerical data similarly to approach [67]. Basically,
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a multivariate time series of fixed length dataset is composed of a set of variables X at each
timestamp in T . The corresponding numerical dataset is then given by (O, X × T, C): each
numerical attribute gives the value of a variable at a given time. The properties of the resulting
datasets are summarized in Table 5.2.

5.6.2 Baselines

To provide a fair evaluation, we test MonteCloPi against the following algorithms:

• Beam Search [42]: Starting from the most general subgroup, i.e., containing intervals
in the form [min(Dom(attr)),max(Dom(attr))], ∀attr ∈ A, it explores the search space
level-wise, taking the best elements (beam width) at each level. Each restriction (going
down by one level) consists in taking an interval and splitting it in 6 equal-sized bins [].
It prevents the search space from exploding, but forfeits exhaustiveness. We set the beam
width to 50. Other settings can be used, but they do not impact significantly the reported
results.

• misère [44]: It draws uniformly an object from the data, and then generates random
generalizations to find the best possible prediction rules for this object. It iterates until
the time budget is exhausted. Notice that this is an exploration-only search algorithm.

• MCTS4DM [22]: It is a MCTS-based top-down approach that processes numerical data with-
out discretization. Its strategy guides the search following an exploration-exploitation
trade-off to compute non-redundant patterns. It explores the lattice of patterns, contrary
to MonteCloPi that explores the lattice of extents.

We also tried to use Refine&Mine [16]. This algorithm dedicated to numerical subgroup
discovery was able to provide only extremely rough initial discretization on all the datasets. We
decided not to report further.

For each of the algorithms, we apply the following procedure. Given a time budget, each
algorithm extracts the best patterns. Next, the following post-processing routine is applied for
removing redundant patterns: we sort patterns by quality, keep the best, while removing similar
patterns (in terms of Jaccard index) of poorer quality. Then we take the second best, etc, until
we obtain k patterns or there is no pattern left.

Table 5.2: Datasets statistics.

Dataset |D| n m |(C)| Multivariate Search Space Size
Computers 250 720 1 2 False 1.31 ∗ 109

Earthquakes 322 512 1 2 False 1.02 ∗ 1011

ECG5000 500 140 1 5 False 3.41 ∗ 1011

Gunpoint 50 150 1 2 False 4.16 ∗ 109

Lightning2 60 637 1 2 False 3.20 ∗ 1011

Worms 182 900 1 5 False 2.37 ∗ 1012

Yoga 300 426 1 2 False 3.46 ∗ 1012

Handwriting 150 152 3 26 True 2.85 ∗ 1025

JapaneseVowels 270 29 12 9 True 6.38 ∗ 1084

NATOPS 180 51 24 6 True 3.88 ∗ 10184

RacketSports 151 30 6 4 True 1.77 ∗ 1041

RocketLeague 298 64 8 18 True 1.44 ∗ 1055

StandWalkJump 12 2,500 4 3 True 1.26 ∗ 1024

UWaveGestureLibrary 2,238 315 3 8 True 7.07 ∗ 1027
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If not specified otherwise, the default parameters for the algorithms are the following: 60s
of time budget, θ = 0.8, top_k = 5. All experiments were conducted on a laptop (Intel Core
i7-8750H CPU and 16GB RAM).

Quality Measure We explore performances of algorithms on different datasets, and study
the impact of varying available time budget. In the following, if not stated otherwise, we use
NWRAcc as the quality measure. We average it over top-5 non-redundant patterns of 5 runs of
the algorithms. Note that our approach is agnostic of the quality measure, and that any other
discriminative quality measure could be considered.

Classification To assess the usefulness of MonteCloPi, we evaluate the classification accu-
racy of a classifier built upon mined patterns. We propose an instance of the LeGo framework
[72], where a set of interesting patterns is mined and then used as features to build a global
model. Mind that our goal here is to analyse the interest of this pattern mining approach to
build intelligible models. Therefore, creating a time series classifier to compete with the state-
of-the-art algorithms is out of the scope of this work. First, we launch MonteCloPi on each
target class in a one-vs-rest fashion. We then re-encode the dataset using extracted patterns:
each pattern corresponds to a binary feature, with value 1 set if the pattern appears in the
transaction, and 0, otherwise. Finally, we train a Random Forest classifier of 100 trees on this
re-encoded dataset to evaluate the performance of this pipeline. Note that, as explained by
Knobbe et al. in [72], the non-redundant step is important to remove redundant features that
tend to hinder machine learning procedures.

In the case of univariate time series, we compare our classifier to Mr-SEQL [96], and 1NN DTW
[9]. The latter is considered to be a strong baseline that is hard to beat [9]. For the multivariate
case, we choose to compare to 1NN DTW that remains a strong baseline. Notice that Mr-SEQL is
unable to deal with multivariate time series.

5.6.3 Overall Performance

First, we examine the overall performance of MonteCloPi in terms of NWRAcc compared
to Beam Search, misère and MCTS4DM. In Fig. 5.2, we plot the results for all datasets. As
we can see, MonteCloPi is the best approach on nearly all the datasets. Beam Search may
also be a good solution, as the algorithm is simple, and results are quite stable over datasets.
However, our approach clearly outperforms it in the majority of cases. As for misère, its results
vary significantly depending on the dataset. For instance, it performs very well on GunPoint,
while returning patterns having a zero quality on UWaveGestureLibrary. Finally, MCTS4DM
that performs a MCTS-based approach but in a “top-down” way on patterns clearly gives less
interesting results on such datasets.

5.6.4 Varying Time Budget

We traced the performance of MonteCloPi, Beam Search, and misère versus time budget
in Fig. 5.3. As we can see, MonteCloPi quickly gives better results, improving over time.
Moreover, those results are quite stable over runs of the same duration, contrary to misère.
Our hypothesis is that this is due to the exploration-exploitation trade-off, where we focus on
interesting areas of the search space, whereas misère performs a pure exploration. Another

72



5.6. Quantitative Experimental Study

Figure 5.2: Mean NWRAcc of top-5 patterns with different algorithms. Bar errors represent the 95%
confidence intervals

problem faced by misère is that for this type of data, the number of patterns one can create
from a time series is very large. It results in a strong dependency of the quality of a pattern on
the object that was randomly drawn. It explains the large variability of the results for misère.

5.6.5 Classification Performance

First, we consider univariate time series. We set the time budget to 60s to mine patterns
for each class. We also compare classification performances using patterns from misère and
Beam Search. The results in terms of accuracy are given in Table 5.3. Unsurprisingly, as
quality of patterns from MonteCloPi were better, resulting classifier outperforms those build
upon patterns of misère and Beam Search. As we can see, the MonteCloPi pipeline achieves
results comparable to the state-of-the-art classification algorithms on most datasets, except
Worms and Yoga, where the results are somewhat inferior. However, it should be noted that
our method achieves these good results within the training time of only few minutes, contrary
to 1NN DTW, which takes several hours to finish in our implementation (for the comparison given
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Figure 5.3: NWRAcc vs time budget on RocketLeague (left) and ECG5000 (right)
averaged over 5 runs. The shaded areas represent the 95% confidence interval.

in Table 5.3, we used the results of 1NN DTW reported in [9]), and more importantly, once the
classifier is trained it can classify in real time. Results of Mr-SEQL are very good, however, this
algorithm is focused on classification and not on pattern mining: we cannot control the type of
patterns we are interested in with a quality measure, the algorithm is not anytime, and it does
not work on multivariate time series.

Let us now consider multivariate time series. As we can see in Table 5.4, the results of
MonteCloPi are overall quite good, except for the HandWriting dataset. However, contrary
to 1NN DTW, our method trains a model that gives instant results at the classification step (a
few milliseconds), when 1NN DTW can take much longer (over fifteen minutes), just like in the
univariate case. Therefore, in a context where data are multivariate time series of different
lengths, and where a real time classification is required, as in the case of the Rocket League
use case described in next chapter, 1NN DTW cannot be used, and the MonteCloPi pipeline
becomes particularly relevant.

5.7 Conclusion

We presented MonteCloPi, an efficient solution for subgroup discovery in numerical data. It
is generic and can be easily adapted to other types of data. To do so, only two modifications
are required: redefinition of the MEET operator and adaptation of the ROLLOUT step. For

Table 5.3: Classifiers accuracy for univariate datasets

Dataset MonteCloPi Mr-SEQL 1NN DTW Beam Misere
Computers 0.656 0.720 0.659 0.612 0.596
Earthquakes 0.748 0.748 0.747 0.748 0.748
ECG5000 0.918 0.934 0.940 0.891 0.912
Gunpoint 0.940 0.980 0.964 0.833 0.953
Lightning2 0.688 0.672 0.710 0.606 0.540
Worms 0.519 0.623 0.673 0.467 0.428
Yoga 0.692 0.871 0.863 0.720 0.540
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instance, we can examine the possibility of applying MonteCloPi to graphs.
MonteCloPi can deal with multivariate time series of different lengths, and be used to

classify them in real time, providing valuable interpretable features. Though we reported results
on a video game skill classification use case, various industrial processes can benefit from our
findings. Time series are ubiquitous, and the need for interpretable rules is constantly growing.

Moreover, the property of exhaustiveness on COTP, that contains discriminating patterns
and are a subset of all possible patterns, gives the guarantee of finding the best elements and
automatically stopping the algorithm, if given enough time. However, this property does not
remain valid for the case of time series of different lengths, in a same manner as MCTSExtent.
To overcome this limitation, one could compute all possible maximal common patterns between
two elements in the EXPAND step. More investigations are needed, as the number of these
patterns could be significantly high depending on the pattern description language.

Table 5.4: Classifiers accuracy for multivariate datasets

Datasets MonteCloPi 1NN DTW Beam Misere
Handwriting 0.161 0.316 0.095 0.101

JapaneseVowels 0.932 0.959 0.173 0.873
NATOPS 0.833 0.850 0.667 0.167

RacketSport 0.809 0.842 0.618 0.816
RocketLeague 0.801 0.574 0.482 0.726

StandWalkJump 0.333 0.333 0 0.333
UWaveGestureLibrary 0.840 0.868 0.584 0.125
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Chapter 6

Application to Game Analytics:
player behaviour detection

6.1 Introduction

Competitive gaming, or esports, is now a well-established phenomena [122]. Online and offline
tournaments flourish for hundreds of video games, at any level of player expertise. The most
prestigious offer cash prizes up to several US$ millions, and are widely followed on video game
live streaming platforms [71, 123]. For the game industry, designing games that can be played
as an esport comes with a difficult trade-off between game difficulty and reward/fun. Indeed,
a game shall be difficult enough so that professional gamers exhibit extraordinary skills that
casual players will enjoy to watch on live streaming platforms. However, the game should also
provide an attractive learning curve and clear segments of skills. One should play with/against
players of approximately the same level of skills. They finally should also feel a progress in the
learning of the game. As popularized by the famous board game Othello’s slogan, many esports
take “A minute to learn, a lifetime to master”. When the trade-off between game difficulty and
reward is well handled, a game has better chances to see its life time extended, a major goal for
the industry, especially for games with staggering budgets.

Consequently, a major challenge is to understand the level of a player and to evaluate its
progression. Match making systems rank players, generally, following an ELO-like scoring [61],
and depending only on previous victories and losses of the player. It suffers from the cold-start
problem, but most importantly, it does not bring any factual elements such as a player profile of
skills and mastered strategies. Furthermore, skills and strategies are not given beforehand - and
this is probably one of the reasons why such games are so attractive - but are discovered with
time. Hopefully, several games provide access to game logs storing enough information to replay
the game. Analyzing these logs enables one to exhibit behavioral patterns, that is, discovering
patterns that correspond to strategies and skills. Logs are generated not only for competitive
games, but also training sessions, so a profile can be updated with any game.

In this chapter, we focus on the game Rocket League played as an esport, which can be
described as “soccer, but with rocket-powered cars”. Released in 2015, it now counts more than
10 millions sales and tens of thousands active players [129]. The game should be played com-
petitively at an international event for the next Olympic Games in Tokyo [65]. Each player
controls a car on a soccer field, and has to score just like for classical soccer. The rules are
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Figure 6.1: Methodology (domain expert interventions in red).

simple, however the control of the car is very precise and requires thousands of hours of play to
master. Actually, even years after the release of the game, the community discovers new ways
of playing, and new skills that impact the way professionals play. Those skills are recognizable
by commentators when games are streamed. Adding a system that can detect them automat-
ically could enhance players ranking, help commentators recognize skills among the spectrum
of available ones, or create new game modes based on skills execution (rewarding players given
difficulty of skills they executed during the game).

Identifying skillshots from game traces is challenging as each occurrence is unique from a
pure data point of view. Therefore, advanced data analysis techniques must be involved. Our
contributions are as follows: (i) we provide an original dataset, composed of sequences of Rocket
League game states (replay), manually labeled with skillshots, and augmented with player actions
thanks to a self-made capture program, (ii) we design a non trivial data-centric approach for the
automatic detection of skillshots involving discriminant pattern mining based on an adaptation
of SeqScout and supervised classification, (iii) we support our claims with an extensive set of
experiments. All our experiments, data collection workflow and data are provided with the code
of our solution online: https://github.com/Romathonat/RocketLeagueSkillsDetection.

This chapter is organised as follows. Section 6.2 describes our data and methodology. Section
6.3 provides related works. Section 6.4 presents experimental results supporting our claims, and
Section 6.5 discusses them.

6.2 Data and Methodology

We focus here on building an interpretable prediction model taking a game log in real-time and
outputting each time a skillshot is detected. To the best of our knowledge, there exists no dataset
of Rocket League game logs labeled with skillshots. Thus, we first build a dataset, perform a
number of transformations and manually annotate it with skillshots. Then, the resulting dataset
is mined and behavioral patterns that strongly characterize skillshots are extracted. Finally, such
patterns are used to re-encode the initial dataset, and a model is trained to predict skillshots
given unseen player’s trace segments. The fact that patterns are used in training enable to
produce an interpretable model (in contrast to black box models) which is required to build an
interpretable player skill profile. The general workflow is given in Figure 6.1.
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Figure 6.2: Decomposition of the “Musty Flick”

6.2.1 Skill inventory

This expert knowledge can be found on community websites, e.g., [109]. We focus on the most
popular skillshots, namely Ceiling Shot, Power Shot, Waving Dash, Air Dribbling, Front Flick,
and Musty Flick. Figure 6.2 illustrates the Musty Flick: first, the player accelerates and boosts
to make the ball roll on top of the car (1, 2), then she jumps making both the car and the ball
go up (3). Next, she orientates the car towards the floor (4), jumps again, orientating the car
backward (5), resulting in lobbing the ball (6).

6.2.2 Data collection and Feature Selection

After a game of Rocket League, the game client stores a replay file. It is composed of contextual
information about the cars and the ball for every frame of the game. It allows to replay the game
with the game engine at any moment. Replays can be parsed7 to extract dozens of variables on
the ball and players such as a speed vector, positions vector, rotations vector, rotation speed,
each composed of 3 dimensions, and this for each actor on the field (players and balls), several
times per second. It results in a large sequence of game states, each containing values for a set
of variables, e.g., 〈{time : 1.256, Px : 578, Py : 5768, Pz : 2245, Pvx : 22425, Pvy : 15848, Pvz :
354, Prx : 0, Pry : 589, Prz : 23, Ballx : 5588, Bally : 789, Ballz : 22, ...}, {time : 1.298, Px :
7578, Py : 254, Pz : 4678, Pvx : 511, Pvy : 555, Pvz : 7863, Prx : 6365, Pry : 5665, Prz : 6, Ballx :
568, Bally : 8663, Ballz : 665, ...}, {...}, ...〉, with Pi being a position of the car in dimension i,
Psi its velocity, Rri its rotation, etc.

In order to deal with such a number of features, we can reduce it with feature selection/engi-
neering, using expert knowledge. As an example, using the information of the position of a static
boost pad (an item on the field giving boost to players) will not help to classify the action the
player is performing. The list of relevant information is given in Tab. 6.1. The wall distance,

7https://github.com/jjbott/RocketLeagueReplayParser
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ceiling distance and ball distance can easily be computed using positions of the ball and players
by retro-engineering the positions of the walls and ceiling in replays of games already played.

Contextual information Data type
Wall distance (not backboard) Numeric

Ceiling distance Numeric
Ball distance Numeric
Ball speed Numeric

Ball acceleration Numeric
Car speed Numeric
Goal Scored Boolean

Table 6.1: Contextual information selected by the expert

6.2.3 Merging with inputs data

Unfortunately, Rocket League replay files contain only contextual information on the cars and the
ball (position, speed, ...), but do not contain player inputs (turn left, accelerate, ...). To overcome
this limitation, during each game, we also gathered player inputs. To do so, we executed a
program listening to the game controller (joystick) to detect sequences of buttons, say inputs,
a player presses. It then generates a sequence of inputs, for example: 〈{accelerate, boost, time :
1.2}, {accelerate, right, boost, time : 1.25}, {jump, time : 1.34}, {accelerate, up, left, time :
1.6}, {accelerate, jump, down, boost, time : 1.7}, ...〉.

This sequence is then merged with the contextual sequence. Indeed, the sequence of player
inputs alone is not enough to tell if a skill has been executed. For example, entering the sequence
of inputs for a “Power shot” when the ball is far away will just result in flipping the player. On
the other hand, contextual information alone does not provide player inputs, which are required
to produce interpretable behavioral patterns.

The workflow of the data augmentation process is given in Fig 6.3. The sequence of contex-
tual information (obtained from the game replay on which feature selection is operated) and the
sequence of player inputs are merged. Then, in order to improve the computational efficiency of
the next steps, we filter out a sequence state Xi (built in the previous subsection) if its previous
state Xi−1 has the same inputs. Indeed, behavioral patterns will be built only on states resulting
from player’s actions.

An expert then labels sequences with skillshots performed using the in-game replay viewer:
she defines the beginning and the end of sequences corresponding to a particular skill, leading to
the creation of our labelled dataset. Sequences are then split according to the beginning and the
end chosen by the expert (the end is often set when a goal is scored). A simplified example of a
labeled sequence is the following (a for accelerate, DW for DistanceWall etc.): 〈({a, b}, {Time :
1.2, DW : 2131, ...}), ({{a, r, b}, {Time : 1.25, DW : 1801, ...}), ({j}, {Time : 1.34, DW : 1325,
...}), ({a, u, l}, {Time : 1.6, DW : 600, ...}), ({a, j, d, b}, {Time : 1.7, DW : 233, ...})〉, figure :
MustyF lick.

Note that those steps that may appear straightforward as described here are in fact tech-
nically complex. As replays are meant to be replayed and not to extract data, a lot of retro
engineering is necessary to adjust x, y, z orientations, and to synchronize sequences from replays
and players actions inputs. Note also that when visualizing the replay for labelling, the time is
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Figure 6.3: Data augmentation

a bit faster than the real play, leading to difficulties of synchronization with timing of inputs
that we corrected thanks to a linear regression.

6.2.4 Interesting rules discovery

6.2.4.1 Background

Using supervised rules discovery for sequences has shown to be relevant patterns in the case of
game analytic (e.g., [23]). In this subsection, we first formally introduce an original behavioral
pattern mining technique, put then in practice with an adaptation of an existing algorithm.

Definition 25 (Complex Event Sequence) Let I be a set of items. Each subset I ⊆ I is
called an itemset. A complex event sequence, or database object, is an ordered list of states
o = 〈X1...Xn〉 where each state Xi = (ti, I,N) is composed of a timestamp ti, an itemset I and
a list of numerical valued variables N ×R. Note that each state is composed of a list of the same
numerical variables.

Each labeled sequence produced in the previous step can be represented as a complex event
sequence (Table 6.2).

Definition 26 (Behavioral pattern) A behavioral pattern is a complex event sequence gen-
eralization and can be written as an ordered list of states p = 〈X1...Xm〉 where each state
Xi = (I,N) is composed of an itemset I of player actions and a list of numerical interval valued
variables N × [a, b] with a, b ∈ R denoting the contextual information ranges of the event.

It is precisely the ranges of contextual variables (intervals) that enable behavioral patterns
to grasp slight variations of the different executions of a skillshot, along with common subsets of
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id Sequences class
1 {a,b}, {a,r,b},{j}, {a,u,l}, {a,j,d,b} +
2 {a,r}, {j}, {j}, {l} -
3 {a,b}, {a,b},{a,j}, {a,u}, {r}, {j,d} +
4 {a,b}, {a,b},{a,j}, {j,u} -

Table 6.2: Toy dataset. “+” means the sequence is a “Musty Flick”. Her we only included player inputs
for readability.

player actions. Patterns thus represent skillshot generalizations, resistant to noise and variations
of execution.

Definition 27 (Covering relation of behavioral pattern) A behavioral pattern p = 〈X1...Xmp〉
covers a complex event sequence, , i.e., is a generalization of, o = 〈X ′1...X ′mo

〉, denoted p v o,
iff there exists 1 ≤ j1 < ... < jmp ≤ mo such that X1 ⊆ X ′j1 , ..., Xmp ⊆ X ′jmp

. Here, Xi ⊆ Xj

means that Ai ⊆ Aj and that ∀[ai, bi]k ∈ Ni, njk ∈ Nj , aik ≤ njk ≤ bik. o is then covered by p.

Example 2 Example: The pattern 〈({a}, 〈[1, 3], [2, 5]〉), ({b}, 〈[2, 3], [4, 5]〉)〉 is a generalization
of the complex event sequence 〈({a, b}, 〈2, 2〉), ({c}, 〈7, 0〉), ({b}, 〈3, 5〉)〉.

As the number of patterns grows exponentially w.r.t. the number of complex event sequences,
we focus on patterns that discriminate skillshots, that is, whose support sequence are strongly
correlated to a skillshot. .

Example 3 Given the arbitrary pattern p, using only player inputs for simplification, p =
〈({a, b}), ({j, d})〉 and the data D given in Table 6.2, we have ext(p,D) = {1, 3}, support(p,D) =
2, and WRAcc(p,+,D) = 2

4 × (2
2 −

2
4) = 0.25. Notice that we have more than two labels for our

skillshot classification task. We consider a one versus all scheme, i.e., we will focus on a target
class, say the positive class while all the others will be merged to build the negative one.

In order to demonstrate visually the challenge of the task, we plotted two examples of
sequences of inputs, without representing contextual information for the sake of clarity, in Fig.
6.5 and Fig. 6.7. The two of them are performances of ceiling shots. Our goal is to find patterns
appearing in a given skillshot, and not in others. An example of such patterns is represented in
Fig. 6.6 and Fig. 6.8.

6.2.4.2 SeqScout adaptation

The SeqScout algorithm [89] presented in Chapter. 4 can mine discriminative patterns in se-
quences of itemsets. In the following, present a slight adaptation of SeqScout to mine behavioral
patterns.

We recall that the idea of SeqScout is to iteratively select a sequence of the dataset following
a trade-off between exploration and exploitation, using UCB [6], and then to generalize this
element (“going up” in the search space) creating a new pattern. The quality of this pattern,
i.e., its discriminating power, is then computed with the chosen quality measure, the WRAcc
in our case. Once the time budget has been reached, patterns are filtered to make sure they
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Figure 6.4: Player inputs legend

Figure 6.5: Sequence of inputs ceiling shot 1

Figure 6.6: Pattern p appearing first ceiling shot

Figure 6.7: Sequence of inputs ceiling shot 2

Figure 6.8: Pattern p appearing in second ceiling shot
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are non-redundant following Jaccard index, using a parameter θ (see [89], and the top-k are
returned. To adapt this algorithm to our problem, we need to reconsider the generalisation step
as complex event sequences also contains vectors of intervals.

6.2.4.3 Sequence generalisation

The sequence generalisation consists of two steps. In the first, each itemset of inputs I is
considered, for the selected sequence. Each item in I is removed following the rule:{

remain, if z < 0.5
remove, if z ≥ 0.5 , where z ∼ U(0, 1).

If I is empty, the entire corresponding state X is removed. Then in the second step, each
numerical variable is considered. Each n ∈ N is mutated following the rule, given nleft ∈ Dom(n)
s.t. nleft ≤ n, nright ∈ Dom(n) s.t nright ≥ n and α ∈ [0, 1], where Dom(v) represents the set
of values taken by variable v in the dataset:{

[−∞,∞], if z < α
[nleft, nrigth], if z ≥ α where z ∼ U(0, 1)

For example, considering the sequence:

〈(1, {jump}, {speed = 158, DistanceBall = 10}),
(2, {right, slide}, {speed = 102, DistanceBall = 29}〉

One possible generalisation is:

〈(2, {slide}, {speed = [88, 107], DistanceBall = [−∞,∞]}〉

Removing constraints of random variables leads to the creation of patterns with restrictions only
on a subset of variables from the state. It helps to find more interesting patterns faster.

6.2.5 Dataset re-encoding

In the following we propose a solution that fit into the LeGo framework [72]. Once a set of
patterns has been extracted, we re-encode the dataset. We create a feature for each pattern,
putting a Boolean "1" value if the pattern appears in the sequence, "0" otherwise, as illustrated
in Table 6.3. As explained in [44], “The binary feature construction process is certainly the
most straightforward but has also shown good predictive performance”. As we know that those
features are discriminative, they will give good insights about the class we need to predict. Note
that we need to mine discriminative patterns of each class to classify all of them.

Once the dataset in transformed into a binary transaction labeled dataset, classical machine
learning algorithms can be used to predict the skillshot the player is performing.

6.3 Related Work

Understanding and analyzing players behavior is an important subject. For unlabeled data,
time series clustering approaches were applied to different games, on free-to-play game data to
find relevant patterns in [114], or to discover seasonal patterns in [125].
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id Pattern 1 Pattern 2 Pattern 3 class
1 1 1 0 +
2 0 0 1 -
3 1 1 0 +
4 1 0 1 -

Table 6.3: Toy dataset re-encoded with 3 patterns

Concerning labeled data, we take interest in the identification of "skills", or "moves". In
games, it is most of the time done with expert knowledge and ad-hoc techniques. For example,
in fighting games, multiple precise combinations of controller inputs lead to the execution of
particular attacks or combos. To do so, exact pattern matching is used [138]. However in a
game like Rocket League, such an approach cannot be used. Indeed, each player has a full and
precise control of her car, in a 3D space, including all possible rotations, speed, acceleration,
even the reaction of bumping other cars. Having such a huge space of possible configurations
leads to the fact that each performance of a skill is unique: positions, speeds, rotations of the
car and the ball will not be the same, and even inputs pressed by the player can vary a lot
(many micro-adjustments of trajectory). This makes the problem of automatically classifying
(or detecting) the action of the player difficult. Rocket League seems to use in-game a system
using ad-hoc rules such as "if the ball touched the back of the car and then scored, it is a
backward goal", but this approach is limited to simple rules, based purely on expert knowledge,
that would not work on more complex skills.

In our context, we need to take into account inputs of the player, to know what she wanted
to perform, but we also need the contextual information of the game. For instance, performing
a "front flip" in its own goal without touching the ball and doing it to hit the ball will impact
the game differently. We are then in the presence of the so called complex event sequences [131].

In fact, we can transform the event part of the sequence in booleans taking 0 values by default,
and 1 when the event fires. It reduces the problem to a multivariate time series classification
problem [9]. Most of the recommended methods require time series to have the same length,
whether it is BOSS [115], COTE [10], Shapelet Transform [62], or Time Series Forest [36]. In our
case here, time series have different lengths. The 1-Nearest Neighbor Dynamic Time Warping
(1-NN DTW) [94] is said to be a good baseline [9]. However, the prediction step in KNN can
take a long time, even more because the DTW distance has a complexity of O(n2) for sequences
of size n. It would make a good candidate to compare to in our experiments though.

Finally, it should be highlighted that we were not able to find any data analytics article
on Rocket League in the literature. It strengthens our first contribution: it appears useful to
provide a dataset mixing contextual information and player actions, along with the needed tools
to create new datasets.

6.4 Experiments

The whole methodology has been fully implemented and a thorough experimental study has
been carried out. All materials are publicly available, including our original dataset, scripts,
algorithms, and our self-made program for capturing inputs from joysticks. In this section, we
discuss a number of experiments that indicate to which extent our methodology can automati-
cally detect skillshot from previously unseen games.
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6.4.1 Dataset

Following the presented workflow, we generated data with the help of experienced players of
the game. We describe the resulting dataset in Table 6.4. The max. size corresponds to the
maximum number of states in a sequence. We recall that each state is composed of 7 variables
and between 1 and 11 events, creating long sequences nearly impossible to read for a human.
Note that during labelling step we added failed skills, i.e., missing goals, or not hitting the ball
while performing the skill, and random non-skill sequences in games as "noise". Indeed, to train
our classifier to perform in real conditions, we need to be able do detect when player fails. We
also added classes distribution in Table 6.5. The min and max values of the variables are given
in Figure 6.14.

6.4.2 Experimental setup

We ran the first series of experiments not reported here to determine the best default parameters
for building a reasonable classifier: we will study how each parameter affects the results when
other parameters are fixed to their default value. As such, when not specified, the default
parameters in experiments are the following. We used 5-fold stratified cross validation to assess
the robustness of our classifier. We took the top-5 best patterns given by SeqScout, on each
class of the dataset, as features for the classifier. We gave 1,000 iterations for SeqScout, which
seemed a reasonable trade-off between pattern quality and time taken by the algorithm. The non-
redundancy parameter θ is set to 0.8. The parameter α, controlling the sequence generalisation,
is set to 0.9, and the Decision Tree (from [103]) is chosen for the final classification step, for its
simplicity and interpretability.

With this experimental setup, we provide answer elements to the following questions.

• How many patterns are required to maximize the accuracy of our classifier?

• How does the α parameter affect patterns quality?

• How does the qualities of computed patterns affect the quality of the classification and
how many iterations does SeqScout need to perform well?

• How does the non-redundancy of patterns affect the classification?

• What is the best classification method to use?

• What is the performance of our method compared to a state-of-the-art algorithm like 1-NN
DTW?

• Using only sequences of variables (and not player inputs), can we still accurately predict
performed skills?

• How can we use our classifier in real-time to detect performed skills?

Table 6.4: Dataset

# Sequences # Inputs # Variables Max. size # Classes
298 11 7 64 7
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6.4.3 Influence of the number of mined patterns

We evaluated how the number of mined patterns influences the mean accuracy of our method.
Note that the pattern number corresponds to the number of mined patterns for each class with
SeqScout. For example, this means that for 20 mined patterns, having 8 classes in our dataset,
we re-encode our dataset with 160 features. Results are given in Fig. 6.9. Here we can see that
the predictive power of our method quickly increases with the number of patterns, and then
tends to decrease a bit. Setting this parameter between 10 and 30 seems to be a reasonable
choice.

In Fig. 6.10, we tested the influence of the parameter α from the generalisation step on the
quality of patterns. Note that the WRAcc takes its values in [−0.25, 0.25] (see [89] for more
information). Here we can see that we have an optimum for α = 0.8. This means that the
method gives better results when we remove restrictions on a numeric with the probability 0.8.

6.4.4 Pattern quality w.r.t. accuracy

Increasing the time budget leads to an increase of the mean pattern quality [89]. We then
propose to evaluate the impact of the time we give to SeqScout. As we can see in Fig. 6.11, the
more iterations we give (and equivalently, time), the better are the predictions. Finding good
discrimative patterns leads to the design of good discriminative features.

6.4.5 Impact of diversity on accuracy

In Fig. 6.12, we show the impact of the θ parameter. We recall that θ is the threshold above
which patterns are considered similar when filtering resulting pattern. Having a low θ means
we want SeqScout to give us patterns which have few or no sequences in common, and a high
θ that we accept similar patterns as the output. Interestingly, this parameter does not seem to
have an impact on the accuracy. It is important if we want to filter patterns to an end-user,
to show non-redundant results, but in the case of classification, we can choose to remove this
costly step without impacting the prediction quality.

6.4.6 Predictive performance of the method

We evaluated the performance of different state-of-the-art classification methods on the re-
encoded dataset. In light of preceding results, we chose here the best found parameters: α = 0.8,
θ = 1, 20 extracted patterns, and a number of iteration of 10,000. We tested Decision Tree (DT),
Random Forest (RF), SVM, Naive Bayes from sk-learn [103] and XGBoost (XGB) from [32], all
with default parameters values. As we can see in Fig. 6.13, RF, XGboost and SVM seem to
give the best results.

Table 6.5: Class Distribution

Noise Ceiling Power Waving Air Flick Musty
43 30 60 38 45 46 36
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Table 6.6: Comparaison of 1-NN DTW vs our method

Acc Train Acc Test Time Train Time Test
Best Approach 94.1 84.9 14 min -
1-NN DTW - 71.5 - 7 min

Table 6.7: Confusion matrix of our classifier
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Noise 12 38 0 0 0 38 12
Ceiling shot 0 100 0 0 0 0 0
Power shot 0 0 100 0 0 0 0
Waving Dash 0 0 0 100 0 0 0
Air Dribble 0 0 0 0 100 0 0

Flick 10 0 0 0 0 90 0
Musty Flick 0 0 12 0 0 0 88

6.4.7 Comparison to 1-NN DTW

If we transform events to booleans taking 1 values when event fires, and 0 otherwise, we can
reduce the problem to a multivariate timeseries classification. We then compare ourselves to
1-NN DTW, without forgetting to z-normalize timeseries as specified in [9]. We used a DTW
implementation8. Results are shown in Table 6.6. Our method improves significantly the ac-
curacy. Moreover, we have the strong advantage of being able to classify in nearly-real time,
contrary to 1-NN DTW. This is important to create a system that could classify directly in
game what players are doing. Note also that there is a trade-off between the duration of the
training and the accuracy of our method, as we can tune the number of iterations we give to
SeqScout.

6.4.8 Using numerical variables only

We tried the approach on sequences of purely numerical variables, meaning that we removed
the player inputs information. In a 5-fold stratified cross-validation, we found a mean accuracy
of 73.9%. We can then deduce that the information of players inputs leads to a clear increase
of accuracy of the system. It supports the need for the proposed data augmentation step.

6.4.9 Classify goals

An example of confusion matrix given in the stratified 5-fold cross-validation is given in Table
6.7.

8https://github.com/pierre-rouanet/dtw
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As we can see, the classifier has difficulties to classify the "noise" class, composed of failed
goals, and random part of games. Using sliding windows to detect skills in real time in a game
would then probably give poor results. However, in real setting, the vast majority of figures
are ways of scoring goals. To deal with the previous issue and to increase the accuracy of our
system, we can introduce a bit more of expert knowledge: we classify the sequence only if a goal
has been scored. This way, our system could be directly used in real settings, extracting the
sequence of actions before a goal, and feeding it to our classifier. After filtering sequences of
our dataset by keeping only those having a "goal" in it, and using our method, we have a mean
accuracy of 87.6%.

6.4.10 Performances of MonteCloPi

As explained before, the Rocket League dataset can be transformed to a multivariate time series
dataset, having varying lenghts. Using MonteCloPi, we reached a classification accuracy of
80.1%, with 5-fold stratified cross-validation, a training time of 1 hour, and nearly immediate
classification during test time. Results are not as the good as the SeqScout adaptation. We make
the hypothese that this is due to the generalisation step. With MonteCloPi, we systematically
go to the top of the search space, whereas we can sample any pattern, in theory, with SeqScout.
On this dataset, this generalisation strategy is then better.

6.4.11 Pattern interpretability

One of the interest of using a pattern mining approach is its interpretability.
The two following patterns are the top-1 patterns extracted respectively for the "Musty

Flick" and the "Ceiling Shot" by SeqScout. Note that here for simplicity of notation we removed
variables whose intervals were [−∞,∞].

〈{accelerate}, {down jump}, {goal}〉 (WRAcc = 0.0863)
〈{accelerate, jump,DistanceCeil = [1.52, 1233.51]}}〉

(WRAcc = 0.0755)

Interestingly here, the pattern corresponding to the "Musty Flick" only takes into account the
inputs of the user, with no restrictions on variables. The sequence of inputs is indeed a part of
the required inputs to perform the "Musty Flick". The pattern is only a "part of" the required
inputs because in fact the beginning of the sequence of inputs for the "Musty Flick" is common
to the "Front Flick": SeqScout returns only the discriminative part, i.e., the part that is present
in "Musty Flick" figures, and not in others. That is why this method gives good results: the
more discriminative patterns are, the better are the feature for the classification step.

Moreover, the best found pattern discriminative of the "Ceiling Shot" is in fact composed of
only one state, which is enough to discriminate the skill here: if the player jumps when she is
near the ceiling (1,200 corresponds approximately to the medium position between ceiling and
floor), it often leads to a goal, in our dataset.
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6.5 Discussion

We introduced a new original dataset collected by our means, and a method to classify skillshots
of players in Rocket League. This methodology could be applied to other games, as the type of
required data is generic enough. We obtained good results with a mean accuracy of 87.6%, a
high score for a multi-class classification problem.

The classifier training can take some time, depending on the time budget the user want to
allocate, but the classification can be performed in real-time, contrary to 1-NN DTW.

However, there also exists some drawbacks that could be addressed in future works. The
biggest one is the noise problem, as it is difficult to discern failed skills from well executed ones.
We dealt with this issue by filtering only sequences finishing with a goal. This approach would
not work in the case of classifying skills that do not finish with a goal. Moreover, all existing
skills are not present in this dataset, as it would require a lot of additional work with several
different experts to increase the diversity of performed and labeled skills.

One may notice when looking at the confusion matrix that many examples of noise are
considered as other figures by the classifier. This is due to the fact that noise is composed of
different "failed" figures. As they are similar to correctly performed figures, they are difficult to
discern. To deal with that, a possibility would be to add a new label for each figure corresponding
to its failed or succeeded execution, and to reserve the "noise" class to random moves. Our
classifier would then give the intention of the player, and another classifier would give the
success or not of this intention.

Note also that this project is a proof-of-concept, that used some "hacks" in the data collection
process. A production-ready system would require inputs data directly recorded by the game.
In the case of new skill appearing in-game, the system would need to be trained again with new
data, to keep being up-to-date with the new meta game.

Some skillshots are also not present in the dataset because our expert players cannot perform
them consistently. Indeed, the better the player, the more consistent she is at performing skills,
as already showed in [23], and so the easier it is to classify (professional players have less
variability when repeating strategies). Moreover, at very high level, it is not only one skill at
a time that is performed, but more a sequence of skills. Using a system like presented in this
paper would be beneficial to several actors. For players, a histogram of skills detected during
games could be used for player profiling. For game editor, such a system may help to better
rank them, or to detect "smurfing", i.e., playing with another account to improve her ranking
[29]. It could also improve analytics for esport structures to better know their future opponents
by better understanding their play-style. It would also be interesting to create new game modes
where the goal is to perform skills on increasing difficulty (like the game of "horse" in basketball).
Finally, this type of analytics could help to study the evolution of the meta-game during seasons,
as Rocket League is already a game with an history, and is probably going to keep growing over
the next years.
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Chapter 7

Conclusion

7.1 Summary

In this thesis we proposed to tackle the problem of supervised rule discovery, or subgroup
discovery, for two types of data, namely sequences of itemsets and high dimension numerical
data. Note that the last can also be applied directly to time series.

The problem of finding interesting rules in the presence of labeled sequences of itemsets has
attracted few attention. This is probably due to the size of the search space, which quickly
grows making an exhaustive search infeasible. Some rare propositions have been made, however
they often focus on sequences of items, or are dependant on the used quality measure.

Some of them like misère [44] or the popular Beam Search[42] are interesting to tackle this
problem, but they present several drawbacks. misère does not use information of previous
drawings, making this algorithm focusing on exploration of the search space only. Beam Search,
on the other hand, can be seen as several hill climbing procedures exploring the search space in a
top-down way, making this algorithm focusing on exploitation only. We proposed two algorithms,
namely SeqScout and MCTSExtent that are able to find a trade-off between the exploitation, i.e.,
visiting search space areas near already known good patterns, and exploration, i.e., exploring
unknown search space areas to gather new information. Both method use the well known UCB1
[6] formula, proposed in the game theory literature, to deal with this trade-off.

SeqScout tackled this issue with a multi-armed bandit model, where the action of playing
a bandit arm is seen as choosing a sequence and then generalising it. This method presents
the advantage of being simple, and to give interesting results. MCTSExtent pushes further this
idea by applying a Monte Carlo Tree Search [25] on the search space of extends, by successively
grouping positive elements and computing their longest common subsequences, i.e., finding one
of the most specific description that cover those elements. This create patterns that cover at
least those interesting elements, meaning that they may probably be interesting. To do so,
we also proposed a dynamic programming algorithm to find a longest common subsequence
between two sequences of itemsets. This algorithm is anytime, so time budget given to it can
be controlled, and results tend to improve over time, as search space interesting areas are better
estimated iteration after iteration. One of the strength of those methods is that they reduce
the size of the search space by considering only patterns having a non-null support, which are
numerous when enumerating all possible ones for sequences of itemset.

Inspired by the idea of MCTSExtent and its good results, we proposed to tackle the problem of
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finding interesting rules in high dimensional data, in particular because time series can be seen as
an instance of this problem. We then proposed MonteCloPi, which has the property of exploring
closed on the positive patterns, reducing the size of the search space with the guarantee of keeping
only interesting patterns. In particular, we showed that when considering (multivariate) time
series of same lengths, MonteCloPi is exhaustive on the closed on the positives.

In order to assess the relevance of our algorithms, we proposed to tackle the problem of
classifying player behaviour in a competitive e-sport game, Rocket League. We described and
implemented a complete workflow including domain expert knowledge and intervention to do
so. We successively identified behaviours we wanted to detect, played matches, gathered data,
pre-processed and merged them from different sources, and finally labeled them. Once those
steps have been performed, we embraced the LeGo method [72] by adapting SeqScout to deal
with data specificities, re-encoding the dataset to create a binary matrix, and using a random
forest classifier. We showed that we were able to detect figures players performed in real-time,
which is of interest to game commentators, e-sport teams analysts, or to integrate new game
modes or improve the ranking system, for example.

7.2 Perspectives

7.2.1 Improving MCTSExtent and MonteCloPi

Improving the roll-out step of MonteCloPi to cover only closed on the positives

One way of improvement for the MonteCloPi algorithm would be to change the roll-out
step in order to force it to create a closed on the positive. Indeed, the actual roll-out step,
or generalisation, consists in removing restrictions on all intervals excepting one. Even if this
strategy gave good results experimentally, it creates a pattern which can be a non closed on
the positives. Moreover, as the number of iterations increases, the probability of sampling an
already discovered pattern increases too. It may be more interesting to take advantage of the
need to perform a roll-out do discover a new pattern each time. One proposition that may be
interesting to investigate would be the following: computing the meet of all positive elements,
except k among positive elements that are not in the extent of the expanded node. Indeed, when
considering closed on the positives, the most general pattern is the meet of all positive elements.
Each level of the search space of closed on the positive is in fact composed of the meet of |D+|−k
positive elements, where |D+| is the number of positive elements of the dataset. The idea would
then be to roll-out only unseen patterns, creating a new tree at the top of the search space. As
it would cover elements of the expanded node and additional positive ones, it would indeed be a
generalisation of the expanded node, and would help covering the search space of closed on the
positive quicker.

Making algorithms exhaustive on all cases

One of the issue of MCTSExtent is that it does not have the property of exhaustiveness.
MonteCloPi has also this issue when dealing with time series of different lengths. This is due
to the fact the meet (or longest common subsequence for MCTSExtent) is not unique. When
enumerating the search space with successive expand steps, important and interesting patterns
could be missed, as we compute only one meet. In order to make the search exhaustive, we would
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need to compute all meets, and to create as many expanded node as possible meets. However,
the number of common patterns between two positives elements can be gigantic, as showed by
Egho et al. in [45] for sequences of itemsets. Further investigations would be needed to tackle
this difficult problem.

Parallelisation
Monte Carlo Tree Search offers different way of parallelisation to improve results quality for a
same time budget: the leaf parallelisation, the root parallelisation and the tree parallelisation
[25]. The leaf parallelisation seems to be the simplest applied to our setting, as it does not require
the use of a mutex. The idea of the leaf parallelisation is to run several roll-outs in parallel after
expanding a node, giving a better appreciation of its quality. One of the drawbacks of the leaf
parallelisation in classical MCTS is that the time of the roll-out step will be the longest among
roll-outs launched in parallel. However in our case our roll-out strategy should take approxi-
mately the same time for any possible roll-out. Moreover, considering previous improvement
of making the roll-out step create a pattern closed on the positive, this leaf parallelisation step
would decrease the time needed to explore the search space exhaustively.

Applying this methodology to other pattern description languages

The methodology proposed with MCTSExtent and MonteCloPi is in fact generic enough to
be applied to other types of data, not only numericals or sequences of itemsets. Indeed, this
idea of exploring the search space of positive extends, iteratively grouping positive objects and
computing their meet in order to create interesting patterns, coupled to the use of the Monte
Carlo Tree Search, could be applied to graphs or categorical data, for example. The only two
steps that need to be redefine is the meet step, and the generalisation step.

7.2.2 Going further with the Rocket League use case

Improving the classification in Rocket League

One possible way of improvement for the Rocket League use case would be to better deal
with the "noise" problem. Indeed, in our settings, we chose to create a class containing noise, i.e.,
random moves and failed figures. However as those failed figures are very similar to successful
ones, our classifier tend to classify those objects as figures the player wanted to perform. A
better approach would be to reserve the "noise" class to only random moves, and to add a
new "succeeded" label for each object, denoting the success or not of the figure. The classifier
we proposed in this article would then be used to detect the intention of the user. After this
classifier identifies user intention, another one would detect the success or not of the figure. A
possibility would be to re-use an approach similar to the first one focusing on classifying the
success of a figure. Another simpler, yet probably effective approach would be to use the simple
rule "if a goal is scored quick after player performed the figure, we considered it successful".

Automatic detection of new classes

One problem in a game like Rocket League is that the number of skillshots that can be
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performed, i.e., the number of classes, increases over time. Indeed, the community still discovers
new mechanics, and new ways of scoring goals: the "musty flick" was unknown to game devel-
opers, but it emerged and became quickly famous. Such a system of figure classification would
have to deal with this issue: the number of class increases over time. To tackle this problem,
one possibility would be to have an expert monitor matches to identify new skillshots. Once
this is the case, new label data would need to be collected for this new class. However we
could imagine to take advantage of the pattern mining approach presented in this thesis. Each
figure is re-encoded to a boolean vector, each value corresponding to the presence or not of a
previously mined pattern. Figures of the same class should form clusters in the feature space.
As the number of class is known at a time t, it would be possible to use a clustering algorithm
like k-means[82], for example, to assess this hypothesis. Then, we could automatically detect
outliers that are far away from other centroïds, and are grouped together. This would trigger
an alarm indicating that one or several new classes appeared, so that the system would need to
take this into account in order to keep performing correctly. Note that this approach could be
applied not only to this use case: a production system exhibiting and classifying time series, or
more generally classifying users behaviour, could take advantage of such an approach to evolve
over time.
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Abstract

It is extremely useful to exploit labeled datasets not only to learn models and perform
predictive analytics but also to improve our understanding of a domain and its available targeted
classes. The subgroup discovery task has been considered for more than two decades. It concerns
the discovery of rules covering sets of objects having interesting properties, e.g., they characterize
a given target class. Though many subgroup discovery algorithms have been proposed for both
transactional and numerical data, discovering rules within labeled sequential data has been much
less studied.

In that context, exhaustive exploration strategies can not be used for real-life applications
and we have to look for heuristic approaches. In this thesis, we propose to apply bandit models
and Monte Carlo Tree Search to explore the search space of possible rules using an exploration-
exploitation trade-off, on different data types such as sequences of itemset or time series. For a
given budget, they find a collection of top-k best rules in the search space w.r.t chosen quality
measure. They require a light configuration and are independent from the quality measure used
for pattern scoring. To the best of our knowledge, this is the first time that the Monte Carlo Tree
Search framework has been exploited in a sequential data mining setting. We have conducted
thorough and comprehensive evaluations of our algorithms on several datasets to illustrate their
added-value, and we discuss their qualitative and quantitative results.

To assess the added-value of one or our algorithms, we propose a use case of game analyt-
ics, more precisely Rocket League match analysis. Discovering interesting rules in sequences of
actions performed by players and using them in a supervised classification model shows the effi-
ciency and the relevance of our approach in the difficult and realistic context of high dimensional
data. It supports the automatic discovery of skills and it can be used to create new game modes,
to improve the ranking system, to help e-sport commentators, or to better analyse opponent
teams, for example.

Keywords: Knowledge Discovery in Databases, Pattern Mining, Game analytics.



Résumé

Exploiter des jeux de données labelisés est très utile, non seulement pour entrainer des modèles
et mettre en place des procédures d’analyses prédictives, mais aussi pour améliorer la com-
préhension d’un domaine. La découverte de sous-groupes a été l’objet de recherches depuis
deux décennies. Elle consiste en la découverte de règles couvrants des ensembles d’objets ayant
des propriétés intéressantes, qui caractérisent une classe cible donnée. Bien que de nombreux
algorithmes de découverte de sous-groupes aient été proposés à la fois dans le cas des données
transactionnelles et numériques, la découverte de règles dans des données séquentielles labelisées
a été bien moins étudiée.

Dans ce contexte, les stratégies d’exploration exhaustives ne sont pas applicables à des cas
d’application rééls, nous devons donc nous concentrer sur des approches heuristiques. Dans
cette thèse, nous proposons d’appliquer des modèles de bandit manchot ainsi que la recherche
arborescente de Monte Carlo à l’exploration de l’espace de recherche des règles possibles, en
utilisant un compromis exploration-exploitation, sur différents types de données tels que les
sequences d’ensembles d’éléments, ou les séries temporelles. Pour un budget temps donné, ces
approches trouvent un ensemble des top-k règles decouvertes, vis-à-vis de la mesure de qualité
choisie. De plus, elles ne nécessitent qu’une configuration légère, et sont indépendantes de
la mesure de qualité utilisée. A notre connaissance, il s’agit de la première application de la
recherche arborescente de Monte Carlo au cas de la fouille de données séquentielles labelisées.
Nous avons conduit des études appronfondies sur différents jeux de données pour illustrer leurs
plus-values, et discuté leur résultats quantitatifs et qualitatifs.

Afin de valider le bon fonctionnement d’un de nos algorithmes, nous proposons un cas
d’utilisation d’analyse de jeux vidéos, plus précisémment de matchs de Rocket League. La
decouverte de règles intéressantes dans les séquences d’actions effectuées par les joueurs et leur
exploitation dans un modèle de classification supervisée montre l’efficacité et la pertinence de
notre approche dans le contexte difficile et réaliste des données séquentielles de hautes dimen-
sions. Elle permet la découverte automatique de techniques de jeu, et peut être utilisée afin de
créer de nouveaux modes de jeu, d’améliorer le système de classement, d’assister les commenta-
teurs de "e-sport", ou de mieux analyser l’équipe adverse en amont, par exemple.

Mots-clés: Découverte de connaissances, fouille de motifs, analyse de jeu
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