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Foreword

This manuscript traces the major part of my research activities since obtaining my PhD thesis in 2014.
The reported works were thus prepared during my post-doc (2015) at the "Institut de Mathématiques de
Toulouse" (IMT) and then, while I was working as a "Maître de Conférences" at IMT (team "Mathématiques
pour l’Industrie et la Physique") and as a research fellow at the "Institut Clément Ader" (ICA) (team "Mod-
élisation des Systèmes et Micro-systèmes Mécaniques"). From a general point of view, I am interested in
developing and implementing advanced computational methods for structural mechanics. More precisely,
in order to meet the current concerns both in scientific and industrial terms, the algorithms that I design
make a serious effort to deal with the following challenges:

1. High-Performance Computing: The demand for accurate and reliable numerical simulations is in-
creasing exponentially across a broad range of scientific and engineering applications, such as in the field
of structural mechanics. To be able to use a complex predictive numerical model (thus allowing to repre-
sent local non-linearities) at the scale of the entire structure (e.g., a whole car or aircraft), the numerical
efficiency of the methods has to be improved, which is the aim of High-Performance Computing (HPC). In
particular, this appears of major interest in the current context of Virtual Testing, where part of the experi-
mental tests are removed and replaced by numerical simulations to reduce the cost and time development
of new products.

2. Reuse of available computational tools: The attractiveness of a new numerical method is often lim-
ited by practical considerations like the available hardware, software and human resources. Given the today
myriad of existing tools and programming environments, it does not seem always necessary to start from
scratch when designing and implementing a new method. In this context, the numerical strategies that are
able to make use of commercial packages as black boxes appear appealing, since they can benefit from the
ergonomic environment and from all the modeling and computing capabilities of already developed tools.

3. Ability to treat optimization problems: The fast development of efficient "direct" solvers, which take
as an input a given model and return as an output the structural response, brings new opportunities to ad-
dress the higher-level problem of optimization, that enables to question and adapt the numerical model
with regard to key features. The ability of a (direct) computational strategy to be integrated into and to
improve an optimization process thus seems essential, such as to perform design optimization during the
product development in industry (thereby reducing the usual long trial-and-error learning process), or to
perform data assimilation in the field of experimental solid mechanics (i.e., to optimally combine a numer-
ical model with observations).

To answer the aforementioned issues, my research works mostly concern (i) IsoGeometric Analysis
(IGA) and (ii) domain coupling methods. Regarding the second point, besides developing new coupling
formulations, my contributions are related to the construction of advanced algorithms, based on (ii.a) non-
invasive global/local and (ii.b) domain decomposition procedures, for the efficient resolution of the cou-
pling. Furthermore, in order to meet requirement 3. above, I have recently focused my interest on (iii) nu-
merical optimization, specifically to carry out (iii.a) structural shape optimization and to perform (iii.b)
image registration for experimental solid mechanics (also commonly referred to as (iii.b) Digital Image
Correlation (DIC) in the field). The corresponding scientific key points are given below. The working envi-
ronment that brings me to consider such approaches in my research activities is also specified. References
are voluntarily omitted here and are postponed to the remaining of the manuscript, where the scientific
background for each method is further discussed.

IsoGeometric Analysis (IGA) has been originally introduced to reunify the fields of Computer-Aided
Design (CAD) and Finite Element Analysis (FEA). The core idea is to resort to the same higher-order and
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smooth spline bases for the representation of the geometry in CAD as well as for the approximation of solu-
tions fields in FEA. The use of such families of functions makes IGA highly attractive for two main reasons:
first, a common geometrical model can be used by both the designers and analysts; then, an increased per-
Degree-Of-Freedom (per-DOF) accuracy can be reached in comparison to standard Finite Element Methods
(FEM). This technology is thus often seen as a high-performance computational tool in the current liter-
ature. Benefiting also from the attractive geometrical feature, IGA appears particularly powerful for, e.g.,
the shape optimization of structures since it eliminates the tedious successive meshing and/or smoothing
of the geometry to be optimized in FEM. Pushing forward the reasoning, IGA actually provides a natural
regularization procedure for general optimization problems since it allows to look for the solution in a
more regular approximation space. I have had the opportunity to work on IGA during my PhD thesis (in the
context of shell analysis), before bringing this technology to the scientific landscape of Toulouse, first for
non-invasive global/local analysis during my post-doc and then, for shape optimization and image regis-
tration which are two important fields of research at IMT and ICA.

Broadly speaking, domain coupling in structural mechanics consists of appropriately transferring the
kinematic and static information between several (usually different) meshes to connect them in a given sim-
ulation. This seems to be of major importance in the current context of high-performance computing and
reuse of available computational tools since it constitutes the starting point to (i) combine different models
at different scales (possibly coming from different software), and (ii) separate the computational resources
between several subdomains. In particular, we will focus in this document on global/local non-invasive
coupling schemes that enable to locally enrich a global model without altering its corresponding numerical
operators. It thus becomes easy to interface several software or codes with this approach. We will also con-
sider the family of domain decomposition solvers, that have been developed for high-performance com-
puting on parallel computer architectures. Originally based on overlapping partitions, the non-overlapping
methods seem to have now gathered a considerable momentum in the field of structural mechanics. Instead
of solving one large system defined over the whole computational domain, the idea is to solve, in parallel,
local systems defined per sub-domain, while the interface conditions are recovered through an iterative
process. Finally, let us note that all these algorithms appear compatible with optimization processes since
they allow not to recompute the full coupled problem when some regions are not optimized. I have been
able to address domain coupling to perform non-invasive global/local IGA during my post-doc in Toulouse,
and then to perform the parallel computation of digital image correlation and of multipatch isogeometric
shell structures.

A stated above, mainly two optimization problems will be investigated in this manuscript: structural
shape optimization and DIC. Although very different in terms of application, these two problems are quite
close form a mathematical point of view; in particular, they are both solved using gradient-based algo-
rithms since the gradient can be well computed and a "good" initial guess is available. Structural shape
optimization aims at finding the optimal geometry of a structure with respect to a certain objective, such as
minimal mass, maximal rigidity, etc. More precisely, we will focus on the optimal design of stiffened struc-
tures, which are ubiquitous in aeronautics. Today designs of wings and fuselages contain a lot of straight
and aligned stiffeners uniformly distributed. However, it seems that defining curvilinear stiffeners instead
of straight ones can further improve the mechanical behavior of the overall stiffened structures. Fig. 1(a)
highlights what could be, in the future, the aerostructures based on free-form stiffeners. A general frame-
work is proposed in this manuscript to compute such new structures and optimize their shape. Given a set
of images taken over time that follow the deformation of a structure, the goal of DIC is to find the kinematic
transformation that enables to move from one image to another. With the current improvement of imaging
techniques (explosion of sensor definition and of acquisition time frames), it now becomes possible to ob-
serve in great detail the behavior at the surface of a (possibly non-planar) structure, or even at the interior
of a material (as an illustration, see Fig. 1(b) that shows a volume image obtained by tomography). From
a numerical point of view, the field now requires to develop innovative efficient algorithms (breaking with
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the common practice in experimental mechanics) to extract mechanically sound information from such
massive amount of image data. This problematic will be addressed in the document, especially by drawing
inspiration from the HPC techniques of computational structural mechanics.

(a) Innovative stiffened structures with curvilinear stiffen-
ers [Renard, 2018].

(b) Tomographic image of a compos-
ite sample [Chelaghma, 2018].

Figure 1 – Interest of the two main optimization problems addressed in the document.

Following these opening remarks, the manuscript is divided into two parts to present the different con-
tributions: first, from chapter 1 to 3, the numerical tools that I have developed for the (direct) resolution
of structural mechanics problems are presented; then, in chapters 4, 5 and 6, the constructed algorithms
are extended and complemented by dedicated numerical devices to facilitate and improve some optimiza-
tion processes in solid mechanics. More precisely, the first part starts by focusing on IGA before the works
achieved in this field regarding non-invasive global/local coupling and domain decomposition are intro-
duced. The second part is organized with respect to the different optimization applications tackled, going
from the easiest to the most complicated one in terms of optimization resolution. From here on, it should be
stressed that the contributions regarding optimization rather concern the modeling and the involved direct
resolutions than the optimization algorithm itself. The manuscript structure is specified in the following.
For each part, the related contributions are outlined. The resulting papers and the supervised students (if
any) are also indicated.

In Chapter 1, IGA is outlined by providing an original point of view on its relation with standard FEM.
Specifically, IGA is interpreted as the projection of classic FEM onto a specific, more regular, reduced basis.
The increased per-DOF accuracy of IGA appears clear through this lighting: the discretization space for IGA
is somehow included into the FE space, which allows to capture smooth mechanical solutions while saving
a significant number of DOF. We also push forward the concept in this chapter in order to perform IGA in
an available FE software in a truly non-invasive manner; that is, the total FE code can be used as a black
box. This work, with in particular the construction of a non-invasive implementation scheme for IGA, has
been achieved in the PhD thesis of Marie Tirvaudey [Tirvaudey, 2019], who I co-supervised with Prs. J.-C.
Passieux (INSA Toulouse) and L. Chamoin (ENS Paris-Saclay), and has led to [Tirvaudey et al., 2019a].

Chapter 2 gives an overview of the numerous works I have been able to carry out regard-
ing non-invasive global/local coupling [Bouclier et al., 2016, Bouclier et al., 2017, Guinard et al., 2018,
Bouclier and Passieux, 2018, Tirvaudey, 2019, Tirvaudey et al., 2019b]. Originally introduced in the FEM
framework to fulfill an industrial requirement, we show that this type of technology is of great interest for
global/local IGA from a scientific point of view. The idea is to take the initial isogeometric model as the
global model, so that the need for costly spline re-parametrization procedures when integrating a non-
conforming local model is eliminated. Furthermore, the global (well-conditioned) stiffness operator is as-
sembled and factorized only once regardless of the evolution of the local model. In particular, the progresses
that we choose to report in this document concern the development of non-invasive numerical schemes to
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(i) couple complex non-conforming FE models; (ii) perform hybrid global/local simulations combining IGA
and FEM; and (iii) properly handle any non-conforming isogeometric configurations encountered through
an arbitrary global/local process. Given its flexibility and robustness, the last algorithm will then be effi-
ciently integrated into an optimization loop for performing structural design in chapter 6. Regarding the
working environment, point (i) has been addressed in collaboration with AIRBUS, and more specifically
with S. Guinard (Airbus Group Innovations), through the co-supervision of the master 2 internship of Ma-
teus Toniolli in 2016, and has led to [Guinard et al., 2018]. Point (ii) has been investigated first during my
post-doc in Toulouse with Prs J.-C. Passieux and M. Salaün (ISAE-SUPAERO) [Bouclier et al., 2016], and then
through the PhD thesis of Marie Tirvaudey [Tirvaudey, 2019]. Finally, the progress related to point (iii) has
been achieved more recently in collaboration with Pr. J.-C. Passieux [Bouclier and Passieux, 2018].

Chapter 3 is devoted to the analysis of non-conforming multipatch isogeometric shell structures. More
precisely, we are interested, in terms of application, in the computation of complex curved stiffened panels
(see Fig. 1(a) again). The work performed in this chapter will serve as a prerequisite to design innovative
aerostructures with improved structural properties in chapter 6. A new Mortar coupling formulation for
the proper connection of non-conforming Kirchhoff-Love shells that intersect with arbitrary angles is first
proposed. In order to do so, two sets of Lagrange multipliers are considered to impose the continuity of both
the displacement and rotation of the shell. Then, benefiting from this Mortar coupling, we build an iterative
dual domain decomposition solver where, at each iteration, only local quantities defined at the patch level
are involved which makes the overall algorithm naturally parallelizable. We also study the preconditioning
step in order to tend to an algorithm which is numerically scalable. From a conceptual point of view, this
work shares similarities with the one of chapter 2: the solver is adapted to perform multiresolution, such as
during shape optimization since it allows to factorize once for all the stiffness matrices of patches located
in non-design regions (as will be illsutrated in chapter 6). This work has been achieved in the PhD thesis
of Thibaut Hirschler [Hirschler, 2019], who I co-supervised from Toulouse with Pr. T. Elguedj at INSA Lyon,
and has been published in [Hirschler et al., 2019a, Hirschler et al., 2019b]. We shall also specifically mention
at this stage the collaboration with Pr. D. Dureisseix (INSA Lyon) which was crucial for the construction of
an efficient domain decomposition solver.

Chapter 4 concerns the first optimization application tackled, namely Digital Image Correlation (DIC).
The chapter is composed of two main sections. First, a mathematical analysis of the most commonly used
algorithm in DIC is performed. In particular, the choice of a constant operator over the iterations is clearly
accounted for and appears sufficient for the measurement of almost all solid mechanics phenomena (in-
cluding large deformations). Although this work may appear standard from the viewpoint of numerical
optimization, it seems to us appropriate to clarify the mathematical background of DIC and correct some
inaccurate terminologies in the literature, especially towards the experimental mechanics community. This
work has been performed very recently in collaboration with Pr. J.-C. Passieux [Passieux and Bouclier, 2019].
Then, in the second section, an original domain coupling method is proposed to recover displacement con-
tinuity and mechanical equilibrium from two independent FE-based DIC analysis with mechanical reg-
ularization. As in chapter 3, two additional unknown fields are considered but, this time, the interface
reaction force does not constitute a Lagrange multiplier from a numerical point of view. The method
is also extended to parallel computing thanks to the use of a suitable Krylov solver and the construc-
tion of a dedicated preconditioner. The interest of integrating such an HPC tool in the optimization
loop of DIC is highlighted. This work was actually the first one for me related to numerical optimiza-
tion and was achieved with Pr. J.-C. Passieux at the beginning of my assistant professor position at INSA-
Toulouse [Bouclier and Passieux, 2017]. It may eventually be noticed that I have been (or am currently)
involved in some other works related to DIC that share the same philosophy as the ones reported here (see,
especially, [Passieux et al., 2018] where model-order reduction is extended to DIC, [Rouwane et al., 2020]
(from the PhD thesis of Ali Rouwane [Rouwane, 2021] who I co-supervise with J.-C. Passieux and J.-N. Périé
(UPS Toulouse)) where the aim is to build an image-based mechanical model for the regularization of Digital
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Volume Correlation, and [Fouque et al., 2020] (from the PhD thesis of Raphaël Fouque [Fouque, 2021] who
I also co-supervise with J.-C. Passieux and J.-N. Périé) where the long-term goal is to perform mechanical
identification from stereoscopic images).

In chapter 5, the optimization problem of mesh-based 3D shape measurement with stereocorrelation
is addressed. By assimilating the data coming from at least two cameras, this problem consists of updating
the initial theoretical geometry of the surface to fit with the actual 3D shape of the specimen. If the use
of a FE mesh facilitates in the long-term the coupling of measurements with simulation tools, it also pro-
vides a unique, fine description of both the geometry and the displacement, which inevitably exacerbates
the ill-posedness of the shape measurement problem. For the regularization, we propose to make use of
the intrinsic attractive properties of splines and of the bridge between IGA and FEM established in chap-
ter 1. The key idea is to extract, from the initial FE subspace, smoother multilevel spline parametrizations
of the geometry and to relate them with the multi-scale images used for the initialization of shape mea-
surement. From a practical point of view, the proposed approach simply consists of projecting the ill-posed
FE shape measurement problem onto more regular spline subspaces adapted to the data provided by the
multi-scale images. It results in a non-invasive and geometrically sound regularization which provides a
spline parametrization of the optimal shape along with its FE twin. This work has been performed very re-
cently in the PhD of thesis of Morgane Chapelier [Chapelier, 2021], who I co-supervise with Pr. J.C. Passieux,
and has been published in [Colantonio et al., 2020].

Chapter 6 addresses the isogeometric shape optimization of structures. In this context, our main con-
tribution concerns the optimal design of representative aerostructures. Following the work performed in
chapter 3 regarding scientific computing, and resorting to the existing progresses in the area of isogeomet-
ric shape optimization, the main challenge to face is the geometrical handling of non-conforming multi-
patch discretizations. Drawing inspiration from the Free-Form Deformation (FFD) concept, a novel, full
geometrical framework is developed to perform the isogeometric shape optimization of any complex stiff-
ened structure. More precisely, we introduce an embedded geometrical modeling that enables to prop-
erly impose shape changes to the stiffeners as well as to the panel. The final geometric model, which
is obtained by spline composition, is also directly used in the analysis step by formulating an embed-
ded Kirchhoff-Love shell element. An exact link between the shape parameters and the resulting anal-
ysis model thus exists, which makes our strategy very robust and generic in contrast with the current
FE-based framework, where several intermediary approximation steps separate the design and analysis
models. This brings the possibility to explore new types of design. The works on shape optimization of
shells [Hirschler et al., 2019c, Hirschler et al., 2019b, Hirschler et al., 2020] have been performed in the PhD
thesis of Thibaut Hirschler [Hirschler, 2019]. We shall also mention at this stage the collaboration with
Pr. J. Morlier (ISAE-SUPAERO) which led to fruitful discussion regarding the optimization aspect. The
results reported in this manuscript are mostly extracted from [Hirschler et al., 2019b]. Finally, the poten-
tial of the non-invasive procedures of chapter 2 for the efficient design of structural details within such
complex macro-structures is highlighted through a numerical experiment at the end of the chapter. This
last work shares the same philosophy as in [Hirschler et al., 2019b] and has been actually achieved before
in [Bouclier and Passieux, 2018].

The document ends with a general conclusion and prospect.
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IsoGeometric Analysis (IGA) was originally introduced by [Hughes et al., 2005] and formalized
in [Cottrell et al., 2009] in order reunify geometric modeling and computational mechanics. The main idea
is to resort to the same bases for analysis as the ones employed to describe the geometry in Computer-
Aided-Design (CAD), so that delicate meshing procedures are avoided and a common geometrical model
can be used by both the designers and analysts. In this framework, the method can be viewed as a general-
ization of the finite element method that considers smooth and higher-order functions, e.g. Non-Uniform-
Rational-B-Spline (NURBS) functions [Cohen et al., 1980, Piegl and Tiller, 1997, Rogers, 2000, Farin, 2002],
to replace typical Lagrange polynomials in the computations. Other geometry descriptions include T-
Splines [Bazilevs et al., 2010] and subdivision surfaces [Cirak et al., 2002]. Within this work only NURBS
(which constitute the most commonly used technology in CAD) and simpler B-Splines are used. In the
whole manuscript, we employ the terminologies spline or isogeometric indifferently to denote a NURBS or a
B-Spline object. Beyond the reinforced link between CAD and numerical simulation, IGA turned out to be a
superior computational mechanics technology, which on a per-degree-of-freedom basis exhibits increased
accuracy and robustness in comparison to standard Finite Element Methods (FEM) [Evans et al., 2009]. The
reason for this is the higher-order regularity of spline-based functions, namely C (p−1) through the (knot-
span) elements of the mesh for a polynomial degree p [Cottrell et al., 2007], whereas only C 0 continuity is
available for Lagrange polynomials. In this respect, IGA has now been successfully applied to numerous dis-
ciplines of mechanics, such as shell analysis [Kiendl et al., 2009, Echter et al., 2013, Bouclier et al., 2015b],
contact problems [Seitz et al., 2016, Antolin et al., 2018], fluid-structure interaction [Kamensky et al., 2017,
Apostolatos et al., 2019], shape optimization [Wall et al., 2008, Nagy et al., 2013, Kiendl et al., 2014], Dig-
ital Image Correlation [Réthoré et al., 2010a, Dufour et al., 2015a], geometrical and material non-
linear solid mechanics [Elguedj et al., 2008, Lipton et al., 2010, Bouclier et al., 2015a, Ambati et al., 2018],
fluid dynamics [Bazilevs et al., 2007, Akkerman et al., 2011], structural vibration [Cottrell et al., 2006,
Shojaee et al., 2012], to name a few. We shall also mention at this stage the work by [Morganti et al., 2015]
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which may constitute one of the most significant illustration of the superiority of IGA over standard FEM;
in particular, drastic reduction of the computational time was obtained for the simulation of a aortic valve
closure.

From this brief overview, IGA and FEM seems to share an ambiguous relationship. On the one hand, IGA
encompasses FEM since it offers the opportunity to involve (geometrically sound) basis functions with C 0 as
well as higher-order regularities at the elements boundaries. In the same idea, a new refinement procedure,
in which the polynomial degree and the regularity of the basis functions can be simultaneously increased,
is available with spline technologies (while C 0-regularity is maintained through standard FE-mesh refine-
ments). On the other hand, at least for polynomial spline bases, the (possibly more) regular discretization
spaces offered by IGA are included into the C 0 spaces given by classic FEM (provided that both IGA and
FEM come with the same number of elements and the same polynomial degree). When rational splines are
considered such as NURBS, the inclusion does not strictly hold but we will see that a similar approximate
link can still be formulated between NURBS-based IGA and FEM. As a result, from a pure analysis point of
view, IGA can also be interpreted as a projection of FEM onto a specific reduced basis which is attractive
for numerical simulation (especially when the polynomial degree increases). Although not explicitly stated,
this is this second point of view that was followed in the original works aiming at implementing IGA us-
ing the elementary structure of standard FE codes [Borden et al., 2011]. By means of the Bézier extraction,
smooth spline bases were expressed in terms of C 0 functions which enabled to compute the elementary
contributions of the IGA operators inside conventional FE codes.

This first chapter undertakes to outline IGA from this second point of view. An alternative lighting on
the relation between IGA and FEM is thus provided here compared to the more common one that consists
of viewing IGA as simply encompassing FEM. To start with, the existing link between IGA and FEM is re-
viewed through the presentation of the initial Bézier and more recent Lagrange [Schillinger et al., 2016b]
extractions. Then, we push forward the concept in order to perform IGA in an available FE software in the
least possible invasive manner; that is, we seek to reduce the implementation effort to the minimal level.
The ultimate goal is to make IGA more accessible for industrial engineers. More precisely, starting with
the Lagrange extraction technology, we adopt a global view and formulate a complete algebraic bridge that
directly goes from Lagrange nodal polynomials to B-Spline and NURBS functions. It leads to a novel, alter-
native implementation procedure where the total FE code can be used as a black-box. We close this chapter
by showing some numerical results to illustrate our point of view on IGA. The developed non-invasive strat-
egy is applied to simply incorporate isogeometric capabilities in the industrial FE code Code_Aster, which
is a familiar open source software package for numerical simulation in structural mechanics developed by
the EDF R&D company [CodeAster, 2014]. This work, with in particular the construction of a non-invasive
implementation scheme for IGA, has been achieved in the PhD thesis of Marie Tirvaudey [Tirvaudey, 2019],
who I co-supervised with Prs. J.-C. Passieux and L. Chamoin, and has led to [Tirvaudey et al., 2019a]. The in-
terested reader is advised to consult this reference, especially for further details regarding the non-invasive
implementation of IGA.

1 The link between IGA and FEM

In this first section, the main ingredients to tie (B-Spline and NURBS based) IGA and FEM closer together
are given. A particular care is taken to introduce the concepts from the FEM community viewpoint. In
this respect, we make comparisons between spline and nodal finite elements as much as possible. This fa-
cilitates the introduction of our alternative lighting on the relation between IGA and FEM. More precisely,
starting with some global information regarding the B-Spline and NURBS technologies, we then move to
the presentation of the so-called Bézier extraction [Borden et al., 2011] and more recent Lagrange extrac-
tion [Schillinger et al., 2016b] operators. Although the Lagrange extractor encompasses the Bézier one, we
prefer to start with the original Bézier version before introducing the Lagrange transformation given the
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importance of the concept of Bézier extraction in the state-of-the-art of IGA.

1.1 NURBS-based IGA

The concept of IGA being now mature and relatively well-known in the academic scientific computing com-
munity, only the fundamentals are given in the following. For further details, besides the pioneering con-
tributions [Hughes et al., 2005, Cottrell et al., 2009], the interested reader is referred to the works cited here-
after. We recall that the idea is to use the spline-based parametrizations of CAD environments to build the
approximation spaces when applying the Galerkin’s method. Roughly speaking, this is the main difference
with the classical FEM from the computational point of view. We state again that we restrict ourselves to
B-Spline and NURBS technologies in this work. Thus, we give here key elements regarding the B-Spline and
NURBS geometric modeling techniques.

1.1.1 Basics

The NURBS family is the spline technology which has become the standard over the years for geo-
metric modeling in CAD and computer graphics [Cohen et al., 1980, Piegl and Tiller, 1997, Rogers, 2000,
Farin, 2002]. The NURBS functions lend themselves to an exact representation of many shapes used in en-
gineering, such as conical sections (circles, cylinders, spheres, ellipsoids, etc). NURBS are a generalization
of B-Splines: they can be viewed as rational projections of B-Splines. Therefore, they possess many of the
properties of B-Splines, the most interesting one being their possible increased smoothness, thus implying
few degrees of freedom.

A general expression for a NURBS geometry with parameter ξ ∈Rd (d being the dimension of the spline
entity) is written as:

Gh(ξ) =
nIG∑
i=1

Ri (ξ)xi = RT (ξ)x, (1.1)

where R and x denote the matrix of the nIG NURBS basis functions and the vector collecting the locations of
the associated control points, respectively. Considering, for instance, control points in 3D, R and x formally
read:

R =



R1 0 0

...
...

...

RnIG 0 0

0 R1 0

...
...

...

0 RnIG 0

0 0 R1

...
...

...

0 0 RnIG



and x =



x1
1

...

x1
nIG

x2
1

...

x2
nIG

x3
1

...

x3
nIG



. (1.2)

xi in (1.1) is the subset of x gathering the coordinates {x1
i , x2

i , x3
i } of the i th control point. The multivariate

NURBS basis functions are obtained from the multivariate B-Spline functions Ni as follows:

Ri (ξ) = wi Ni (ξ)

W (ξ)
with W (ξ) =

nIG∑
k=1

wk Nk (ξ), (1.3)

and where wi denotes the weight of the i th control point. The positions of the control points and
the values of the associated weights can be adjusted in order to build conical sections exactly (see,



12 Chapter 1. IGA: a projection of FEM onto a powerful reduced basis

e.g., [Cottrell et al., 2007, Cottrell et al., 2009]). Given Eq. (1.3) (and verifying that the B-Spline functions sat-
isfy the partition of unity), it may be noticed that if all weights are equal, the NURBS entity turns out to be a
B-Spline entity. Then, all one needs to do in order to define the multivariate B-Spline function Ni at control
point i is to perform the tensor product of the univariate B-Spline functions associated with this point in
the different spatial directions. Considering, e.g., a 3D entity, if one denotes(

M 1
i1

)
i1∈

{
1,2,..,nIG1

} ,
(
M 2

i2

)
i2∈

{
1,2,..,nIG2

} and
(
M 3

i3

)
i3∈

{
1,2,..,nIG3

}
the nIG1 , nIG2 and nIG3 univariate B-spline functions associated with each of the three spatial directions,
this means that at control point i (which corresponds to control point i1, i2 and i3 in the spatial directions),
one has:

Ni (ξ) = M 1
i1

(ξ1)×M 2
i2

(ξ2)×M 3
i3

(ξ3). (1.4)

In the end, the nIG1 univariate B-Spline basis functions are piecewise polynomials defined by their poly-
nomial degree p and a set of non-decreasing parametric coordinates ξi

1 ∈ R collected into a knot-vector

Ξ1 =
{
ξ1

1,ξ2
1, ..,ξ

nIG1+p+1
1

}
. From knot-vectorΞ1, the B-Spline basis functions are constructed recursively us-

ing the Cox-de Boor formula (see [Cohen et al., 1980]). The coordinates ξi
1, referred to as knots, divide the

parametric space into (knot-span) elements, and the interval
[
ξ1

1,ξ
nIG1+p+1
1

]
constitutes the isogeometric

patch. Simple geometries can be modeled with a single patch. Given the tensor product structure (1.4), a
patch is a rectangle in the parametric domain for two-dimensional topologies. In three dimensions it is a
cuboid. Unlike standard FE where each element has its own parametrization, the parametric space of B-
Spline functions is localized onto the patch, that may be thought of as a macro-element. As an example, we
plot in Fig. 1.1 the basis functions resulting from a two-element quadratic mesh in case of smooth B-Spline
(see Fig. 1.1(a)) and standard FE (see Fig. 1.1(b)) discretizations. In the B-Spline situation, four global basis
functions are generated. On the contrary, three Lagrange polynomials are defined locally and then mapped
out each of the two elements in case of a FE modeling.

(a) B-Spline functions. (b) Lagrange functions.

Figure 1.1 – Quadratic univariate B-Spline and Lagrange functions for a mesh composed of two elements.
The knot-vector for the B-Spline functions is Ξ1 = {0,0,0,0.5,1,1,1}

The interesting feature of splines is their higher degree of regularity. Indeed, a B-Spline function of
order p can reach a C p−1 regularity at knot ξi

1 if this one is single. There can be more than one knot at a
given location of the parametric space. More precisely, if m is the multiplicity of a given knot, the functions
are C p−m continuous at that location which is in contrast with standard FE where only a C 0 regularity is
encountered on the element boundaries. As an illustration, we refer again to the plots of Fig. 1.1: the four
global B-Spline functions attain a C 1-regularity at knot ξi

1 = 0.5 while the FE space is built from five global
shape functions that meet a C 0-regularity at that location. Consequently, for a given polynomial degree and
a similar number of elements, a C p−1 B-Spline mesh comes with less degrees of freedom (DOF) than the



1. The link between IGA and FEM 13

corresponding C 0 FE mesh, which is totally understandable since the space of C p−1 functions is included
into the space of C 0 functions (in other words, a function that is C p−1 is also C 0 and not the other way
around). The more elements and higher polynomial degree, the more DOF are saved using smooth spline
over traditional FE discretizations. This is the main feature of IGA that provides increased per-degree-of-
freedom accuracy with respect to FEM when smooth solutions are to be captured. This point will be further
accounted for in this chapter. Obviously we will consider in this work splines of degree p ≥ 2 to benefit from
their increased smoothness.

For illustration purpose, Figs 1.2(a) and 1.2(b) show an example of B-Spline curve and NURBS surface,
respectively. The B-Spline curve uses the univariate B-spline functions depicted in Fig. 1.1(a). In both cases,
the linear combination (see Eq.(1.1)) of the spline functions using, as coefficients, the control points marked
with circles on the figures is performed to generate the corresponding spline entities. A quarter of hemi-
sphere is generated in Fig. 1.2(b) using, as an isogeometric patch, a single quadratic NURBS element. Four
matching patches can then be assembled using a similar procedure as for FE assembly to get and compute
the full hemisphere. We do not go further into the details here. Let us simply note that multipatch modeling
seems to be necessary when the geometry differs topologically from a square or a cube (the tensor product
structure (1.4) of the parametric space of a patch makes it poorly suited for representing complex, multiply
connected domains). At this stage, we refer the interested reader to [Cottrell et al., 2009] and indicate that
the multipatch modeling issue will be deeply addressed in the remaining of this manuscript.

regularity

Spline curve
Control mesh

1C

(a) Quadratic B-spline curve. (b) Generating a hemisphere by
means of NURBS.

Figure 1.2 – Examples of B-Spline and NURBS geometric entities (the control mesh is the linear interpolation
of the control points).

1.1.2 k-refinement: increasing both the polynomial degree and the regularity

After building the initial (coarse) spline mesh allowing for an exact representation of the problem geometry,
refinement is possible without changing the geometry. To this end, two mechanisms exist: knot-insertion
and order-elevation. The knot-insertion technique enables to recover the h-refinement of FEM. It consists
in adding new knots in the knot-vectors. To perfectly replicate h-refinement, one needs to insert each of
the new knot values p times so that the functions will be C 0 across the new element boundary. The order-
elevation technique is the analogous of the p-refinement in FEM: it consists in increasing the polynomial
degree of the basis functions. Hence, it has to be noted that through the order-elevation all values in the
knot-vector are repeated to preserve the initial discontinuities of the derivatives of the functions. If one
starts with a spline mesh involving C 0 basis functions at the knots, order-elevation exactly coincides with
p-refinement in FEM. These equivalences in terms of refinement procedures clearly indicate that IGA en-
compasses standard FEM. In other words, FEM can be recovered using the B-Spline technology.

Now, the flexibility of the knot-insertion and order-elevation processes allows to introduce a new re-
finement scheme in which the polynomial degree and the regularity of the basis functions can be simul-
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taneously increased. The new refinement strategy is called k-refinement. It is achieved by first applying
order-elevation and then inserting knots (with multiplicity one) so that elements are added while ensuring
the maximum available regularity of the basis functions at the knots level, namely C p−1. An example is
given in Fig. 1.3. Starting with a quadratic C 1 two-element B-Spline curve (as in Fig. 1.2(a)), knot-insertion
is performed with multiplicity one so that the spline curve is refined while maintaining its initial shape and
offering a C 1 regularity at the new knots. In this work, unless otherwise stated, we will perform k-refinement
to take advantage of the superior properties of splines. We eventually note that matrix representations of
the spline refinement procedures are possible; that is, denoting by Rc and R f the matrices collecting, re-
spectively, the nc

IG coarse and n f
IG fine spline functions, we can build the refinement operator Dc, f such

that:
Rc = Dc, f R f (nc

IG ≤ n f
IG ). (1.5)

Such a relation offers a simple way to build the refined spline mesh from the coarse one. Denoting by xc and
x f the location of the control points associated to the coarse and fine description, respectively, and asserting
that the geometry (see Eq. (1.1)) is not modified through the refinement, we can write the following equality:

(
Rc (ξ)

)T xc =
(
R f (ξ)

)T (
Dc, f

)T
xc , ∀ξ ; (1.6)

which simply leads to:

x f =
(
Dc, f

)T
xc . (1.7)

For more details on refinement strategies of splines and their matrix representations, reference is made
to [Piegl and Tiller, 1997, Lee and Park, 2002, Cottrell et al., 2007].

Element 1 Element 2

regularityC1

(a) Initial B-Spline model composed
of two quadratic C 1 elements.

regularityC1

Elements 1 2 3 4

(b) Refined B-Spline model obtained
by the insertion of knots ξ1 = 0.25 and
0.75 to end up with four quadratic C 1

elements.

Figure 1.3 – An example of a spline refinement procedure that maintains a higher regularity at the new
elements boundaries; (top) the curve with the control points and (bottom) the univariate shape functions
plots realized in the parametric space (ξ1 ∈ [0,1]).

Remark. If the B-Spline and NURBS technologies can offer superior global accuracy for the analysis
thanks to the k-refinement process, it has to be noticed that multivariate B-Spline or NURBS bases do not
provide a natural possibility for local mesh refinement. The rigid tensor-product structure (1.4) of these
functions actually precludes local mesh refinement within a patch. Indeed, refinement is a global process
that propagates throughout the entire patch. Basically there exist two approaches to answer this issue: (i)
the generation and coupling of (usually non-conforming) spline patches and (ii) the creation of alterna-
tive splines that enable local mesh refinement. In this work and particularly in chapter 2, we will con-
tribute to approach (i) in order to perform not only local mesh refinement, but also to incorporate more
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general local phenomena within a B-Spline or a NURBS model. Regarding point (ii), one may cite, e.g.,
the hierarchical B-Splines and NURBS [Vuong et al., 2011, Scott et al., 2014, Hennig et al., 2016], the locally
refined B-Splines [Dokken et al., 2013], the T-Splines [Bazilevs et al., 2010, Scott et al., 2012, Veiga et al., 2012]
and the hierarchical T-Splines [Evans et al., 2015, Chen and Borst, 2018]. Among these strategies, T-Splines
gathered an important momentum from both the computational geometry and analysis communities since
they also appeared suitable to address trimmed multipatch geometries (see discussion below). Neverthe-
less, if one seeks to perform local mesh refinement only, the hierarchical splines may be easier to imple-
ment [D’Angella et al., 2018] while the locally refined B-Splines seem to be compatible with the strucutre of
conventional FE codes [Occelli et al., 2019]. Finally, note that the work on new splines is by no means com-
plete, as demonstrated for example by the very recent introduction of U-Splines (unstructured splines) by
Coreform for industrial applications [Thomas et al., 2018].

1.1.3 The trimming concept and analysis-suitable model issue

Even if based on the same basis functions, the link between CAD and analysis originally advocated by IGA
is not trivial in practice. Indeed, the prerequisites for the geometric modeling and for the numerical sim-
ulation are different. Standard IGA requires a boundary fitted discretization for the analysis while in CAD
programs, where the only need is the rendering of the geometry, such a spline parametrization is not nec-
essary. To clarify the problematic, we need to introduce here the concept of trimming. Trimming is one
of the most fundamental tools in CAD environments, where complex geometries are built using boolean
operations. The process enables to create an almost unlimited range of geometric shapes. The trimming
concept is illustrated in 2D for the simple situation of a circular hole living in a rectangular structure, see
Fig. 1.4. This surface can be classified as a trimmed surface. Its description is simply given by: a one-patch
B-Spline surface parametrization for the plate (without the hole) and a NURBS curve parametrization for
the trimming curve that forms the boundary of the hole (see Fig. 1.4(a)). In CAD, the trimming curve spec-
ifies visible and invisible regions on the surface patch (see Fig. 1.4(b)). As a consequence, the underlying
spline patch remains unaffected by the trimming object and preserves its topology. Conversely, using stan-
dard IGA for the analysis of such a geometry would require a delicate re-parametrization of the whole spline
model, including the splitting of the new geometry into several patches with C 0 regularity at the boundaries.
An example of a boundary fitted NURBS parametrization of the plate including the hole (i.e., without trim-
ming) is shown in Fig. 1.4(c). This new spline model is commonly refereed as an analysis-suitable model
in the field since it can be easily enhanced using classic spline refinement to compute the solution of a
corresponding mechanical problem.

B-Spline patch

Control net

Trimming curve

1-1 1-2

2-22-1

1,9 2 3

4

567

8

(a) Spline parametrization of the
trimmed geometry.

(b) CAD rendering.
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(c) Spline re-parametrization (without
trimming).

Figure 1.4 – Illustration of the trimming concept.

The simple example of a plate with a hole underlines the difficulties of generating analysis-suitable
models for IGA. In practice, a raw geometric model, as given by a CAD modeler, involves plenty of trimmed
patches that arbitrary intersects with each other. Even more, a volume is built in CAD through its Bound-
ary representation (B-rep); that is, by grouping together intersected trimmed surface patches and filling
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the interior of the volume in the CAD rendering. Consequently, the generation of analysis-suitable mod-
els constitutes a very important problematic in IGA and is currently the object of intensive studies. There
are mostly two ways to deal with this issue. Firstly, one can strive to remove all trimmed regions and
non-conformity between patches by invoking re-parametrization strategies, which can appear cumber-
some [Xu et al., 2013, Akhras et al., 2016, Massarwi et al., 2019]. The second option consists in using ad-
vanced numerical tools for analyzing models with the mentioned defects coming from the geometric mod-
eling [Marussig and Hughes, 2018, Teschemacher et al., 2018]. The first part of this manuscript is heading
in the second direction: it intends to design efficient algorithms for (i) modeling local phenomena within
IGA models (see chapter 2) and (ii) analyzing multipatch shell models with non-conforming interfaces (see
chapter 3). The discussion regarding the analysis-suitable model issue is thus not restricted to this para-
graph: additional insights will be further given, especially in chapters 2 and 3.

1.2 The Bézier extraction

The concept of Bézier extraction has proved to be a milestone to tie IGA and FEM closer together. Orig-
inally introduced in [Borden et al., 2011] for B-Splines and NURBS, the concept has now been general-
ized to a large variety of advanced splines such as T-Splines [Scott et al., 2011], hierarchical B-Splines
and NURBS [Hennig et al., 2016, D’Angella et al., 2018], and hierarchical T-Splines [Evans et al., 2015,
Chen and Borst, 2018]. Focusing here on B-Splines and NURBS, the technology enables to formulate a
smooth polynomial B-Spline (respectively NURBS) function in terms of C 0 polynomial Bernstein (resp. ra-
tional Bézier) functions. Once again, this is possible because the space generated by smooth spline func-
tions is included in the one generated by C 0 functions. In other words, the idea here is to extract the smooth
part of C 0 functions.

Although its name may suggest the opposite, it has to be stressed that the so-called Bézier extractor is
related to the transformation for polynomials as B-Spline functions (and not for rational functions such as
NURBS functions). As a result we start here by focusing on B-Splines (the treatment in case of NURBS being
postponed to section 1.4). The Bézier extractor maps a Bernstein polynomial basis onto a smooth B-Spline
polynomial basis. Given the previous discussion on spline mesh refinement procedures, the creation of
a structured C 0 Bernstein mesh (with identical geometry) from a smooth B-spline mesh is obvious: one
simply needs to repeat all the inside knots of the knot-vectors until they reach a p multiplicity. A specific
knot-insertion process is thus performed which results in the computation of new control points to preserve
the initial B-Spline geometry. An illustration is given in Fig. 1.5. Starting with (a) a quadratic C 1 two-element
B-Spline curve (as in Fig. 1.3(a), associated knot-vector Ξ1 = {0,0,0,0.5,1,1,1}), the knot ξi

1 = 0.5 is added to
get the discretization (b). The advantage of Bernstein functions is that they exhibit an elementary structure
which is similar to FEM. This allows for a simple implementation method for IGA, where each element has
its own parametrization.

The Bézier extractor DBE Z is constructed by making use of the matrix representation of the correspond-
ing refinement process. Similarly as in (1.5), it follows:

N = DBE Z B, (1.8)

where N and B are the matrices gathering the B-Spline and Bernstein functions, respectively. We indicate
that the only inputs required to construct this operator are the knot-vectors (see again [Cottrell et al., 2007]
for more information regarding spline refinement). In order to determine the positions of the Bern-
stein control points the equality between the expression of the B-Spline entity and the Bernstein one is
used (same treatment as in Eq. (1.6)). By expressing the B-Spline functions using (1.8), we obtain that
xBER = DT

BE Z xBS , where xBER and xBS stand for the locations of the Bernstein and B-Spline control points,
respectively. More details on the construction of this extractor can be found in [Borden et al., 2011].
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Figure 1.5 – From B-Spline to Lagrange: (left) the initial B-Spline based discretization (four control points
associated with four global quadratic B-Spline functions, as in Fig. 1.3(a)) ; (middle) the Bernstein based dis-
cretization (one control point is added throughout the Bézier decomposition and each element has three lo-
cal Bernstein shape functions) and (right) Lagrange (FE) discretization (same number of functions as Bern-
stein, the control points are now on the curve: these are the standard FE nodes).

Remark. It may be noticed that there exist elementary Bézier extractors De
BE Z that relate local Bernstein

functions Be and B-Spline functions Ne defined over a given (knot-span) element e. In practice, these are
the elementary operators that are computed first. Then, they can be assembled to explicitly define the global
extractor if needed.

1.3 The Lagrange extraction

An extension of the idea of Bézier extraction to standard nodal FE functions has been more recenlty pro-
posed in [Schillinger et al., 2016b]. It gave birth to the Lagrange extraction operator that directly links La-
grange nodal basis with smooth B-Spline basis. This new operator encompasses the Bézier operator and
offers an alternative implementation based on the interpolatory property of nodal basis functions. For a
better understanding, we start by establishing the remaining link between Bernstein and Lagrange shape
functions in the following and then we move to the direct construction of the Lagrange extractor.

From Lagrange to Bernstein polynomials. Denoting by L the classical FE Lagrange functions, we are in-
terested here in building operator DLB that satisfies:

B = DLB L. (1.9)

Note that the above equality is consistent since Bernstein and Lagrange shape functions (of the same degree
p and same number of elements) are two bases of the same polynomial space. Obviously, given the elemen-
tary structure of B and L, operator DLB is constructed from its elementary representation De

LB which is the
same for each element. To construct operator De

LB , one simply needs to express the Bernstein functions as a
linear combination of the Lagrange functions at some interpolation points. Making use of the interpolatory
property of the Lagrange functions, such an operator can be efficiently constructed by evaluating the Bern-
stein functions at the nodal points associated to the Lagrange basis. For instance, considering quadratic
univariate functions and taking interval [−1,1] as the parent element domain, we choose the points ξ̃i equal
to −1, 0 and 1, (i.e, such that Li (ξ̃ j ) = δi j where δi j is the Kronecker delta) so that we directly obtain:

De1D

LB =

B1(−1) B1(0) B1(1)
B2(−1) B2(0) B2(1)
B3(−1) B3(0) B3(1)

=

1 1/4 0
0 1/2 0
0 1/4 1

 . (1.10)

Once we have operator DLB , the same treatment as with the Bézier operator can be performed to construct
the FE nodes from the Bernstein mesh: xF E = DT

LB xBER . Such nodes can be used to construct the input
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mesh for classical FE codes. Obviously, these nodes interpolate the geometry. For illustration purpose, the
process is applied to go from Fig. 1.5(b) to Fig. 1.5(c). Once again, let us observe that the generated geometry
is the same while the basis functions change.

A direct link between Lagrange and B-Spline functions. With the previous operators DBE Z and DLB in
hand, the formulation of the Lagrange extraction operator D that directly maps the nodal Lagrange basis
onto the B-Spline basis becomes straightforward:

N = DL with D = DBE Z DLB . (1.11)

Nevertheless, for better numerical efficiency, the Lagrange extraction operator is not computed this way.
Indeed, the same procedure as for the Lagrange-Bernstein operator DLB can be directly applied to the full
Lagrange extraction operator D: it merely requires to evaluate the B-Spline basis functions at nodal points.
An efficient algorithm for this has been proposed in [Schillinger et al., 2016b].

1.4 The extraction in case of NURBS

The Bézier and Lagrange extraction can be extended to the case of NURBS. In what follow, we directly focus
on the Lagrange extractor. It consists of establishing a link between NURBS and rational Lagrange basis
functions, as detailed in [Schillinger et al., 2016b].

Briefly, it can be extracted from Eqs. (1.3) and(1.11) that:

R = W DL

W
, (1.12)

where W is the diagonal matrix of NURBS weights. Denoting by w the vector collecting the NURBS weights,
the NURBS weight function W can be rewritten using the Lagrange basis as:

W =
nIG∑
k=1

wk Nk = (w)T N = (w)T DL

= (DT w)T L = (wL AG )T D =W L AG ,

(1.13)

where the weights associated to the rational Lagrange control points are:

wL AG = DT w. (1.14)

The rational Lagrange functions are then defined as follows:

RL AG = WL AG L

W L AG
, (1.15)

where WL AG is the diagonal matrix of the Lagrange weights. The link between NURBS functions and rational
Lagrange functions is finally made using Eqs. (1.15) and (1.13) in Eq. (1.12). Consequently, a new extraction
operator DW is created as described below:

R = WD(WL AG )−1RL AG = DW RL AG . (1.16)

Eventually, the rational Lagrange control points depend on the NURBS control points: xL AG = (DW )T x.
We emphasize at this stage that this link from rational Lagrange functions to NURBS is exact since both

bases are rational and NURBS are of higher-order smoothness. However, one must keep in mind that the
definition of these rational Lagrange functions requires, from standard Lagrange polynomials, the incorpo-
ration of the Lagrange weights WL AG and of the Lagrange weight function W L AG . Those operations are not
part of standard FE codes that are restricted to polynomial basis functions. However, As will be shown in
next Section, an approximate global bridge can still be formulated to directly go from Lagrange polynomials
to NURBS.
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2 Non-invasive implementation using a global bridge between IGA and FEM

Despite its real enthusiasm in the computational mechanics community, the implementation of IGA in ex-
isting industrial codes still appears quite invasive, which limits its massive deployment in industry. Some
isogeometric implementations in commercial FE packages exist such as in LS-Dyna [Hartmann et al., 2011,
Hartmann et al., 2016], Abaqus [Duval et al., 2015, Lai et al., 2017] or Radioss [Occelli et al., 2019], but it is
still quite a few. The potential of the Lagrange extraction technology to simplify the implementation of
IGA in standard FE codes has been underlined in [Schillinger et al., 2016b]. Especially in case of geometries
based on polynomial B-Splines, a strategy with minimal invasiveness has been derived. After exposing the
current practice for setting up IGA using the previous extraction concepts, a novel, truly non-invasive im-
plementation procedure is presented. We recall that the key aspect of our approach is to adopt a global
point of view: we formulate a global, approximate link between NURBS and Lagrange polynomials. Our
strategy thus applies not only to B-Spline but also to NURBS models. It enables the whole FE stiffness and
right-hand side routines to be untouched during the implementation. From a conceptual point of view, the
developed procedure highlights that (B-Spline as well as NURBS based) IGA can be viewed as the projection
of FEM onto a specific regular reduced basis.

2.1 The current practice

In the current practice, as underlined in previous Section, the implementation effort to carry out IGA in a
standard FE code has to be distinguished for the case of NURBS and the case of B-Splines. In the following,
we begin with the general standard approach that enables to implement NURBS and then we show how
minimal invasiveness can be met in the specific case of B-Splines.

General case of NURBS. The rational Lagrange geometry that has been created using DW (see Eq. (1.16))
has an elementary structure which makes it more likely to be implemented in a FE software. Nevertheless, it
must be stressed that implementing this strategy still requires modifications both at the elementary and at
the assembly levels. More precisely, the following modifications to be done in the FE software can be listed:

1. Modify the standard FE shape functions subroutine to incorporate the Lagrange weights and the
weight function and thus, construct the rational Lagrange shape functions from the existing Lagrange
polynomials, as expressed in Eq. (1.15).

2. Apply the extraction for each element using operator De
W to compute the elementary isogeometric

contributions.

3. Change the connectivity table in order to perform an isogeometric assembly.

Specific case of -Splines. When restricting ourselves to B-Splines, the standard FE subroutines do not need
to be touched at the element level. In other words, point (i) above does not stand anymore. Indeed, after
computing the standard FE elementary stiffness matrices Ke

F E and force vectors fe
F E , we can make use of

transformation (1.11) to directly obtain the corresponding B-Spline elementary operators Ke
BS and fe

BS :

Ke
BS = De Ke

F E De T ; fe
BS = De fe

F E . (1.17)

Only additional matrix-matrix and matrix-vector products are thus required before the assembly step.

2.2 The proposed non-invasive implementation scheme

Principle. As stated above, no modification of the whole FE routines is envisaged in this work (i.e., we
seek to remove, both for B-Spline and NURBS bases, the modifications into the shape functions subroutine
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(point (i) above) and concerning the assembly (point (ii) above)). In order to do so, we perform globally
as depicted in Fig. 1.6. The path starting with a B-Spline mesh is exact and mainly consists of applying
procedure (1.17), but in a global way. The path related to NURBS however requires the construction of an
additional operator to go from polynomials to rational functions. Such a transformation cannot be exact
since this is the space of the rational functions that includes the associated polynomials and not the other
way around. A projection thus needs to be performed. For simplicity, we propose to act at the Lagrange
level, i.e., we choose to project the rational Lagrange discretization onto the polynomial Lagrange space. To
this end, operator DLL is introduced as:

RL AG = DLLL. (1.18)

Although we consider the equality in (1.18) by abuse of notation, it must be kept in mind that this transfor-
mation cannot be exact. However, DLL can be constructed so that the error between RL AG and DLLL is very
low in practical applications. An explanation and some numerical proofs will be given in next paragraph.
We also advise the interested reader to consult [Tirvaudey et al., 2019a] for additional insights regarding this
point.

x x

x x

x x

M

Figure 1.6 – Approach to link a B-Spline and a NURBS mesh to a FE mesh using different global operators.
Those operators are then used to recover the B-Spline and NURBS stiffness matrix from the FE one com-
puted using a classical FE software, taken as a black-box. Black arrows represent an exact link, gray arrows
an approximation.

Once the FE mesh is created from the isogeometric mesh in a pre-processing step (see left part of
Fig. 1.6), it is used as an input for the classical FE code in order to compute the FE stiffness matrix and load
vector. With the different elaborated operators, successive transformations are then performed to obtain
the final isogeometric stiffness matrix, as follows:

KIG = DW DLLKF E DT
LLDT

W . (1.19)

This transformation is also applied on the right-hand side:

fIG = DW DLLfF E . (1.20)

Consequently, the isogeometric system KIG uIG = fIG can be solved to obtain displacement uIG . Finally,
note that the resulting isogeometric displacement can be back-converted in terms of nodal displacements:

uF E = DT
LLDT

W uIG , (1.21)

so that existing subroutines of the FE code can be used for post-processing.
In the remaining of the manuscript, for the sake of conciseness, we will denote the full algebraic

IGA-FEM bridge DF E indifferently for the case of B-Splines (i.e., DF E = D) or NURBS (i.e., DF E = DW DLL).
Our point of view on the relation between IGA and FEM becomes clear with Eqs. (1.19) and (1.20). This
is typically the algebraic structure obtained when performing model order reduction (POD, Reduced
Basis, see, e.g., [Chinesta et al., 2011, Kerfriden et al., 2012, Quarteroni et al., 2015]). The spline basis is the
reduced basis that allows to save DOF from the standard C 0 FE basis when sufficiently smooth solutions
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are to be captured. Note finally that in contrast to more standard reduced basis methods, operator DF E can
still appear quite large but it is highly sparse here which enables good computational time saving.

Remark. Regarding the numerical tests, we will restrict ourselves to quadratic functions since almost all
industrial FE codes do not go beyond second-order Lagrange finite elements (the famous 9-node quadrilateral
element in 2D, or the 27-node cubic element in 3D). Nevertheless, we emphasize that the global bridge holds
for higher-order B-Splines and NURBS. As a result, the developed implementation could be directly applied
to higher-order IGA, provided that the corresponding higher-order finite elements are available. From this
reasoning, it seems also important to underline that our interpretation on IGA should not be viewed as lim-
iting the attractiveness of this technology. The discussion actually leads us to make a distinction between the
technology and the approximation capabilities of IGA. Indeed, the IGA technology definitely possesses many
advantages over the FEM technology, among which is its ability to go to higher order (using the robust and
optimized spline refinement routines).

Going from polynomials to rational functions. We have developed two alternatives
in [Tirvaudey et al., 2019a] for transformation (1.18). The first one is very simple and specific to the
NURBS context. The second one is more rigorous and more standard from a mathematical point of view: it
is based on a local least-squares procedure. For practical engineering applications, the first method appears
to already produce very accurate results that are equivalent to the more rigorous approach. Therefore,
we propose to only consider the first strategy in the following. Once again, we refer the interested reader
to [Tirvaudey et al., 2019a].

Acting at the Lagrange level for performing the projection between the rational and associated polyno-
mial spaces offers the opportunity to follow a pragmatic yet accurate strategy. Indeed, it has to be empha-
sized that the control points of the rational Lagrange discretization interpolate the geometry. As a result, it
is possible to simply consider that the position of the FE nodes xF E is exactly the same as the position of the
rational Lagrange control points xL AG . In this case, DLL formally reads as the identity operator I, so that the
procedure for NURBS does not add any extra-computational effort from the case of B-Splines. An illustra-
tion is provided in Figs. 1.7(a) and 1.7(b) for a quarter circular beam composed of one and two quadratic
elements, respectively. On this typical and widely encountered NURBS geometry, it can be observed that
the approximation is already very accurate for a single element and, obviously, it is improved through the
refinement of the mesh since more interpolated control points are added.

(a) Pragmatic approximation for one ele-
ment.

(b) Pragmatic approximation for
two elements (in the arc direc-
tion).

(c) Weight evolution with refine-
ment. The weight of the rational
Lagrange control point xL AG is equal
to cos2(α/2), which quickly converges
to 1 as the mesh is refined.

Figure 1.7 – The pragmatic approximation in case of a quarter circular beam. The difference in terms of
geometry quickly vanishes with the refinement of the mesh.
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Recalling that a NURBS entity turns out to be a B-Spline entity if all the weights are equal to one, an
alternative interpretation on our approximation can be given: the strategy simply consists of considering
all the weights of the rational Lagrange discretization equal to one. Taking back the example of a quarter
circular beam, the approximation can be illustrated as follows (see Fig. 1.7(c)). As explained in the NURBS
technology, the weight of the middle point of a quadratic circular one-element arc is equal to the cosine of
half of the angle subtended by the arc (the weights of the two boundary control points being one). From
here on, we denote by α the angle of interest (see Fig. 1.7(c) again). Making use of previous equality (1.14),
then expressing operator D using (1.11), and finally noting that DBE Z = I in case of a mesh composed of a
single NURBS element, we can compute the weights associated to the rational Lagrange discretization of
this circular arc as follows:

wL AG =
(
De1D

LB

)T
w. (1.22)

With w = (1,cos(α),1) and De1D

LB expressed as in (1.10), we end up with the weight:

wL AG = 1

2
(1+cos(α)) = cos2

(α
2

)
(1.23)

for the middle point of the rational Lagrange parametrization. Therefore, the good accuracy of the simple
approximation is accounted for: with a single element, we have α = π/4 so we get wL AG = 0.8536, which
is already quite close to one. wL AG = cos2(α/2) enables also to appreciate the convergence of the strategy
with the refinement of the mesh; for sure, whenα decreases, cos2(α/2) tends towards one. Finally, it may be
noticed from this study that the proposed procedure is of better quality when it is performed at the Lagrange
level. Indeed, going from Bernstein polynomials to rational Bézier functions with the same treatment would
lead to a convergence speed of cos(α) instead, and going from B-Spline polynomials to NURBS functions
similarly would converge even less quickly.

Implementation procedure for non-linear analysis. The most complex and optimized part of a robust
FE code is undoubtedly the integration of the non-linear mechanical behavior. As a result, making IGA
more accessible for industrial applications requires not to touch such routines. From a theoretical point
of view, the extension of the approach of Fig. 1.6 to the non-linear framework is straightforward. The only
difference lies in the fact that the resolution of the global tangent problem is embedded in a non-linear
Newton-based solver which we want to be still realized by the FE code (thus not outsourced) to preserve the
existing code optimizations. Not that this choice also allows the user to take advantage of all the options
of the non-linear solver offered by the FE software. Technically, this requires additional functionalities of
the FE code, which consists in being able to pause the non-linear resolution in order to externalize only
the resolution of the global tangent system; then, to re-inject the displacement field solution; and finally,
to restart the non-linear resolution without any other external treatments. We managed to implement the
method using the familiar industrial Code_Aster software [CodeAster, 2014] which offers this possibility
thanks to python subroutines (pseudo-dependent on the software) and the so-called STAT_NON_LINE in
splitted commands solver. In what follows, we explain how the method works in a general context (i.e.,
with any FE code including the functionalities specified above). We urge the reader interested in our specific
implementation in Code_Aster to consult [Tirvaudey et al., 2019a].

More precisely, the global strategy is depicted in Fig. 1.8. After the pre-processing that does not change
with respect to the linear case, we enter into the Newton loop. The non-linear behavior is integrated with
the optimized routines of the FE code. The tangent FE operators are also built as when performing standard
FE computations. However, the resolution of the tangent linear system is by passed and is replaced by a new
(in principle python) subroutine. The latter consists in solving the isogeometric tangent problem that is
recovered by making use of the developed IGA-FEM bridge DF E (see (1.19) and (1.20)). Once this resolution
is made, the isogeometric displacement solution vector is transferred on the FE space (see (1.21)) so that it
can be re-introduced in the FE code in order to update the behavior. Finally, let us note that a second very



3. Numerical results 23

short subroutine is needed for the calculation of the isogeometric residual from the FE one.
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Figure 1.8 – Flowchart of the non-invasive and non-linear implementation in an existing FE software, taken
as a black-box. Note that the CAD input has to be understood here as an analysis-suitable spline model.

Remark. If pure numerical efficiency is the only criterion for qualifying an implementation of IGA, the best
approach would certainly be to rewrite everything into a dedicated piece of code using a low-level language
(see, e.g., PetIGA [Dalcin et al., 2016] for high-performance IGA based on PETSc and [Nguyen et al., 2015] for
global implementation aspects). Furthermore, it has to be noticed that numerous works aiming at reducing
the computational cost of IGA have emerged since the advent of the concept. It actually appeared that using as
many integration points as in standard FEM ( i.e. p +1 Gauss points for a degree p) is not necessary given the
higher regularity of the spline functions. New quadrature rules more or less related to the entire isogeomet-
ric patch can thus be considered [Hughes et al., 2010, Auricchio et al., 2012a, Schillinger et al., 2014]. In the
same idea, it may be preferred to focus on collocated-IGA [Auricchio et al., 2010, Auricchio et al., 2012b] when
we increase the polynomial degree of splines. Finally, it appeared recently in the standard Galerkin frame-
work that a revisit of the standard looping over elements in the assembly process could allow IGA to meet its
full efficiency [Calabro et al., 2017]. However, most of these approaches may require significant development
efforts, especially whenever a new non-linear constitutive law needs to be added, and appear incompatible
with the use of standard FE codes. This is why, in this section, it is chosen to reduce the human time required
for the program development (even if, obviously, this one may come with a little increase of the computational
cost). Finally, let us emphasize once again that the interest of this study from a conceptual point of view is the
alternative lighting on the relation between IGA and FEM that it provides.

3 Numerical results

We now carry out some numerical experiments to assess the performance of our non-invasive implementa-
tion scheme and to illustrate our point of view on IGA. The framework of two-dimensional linear elasticity
is first considered before the more complex simulation of a non-linear elastoplastic structure is performed.
As stated previously, the open source package Code_Aster is used as an industrial FE software for the nu-
merical tests.
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3.1 A simple but illustrative example

The first example consists of an elastic 2D circular beam under plane stress subjected to end shear, as de-
picted in Fig. 1.9(a). A constant horizontal displacement of u0 = 0.01 units is prescribed over the lower beam
boundary. An analytical solution is available for the problem in [Zienkiewicz et al., 2005]. The geometry is
perfectly generated using a single quadratic NURBS mesh. For the isogeometric computations, we will con-
sider quadratic NURBS basis functions with the maximum available regularity at the interior knot-lines (i.e.,
C 1). For comparison purpose, we will also perform classic FE simulations using the FE meshes built thanks
to our IGA-FEM operator DF E (i.e., such that xF E = DT

F E x, see Fig. 1.6 again). The resulting FE meshes will
be thus composed of standard 9-node elements. To start with, the solution obtained using a NURBS mesh
composed of 16 (along the radial direction) × 24 (along the circumferential direction) elements is shown in
terms of displacement in Fig. 1.9(b) and in terms of Von Mises stress in Fig. 1.9(c). The computed solution
is smooth and corresponds to the one of [Zienkiewicz et al., 2005].

a

b

x

y

u0

(a) Problem description. (b) Displacement (magnitude). (c) Von Mises stress.

Figure 1.9 – Isogeometric simulation of the curved beam problem (NURBS mesh composed of quadratic C 1

16 × 24 elements).

To better appreciate the accuracy of the simulation, we study the convergence of the com-
puted solution with the refinement of the mesh (see Fig. 1.10(a)). We proceed in the same way as
in [Zienkiewicz et al., 2005]: the convergence behavior of the strain energy is considered. The relative energy
error is computed as:

Errh = |Eref −E h |
Eref

, (1.24)

where Eref denotes the reference exact strain energy and E h the strain energy of the discrete model. In
Fig. 1.10(a), the "IGA reference" is the solution obtained using a standard isogeometric code. To compute
the "non-invasive IGA", we make use of the standard FE code and apply our non-invasive procedure (see
Fig 1.6 again). Finally, as mentioned above, the "FE reference" is computed with the standard FE code using
the FE mesh constructed from the associated NURBS one by means of DF E .

First, it can be observed that the two isogeometric solutions seem to be indistinguishable which ac-
counts for the accuracy of the developed IGA-FEM bridge in case of NURBS. As stated previously, the only
approximation is in operator DLL . From a geometrical viewpoint, the pragmatic approximation was al-
ready good for one element in the arc direction (see Fig. 1.7 as a reminder). Here, with the first refinement
used, there are already 6 elements in this direction; therefore, the error related to approximation DLL = I is
largely insignificant compared to the associated FE error. Then, and this is probably the most important
point here, one can notice that for a given mesh refinement, the errors are about the same for FEM and
IGA. The main difference is the number of DOF which significantly decreases when IGA is performed (the
two curves are simply horizontally translated). This gap between the two curves illustrates the increased
per-degree-of-freedom accuracy of IGA, making this technology often seen as a high-performance com-
putational tool in the current literature. To better understand the behavior, we dare to draw the symbolic
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(b) Symbolic illustration of the increased accuracy of
IGA.

Figure 1.10 – Comparison between IGA and FEM on the curved beam problem.

graphic of Fig. 1.10(b). This graphic illustrates again our point of view on the relation between IGA and
FEM. The reference solution of the problem being smooth, it is as well captured with standard C 0 FE ele-
ments as with more regular spline-based elements (considering the same number of elements and the same
polynomial degree). However, the more regular space being included into the C 0 space, it comes with less
DOF.

3.2 An example of non-invasive non-linear isogeometric anaysis

We finally consider a 3D dog-bone sample in tension to demonstrate the performance and potential of
our non-invasive implementation scheme for non-linear analysis. Such an experimental test is often used
to characterize the hardening of metallic materials [Mathieu et al., 2015]. The specimen (see Fig. 1.11) is
100mm long, the ligament is 5mm wide and the sample is 2.5mm thick. An elastoplastic constitutive be-
havior is considered with a VonMises mixed non-linear hardening. The linear parameters are the Young
modulus E=22.13GPa and Poisson ratio ν=0.3. The Prager constant is set to 2200MPa. More information
regarding the non-linear constitutive law can be found in [Tirvaudey et al., 2019a]. The sample is subjected
to a remote tension: the load goes from p = 0MPa to p = 80MPa within 10 (non-uniform) increments. We
make use of one layer of quadratic 3D (standard solid) elements to discretize the structure. Although only
one element is considered across the thickness, the number of DOF is significantly reduced between the
initial isogeometric mesh and the associated FE mesh built using DF E . More precisely, with the refinement
employed, the isogeometric mesh involves 6561 DOF while the FE mesh includes 23409 DOF.

Figure 1.11 – Accuracy of the proposed non-invasive isogeometric implementation: Longitudinal displace-
ment field (left, amplification 100) ; Von Mises stress field (middle); and the relative discrepancy with respect
to the FE reference solution computed using the industrial FE code (right). The seventh increment, which
corresponds to p = 70MPa, is considered for the plots.
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The longitudinal component of the displacement field solution is plotted in Fig. 1.11 (left). The Von
Mises stress field obtained with the non-invasive IGA method is also presented in Fig. 1.11 (middle). It may
be observed that, in the region of the ligament, this field has values above the yield stress (≈ 200MPa) which
illustrates that in its central part, the specimen undergoes plastic deformations. This IGA stress field is com-
pared to the Von Mises stress field obtained using the input FE mesh and the standard non-linear FE solver
(see Fig. 1.11 (right)). Since the solutions are very close, the relative discrepancy between the isogeometric
and FE solutions is plotted. Despite a reduction of more than 70% in the number of degrees of freedom,
the solutions are very close (less than 2% of local mismatch while the two solutions come from different
approximation subspaces). This result is in line with our interpretation of IGA as the projection of FEM
onto a specific regular reduced basis (see Fig. 1.10(b)). We eventually show the tensile force-displacement
curve obtained with the non-invasive isogeometric and reference FE methods. It can be seen that the iso-
geometric subspace is able to provide a solution almost identical to the one generated by FEM all over the
loading.

Figure 1.12 – Force versus displacement curve. Comparison between standard FEM (solid black line) and
non-invasive IGA (blue crosses).

Summary and discussion. This chapter undertakes to outline IGA by providing an alternative lighting
on its relation with standard FEM. If the common practice may be to view IGA as encompassing FEM since
it offers the possibility to make use of (geometrically sound and) smoother basis functions, it is shown here
that IGA can also be interpreted as the projection of FEM onto a specific, more regular, reduced basis. In this
respect, the straightforward but key feature to keep in mind is that the (possibly more) regular discretiza-
tion spaces offered by IGA are somehow included into the C 0 spaces given by classic FEM (in other words,
a function that is C p−1 with p ≥ 2 is also C 0). In case of B-spline bases, it suffices to make use of the origi-
nal Bézier extraction [Borden et al., 2011] and more recent Lagrange extraction [Schillinger et al., 2016b] to
account for this statement. Indeed, the Lagrange extractor enables to formulate a smooth polynomial B-
Spline function in terms of standard C 0 nodal FE functions. After reviewing the existing link between IGA
and FEM, we propose to push forward the concept by formulating an approximate, global and algebraic
bridge between NURBS and Lagrange polynomials. In order to do so, an additional operator that enables to
take into account the weights of the rational functions by creating equivalent Lagrange FE nodes needs to be
constructed. Performing a very simple projection between rational Lagrange functions and Lagrange poly-
nomials, we have been able to accurately map standard nodal polynomial bases onto smooth NURBS bases;
thus, highlighting that our point of view applies for B-Spline as well as NURBS based IGA. The increased
per-degree-of-freedom accuracy of IGA, which makes this technology often seen as a high-performance
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computational tool in the current literature, appears clear through our lighting: the spline space, which is
included into the standard FE space, allows to save a significant number of DOF when smooth solutions
are to be captured. As a conclusion, this brings us to characterize IGA, from a pure analysis point of view,
as a powerful reduced-order method of standard FEM. Of course, this interpretation on IGA should not be
viewed as limiting the attractiveness of this technology. The discussion actually leads us to make a distinc-
tion between the technology and the approximation capabilities behind IGA. The IGA technology definitely
possesses many advantages over FEM from a practical point of view, such as its ability to harmonize CAD
and analysis, to perform mesh refinement, to go to higher-order, to be conducted at a very low computa-
tional cost [Calabro et al., 2017], etc.

Making use of the developed full IGA-FEM bridge, we also develop a novel implementation procedure
that further simplifies the integration of IGA in well-established FE environments. The ultimate goal is to
make IGA more accessible for industrial applications. The problematic is of great interest since the advent
of IGA [Borden et al., 2011, Scott et al., 2011] and seems to still undergo large efforts (see, e.g., the contem-
porary work [Kamensky and Bazilevs, 2019] that uses a global approach for implementing IGA in the open
source FE-code FEniCS). The attractive property of our approach is that it reduces to the minimal possible
level the implementation effort for industrial engineers. More precisely, the whole FE routines remain com-
pletely untouched. As a result, the total FE code that may integrate complex, non-linear numerical models
and optimized routines can be used as a black box. The only requirement is that the commercial code is
able to output the stiffness and right-hand side operators in a readable file format, so that it becomes pos-
sible to recover and solve, in an external script, the isogeometric system from the FE one. The performance
of the implementation has been illustrated through different numerical experiments involving linear elastic
and non-linear elastoplastic structures and the use of the industrial FE software Code_Aster developed by
the EDF R&D company [CodeAster, 2014]. According to the authors knowledge, this is the first time that
IGA has been implemented in Code_Aster. None of the FE routines (including those concerning the non-
linearity) has been touched: only some sparse matrix-matrix and matrix-vector products are performed to
relate, at each iteration of the nonlinear solver, the isogeometric tangent system and the isogeometric non-
linear residual with their FE counterparts. This last computation constitutes a demonstrator of the method:
it provides a concrete additional pathway to the opportunities of higher-order smoothness in industrial ap-
plications. Discussions are in progress with EDF to integrate some isogeometric capabilities in their new
Code_Aster environment (asterXX).
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This second chapter gives an overview of the various works I have been involved in, since my arrival in
Toulouse as a post-doctoral researcher in 2015, in the area of multiscale global/local analysis of structures.
Our approach to address the issue is based on the development of algorithms classified as "non-invasive".
Originally introduced in the FEM framework to fulfill an industrial requirement, this type of technology
appears to us of great interest for the field of IGA from a scientific point of view. The chapter is organized
as follows: section 1 reviews the standard non-invasive methodology and presents the progress that we
have performed in FEM; then, in section 2, we motivate the extension of the method to the field of IGA and
outline the scientific difficulties to be addressed; finally, section 3 describes the dedicated algorithms that
we have built in response to theses challenges.

1 Origin of non-invasiveness: a need for industry

The core idea of non-invasive global/local coupling has emerged in recent years to answer a present-day
industrial issue. The development of this class of methods was the object of a french research project sup-
ported by the French National Research Agency (ICARE ANR-12-MONU-0002, 01/2013 - 12/2016). This first
section establishes the non-invasive strategy as it comes in its initial FE form. Starting by highlighting the
motivations using a real industrial example, the non-invasive coupling strategy is then properly derived
with references to the state of the art in the field. To illustrate the performance of the method, we close
this section by focusing on one contribution that we have performed in the field of FEM, for the multiscale
analysis of real aeronautical structures [Guinard et al., 2018].
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1.1 Motivation

1.1.1 Several scales of interest

During the design, justification and certification process of industrial structures (such as an aircraft), the
design teams have to deal with different FE computer models ranging from global to local representations.
Global models assume simplifications of the geometry, kinematics and constitutive properties: their char-
acteristic size varies between 1 and 10 m, and their main purpose is to estimate loads in large sub-assemblies
(e.g., fuselage sections, wings, etc.). Local models address greater complexity: their characteristic size varies
between 0.1 and 1 m, and their main purpose is to capture the behavior of structural details up to rupture.
The ever-increasing power of high-performance computing (HPC [Bhardwaj et al., 2002]) may allow in the
near future the advent of the mythic "complete predictive model", in which local model granularity would
be propagated up to large scales, resulting in one bulk model driven by smallest scale constraints. However,
this would be irrelevant with today’s industrial processes and engineering mindsets. In particular, aircraft
programmes (and, more broadly, any large-scale industrial programme) require permanent access to levels
of representation graded in complexity, from the aerodynamic concept to the design of structural details.
Consequently, according to the industrial engineers, the need to consider models at several scales within a
given simulation is, and will continue to be, an essential feature in the development of large sized products
of growing complexity.

1.1.2 Typical coupling techniques in industry

To ensure interaction between the different scales, it is necessary to construct suitable coupling methods.
The most popular method in mechanical engineering is a top-down approach (often known as submod-
elling [Kelley, 1982, Jara-Almonte and Knight, 1988, Srinivasan et al., 1996, Cormier et al., 1999]), which is
very present in commercial software. It consists of first carrying out a complete computation of the structure
as a whole and then using the solution to prescribe the boundary conditions, as displacement [Kelley, 1982]
or load [Jara-Almonte and Knight, 1988], on a more refined local model. This method presents the advan-
tage of concentrating the computational effort on the zones that need it most. However, it is mainly reserved
for cases in which the local detail has little or no influence on the rest of the structure at global level. The
weak point of such a strategy is thus that it is only applied in one direction (from global to local), with-
out considering the repercussions of local, non-linear effects on the global model: this may lead to severe
disturbances of the overall balance of the structure [Cresta et al., 2007, Gendre et al., 2009].

As a result, it is necessary for most application to use strong coupling to take the influence of the local
model into account beyond its domain of definition. The conventional strategy is then to use monolithic
coupling [Hirai et al., 1984, Wyart et al., 2008, Touzeau et al., 2011]. In other words, the coupled solution is
obtained through a direct computation (using a single direct solver). This requires a modification of the
global model to remove certain elements and replace them by those of the local model. This reorganization
of the global mesh (which certainly took many hours, days or even months to be constructed) is extremely
invasive and has proved to be incompatible with industrial time cycles.

As a representative example, let us consider a real portion of an aircraft (about 7m large) subjected to
a large cut (length: 170mm, radius at crack tips: 1mm), see Fig. 2.1 for illustration. The test case is ex-
tracted from real engineering practices. During aircraft design and certification process, one of the most
demanding demonstrations towards airworthiness authorities originates from structural survivability to en-
gine burst. When accidental in-flight engine burst occurs, fuselage panels may be subjected to large cuts,
thus severely affecting the skin and the stiffeners. As a result, evidence must be made that under such cir-
cumstances, remaining load-carrying capabilities are still enough to make the aircraft fly and land. In order
to do so, we are interested here in performing a multiscale simulation that combine, in particular, an ho-
mogenized non-planar shell model (without the large cut) at the global scale and, localized full 3D models at
the meso-scale (located around the crack tips) where each ply is meshed (see Fig 2.1 again). The considered
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global FE mesh for the simulation was extracted from actual sizing exercises practiced within AIRBUS stress
offices. This modeling includes skin, floor, stiffeners and frames: its size (> 106 degrees of freedom) and
complexity are thus fully representative of a situation where industrial time and cost constraints prohibit
mesh refurbishments. Therefore, the aforementioned conventional engineering practices were not able to
solve such a problem and we needed to resort to a dedicated non-invasive strategy (see section 1.3).

Real structure

Large cut on the
underlying global mesh

Solid modeling at the crack tip

Global model

Zoom

Zoom

L=7m

l=170mm
R=1mm

Figure 2.1 – Real fuselage section subjected to a large cut: description of the test case (floor, stiffeners and
frames not represented on the global model for confidentiality reasons).

1.1.3 A non-invasive approach as a remedy

In response to this issue, a new class of global/local coupling methods, called non-invasive methods, has
recently emerged in the computational structural mechanics community. Based on an idea put forward by
Whitcomb [Whitcomb, 1991] and later formulated by Allix’s group [Gendre et al., 2009] for modelling local
plasticity, the strategy enables a FE model to be modified locally without having an impact on the cor-
responding numerical operators. It then becomes easy to interface several software or codes. More pre-
cisely, the method relies on an iterative process between global and local computations. The replacement
of part of a global model by a more detailed local model can be carried out exactly and non-invasively:
the global model is never modified; only interface displacements and reaction forces are exchanged. This
strategy has been successfully applied in many domains (see, e.g., [Gupta et al., 2012, Passieux et al., 2013]
for crack propagation, [Chevreuil et al., 2013, Nouy and Pled, 2018] for taking localized uncertainties into
account, [Guguin et al., 2014, Guguin et al., 2016] for non-invasive plate/3D coupling, [Duval et al., 2016,
Gosselet et al., 2018] for domain decomposition solvers, [Chantrait et al., 2014, Bettinotti et al., 2014] for
transient dynamics analysis, [Oumaziz et al., 2018] for contact problems, [Guinard et al., 2018] for real aero-
nautical structures, and [Blanchard et al., 2019] for viscoplastic structures). The emergence of this type of
coupling is thus clearly of major importance as it will enable more accurate sizing and more open explo-
ration of the design envelopes without drastically changing the analysis procedures that are currently es-
tablished in the industrial community and recognized by the certification authorities.



32 Chapter 2. Non-invasive coupling algorithms for global/local IGA

1.2 Formulation and iterative resolution

We now specify the construction of the (FE-based) non-invasive coupling strategy. After formulating the
reference global/local problem, the non-invasive algorithm is presented as an alternative to the standard
monolithic resolution. Finally, a discussion regarding the implementation issues faced by the current non-
invasive methods is provided.

1.2.1 Governing equations

Let us start by considering a global (coarse) model of a structure. The model is characterized by a physical
domain Ω1 ⊂ Rd (d = 2 or 3 being the dimension of the physical space), which is divided into two disjoint,
open and bounded subsets Ω11 and Ω12. Those two non-overlapping subdomains share a common
interface denoted by Γ such that Ω1 =Ω11 ∪Ω12 ∪Γ and Ω11 ∩Ω12 =∅ (see Fig. 2.2(a)(left) for illustration).
A simple linear elastic law is adopted for the global model. We assume that such a constitutive behavior
and the coarse mesh is sufficient for the modeling except in the small region Ω12 where a local phenomena
is to be introduced. As a consequence, a local (more detailed) "sub-model" characterized by domain Ω2 is
constructed to replace the global model in Ω12 (see Fig. 2.2(a)(right)). The substitution of the local model
within the global one is achieved through interface Γ. The resulting global/local problem to be solved is
a classical multi-domain problem inΩ11∪Ω2∪Γ, the global solution inΩ12 being discarded (see Fig. 2.2(b)).

Remark. In this work, the adopted global/local modeling is chosen a priori, but it could be determined, for
example, by a criterion based on a posteriori error estimations [Oden and Zohdi, 1997, Duval et al., 2018]. In
this context, we very recently proposed, through the PhD thesis of Marie Tirvaudey who I co-supervised with
Prs. J.-C. Passieux and L. Chamoin, verification tools that enable to optimally adjust the coupling parameters
of the non-invasive strategy ( i.e., location of the coupling interface, local mesh size, number of iterations),
see [Tirvaudey, 2019, Tirvaudey et al., 2019b]. Further investigations in this direction are in progress.

Substitution

Global model

Local model

11

12

2

u11

F11

u2

F2

(a) Initial global and local model domains.

11

2

(b) Resulting coupling problem.

Figure 2.2 – Example of a global/local problem. The global model over subdomain Ω12 is replaced by the
finer local model of domainΩ2 through interface Γ, which enables to integrate a geometrical detail (a hole)
within the initial coarse model.

Even if the method applies for any (possibly non-linear) local behavior, we consider here for simplicity
in the presentation that the local model is also linear elastic. We assume that the two non-overlapping
subdomains Ω11 and Ω2 are subjected to body forces f g

11 and f g
2 , respectively. Furthermore, surface forces

F g
11 and F g

2 are associated to boundaries ΓF11 and ΓF2 and, displacements ug
11 and ug

2 are prescribed over
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boundaries Γu11 and Γu2 (see Fig. 4.2 again). In each subdomain, the kinematic constraints, the equilibrium
equations and the constitutive relations have to be verified. Using subscript m to denote a quantity that is
valid over regionΩm, with m = 11 and 2, the corresponding governing equations read:

um = ug
m over Γum ; (2.1a)

div(σm)+ f g
m = 0 in Ωm ; (2.1b)

σm nm = F g
m over ΓFm ; (2.1c)

σm =Cm ε (um) in Ωm. (2.1d)

In the above equations, ε (um) denote the infinitesimal strain tensors, σm the Cauchy stress tensors and Cm

the Hooke tensors. n11 and n2 represent the outward unit normals to Ω11 and Ω2, respectively. We specify
here that we perform as follows for the notations: continuous quantities are in normal type while discrete
quantities (i.e., vectors and matrices) will be in boldface type (see below). To complete the formulation of
the boundary value problem, the interface condition has to be added:

u11 −u2 = 0 over Γ ; (2.2a)

σ11n11 +σ2n2 = 0 over Γ. (2.2b)

It ensures kinematic compatibility and equilibrium of the tractions, respectively, along the coupling inter-
face Γ between the two subdomains.

1.2.2 Weak form and monolithic resolution

The starting point in the derivation of a non-invasive strategy in the sense of, e.g., [Passieux et al., 2013,
Guguin et al., 2014, Duval et al., 2016] is to weakly formulate the coupling problem (2.1)-(2.2) with a La-
grange multiplier approach. Without care of non-invasiveness at the moment, we write below the classical
Lagrange multiplier weak form of the global/local problem. We note that the Lagrange multiplier approach
is also sometimes referred to as the Mortar approach in the literature [Wohlmuth, 2000, Brivadis et al., 2015,
Dornisch et al., 2015, Zou et al., 2018b, Wunderlich et al., 2019]. We will use the two terminologies indiffer-
ently in the whole manuscript.

Continuum version. Let us start by defining the functional spaces Um and Vm over domain Ωm that will
contain the displacement solution and test functions respectively:

Um =
{

um ∈ [
H 1 (Ωm)

]d
, um|Γum

= ug
m

}
; Vm =

{
vm ∈ [

H 1 (Ωm)
]d

, vm|Γum
= 0

}
. (2.3)

In the context of Lagrange multiplier methods, a mixed formulation is set up to impose the coupling con-
straints (2.2). Classically, a single Lagrange multiplier λ ∈ M (where M is an appropriate space) is intro-
duced, as the dual unknown, to represent both of the interface traction forces, i.e., −σ11n11 = σ2n2 = −λ
in Eq. (2.2b). Then, the interface Dirichlet condition (2.2a) is imposed in a weak sense over Γ using the
Lagrange multiplier. This leads to the formulation of the following Lagrangian of the coupled problem:

Lbasic

(
(u11,u2),λ

)
= 1

2
a11 (u11,u11)+ 1

2
a2 (u2,u2)− l11 (u11)− l2 (u2)+b (λ,u11 −u2) . (2.4)

Bilinear form am and linear form lm associated to domainΩm (m ∈ {11,2}) read:
am (um, vm) =

∫
Ωm

ε (vm) : Cm ε (um)dΩm ;

lm (vm) =
∫
Ωm

vm · f g
mdΩm +

∫
ΓFm

vm ·F g
mdΓFm ;

(2.5)
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and bilinear form b is defined such that:

b
(
µ,u

)= ∫
Γ
µ ·udΓ. (2.6)

In the above equations, one may not that we use notations · and : to refer to the scalar product of vector
fields and of second-order tensor fields, respectively. With above developments, we can finally obtain the
classical Mortar coupling formulation of the reference problem as follows: find u11 ∈ U11, u2 ∈ U2, and
λ ∈M such that: 

a11 (u11, v11)+b(λ, v11) = l11 (v11) , ∀v11 ∈ V11 ;

a2 (u2, v2)−b(λ, v2) = l2 (v2) , ∀v2 ∈ V2 ;

b(µ,u11 −u2) = 0, ∀µ ∈M .

(2.7)

Discrete version. We now formulate the problem in the discrete setting. Regarding notations, we use cap-
ital letters for matrices and lowercase for vectors. To this end, let us introduce the finite element basis
functions

(
L1

A

)
A∈{1,2,..,n1} and

(
L2

B

)
B∈{1,2,..,n2} that discretize the global and local model, respectively. In addi-

tion, we denote by
(
L11

C

)
C∈{1,2,..,n11} the restricted part to subdomainΩ11 of the shape functions of the global

model. Following the principle of isoparametric elements, the basis
(
L11

C

)
C∈{1,2,..,n11} and

(
L2

B

)
B∈{1,2,..,n2}

are used to build the above-mentioned finite element spaces U h
11 and U h

2 associated to U11 and U2 (see
Eq. (2.3)), respectively. Finally, the finite element space for the Lagrange multiplier is denoted by M h and
the corresponding basis functions read

(
LλD

)
D∈{1,2,..,nλ}. The construction of space M h may require special

attention [Wohlmuth, 2000] to avoid numerical problems (due to the non-satisfaction of the inf-sup condi-
tion). At this stage, we do not give more information regarding this point. This will be discussed further in
the chapter. By substituting the finite element approximations of u11, u2 and λ in the weak form (2.7), and
denoting by u11, u2 and λ the associated degrees of freedom (DOF) vectors, the following linear system is
obtained:  K11 0 CT

11
0 K2 −CT

2
C11 −C2 0




u11

u2

λ

 =


f11

f2

0

 . (2.8)

Operators K11 (respectively f11) and K2 (resp. f2) are the classical stiffness matrices (resp. vector forces)
associated to subdomains Ω11 and Ω2. C11 and C2 are the Mortar coupling operators that formally read as
follows:

C11 =
∫
Γ

LλLT
11dΓ ; C2 =

∫
Γ

LλLT
2 dΓ, (2.9)

where L11 (resp. L2 and Lλ) represents the standard shape function matrix (same notation as in chapter 1)
related to subspace U h

11 (resp. U h
2 and M h).

Resolution (2.8) of the global/local problem constitutes the classical monolithic approach: the resulting
multiscale model of Fig. 2.2(b) is computed directly using a single direct solver. This strategy can be char-
acterized as invasive. Indeed, in addition of merging contributions from the global and local problems, it is
important to note that the global operator K11 depends at this stage on the interface Γ or, in other words, on
the shape of the local domain Ω2. It is thus requested to modify the initial global model to remove some of
its elements, and possibly pieces of elements (see Fig. 4.2 again). In case the local detail grows up (during
optimization process, crack propagation, or expansion of damage or plasticity for instance), the situation
is getting even worse since not only the local operator K2 but also the global operator K11 have to be fully
re-built and re-factorized at each time step of the simulation.

1.2.3 Non-invasive iterative resolution

Rather than directly solving system (2.8), the non-invasive strategy is based on an iterative exchange pro-
cedure. For the construction, we proceed in two steps: we first split the initial system in order to identify
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(in terms of boundary conditions applied on Γ) a Neumann and a Dirichlet problem over Ω11 and Ω2, re-
spectively; then, we apply the additivity of the integral with respect to domainΩ1 =Ω11∪Ω12∪Γ in order to
recover the initial whole global model.

Splitting of the coupled problem. For the alternative resolution of (2.7), on may apply the following asym-
metric algorithm: for the nth iteration, starting with initial guess λ(0) ∈M , we look for u(n)

11 ∈U11, u(n)
2 ∈U2,

and λ(n) ∈M such that:

1. Resolution of a problem overΩ11:

a11

(
u(n)

11 , v11

)
= l11 (v11)−b(λ(n−1), v11), ∀v11 ∈ V11. (2.10)

2. Resolution of a problem overΩ2:a2

(
u(n)

2 , v2

)
−b(λ(n), v2) = l2 (v2) , ∀v2 ∈ V2 ;

−b(µ,u(n)
2 ) =−b(µ,u(n)

11 ), ∀µ ∈M .
(2.11)

A mechanical interpretation of the above iterative strategy can be easily given by investigating the con-
sistency of the two formulations (2.10) and (2.11). Starting with (2.11), integrating by parts, applying
σ2 =C2ε(u2), and bringing all terms in the left-hand side, we can write:

−
∫
Ω2

v2 ·
(
div(σ(n)

2 )+ f g
2

)
dΩ2 +

∫
ΓF2

v2 ·
(
σ(n)

2 n2 −F g
2

)
dΓF2 +

∫
Γ

v2 ·
(
σ(n)

2 n2 −λ(n)
)

dΓ= 0, ∀v2 ∈ V2 ;

−
∫
Γ
µ ·

(
u(n)

2 −u(n)
11

)
dΓ= 0, ∀µ ∈M .

(2.12)
As a result, looking for u(n)

2 from u(n)
11 with formulation (2.11) simply corresponds to solve:

u(n)
2 = ug

2 over Γu2 ; (2.13a)

div(σ(n)
2 )+ f g

2 = 0 in Ω2 ; (2.13b)

σ(n)
2 n2 = F g

2 over ΓF2 ; (2.13c)

σ(n)
2 =C2 ε

(
u(n)

2

)
in Ω2 ; (2.13d)

u(n)
2 = u(n)

11 over Γ ; (2.13e)

and to get, as a reaction force:
λ(n) =σ(n)

2 n2 over Γ. (2.14)

Problem (2.13) constitutes a Dirichlet problem (in terms of boundary conditions applied over Γ): the second
step of the iterative strategy (2.10)-(2.11) thus corresponds to the exchange of the interface displacement
from the global to the local problems. Using a similar procedure, we can write for formulation (2.10):

−
∫
Ω11

v11 ·
(
div(σ(n)

11 )+ f g
11

)
dΩ11+

∫
ΓF11

v11 ·
(
σ(n)

11 n11 −F g
11

)
dΓF11+

∫
Γ

v11 ·
(
σ(n)

11 n11 +λ(n−1)
)

dΓ= 0, ∀v11 ∈ V11 ;

(2.15)
which corresponds to look for u(n)

11 from λ(n−1) such that:

u(n)
11 = ug

11 over Γu11 ; (2.16a)

div(σ(n)
11 )+ f g

11 = 0 in Ω11 ; (2.16b)

σ(n)
11 n11 = F g

11 over ΓF11 ; (2.16c)

σ(n)
11 =C11 ε

(
u(n)

11

)
in Ω11 ; (2.16d)

σ(n)
11 n11 =−λ(n−1) =−σ(n−1)

2 n2 over Γ ; (2.16e)
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where equality (2.14) has been used in Eq. (2.16e). Problem (2.16) constitutes a Neumann problem (still in
terms of boundary conditions applied over Γ) which means that the first step of the iterative strategy (2.10)-
(2.11) concerns the exchange of the interface traction force from the local to the global problem. Finally,
one may notice that the fixed point between problems (2.16) and (2.13) enables to recover all the equa-
tions of problem (2.1)-(2.2); that is, if the iterative procedure converges, it converges towards the reference
global/local solution.

We now switch to the matrix form as in (2.8). The fixed point (2.10)-(2.11) reads: for the nth iteration,
starting with initial guess λ(0), we look for u(n)

11 , u(n)
2 and λ(n) such that:

1. Resolution of a Neumann problem overΩ11:

K11u(n)
11 = f11 −CT

11λ
(n−1). (2.17)

2. Resolution of a Dirichlet problem overΩ2:[
K2 −CT

2
−C2 0

] {
u(n)

2
λ(n)

}
=

{
f2

−C11u(n)
11

}
. (2.18)

Global model recovery. Even if two problems are now solved separately, procedure (2.17)-(2.18) is still
invasive because only the contributions over Ω11 of the global model are involved. To go further, we make
use of the continuous prolongation of the global solution from Ω11 to Ω12. Denoting by u1 the DOF vector
associated to domainΩ1, we can write:

K1u1 = K11u1 +K12u1. (2.19)

In the above equation, K11 and K12 are the extensions to Ω1 of the classical stiffness matrices K11 and K12

related to subdomains Ω11 and Ω12, respectively. They literally contain the classical stiffness operators and
are padded with zeros to make them the same dimension of u1. As well, we define f1 = f11 + f12 the load
vector associated to domainΩ1. Equality (2.19) is used to expand problem (2.17) fromΩ11 toΩ1. We finally
end up with the following algorithm: for the nth iteration, starting with initial guessesλ(0) and u(0)

1 , we look
for u(n)

1 , u(n)
2 and λ(n) such that:

1. Resolution of a Neumann problem overΩ1:

K1u(n)
1 = f1 −CT

1 λ
(n−1) + r(n−1)

12 . (2.20)

2. Resolution of a Dirichlet problem overΩ2:[
K2 −CT

2
−C2 0

] {
u(n)

2
λ(n)

}
=

{
f2

−C1u(n)
1

}
. (2.21)

We note that the Mortar operator C1 simply consists of the prolongation of former operator C11 fromΩ11 to
Ω1. r12 is introduced to denote the discrete reaction forces at Γ of the global model in the covered part Ω12.
It reads at iteration n −1:

r(n−1)
12 = K12u(n−1)

1 − f12. (2.22)

On may observe that in expression (2.22), only the degrees of freedom concerned with interface Γ are not
zero. It may also be stressed that the fictitious prolongation of the global solution over Ω12 has no physical
meaning. In Ω2, only the local solution should be considered. An overview of the iterative procedure is
given in Fig. 2.3. The convergence test usually considered to stop this algorithm relies on the equilibrium of
the reaction forces at the interface of the two models. More precisely, the following residual is used:

η(n) = ||CT
1 λ

(n) + r(n)
11 ||2√

||f1||2 +||f2||22
, (2.23)
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where r(n)
11 characterizes the discrete reaction forces at Γ produced by the global model in subdomainΩ11:

r(n)
11 = K11u(n)

1 − f11. (2.24)

The calculation (2.24) is performed from the already computed stiffness and vector force K12 and f12 (see
Eq. (2.22)). In the rest of this chapter, we employ the terminology "non-invasive residual" to denote resid-
ual (2.23).

Global model

Local model

Interface displacements

Interface forces

Figure 2.3 – The iterative non-invasive exchange procedure.

Algorithm (2.20)-(2.21) constitutes what is now referenced as the non-invasive coupling strategy in the
literature. The whole stiffness matrix of the initial global model is now considered without any modification.
Since the global model is unmodified, the global stiffness operator can be assembled and factorized only
once during the pre-processing step. Furthermore, the global and local problems being solved alternatively
and the interaction between the two models being restricted to interface Γ, the formalism offers the possi-
bility to couple different numerical codes with few implementation effort. In particular, an industrial code
can be used for the large-scale computation while a dedicated research code can be set up to solve a specific
local behavior. The price to pay is the number of iterations of the fixed point solver. However, this one
can be deeply reduced by means of accelerations techniques, such as based on an Aitken’s Delta Squared
method or a Quasi-Newton method (see, e.g., [Gendre et al., 2009, Liu et al., 2014, Duval et al., 2016]), as
will be demonstrated later in this chapter (see section 3).

Remark. It may be noticed that the first iteration of the non-invasive algorithm exactly corresponds to
the so-called submodeling approach typically used in industry (see section 1.1).

Remark. The convergence of the standard iterative procedure (2.20)-(2.21) depends on the stiffness gap
between the global (fictitious) model in Ω12 and the local model in Ω2. Theoretically, this can be shown
by rewriting the fixed point as a modified Newton algorithm where the approximation of the tangent
matrix depends on the gap in the primal Schur complements between the models in Ω12 and in Ω2 (see,
e.g., [Chevreuil et al., 2013, Duval et al., 2016, Nouy and Pled, 2018]). In particular, it can be shown that the
standard strategy does not converge in case the local model is stiffer than the global model. In this challenging
situation, it is necessary to resort to the Quasi-Newton acceleration technique to make the algorithm converge
in a relatively low number of iterations (see, e.g., [Duval et al., 2016, Bouclier et al., 2016].

Remark. As stated above, the method is by no means limited to a linear elastic local model. In-
deed, as long as we are able to apply Dirichlet boundary conditions to the local problem and to compute
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(directly or in a post-processing step) the corresponding reactions forces, any local behavior can be considered.

Remark. Let us finally observe that this non-invasive methodology has similarities with some hierarchi-
cal global/local methods: for example, the Chimera method [Steger et al., 1983, Steger, 1991], the method of
finite elements patches [Glowinski et al., 2005], numerical zoom [Kamga and Pironneau, 2007] or the hp-d
method [Rank, 1992, Düster et al., 2007]. However, the difference here is that the contribution of the global
solution in the local area is totally replaced by the local solution while in the hierarchical strategy, the ap-
proximate solution is sought as the sum of the global coarse contribution and a local fine one. As a result, the
advantage of the used algorithm is that it reduces the interactions between global and local discretizations:
the two models talk to each other with interface integrals only while the evaluation of mixed terms over the
whole local domain is necessary in the hierarchical approach.

1.2.4 Implementation issues

Depending on the discretization of the two subdomainsΩ11 andΩ2 along interface Γ, four distinct coupling
situations may be listed (see Fig. 2.4 for illustration). Here, and in the remainder of the manuscript, we
follow the nomenclature introduced in [Bouclier et al., 2017, Guinard et al., 2018]. Although this section is
restricted to the context of standard FEM, we already emphasize that this classification holds in the case of
IGA: in order to adapt it to IGA, the reader may consider the elements as the spline knot-span elements (i.e.,
the different "pieces" that join along knot lines). From the most restrictive to the most general case, we may
encounter the coupling situations of:

1. Matching meshes: the interface Γ is aligned with the edges of the elements and the meshes of the two
subdomains along the interface are perfectly aligned (see Fig. 2.4(top-left)).

2. Non-matching meshes: the interface Γ is aligned with the edges of the elements but the meshes of the
two subdomains along the interface may be shifted (see Fig. 2.4(top-right)).

3. Geometrically non-conforming meshes: the interface Γ is not aligned with the edges of the coarse
elements which means that some elements of the global model are overlapped (see Fig. 2.4(bottom-
left)).

4. Geometrically and topologically non-conforming meshes: the interfaceΓ is not aligned with the edges
of the coarse elements, and the global and local models do not have the same topology along Γ (e.g.,
shell on the global side versus solid on the local side, see Fig. 2.4(bottom-right)).

In the first contributions on non-invasive coupling [Gendre et al., 2009], the symplifying assumption
of meshes and nodes compatibility was present. Then, interface projections were performed, which en-
abled to successfully handle non-matching meshes [Passieux et al., 2013, Duval et al., 2016, Liu et al., 2014].
For simplicity, it was recommended to consider the trace along the coupling interface Γ of the basis func-
tions of the local model for the construction of M h . With this practical choice, no instability problems
were reported in the field of non-invasive coupling, even in challenging situation [Duval et al., 2016]. Until
very recently, it may be observed that the implementation is mostly made in these two coupling situations,
which evidently limits the practicability of the method as it is desired to achieve a satisfactory level of flexi-
bility in defining the region of interest for a more detailed analysis. The difficulty when facing geometrically
non-conforming meshes relies on (i) the evaluation of integrals over pieces of coarse elements (to get the
interface reaction force r12 (2.22)), and (ii) the formulation of a non-overlapping coupling method adapted
to an immersed interface. As will be seen later in section 3.2, specific quadrature rules and a Nitsche-based
coupling formulation have been set up to answer this issue in the field of IGA. However, returning to the
original idea of non-invasive coupling in the context of FEM, such an approach appears inconsistent with
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Figure 2.4 – Four distinct coupling situations: (top-left) Matching meshes; (top-right) Non-matching
meshes ; (bottom-left) Geometrically non-conforming meshes; (bottom-right) Geometrically and topolog-
ically non-conforming meshes.

the use of standard industrial codes. Finally, the case of a global/local topologically non-conforming in-
terface raises additional implementation issues related to the proper transmission of topologically incon-
sistent quantities (e.g., surface displacement and rotation fields for a shell versus a 3D solid displacement
field). A framework for the proper non-invasive coupling of a global plate model with local solid elements
has been proposed in [Guguin et al., 2014, Guguin et al., 2016], but this one relies on a complex procedure
involving the definition of a cumbersome buffer zone (see also [Gosselet et al., 2018]).

1.3 Multiscale FE analysis of complex aeronautical structures

As a solution to the aforementioned issues, we have developed a pragmatic yet robust strategy that enables
to handle FE meshes of complex shapes, which are not only non-matching but also geometrically and topo-
logically non-conforming. In particular, this allowed to solve the previously introduced industrial test case
depicted in Fig. 2.1; i.e., including the coupling of a fully non-planar shell with 3D solid models. This work
has been performed in collaboration with AIRBUS through the co-supervision of the master 2 internship of
Mateus Toniolli in 2016. For more information and additional numerical experiments, the interested reader
is referred to [Guinard et al., 2018].

1.3.1 The proposed methodology

In order to ensure minimal invasiveness, the strategy makes extensively use of existing tools in industrial
FE codes. The procedure is depicted in Fig. 5.6. The idea is very simple: starting with a free indepen-
dent local solid model (see Fig. 5.6(a)), it is proposed to modify its geometry in order to recover the ro-
bust situation of a geometrically and topologically conforming global/local interface. This goal is achieved
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by generating a surface transition mesh (i.e., made of shell elements). First, a grid intersection prob-
lem [Gander and Japhet, 2013] is solved as classically in such methods in order to determine which are the
elements from the global model that intersect the local model (see Fig. 5.6(b)). The region obtained by
collecting these coarse elements forms the subdomain Ω12. A new interface that corresponds to a set of
element edges from the global model can then be defined (see red line in Fig. 5.6(b)). The second step of
the approach is dedicated to the expansion of the local model to the new interface by means of a surface
transition mesh. In other words, domain Ω2 is modified so that its boundary fits with the new interface.
As a consequence, it becomes possible to perform the global/local exchanges as classically across the new
geometrically and topologically conforming interface (see Fig. 5.6(c).

(b)(a) (c)

Figure 2.5 – Illustration of the proposed pragmatic strategy based on a transition mesh generation. Starting
from (a) the initial meshes, step (b): determination of domainΩ12 (grey area) and a new interface (red line)
and, step (c): transition mesh generation making appear two distinct interfaces (red line: global/local, blue
zone: shell/solid).

To sum up, the proposed strategy makes appear two distinct interfaces which enables to separate the
difficulties due to the combination of the global/local and shell/solid characters of the coupling. The
shell/solid coupling is managed within the local model (see blue zone in Fig. 5.6(c)) while the global/local
exchange is performed by means of a shell/shell coupling at the local model boundary (see red line in
Fig. 5.6(c)). This offers the possibility to use standard methods employed in industry to connect shell and
solid elements, thus avoiding to introduce cumbersome buffer zones.

1.3.2 Results : large cuts in a real fuselage section

By means of the strategy illustrated in Fig. 5.6, we have been able to perform the multiscale FE analy-
sis of the real fuselage section depicted in Fig. 2.1. For the implementation, the Abaqus software suite
has been chosen both for the resolution of the global and local problems. This FE software is one of the
most employed in the aerospace industry, being used in the operational environment of AIRBUS Group.
More precisely, Abaqus v6.14 co-simulation native capabilities [Abaqus, 614] have been extended through
additional specific developments (user subroutine and Abaqus python script for time synchronization of
global/local jobs). The proposed meshing strategy is applied through a main python script for Abaqus GUI
pre-processor (CAE), that handles global and local model preparation (such as illustrated in Fig. 5.6). The
main script also contains in its beginning the instantiation operation of the implemented classes, namely
the coupling classes, the global model class and the local model class. The Abaqus based shell-to-solid cou-
pling (see Abaqus documentation [Abaqus, 614]: section "Shell-to-solid coupling") is considered within the
local model to handle the shell/solid character of the coupling (see again blue zone in Fig. 5.6).

We recall that the explored use-case is highly challenging for multiscale analysis: characteristic lengths
at global and local scales are 7m (fuselage section length) and 10µm (ply thickness) respectively. The fuse-
lage is clamped on its left side and subjected to traction on the other side. An internal pressure is also
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prescribed so as to model the typical pressure gap encountered in flight. The composite material made
of carbon fibers consists of a [45◦,90◦,−45◦,0◦]s ym stacking sequence. The structure is studied in its elas-
tic regime, the objective being to make sure that the crack will not propagate due to too high stress states
around the crack tips. In the solid model, only the plies (without interfaces) are modeled with a linear or-
thotropic elastic behavior. The large cut is included in the local model by means fo a suitable transitional
shell mesh. We stress here that other tests were performed in [Guinard et al., 2018] considering a non-linear
local model that was able to take into account the damage of the composite structure.

Fig. 2.6 shows the results obtained with the proposed non-invasive method, which happens to be physi-
cally relevant. No acceleration techniques were used since we reached convergence with the standard fixed
point (2.20)-(2.21) in about 15 iterations (leading to an overall time for the simulation of about two hours).
We clearly observe the strong coupling between the two scales in the situation of large cuts: the material
state in crack tip areas influences the kinematics of the crack lips and thus the global structural behavior. As
an additional justification, we compare the results obtained for the global model to the one we get using the
industrially-used top-down submodeling approach (see Fig. 2.7). We clearly see a discrepancy between the
two solutions around the local area which highlights the necessity of an iterative strategy for a proper force
redistribution at the global scale. As mentioned previously in section 1.1, a direct monolithic approach was
not affordable given the complexity and size of the problem (global mesh refurbishments was prohibited by
industrial engineers).

Figure 2.6 – Results for the real fuselage section: from left to right; global horizontal displacement (mm),
local horizontal displacement (mm), and local von Mises stress (MPa) in the upper ply (3D area, top crack
tip) (floor, stiffeners and frames not represented on the global model for confidentiality reasons).

Figure 2.7 – Comparison between the submodeling and the iterative non-invasive approaches: distribution
of the difference between the two global horizontal displacements (mm): unon−invasive −usubmodeling (floor,
stiffeners and frames not represented for confidentiality reasons).

Summary and discussion. The non-invasive coupling approach has recently emerged in the field of
standard FEM as a response to a present-day industrial issue: how to locally enrich a complex, costly global
model without modifying it (and its associated numerical operators)? More than being an efficient alterna-
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tive to couple different models, the method offers the possibility to combine different numerical codes with
few implementation effort. From a mathematical point of view, the strategy starts with a Lagrange multi-
plier type formulation of the resulting global/local coupling problem. Then, by making use of the additional
interface unknowns, we split the obtained system to make the global and local models communicate, in an
iterative manner, through interface exchanges while keeping the initial structure of their stiffness operator.
Most of the current implementations are restricted to the coupling of conforming global and local models
(i.e., the interface is aligned with the edges of the global and local elements), which evidently limits the
practicability of the method in a general multiscale context. To go a step further in the field of FEM, we
developed a pragmatic yet robust strategy based on a transitional shell meshing that enabled to handle FE
meshes of complex shapes, which were geometrically and topologically non-conforming. In particular, in
collaboration with AIRBUS, we were able to perform a realistic multiscale aeronautical simulation involv-
ing, at the global scale, an homogenized non-planar shell model fully representative of a portion of aircraft
(about 7m large) and, at the local scale, several full 3D models where each ply was meshed (ply thickness:
10µm).

2 Interest for the field of IGA

We believe that non-invasive coupling techniques are good candidates for isogeometric global/local anal-
ysis. More than being attractive from an industrial engineering point of view as in FEM, the non-invasive
coupling idea appears to us completely relevant, from a scientific point of view, to improve the field of
global/local structural IGA. This section highlights the interest of building non-invasive (NURBS or B-
Spline based) isogeometric coupling methods. The challenge regarding the extension of those meth-
ods to the field of IGA is also discussed. This section serves as a prerequisite to present the contribu-
tions that we have performed in this field (see section 3 and [Bouclier et al., 2016, Bouclier et al., 2017,
Bouclier and Passieux, 2018, Tirvaudey, 2019]). The context for each contribution with the corresponding
state of the art is given.

2.1 Global/local modeling in IGA

As outlined in chapter 1, (standard) multivariate spline bases comprise a rigid tensor product structure,
which evidently constitutes a drawback to perform global/local simulation. Indeed, we necessarily end
up with a structured mesh in a B-Spline or NURBS patch which precludes the simple modeling of local
phenomena. More precisely, this unavoidably leads to the overlap of some global knot-span elements to
allow for a truly global-mesh independent local region to be incorporated for the modeling of any spe-
cific local behaviors (e.g., introduction of a hole [Guo, 2017], of an inclusion [Nguyen et al., 2014], of a
crack [Bouclier et al., 2016], etc). From that point of view, the academic case depicted in Fig. 2.2(a) seems
to be well appropriate to illustrate a situation frequently happening in IGA. In this context, one should con-
sider in Fig. 2.2(a) the global model as a B-Spline patch and the local model as a NURBS patch. Due to the
presence of a non-conforming interface, the analysis of trimmed isogeometric patches actually needs to be
addressed, which is known not to be a trivial task in the IGA community (see chapter 1 again). From the lit-
erature, it seems that three main strategies could be applied to numerically solve the resulting isogeometric
global/local problem (see Fig. 2.8).

Spline re-parametrization. The first strategy, already mentioned in chapter 1 (see Fig. 1.4), consists in
recovering the usual situation of boundary fitted discretizations. In order to do so, a re-parametrization
of the whole global/local isogeometric model is required, leading to the splitting of the new geometry
into several patches with C 0 continuity at the boundaries (see, e.g., [Xu et al., 2013, Akhras et al., 2016,
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Massarwi et al., 2019]). An illustration for the simple example of Fig. 2.2(a) is given in Fig. 2.8(a). For more
complex models, this may entail a considerable modeling and computational effort which is often as com-
plex and time consuming as standard mesh generation and then, is opposed to the core idea of IGA.

Coupling of immersed domains. Concurrently, a second approach initiated in [Ruess et al., 2014] and
based on the combination of a fictitious domain method with a weak coupling, may constitute an inter-
esting option to carry out global/local isogeometric simulations. This technique can be viewed as the
extension in IGA of the monolithic coupling described above in case of FEM (see section 1.2 and, in
particular, Eq. (2.8)). To this purpose, the authors made use of the so-called Finite Cell Method (FCM)
(see, e.g., [Schillinger and Ruess, 2015] for a detailed review). Unlike the first approach, the idea here
is to simply use the resulting unfitted structured mesh for the interpolation of the global fields (see
Fig. 2.8(b)), while the trimmed geometry is accurately captured by means of suitable quadrature rules for cut
knot-span elements [Legrain, 2013, Nagy and Benson, 2015, Kudela et al., 2015, Fries and Omerovic, 2016,
Stavrev et al., 2016, Fries et al., 2017]. This strategy appears suitable and has proved to be highly efficient in
the context of immersed finite elements. However, let us notice that in the general case of a local region
that may evolve during the simulation; e.g., to carry out the shape optimization of local entities (see chap-
ter 6), or to model crack propagation, or the expansion of a plastic zone, etc, we expect several re-assemblies
and re-factorizations of the resulting global/local stiffness operator during the multiresolution process. The
left-hand side operator may also appear ill-conditioned depending on the encountered trimmed configu-
ration [Burman et al., 2015, Dauge et al., 2015, Verhoosel et al., 2015, de Prenter et al., 2017].

Non-invasive coupling. Relatively connected to the previous approach, the last strategy revolves around
the concept of non-invasiveness that has been introduced in section 1 in its initial FE form. The idea
is to take the initial large-scale isogeometric (possibly multi-) patch to be enriched as the global model.
Consequently, the global patch is never modified during the simulation (see Fig. 2.8(c)), which eliminates
the need for costly spline re-parametrization procedures. In addition, the global stiffness operator is
assembled and factorized only once and the system to be solved remains well-conditioned. Especially
in case the local region evolves, thus leading to the resolution of a sequence of similar problems (in a
multiresolution fashion [Gosselet et al., 2013, Néron et al., 2015]), the method meets its full potential since
the global stiffness operator remains the same, which ensures both robustness and computational time
saving [Bouclier and Passieux, 2018]. Moreover, it should be mentioned that the flexibility of the strategy
allows simple modeling of a variety of local behaviors. Indeed, since two different numerical codes can
be used to compute the global and local models, a linear isogeometric code can be used for the global
simulation of the isogeometric patch while any other existing robust code integrating any other numerical
method (such as coming from the FE-based community) can be used to incorporate an accurate local
model. In this context, one may end up with a combined global-IGA/local-FEM method that draws up
the best of each technology [Bouclier et al., 2016, Tirvaudey, 2019]. All of these advantages will be further
accounted for (through numerical experiments) in section 3 and later on in chapter 6.

2.2 Challenge: non-conforming coupling

As stated above and illustrated in Figs. 2.2(a) and 2.4(bottom-left), the situation of (geometrically)
non-conforming interfaces is to be expected to tackle general applications in IGA. More importantly, a
technique similar to the one proposed in case of FEM (i.e., based on the building of a transition mesh to
recover a conforming interface, see section 1.3) appears unthinkable in case of both the global and local
models are discretized by means of spline shape functions. Indeed, given the tensor product structure
of spline basis, building a tentative isogeometric transition mesh would lead to carry out complex spline
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Figure 2.8 – Three different strategies may be applied in IGA to numerically solve a global/local problem.

re-parametrization procedures (as in approach 1, see Fig. 2.8(a)). In case we perform an hybrid global-
IGA/local-FEM modeling [Bouclier et al., 2016, Tirvaudey, 2019], we will see in section 3.1 that a strategy
based on a standard meshing procedure can be applied using the IGA-FEM bridge developed in chapter 1.
However, in case of a general global-IGA/local-IGA modeling, we need to truly address the situation of
non-conforming interfaces, which requires (i) to implement specific quadrature rules (to integrate overΩ12,
see Eq. (2.22)) and (ii) to formulate a coupling procedure adapted to any cut scenarios encountered through
the non-invasive multi-resolution process. Regarding domain coupling in (NURBS or B-Spline based) IGA,
many attempts have been devoted to the connection of isogeometric patches to foster the study of multi-
patch geometries. In order to do so, weak coupling approaches have been developed. The resulting strate-
gies can be divided into three classes: penalty coupling [Apostolatos et al., 2014a, Apostolatos et al., 2014b],
Mortar coupling [Hesch and Betsch, 2012, Brivadis et al., 2015, Dornisch et al., 2015, Zou et al., 2018b,
Wunderlich et al., 2019], and Nitsche coupling [Nguyen et al., 2014, Apostolatos et al., 2014b]. In their
primary versions, such methods were limited to the coupling along a patch boundary. More re-
cently, several strategies have been proposed to answer the issue in the field of immersed (or also
referred to as embedded domain) methods [Burman et al., 2015, Schillinger and Ruess, 2015]. In
particular, Nitsche coupling schemes have been formulated for properly connecting embedded do-
mains along arbitrary, immersed interfaces (see [Annavarapu et al., 2012] for the origin and then,
e.g., [Ruess et al., 2014, Jiang et al., 2015, Schillinger et al., 2016a, Elfverson et al., 2019, Buffa et al., 2019]).
In section 3.2, we extend such advanced techniques to build a new non-invasive algorithm that is able to
handle all the non-conforming coupling scenarios encountered when performing global-IGA/local-IGA
(see also [Bouclier and Passieux, 2018]).

Remark. When addressing domain coupling in IGA, one may also be interested in designing a coupling
method that preserves the higher regularity offered by the spline functions. This is of particular interest in
the context of higher-order partial differential equations, such as for shell analysis in strucutral mechanics.
In other words, the challenge would consist of formulating a more regular coupling method that allows for
a smoother transition of the solution across the coupling interface. In [Bouclier et al., 2017], we have devel-
oped a coupling scheme based on two sets of Lagrange multipliers that enables to enforce a C 1 regularity at
the interface. Drawing inspiration from this work, we have then built a new Mortar formulation adapted
to the coupling of isogeometric Kirchhoff-Love shells (see [Hirschler et al., 2019b, Hirschler et al., 2019a]). The
work achieved regarding more regular coupling will thus be presented later on in the context of shell anal-
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ysis (see chapter 3). Let us finally notice that subsequent studies from other authors with a similar objec-
tive have been very recenlty performed in the field of monolithic coupling (see, e.g., [Dittmann et al., 2019,
Schuß et al., 2019]).

Summary and discussion. Given the rigid tensor product structure of the multivariate spline basis,
the non-invasive global/local coupling approach appears relevant, from a scientific point of view, for the
field of IGA. It offers an original alternative to compute the resulting global/local trimmed isogeometric
configuration. The idea is to take the initial isogeometric (possibly multi-) patch model as the global model,
so that the need for costly spline re-parametrization procedures when integrating a non-conforming local
model is eliminated. In addition, unlike standard immersed coupling methods, the global stiffness operator
is assembled and factorized only once and the system to be solved remains well-conditioned, regardless of
the evolution of the local model. However, more critically than in FEM, the challenge of handling a non-
conforming coupling interface is crucial when extending the technology to IGA, since no simple meshing
procedure can be achieved this time.

3 Some advanced numerical schemes for IGA

Recapitulating, our contributions in the field of global/local isogeometric structural analysis concern the
development of non-invasive numerical schemes for (i) performing global-IGA/local-FEM and (ii) handling
arbitrary non-conforming interfaces for global-IGA/local-IGA. Since the context of these contributions has
been underlined in the previous section, we now focus on the developed algorithms and obtained results.
We restrict ourselves to the case of a local model that is linear elastic in this section. However, the extension
to non-linear local behaviors is discussed for each developed strategy.

3.1 Non-invasive global-IGA/local-FEM coupling

When moving to the field of IGA with the existing non-invasive FE strategy in hand, our first idea was to
adopt an hybrid global-IGA/local-FEM modeling, so as to end up with a combined strategy which draws up
the best of each analysis technology. Indeed, as seen in chapter 1, IGA appears efficient with respect to the
geometrical representation and the computation of a global, regular response of the structure. Conversely,
FEM seems to be more adapted to describe local, singular behaviors (e.g., when displacement and/or strain
discontinuities are encountered (crack, contact, heterogeneities)). Furthermore, beyond being an efficient
strategy to couple different element types, the non-invasive formalism offers the possibility to couple dif-
ferent numerical codes with very few implementation efforts. As a consequence, the idea here is to use
an advanced isogeometric code to compute the global model in combination with a robust conventional
FEM code to integrate a specific local behavior (such as local fracture, local contact, local plasticity, etc).
In order to perform the global/local coupling in a robust and automatic manner, we propose here to ex-
tend the FEM strategy of section 1.3 by resorting to the previously developed IGA-FEM bridge (see chapter 1
and [Tirvaudey et al., 2019a]). In addition to obtaining the simple situation of geometrically conforming
coupling interfaces, it becomes possible with our strategy to easily build the coupling operators from stan-
dard FE ones. The idea of merging IGA and FEM for global/local simulations originates from my postdoc
in Toulouse in 2015 and the automatic hybrid IGA/FEM procedure has been further developed in the PhD
thesis of Marie Tirvaudey. The interested reader is referred to [Bouclier et al., 2016] for additional numerical
experiments and to [Tirvaudey, 2019] for more information regarding the methodology.

3.1.1 Towards an automatic non-invasive global-IGA/local-FEM coupling

The proposed strategy for the automatic building of the global-IGA/local-FEM modeling is illustrated in
Fig. 2.9. Consistent notations with the ones of chapter 1 are considered for the different operators (i.e.,
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R and L represent isogeometric and Lagrange shape functions, and Dc, f and DF E are associated to spline
refinement and IGA-FEM transformations, respectively). Starting with a global (linear elastic) isogeometric
model of the whole structure (a), a specific local FE model (e), meant to replace (in a non-invasive manner)
the global model in an area of interest, is built. The area of interest is chosen as a set of initial global knot-
span elements so that we reach the simple situation of a conforming coupling interface. More precisely,
from the initial global isogeometric model (a), we apply standard spline refinement procedures to obtain the
refined isogeometric model (b). Then, we make use of the previously developed IGA-FEM bridge to obtain
the corresponding global fine FE model (c). It is therefore possible to extract the finite element description
of the interface (d) by calling upon a restriction operator, i.e.:

LT = DTL1, (2.25)

where DT is the Boolean trace operator that selects only the nodes concerned by the interface, and LT col-
lects the resulting Lagrange shape functions generating the interface. Finally, applying standard FE meshing
procedure, we can build a local FE mesh that is geometrically conforming with the interface. In order to do
so, it may be noticed that the constructed FE mesh must have the same polynomial degree as the interface.
As is standard practice in FEM, we choose to take the functions LT to discretize the Lagrange multiplier field
in the non-invasive coupling (2.20)-(2.21).
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Figure 2.9 – Illustration of the proposed strategy to automatically perform global-IGA/local-FEM. The use
of the previously developed IGA-FEM bridge (see chapter 1) enables to reach a geometrically conforming
interface and offers the opportunity to simplify the implementation by calling upon standard FE operators.

With the strategy depicted in Fig. 2.9, we are also able to automatically compute the Mortar coupling op-
erators C1 and C2 (see Eq. (2.9)) from their standard FE counterparts denoted by CF E

1 and CF E
2 , respectively.

Indeed, for subdomainΩ2, since LT is chosen for the Lagrange multiplier, we directly have:

C2 =
∫
Γ

LT LT
2 dΓ= CF E

2 , (2.26)

and for domainΩ1, we can write:

C1 =
∫
Γ

LT
(
Rc

1

)T dΓ=
∫
Γ

LT LT
1 dΓ DT

F E

(
Dc, f

)T = CF E
1 DT

F E

(
Dc, f

)T
. (2.27)

Realizing that the global isogeometric stiffness operator K1 in (2.20) could also be obtained without
implementing IGA but simply from its FE counterpart using the IGA-FEM bridge, we end up with a fully
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non-invasive global-IGA/local-FEM strategy, i.e. that the procedure is not only non-invasive in terms of
coupling but also in terms of construction of the operators.

Remark. The standard FE Mortar coupling operators CF E
1 and CF E

2 are defined formally and generally
above. However, it has to be emphasized that we almost always meet in FEM the situation of matching or
(at least) nested meshes to be coupled (see, e.g., [Duval et al., 2016]). In these cases, CF E

1 and CF E
2 are explicit

(and basically consist of connectivity matrices relating the interface DOF with the domain DOF). The need
for computing mass matrices is thus completely removed to obtain C1 and C2 with the proposed procedure.

Remark. The developed strategy is restricted to quadratic functions in practice since almost all standard
FE codes do not go beyond second-order finite elements. Nevertheless, we emphasize that the proposed
methodology could be directly applied to higher-order discretizations, provided that the corresponding
higher-order finite elements are implemented.

Remark. One may eventually notice that equality (2.27) does not strictly hold in case of an initial NURBS
geometry since we are not able to build a FE representation of a NURBS geometry. However, as stated in
chapter 1, the error is so low that it does not affect the coupling.

3.1.2 Numerical examples

Two examples are investigated in the following to demonstrate the performance and potential of the de-
veloped non-invasive hybrid IGA/FEM coupling method. In the first test case, the approach illustrated in
Fig. 2.9 is strictly followed to introduce geometrical details such as holes and cracks in an initial global iso-
geometric patch. The potential of the proposed methodology to combine analysis models coming from
different numerical codes is then further highlighted through the careful study of an edge-cracked plate. As
of now, it has to be said that the automatic procedure of Fig. 2.9 was not applied for the second test case
since this one was computed before we established the hybrid IGA/FEM methodology. However, the inter-
ested reader may notice that the same procedure as in Fig. 2.9 could have been applied, which would have
obviously led to more simplicity (with respect to the implementation) and to equivalent accuracy. From
here on, an isogeometric mesh composed of N elements along the first length and M elements along the
second length will be denoted N×M . In addition, the k-refinement strategy is applied so that the maximum
regularity is met at the interior knot-lines (i.e., C (p−1), p being the polynomial degree, see chapter 1).

Introduction of geometrical details into a 2D curved beam. As a first example, we consider the local en-
richment of a 2D NURBS beam by means of a specific FE mesh incorporating a few holes and cracks. The
structure is studied here in its elastic regime. The adopted global/local modeling and the problem param-
eters are specified in Fig. 2.10. The automatic procedure described above is used to perform the hybrid
global-IGA/local-FEM simulation. More precisely, we start with a global model composed of a standard
quadratic 16×24 NURBS mesh. Then, we select the area of interest as a set of global knot-span elements and
apply the IGA-FEM and restriction operations depicted in Fig. 2.9 to obtain a quadratic FE description of the
interface. Using this interface and the available GMSH mesh generator [Geuzaine and Remacle, 2009], we
build the local FE mesh composed of quadratic triangles (i.e., the typical TRI6 element largely encountered
in classic FEM). This FE mesh exactly matches the FE description of the interface: the boundary nodes of
the FE mesh coincide with the nodes of the interface. We therefore end up with a matching coupling inter-
face for which it is very easy to compute CF E

2 and CF E
1 (since they consist of Boolean operators). We finally

make use of Eqs. (2.26) and (2.27) to directly obtain C2 and C1 and run the non-invasive analysis.

Less than 10 iterations are necessary to reach convergence with the combined IGA/FEM version of algo-
rithm (2.20)-(2.21). Fig. 2.10 also shows the deformation of the meshes. The cracks open up which seems to
be consistent with the applied load and Dirichlet boundary conditions. In addition, we plot in Fig. 2.11 the
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Figure 2.10 – Non-invasive introduction of holes and cracks in an initial 2D NURBS beam with the proposed
hybrid global-IGA/local-FEM methodology. The yellow plot concerns the initial configuration while the
black plot shows the deformed configuration (amplification factor 10).

attained coupled solution in terms of displacements and strains. The displacement is perfectly continuous
at the coupling interface while a slight discontinuity appears on the strain plot, which is totally normal given
the C 0 interface (note that the FE strain field plotted results from the use of a standard FE post-processing
procedure for the derivative fields: a Gauss point based field is transformed into a nodal field, that is why
no discontinuities are shown within the local FE model).
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Figure 2.11 – Converged solution obtained with the hybrid IGA/FEM version of algorithm (2.20)-(2.21): (left)
horizontal displacement; (middle) vertical displacement; (right) stain component εxx .

Stress Intensity Factor evaluation for an edge-cracked plate. As a second example, a 2D edge-cracked
plate, as shown in Fig. 2.12(left), subjected to a uniform tensile stress is analysed. The crack size (a = 1)
is very small in comparison with the lengths of the plate (H = 17 and L = 7), so the problem exhibits two
different scales. Such a problem has already been studied in the context of non-invasive FE coupling (see,
e.g., [Passieux et al., 2013]). The reference value of the mode I Stress Intensity Factor (SIF) can be accurately
approximated by the value that holds for an infinite plate, corrected by a factor depending on the ratio a/L:

K r e f
I = p

p
aπ

[
1.12−0.231

a

L
+10.55

( a

L

)2
−21.72

( a

L

)3
+30.39

( a

l

)4
]

. (2.28)

The non-invasive numerical model considered is illustrated in Fig. 2.12(middle). To model the behavior
around the crack, we propose to make use of the well-established X-FEM method (in the context of usual
FEM). More precisely, the local model is discretized by means of X-FEM triangles and an analytical domain,
which contains the Williams’ expansion [Réthoré et al., 2010b], is added at the crack tip. The interest of this
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local modeling is that the stress intensity factors can be derived directly. For details regarding crack mod-
elling, the interested reader is invited to consult [Passieux et al., 2013] and references cited therein. The lo-
cal model is computed using the code of [Passieux et al., 2013]. Simultaneously, a quadratic 15×30 B-Spline
mesh is used in our IGA code as the global model to compute the plate without the crack. This model is
intended to be replaced around the crack by the local model described above (see, again, Fig. 2.12(middle)).

L

H

p

x

y

p

a

2

Zoom
Local model:

Global model:

a

-0.4

0

0. 4
10-3x

Figure 2.12 – Non-invasive analysis of an edge-cracked plate under uniaxial stress: (left) problem descrip-
tion; (middle) global quadratic B-Spline model (the local region in grey) and local model including X-FEM
triangles (crack in red) and the analytical domain (black); (right) converged global/local solution (disp. uy ).

The vertical displacement obtained (once the non-invasive algorithm has converged) with the
discretizations of Fig. 2.12(middle) is plotted in Fig. 2.12(right). A deformation similar to that
in [Passieux et al., 2013] can be observed. In addition, the convergence behavior of the mode I SIF K I

with the non-invasive algorithm is shown in Fig. 2.13. We note that only five iterations are required to
obtain the converged value with the Newton acceleration technique. For the discretization considered, a
relative error of 0.08% on K I with respect to K r e f

I (Eq. (2.28)) is reached.

Remark. Once again, it has to be noticed that the approach of Fig. 2.9 was not followed here. Conversely,
a non-conforming coupling strategy was used to connect the global and local models (see section 3.2 for han-
dling properly non-conforming interfaces). However, we emphasize that the same procedure as in Fig. 2.9
could have been used for more simplicity and would have provide equivalent accuracy. The interest of this
test case is to show the potential of using a global-IGA/local-FEM modeling for performing efficient multiscale
simulations.

Summary and discussion. These preliminary results account for the robustness and interest of the
developed automatic procedure to connect IGA and FEM in a global/local manner. The strategy can be
interpreted as an extension of the non-invasive coupling procedure proposed to handle non-conforming
interfaces in the FEM framework (see section 1.3), which has been possible by making use of the previ-
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Figure 2.13 – Convergence of the SIF K I during the non-invasive algorithm.

ously developed IGA-FEM bridge (see chapter 1 and [Tirvaudey et al., 2019a]). We end up with an hybrid
IGA/FEM (non-matching coupling) strategy that draws up the best of each analysis technology: the global
(regular) response of the structure is efficiently captured by the isogeometric basis while an existing robust
FE code is used to compute local (possibly singular) phenomena. The method is fully non-invasive in the
sense that it is non-invasive both in terms of coupling and of construction of the operators from standard
FE ones. Although only elasticity results are shown, it may be emphasized that the extension to incorpo-
rate non-linear local FE models is straightforward. Further investigations demonstrating the attractiveness
of performing non-invasive global-IGA/local-FEM simulations are in progress. Moreover, since the estab-
lished strategy allows for easy merging of robust conventional FE codes with newly developed isogeometric
codes, it may foster, in our opinion, the integration of IGA in the industrial engineering world.

3.2 A robust algorithm for non-conforming global/local IGA

We close this chapter by addressing the isogeometric non-invasive global/local coupling along a (geomet-
rically) non-conforming interface (see once again Fig. 2.4(bottom-left) for the coupling situation). More
precisely, the interaction of two non-conforming linear elastic spline meshes is considered: one domain is
the foreground and defines the local model, the other is the background and constitutes the global spline
model to be enriched. Special care is taken to handle the most general situations we may encounter. This
results in a local mesh that is truly independent from the underlying global spline discretization. This work
has been performed quite recently in collaboration with Pr. J.-C. Passieux. A deeper insight regarding the
proposed methodology can be found in [Bouclier and Passieux, 2018], from which this part is extracted.

3.2.1 Idea

As introduced in sections 1.2 and 3.1, the standard FEM and first isogeometric versions of the non-invasive
strategy come with a Lagrange multiplier based coupling method. As stated in section 1.2, the performance
of these techniques is closely related to the compatibility between the approximation subspaces considered
for the primal and the dual variables, especially in case of IGA [Brivadis et al., 2015, Dittmann et al., 2019].
In the more general case of arbitrary, non-conforming coupling configurations, this may rule out many
convenient choices for the subspaces. As a result, Nitsche-based couplings seem to have been preferred
in the field of immersed boundary methods. Nitsche formulations ensure variational consistency by in-
troducing flux terms along the coupling interface expressed by primal unknowns of the coupling do-
mains. Thus, the method is free of auxiliary fields, which simplifies the theory. Nevertheless, in its
widespread symmetric version (see, e.g., [Annavarapu et al., 2012, Nguyen et al., 2014, Ruess et al., 2014,
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Elfverson et al., 2019, Buffa et al., 2019]), additional stabilization terms are required to ensure coercivity of
the formulation. Appropriate estimates of the stabilization parameters involving to solve an additionnal
eigenvalue problem (whose resolution can be performed locally per element [Jiang et al., 2015]) are gen-
erally involved, which may appear delicate from an algorithmic viewpoint. Therefore, there has been an
increasing interest these last years in developing methods without such mesh-dependent stabilization pa-
rameters [Baiges et al., 2012, Kollmannsberger et al., 2015].

In this context, the non-symmetric version of the Nitsche method has recently reemerged
in [Schillinger et al., 2016a] for isogeometric immersed methods. Originally introduced as a discontinuous
Galerkin method [Oden et al., 1998, Rivière et al., 2001, Arnold et al., 2002], it is based on variationally con-
sistent numerical flux conditions that are introduced in such a way that the criterion for stability is (weakly)
satisfied. Therefore, it does not require the introduction of additional stabilization terms in contrast to its
symmetric counterpart and thus, its performance does not rely on an appropriate estimation of additional
sensitive parameters. We also note that similar ideas are present in the literature under the naming of skew-
symmetric coupling (see, e.g., the Variational Theory of Complex Rays [Ladeveze et al., 2001]). The object
of this section is to further improve the initial non-invasive approach by extending it to incorporate the
non-symmetric Nitsche coupling.

3.2.2 Theory

Initial weak form. Unlike Mortar-based approaches, the stiffness operators of the different subdomains
are merged together in the Nitsche coupling technique, which eliminates the need of additional degrees of
freedom. Both the interface Dirichlet and Neumann conditions (2.2) are enforced in a weak sense. More
precisely, the non-symmetric Nitsche coupling formulation associated to the reference global/local prob-
lem (2.1)-(2.2) (as a reminder, see Fig. 2.2(b) for illustration) reads: find u11 ∈U11 and u2 ∈U2 such that:

∑
m∈{11,2}

am (um, vm)+
∫
Γ

{Cε (v)}n11 · �u�dΓ−
∫
Γ
�v� · {σ}n11dΓ= ∑

m∈{11,2}
lm (vm) , ∀ (v11, v2) ∈ V11 ×V2, (2.29)

where the same notations as in section 1.2 are used. In addition, the jump and average operators are intro-
duced, respectively, as follows:

�u� = (u11 −u2) ; (2.30a)

{σ} = 1

2
(σ11 +σ2) = 1

2
(C11 ε (u11)+C2 ε (u2)) and {Cε (v)} = 1

2
(C11 ε (v11)+C2 ε (v2)) . (2.30b)

In view of carrying out a consistency study of the coupling method, another formulation can be written.
Indeed, integrating by parts and bringing all terms on the left-hand side, we can write:

− ∑
m∈{11,2}

∫
Ωm

vm · (div(σm)+ f g
m

)
dΩ+ ∑

m∈{11,2}

∫
ΓFm

vm · (σm nm −F g
m

)
dΓ (2.31a)

+
∫
Γ

1

2
C11ε (v11)n11 · (u11 −u2)dΓ+

∫
Γ

v11 · 1

2
(σ11 −σ2)n11dΓ (2.31b)

+
∫
Γ

1

2
C2ε (v2)n11 · (u11 −u2)dΓ+

∫
Γ

v2 · 1

2
(σ11 −σ2)n11dΓ= 0. (2.31c)

Expression (2.31) will be of interest to highlight the physical meaning of the developed algorithm (see
below). We note at this stage that terms (2.31a) represent the mechanical equilibrium of each subdomain
Ωm while terms (2.31b) and (2.31c) correspond to the non-symmetric Nitsche enforcement of the coupling
conditions (2.2). It can be proven that the formulation is variationally consistent with respect to the strong
form of the initial problem (2.1)-(2.2), that the criterion for stability is (weakly) satisfied and that the
method converges with optimal rates in the strain energy norm [Riviere, 2008, Burman, 2011].
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Remark. The average operator in Eq. (2.30b) is chosen to be the mean of the traction forces of the coupled
domains. Any convex combination can actually be chosen without violating the consistency of the formu-
lation [Hansbo, 2005, Bazilevs et al., 2012]. In particular, when there is an important contrast between the
two materials to be coupled, one may adjust the convex combination to counterbalance the material gap and
thus preclude the emergence of undesirable mesh locking phenomena [Sanders et al., 2012]. Such treatment
has been performed in the non-invasive algorithm proposed hereafter to properly introduce a stiff inclusion
within a soft B-Spline patch (see [Bouclier and Passieux, 2018]). In what follows, we keep the choice of (2.30b)
for simplicity and we note that the two models to be coupled in the forthcoming numerical experiments will
include similar material properties.

Monolithic resolution. For ease of understanding of the next developments, let us first notice that
Eq. (2.29) reads: find u11 and u2 such that:

a11 (u11, v11)−
∫
Γ

v11 · {σ}n11dΓ+
∫
Γ

1

2
C11ε (v11)n11 · �u�dΓ= l11 (v11) , ∀v11 ∈ V11 ; (2.32a)

a2 (u2, v2)−
∫
Γ

v2 · {σ}n2dΓ−
∫
Γ

1

2
C2ε (v2)n2 · �u�dΓ= l2 (v2) , ∀v2 ∈ V2. (2.32b)

Resolution (2.32) of the coupling problem constitutes the classical monolithic approach: in other words,
this is the counterpart of (2.7) using the non-symmetric Nitsche theory.

Construction of a non-invasive resolution algorithm. To start with, we propose for the resolution of (2.32)
the following algorithm that enables to split the initial multi-domain problem into one problem over Ω11

and a second one over Ω2. For the nth iteration, starting with initial guesses u(0)
11 and u(0)

2 , we look for u(n)
11

and u(n)
2 such that:

1. Resolution of a problem overΩ11:

a11

(
u(n)

11 , v11

)
= l11 (v11)+

∫
Γ

v11 ·
{
σ(n−1)}n11dΓ−

∫
Γ

1

2
C11ε (v11)n11 · �u(n−1)�dΓ. (2.33)

2. Resolution of a problem overΩ2:

a2

(
u(n)

2 , v2

)
−

∫
Γ

v2 · 1

2
σ(n)

2 n2dΓ+
∫
Γ

1

2
C2ε (v2)n2 ·u(n)

2 dΓ= l2 (v2) (2.34a)

+
∫
Γ

v2 · 1

2
σ(n)

11 n2dΓ+
∫
Γ

1

2
C2ε (v2)n2 ·u(n)

11 dΓ.

(2.34b)

A mechanical interpretation of the resulting iterative strategy will be given later in the section. Nevertheless,
one may already notice that formulation (2.34) corresponds to the non-symmetric Nitsche weak imposition
of the coupling conditions for subdomain Ω2 only. Indeed, integrating by parts, and bringing all terms on
the left-hand side, we find:

−
∫
Ω2

v2 ·
(
div(σ(n)

2 )+ f g
2

)
dΩ+

∫
ΓF2

v2 ·
(
σ(n)

2 n2 −F g
2

)
dΓ (2.35a)

+
∫
Γ

1

2
C2ε (v2)n2 ·

(
u(n)

2 −u(n)
11

)
dΓ+

∫
Γ

v2 · 1

2

(
σ(n)

2 −σ(n)
11

)
n2dΓ= 0. (2.35b)

The above equation clearly shows that, at each iteration of the proposed algorithm, the interface
term (2.31c) is recovered from the initial coupling formulation.

We now switch to the matrix form for ease of reading with respect to the implementation of the method.
From procedure (2.33)-(2.34), the only thing that remains to be done to truly reach a non-invasive algorithm
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consists of recovering the initial global model over Ω1 in Eq. (2.33). To this end, one may simply repeat the
procedure of Eq. (2.19). This leads us to build the following non-invasive algorithm based on the non-
symmetric Nitsche coupling. Reusing the notations introduced in section 1.2, the algorithm reads: for the
nth iteration, starting with initial guesses u(0)

1 and u(0)
2 , we look for u(n)

1 and u(n)
2 such that:

1. Resolution overΩ1:

K1u(n)
1 = f1 −

(
K

N
11

T −K
N
11

)
u(n−1)

1 −
(

K
N
21

T −K
N
12

)
u(n−1)

2 + r(n−1)
12 . (2.36)

2. Resolution overΩ2:[
K2 +

(
K

N
22

T −K
N
22

)]
u(n)

2 = f2 −
(

K
N
12

T −K
N
21

)
u(n)

1 . (2.37)

The different blocks of the Nitsche coupling operator are computed as follows:

K
N
11 =

∫
Γ
−1

2

(
Z11 H1 B1

)T RT
1 dΓ ; (2.38a)

K
N
12 =

∫
Γ

1

2

(
Z11 H1 B1

)T RT
2 dΓ ; (2.38b)

K
N
21 =

∫
Γ
−1

2

(
Z11 H2 B2

)T RT
1 dΓ ; (2.38c)

K
N
22 =

∫
Γ

1

2

(
Z11 H2 B2

)T RT
2 dΓ ; (2.38d)

where R1 and R2 represent the standard spline shape functions matrices, B1 and B2 are the standard
spline strain-displacement operators, H1 and H2 model the Hooke constitutive law, and operator Z11

is introduced to perform the product between the stress tensor and the outward unit normal to Ω11

(see [Nguyen et al., 2014, Ruess et al., 2014] for more details regarding the construction of such operators).
As stated in section 2, specific quadrature rules need to be implemented in case of a global/local

non-conforming interface to evaluate r12 (see again Eq. (2.22)). In order to do so, a large amount
of techniques, mostly taken from immersed boundary methods, may be used: for instance, the
standard sub-triangulation technique in the context of X-FEM [Moës et al., 1999], the technique
used in the NURBS Enhanced FEM [Sevilla et al., 2008], the recursive quadrature approach ap-
plied in the FCM [Ruess et al., 2014, Schillinger and Ruess, 2015, Schillinger et al., 2016a], or more
recent geometrically faithfull quadratures [Legrain, 2013, Nagy and Benson, 2015, Kudela et al., 2015,
Fries and Omerovic, 2016, Stavrev et al., 2016, Fries et al., 2017], that can also be based on the moment
fitting scheme [Müller et al., 2013, Joulaian et al., 2016, Hubrich et al., 2017, Hubrich and Düster, 2019]. In
this work, for simplicity and robustness, we perform the recursive quadrature approach of FCM.

Remark. It may be again emphasized here that the issue of ill-conditioning usually encountered in im-
mersed methods [Dauge et al., 2015, Verhoosel et al., 2015, de Prenter et al., 2017] is circumvented with algo-
rithm (2.36)-(2.37). Indeed, the initial global stiffness operator, which is symmetric and well-conditioned, is
involved in (2.36) (instead of the cut global model overΩ11). According to us, this feature is another attractive-
ness of our algorithm and such an idea may be of interest to solve the ill-conditioning issue in a more general
cut finite element context [Burman et al., 2015, Schillinger and Ruess, 2015].

Incremental formulation and mechanical interpretation. Another incremental formulation of the non-
invasive algorithm (2.36)-(2.37) can be derived for a better understanding of the numerical procedure.
This alternative formulation is directly given in the following. The interested reader is urged to con-
sult [Bouclier and Passieux, 2018] for more details.
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Denoting by rN the Nitsche-based discrete reaction forces at Γ applied to the global model in Eq. (2.36):

rN =
(

K
N
11

T −K
N
11

)
u1 −

(
K

N
21

T −K
N
12

)
u2, (2.39)

and reusing the discrete reaction forces r11 of Eq. (2.24), procedure (2.36)-(2.37) can actually be rewritten as
follows: for the nth iteration, starting with initial guess u(0)

1 , we look for u(n)
1 such that:

u(n)
1 = u(n−1)

1 −K−1
1 g

(
u(n−1)

1

)
, (2.40)

where the application g is defined as:

g
(
u(n−1)

1

)
= rN (n−1) + r(n−1)

11 , (2.41)

provided the local solution u(n−1)
2 in rN (n−1)

is computed from u(n−1)
1 through system (2.37) (expressed at

iteration n − 1). Formulation (2.40) exhibits that the iterative procedure simply consists in a fixed point
aiming at solving g = 0. The non-invasive residual (2.23) thus becomes here:

η(n) = ||rN (n) + r(n)
11 ||2√

||f1||22 +||f2||22
. (2.42)

Moreover, writing the continuous version of Eq. (2.41), we literally find:

g
(
u(n−1)

1

)
=

∫
Γ

1

2
C11ε (v11)n11 ·
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2

)
dΓ−

∫
Γ

v1 · 1

2

(
σ(n−1)

1 +σ(n−1)
2

)
n11dΓ+

∫
Γ

v1 ·σ(n−1)
1 n11dΓ,

(2.43)
which corresponds to the consistency term (2.31b) of the initial Nitsche coupling formulation. Therefore,
the proposed iterative strategy aims at ensuring the coupling conditions for subdomain Ω11 in a non-
symmetric Nitsche weak sense. In addition, reminding that the other interface consistency term (2.31c) is
enforced at each iteration of the non-invasive procedure through the local problem (2.37) (see term (2.35b)
that corresponds to the coupling conditions related to domain Ω2), we ensure that if the proposed algo-
rithm is convergent, all the interface terms of the initial Nitsche coupling formulation (2.31) are recovered.
This numerical procedure is original and its mechanical interpretation is quite different from the standard
non-invasive strategies that aim at recovering the interface forces equilibrium provided that the Dirichlet
conditions (over Γ) are transmitted, at each iteration, form the global to the local problem through the use
of a Lagrange multiplier field (see again section 1.2).

Although it is different from the existing non-invasive strategies in its mechanical interpretation, the
algorithm can still be interpreted as a modified Newton method prescribed on g = 0 (it can be shown that
∇g−1 ≈ K−1

1 in Eq. (2.40)). As a consequence, the application of the same acceleration techniques as the ones
usually performed in the context of non-invasive Lagrange multiplier coupling appears straightforward.
In particular, a Quasi-Newton method can be used (see, e.g., [Gendre et al., 2009, Duval et al., 2016] ) to
deeply accelerate the speed of the algorithm and to make it convergent even in challenging situations (see
forthcoming numerical experiment).

3.2.3 Example: Infinite plate with a circular hole

To assess the performance of the developed algorithm (2.36)-(2.37), a series of two-dimensional elastic
benchmarks involving conforming and non-conforming couplings, along straight, curved, and bi-material
interfaces have been investigated in [Bouclier and Passieux, 2018]. In this manuscript, only the numerical
experiments related to the introduction of a geometrical detail within a B-Spline patch are presented. Once
again, the interested reader is referred to [Bouclier and Passieux, 2018] for further numerical proofs regard-
ing the performances of the algorithm.
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Description of the test case and non-invasive analysis. More precisely, we consider here the popular test
case of an infinite plate with a circular hole under in-plane tension. The geometry, material, boundary
conditions and the analytical stress solution [Saad, 2009] are given in Fig. 2.14. The hole constitutes the ge-
ometrical detail to be incorporated. The discretization of the problem following the developed non-invasive
strategy is illustrated in Fig. 2.15(a). A regular B-Spline mesh is used for the plate without the hole (domain
Ω1) and a circular refined ring-shaped NURBS domain is constructed, as the local model, for an accurate
representation of the stress concentration around the hole. The case of a geometrical non-conforming inter-
face is met, as desired. 6 levels of recursive quadrature sub-cells [Schillinger and Ruess, 2015] are employed
to ensure accuracy with regard to the evaluation of r12 (see Figs. 2.15(b) and 2.15(c)). Finally, To integrate
over the non-conforming interface, we refine the NURBS interface Γ irrespective of the underlying global
and local meshes.

Tx

E
xa

ct tra
ctio

n

Exact traction

Sym

S
ym

x

y

L

R
r

Parameters:

Exact solution:

Figure 2.14 – Infinite plate with a hole: description and data of the problem.

The results obtained with algorithm (2.36)-(2.37) and the discretization of Fig 2.15(a) are shown in
Figs. 2.15(d) and 2.15(e) in terms of stress and non-invasive convergence, respectively. Removing the
smooth non-physical fictitious prolongation in Ω12, and replacing part of it by the local solution in Ω2,
the resulting global/local solution appears smooth and to be in good agreement with results obtained us-
ing NURBS fitted discretizations [Hughes et al., 2005, Cottrell et al., 2009]. Regarding the convergence of the
proposed algorithm, the Quasi-Newton acceleration technique seems to be necessary on this test case. This
may be expected here since the stiffness gap between domainsΩ12 andΩ2 is significant. Taking the advan-
tage of the Quasi-Newton update, we are able to make the number of iterations relatively low: a residual of
10−4 is obtained in about 20 iterations.

Finite element convergence of the method. The finite element convergence of the method when applied
to this non-conforming scenario is then investigated (see Figs. 2.16 and 2.17). 2nd, 3rd and 4th-order spline
shape functions are considered for both of the global and local models. The different meshes of Fig. 2.16
are built for the numerical study. They correspond to several uniform refinements starting from a mesh
of 3× 3 B-Spline elements for the global model and 2× 2 NURBS elements for the local model. We insist
here that our interest is to assess the finite element convergence of the method and not the global/local
modeling. The corresponding convergence curves obtained with the error in the energy norm are plotted in
Figs. 2.17(a) and 2.17(b) for the proposed Nitsche-based strategy and for the standard Lagrange multiplier
based strategy (see Eqs. (2.20)-(2.21)). A pragmatic strategy is adopted to build the space for the Lagrange
multiplier field: it is the trace along the interface of the local shape functions.

The Lagrange multiplier approach appears to fail to reproduce the optimal convergence rates, es-
pecially when increasing the polynomial order of the spline shape functions. The reason for this poor
accuracy may be due to the non-conforming situation encountered which rules out the practical choice
adopted for the dual subspace. Conversely, without any additional specific treatment, the proposed
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Figure 2.15 – Global/local non-invasive Nitsche analysis of the infinite plate with a hole (rectangular B-
spline mesh of cubic 6×6 elements forΩ1, recursive Gaussian [Schillinger and Ruess, 2015] quadrature with
6 levels of sub-cells forΩ12, and circular NURBS mesh of cubic 4×4 elements forΩ2).

non-symmetric Nitsche version seems to achieve the optimal rates of convergence, which demonstrates
that the methodology does not interfere with the accuracy of the spline functions regardless of the coupling
scenario encountered. Note that for the finest quartic coupling discretization, the error level is so low that
it may be deteriorated by rounding errors.

Remark. Let us eventually underline that the extension of Nitsche-based methods to material non-
linearities (e.g., plasticity or damage) does not have an obvious way forward. Indeed, the definition of
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Figure 2.16 – Sequence of meshes considered for the convergence study.
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(a) Non-invasive Nitsche strategy.
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(b) Standard non-invasive Lagrange strategy.

Figure 2.17 – Convergence curves in energy norm for the infinite plate with a hole.

the virtual mean interface resultant force appears delicate in this context (see right term of Eq. (2.30b)).
Nevertheless, what can be done in our case of global/local modeling is to take a local region that is large
enough so that the local non-linearity does not play a major role at interface Γ. As a result, we end up with
a coupling in a region where both models can be assumed to be linear elastic, thus making able to use the
present approach without any additional ingredients.

Summary and discussion. These results clearly indicate the superiority of the proposed non-
symmetric Nitsche non-invasive approach when addressing any arbitrary non-conforming situation: we
always achieve optimal accuracy while the standard Lagrange version appears to fail to reproduce opti-
mal behavior in some situations. In addition, mesh locking was reported in [Bouclier and Passieux, 2018]
when coupling at a severe bi-material interface with the standard Lagrange multiplier method whereas
the Nitsche counterpart handled successfully such interfaces thanks to the use of a suitable averaging
operator. The developed method thus appears particularly suitable to compute any evolution of a local
model within a fixed global isogeometric one. The reason for this is the robustness and simplicity of the
coupling: it is (1) free of auxiliary fields which enables to circumvent the difficulty of choosing a suit-
able dual space, and (2) intrinsically stable, thus eliminating the need for additional stabilization terms
with appropriate parameters. From an engineering point of view, this may be of great interest since in
many applications it is necessary to solve a sequence of similar problems, in a multiresolution process,
where only the behavior at a local scale needs to be updated (e.g., to carry out the shape optimization
of local entities [Mulani et al., 2013, Fußeder et al., 2015, Hirschler et al., 2019b], or to perform the identi-
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fication of local mechanical parameters [Passieux et al., 2015a, Réthoré, 2015], or to model crack propa-
gation [Passieux et al., 2013], or the expansion of a plastic zone [Gendre et al., 2009, Duval et al., 2016], a
damage zone [Guinard et al., 2018], etc). In particular, we will see in chapter 6 that the algorithm can be
efficiently integrated into an optimization loop for performing structural design, which simplifies the opti-
mization process and ensures computational time saving.

Finally, let us highlight that such a non-invasive procedure provides an iterative resolution of an im-
mersed problem while circumventing the conditioning issue. As a result, combining it with some recent
FE non-invasive techniques that enable parallel computations while considereing non-linear constitu-
tive laws [Duval et al., 2016, Oumaziz et al., 2018] may open the door for efficient iterative solution strate-
gies in the field of immersed methods, which represents today a real challenge [de Prenter et al., 2017,
Badia and Verdugo, 2018, Jomo et al., 2019]. Corresponding investigations are in progress to accurately and
efficiently compute, in the non-linear regime, heterogeneous microstructures coming from image data.
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We are interested in this third chapter in the efficient and accurate computation of global aeronautic-
type structures: i.e., broadly speaking, made of complex curved stiffened panels [Totaro and Nicola, 2012,
Shroff et al., 2017, Guinard et al., 2018]. These structures are obtained by the assembly of a main part (usu-
ally denoted by the skin or the panel) with subparts as stringers and ribs (the stiffeners). The fastening of
the stiffeners with the panel gives a final structure with a high stiffness to weight ratio. Based on the work
performed in this chapter, innovative stiffened panels with improved structural properties will be designed
in chapter 6 using a proper optimization framework.

In order to do so, we seek to employ IGA which has proved to be highly relevant for
the fields of shell analysis and shape optimization (see [Kiendl et al., 2009, Echter et al., 2013,
Kiendl et al., 2015, Maurin et al., 2018] for Kirchhoff-Love, [Benson et al., 2010, Echter et al., 2013,
Dornisch et al., 2013, Kikis et al., 2019] for Reissner-Mindlin, [Hosseini et al., 2013, Bouclier et al., 2013b,
Cardoso and Cesar de Sa, 2014, Bouclier et al., 2015b, Caseiro et al., 2015, Bouclier et al., 2015a] for
solid-shell theories and [Wall et al., 2008, Nagy et al., 2013, Kiendl et al., 2014, Fußeder et al., 2015,
Bandara and Cirak, 2017, Hirschler et al., 2019c] for solid and shell shape optimization, to name a few).
More precisely, since stiffened structures are built with thin shells, we focus on isogeometric Kirch-
hoff–Love shell elements [Kiendl et al., 2009, Echter et al., 2013], for which IGA is even more attractive
since it naturally satisfies the C 1 requirement of such formulations. This enables to derive a rotation-less
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shell formulation, thereby minimizing the number of DOF. In this context, the challenge faced concerns
the analysis of non-conforming multipatch isogeometric shell models since a single B-Spline or NURBS
patch cannot represent stiffened structures. More importantly, we are interested in having an independent
discretization between the panel and the stiffeners to simplify the definition of the design space for the
optimization.

After reminding some main aspects about multipatch discretizations, we first introduce (i) a new
Mortar coupling formulation for Kirchhoff-Love shells to answer the issue. Then, step-by-step we build
(ii) a dual domain decomposition solver for the iterative resolution of the coupling. In the same idea
of what was performed in previous chapter, the solver appears to us more appropriate in a multireso-
lution context, such as during shape optimization since it allows to factorize once for all the stiffness
matrices of patches located in non-design regions. From a conceptual point of view, a parallel can
actually be drawn between this chapter and the previous one, as will be demonstrated in the follow-
ing with several references to chapter 2. This work has been achieved in the PhD thesis of Thibaut
Hirschler [Hirschler, 2019], who I co-supervised from Toulouse with Pr. T. Elguedj at INSA Lyon, and has
been published in [Hirschler et al., 2019a, Hirschler et al., 2019b]. The interested reader is advised to con-
sult these references for further details on this topic.

1 Isogeometric non-conforming multipatch analysis

As stated in chapter 1, the analysis of multipatch isogeometric models is currently the object of intensive
studies since it represents one of the challenges to truly bridge the gap between CAD and Analysis. Focus-
ing on shell structures, it is actually one of the two key issues (with trimming) to be addressed since the
Boundary representation (B-rep) of surfaces is directly available in CAD.

1.1 Multipatch geometric models

As outlined in chapter 1, the prerequisites for the geometric modeling and for the numerical simulation
are different. As a result, an automatic transfer from a spline-based CAD model to an analysis-suitable
model is still not straightforward, even with the concept of IGA. More specifically, because again of the rigid
tensor product structure of (standard) multivariate spline basis, a single B-Spline or NURBS patch cannot
represent complex industrial structures, even in case of shells whose geometry is simply derived from a
surface. Instead, multiple (possibly trimmed) spline patches are required where each of them describes
a specific part of the overall structure. Multipatch modeling appears thus inevitable when dealing with
structures with non-trivial geometries using IGA. The main issue from an analysis point of view concerns
the treatment of the junctions between those patches. Figure 3.1 illustrates the problematic. In particular,
an example of stiffened structure’s geometry is given in Fig. 3.1(right). The difficulty lies in the fact that
geometric modeling does not pay a special attention to the presence of multiple patches: each patch is
defined independently. The parametrization of one patch is not defined under a particular constraint due
to any other patches. It leads to patch interfaces with non-matching or even non-conforming properties.

Regarding the coupling terminology, we recycle the nomenclature introduced in previous chapter (see
section 1.2 and Fig. 2.4) and adapt it to the case of isogeometric patch coupling:

• it is matching when the discretizations are exactly the same on both sides of the interface ;

• it is conforming but non-matching when the interface is aligned with the edges of the patches but the
control points on both sides do not match ;

• it is non-conforming when some elements are overlapped by the interface.
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Spline-based CAD models seldom, if ever, have matching interfaces. Depending on the geometry, isogeo-
metric modeling can lead to non-matching interfaces as depicted in Fig. 3.1(left). But in the more general
case, non-conforming interfaces between the patches are to be expected (see Fig. 3.1, right).
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Figure 3.1 – B-Spline and NURBS modeling generate multipatch geometries where each patch represents
a specific part of the complete structure. Naturally, these patches undergo non-matching or even non-
conforming parametrizations at their interfaces. Additional cumbersome procedures are required to get a
final (standard) analysis-suitable model with conforming and matching interfaces.

1.2 Analysis-suitable models

For the analysis of multipatch models, two approaches can be classified. Similarly as for solving an iso-
geometric global/local problem (see section 2.1 and Fig. 2.8(a)), the first approach consists in calling
upon spline re-parametrization procedures to transform the patch junctions into fully matching inter-
faces [Maquart, 2019]. As stated previously, this task is far from trivial in practice. In the simplest case of a
non-matching but conforming interface (see Fig. 3.1, left), knot-insertion (or removal) and degree elevation
(or reduction) allow to comply the requirement for obtaining a matching interface. However, transforming
non-conforming interfaces into fully matching interfaces is much trickier (see Fig. 3.1, right). It cannot be
done by invoking the fundamental geometric algorithms (knot-insertion, degree-elevation, etc.) as for the
non-matching case. Instead, a complete re-parametrization has to be performed since the local changes
introduced to reach a matching interface have a global influence on the whole discretization. As an illustra-
tion, despite its simple in-plane rectangular shape, the panel of Fig. 3.1(right) needs to be decomposed into
six patches to get an overall parametrization with a matching interface. The problem stems from the fact
that this re-parametrization can hardly be automated.

In contrast, the second option for analyzing multipatch models consists in developing advanced
numerical tools for coupling the non-conforming patches. In this work, we follow this path because it
appears more appropriate in a multiresolution context, as will be seen later in chapter 6. In particular,
we want to avoid modifying the parametrization of the whole model at every iteration of an optimization
process (for instance, we seek to leave the discretization of the panel unchanged if only the position and
shape of the stiffener are to be optimized). Otherwise, this would lead to a too cumbersome method to be
able to perform shape optimization properly and in a reasonable time.
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Remark. Since our focus is on stiffened structures, the notion of non-conforming interface as depicted in
Fig. 3.1(right) is less general than in previous chapter (see, e.g., Fig. 2.4(bottom-left) for illustration). Indeed,
here, we do not need to consider trimmed patches at the coupling interface in the sense that some parts of
the two patches to be coupled are removed. As will be shown in section 4 and later in chapter 6, the "non-
conforming" modeling of Fig. 3.1(right) appears sufficient to design advanced aeronautical stiffened struc-
tures, that is why we did not investigate trimmed IGA in this work. However, we quote that extending the
proposed approach to real trimmed IGA may be of great interest for a wider range of applications. In what
follows, we refer to the situation of Fig. 3.1(right) when we employ the terminology "non-conforming" to char-
acterize the shell interface.

2 Mortar coupling for Kirchhoff-Love shells

We now truly address the analysis of isogeometric multipatch Kirchhoff-love shells in view of simulating
stiffened structures. We develop a new Mortar approach which involves two sets of Lagrange multipliers
in order to impose the continuity of the mid-surface displacement and of the rotation of the shell. After
explaining why we choose a Mortar approach to formulate the coupling, the basics of the standard isogeo-
metric Kirchhoff-Love shell formulation are given before the Mortar method is built and assessed through
preliminary numerical examples.

2.1 Motivation

As seen in previous chapter, various schemes based on weak couplings have been proposed these last
years to connect arbitrary isogeometric domains. Focusing now on shell analysis, both of the three main
methods have been recenlty investigated (see, e.g., [Apostolatos et al., 2014a, Breitenberger et al., 2015,
Herrema et al., 2019] for penalty coupling, [Dornisch et al., 2017, Sommerwerk et al., 2017,
Duong et al., 2017, Hirschler et al., 2019b, Schuß et al., 2019, Hirschler et al., 2019a] for Mortar coupling
and [Guo and Ruess, 2015, Guo et al., 2017, Nguyen-Thanh et al., 2017, Guo et al., 2018] for Nitsche cou-
pling). Given its ability to model thin structures and its low computational cost, we remind that we consider
more precisely the isogeometric Kirchhoff–Love shell formulation [Kiendl et al., 2009, Echter et al., 2013].
Penalty [Herrema et al., 2019], Mortar [Schuß et al., 2019] and Nitsche [Guo et al., 2018] methods have been
successfully applied for large and complex industrial Kirchhoff-Love structures, even for non-linear analy-
sis. Among all methods, various arguments are put forward regarding different criteria as for example the
simplicity, the accuracy, the robustness, or even the range of applications. Nevertheless, a great potential
of the Mortar technique seems not to have been yet fully exploited in IGA: there exists a close link between
this class of coupling technologies and the family of Domain Decomposition (DD) algorithms.

In fact, the additional DOF associated to the Lagrange multiplier field of the Mortar approach en-
able to formulate an interface problem which is naturally suitable for parallel computing [Stefanica, 2001,
Stefanica, 2005]. The point of interest thus lies in the potential of Domain Decomposition Meth-
ods (DDM) for solving large-scale systems. Those non-overlapping DDM have been actively stud-
ied over the past decades in FEM as efficient parallel solvers for systems with possible millions of
DOF [Gosselet and Rey, 2006]. The idea is to subdivide the computational domain into non-overlapping
sub-domains: instead of solving one large system, multiple independent local systems are solved per sub-
domain (in parallel) and interface conditions are recovered through an iterative process (see figure 3.2).
More specifically, the Finite Element Tearing and Interconnecting (FETI) [Farhat and Roux, 1991] and the
Balancing Domain Decomposition (BDD) [Le Tallec et al., 1991, Mandel, 1993] are often seen as originators
of the two main branches of those non-overlapping DDM. BDD is usually referred to as a primal approach
since it chooses the interface displacement field as main unknown, whereas FETI is usually referred to as
a dual approach because it privileges the interface loads. Since then, a large number of papers and vari-
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Solve

(a) Reference problem (b) Domain Decomposition

Solve

Solve
Solve

Glue

Figure 3.2 – Non-overlapping Domain Decomposition Methods (DDM): (a) instead of solving one large
system defined over the whole computational domain Ω, (b) the domain is subdivided into multiple sub-
domainsΩs . The resolution is performed by solving, in parallel, local systems defined per sub-domain, and
interface conditions are recovered through an iterative process. IGA offers a natural splitting of the initial
domain into several subdomains: each isogeometric patch may be associated to a subdomain.

ants have been developed and successfully applied in many context: e.g., in the field of solid mechan-
ics, see [Farhat et al., 1998, Farhat et al., 2001, Amini et al., 2009] for plates and shells, [Jolivet et al., 2014,
Gosselet et al., 2015, Bovet et al., 2017] for heterogeneous problems, [Dureisseix and Farhat, 2001] for con-
tact problems, etc.

In the context of IGA, although marginally investigated, this class of solvers appears all the more rele-
vant as multipatch spline discretizations can be seen as a natural domain decomposition (each subdomain
being an isogeometric patch). [Kleiss et al., 2012] noticed this logical link between IGA and DDM, which led
to the Isogeometric (I) ETI solver [Kleiss et al., 2012, Hofer and Langer, 2017, Stavroulakis et al., 2018], i.e.
the isogeometric variant of the FETI Dual-Primal (FETI-DP) solver [Farhat et al., 2001] for the coupling of
matching patches in standard elasticity. Based on all these discussions, we propose in the following to build
a dual DD algorithm that is efficient from the computational point of view (suitable for parallel computing)
and also accurate (quality of the resolution, especially at the interface junctions) for analyzing complex,
non-conforming Kirchhoff-Love sells. In particular, when used in the context of shape optimization, such
a strategy will allow not to recompute the parts of the structure in non-design areas at each optimization
iteration.

2.2 Kirchhoff-Love shell formulation: basics

Since we are about to couple Kirchhoff-Love shell patches, a brief overview of the standard isogeometric
Kirchhoff-Love shell formulation [Kiendl et al., 2009] is necessary. This the object of this subsection. At this
stage, we underline that we refer to as standard to characterize the following isogeometric Kirchhoff-Love
shell formulation to make a distinction with the new, embedded domain based, isogeometric Kirchhoff-
Love shell formulation developed in chapter 6.

In a shell formulation, the thin structure is defined by its mid-surface A and its thickness h. Using IGA,
the mid-surface is described as a spline surface Ah(θ1,θ2), where the curvilinear coordinates θ1 and θ2 are
simply the parameters of the corresponding bivariate spline functions (see chapter 1). Ah provides at each
material point of the volume xh ∈Ω a straightforward parametrization in terms of a system of curvilinear
coordinates:

xh(θ1,θ2,ζ) = Ah(θ1,θ2)+ζah
3 (θ1,θ2), where − h

2
≤ ζ≤ h

2
. (3.1)

In the above equation, ah
3 denotes the unit normal vector to the mid-surface and is computed with the
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standard covariant vectors ah
1 and ah

2 of Ah as follows:

ah
1 = ∂Ah

∂θ1
= Ah

,θ1
; ah

2 = ∂Ah

∂θ2
= Ah

,θ2
; ah

3 = 1

J h
ah

1 ×ah
2 with J h = |ah

1 ×ah
2 |. (3.2)

The subscript (·),θi = ∂(·)/∂θi indicates the partial derivative with respect to variable θi and × stands for the
cross product between two vectors. For Kirchhoff-Love shells, the kinematic is then based on the Kirchhoff
kinematic assumptions which postulate that straights lines normal to the mid-surface are characterized by
rigid-body motions and remain normal to the mid-surface after deformation. This makes the transverse
shear strains vanish and enables to describe the deformation of the shell body only by the displacement u
of the mid-surface. The overall (resulting solid) displacement field U of the shell body takes the form:

U (θ1,θ2,ζ) = u(θ1,θ2)+ζ [Φ×a3] (θ1,θ2), (3.3)

where the linearized rotation vectorΦ is defined as [Echter et al., 2013]:

Φ=φ1a1 +φ2a2, (3.4)

with the rotation angles φ1 and φ2 given by:

φ1 = 1

J
u,θ2 ·a3 and φ2 =−1

J
u,θ1 ·a3. (3.5)

Regarding notations, similarly as in previous chapters, we use normal type characters for continuous quan-
tities while we will use boldface type letters for the resulting finite element operators and DOF vectors. In
addition, we use exponent h to indicate that a quantity is discretized in terms of some shape functions.

With the introduced kinematic modeling, the linearized strain tensor of the shell body is found to be of
the form:

εαβ = eαβ+ζκαβ, (3.6)

where membrane strains e and bending strains κ are given by:

eαβ =
1

2

(
u,θα ·aβ+u,θβ ·aα

)
, (3.7)

καβ =−u,θαθβ ·a3 (3.8)

+ 1

J

[
u,θ1 ·

(
aα,θβ ×a2

)+u,θ2 ·
(
a1 ×aα,θβ

)]
+

a3 ·aα,θβ

J

[
u,θ1 ·

(
a2 ×a3

)+u,θ2 ·
(
a3 ×a1

)]
.

Greek subscripts take the values 1 and 2 (as stated above, the transverse shear strains vanish, i.e.: εα3 =
0, ∀α). Finally, in the standard isogeometric version of the Kirchhoff-Love shell, the displacement u is
discretized using the same basis as for Ah which, provided that higher-order spline functions are used,
naturally satisfies the C 1 requirement brought by the bending term (3.8) (note that second derivatives of the
displacement field are involved). In the end, the equilibrium configuration of the shell followed from the
principle of minimum potential energy leads to the typical linear system:

Ku = f, (3.9)

where vector u concatenates the DOF of the mid-surface displacement field and, K and f denote the iso-
geometric Kirchhoff-Love stiffness and external force operators, respectively. More precisely, the stiffness
matrix involves a membrane and a bending contribution and reads:

K =
∫

S
hBT

m H Bm + h3

12
BT

f H B f dS, (3.10)

where Bm and B f are the operators that relate the membrane and bending strains, respectively, to the mid-
surface displacement. H sands for the material tensor describing the linear elastic behavior of the shell.
Further details on the expression of K and f can be found in [Kiendl, 2011], and, for example, in the following
papers; [Cirak et al., 2000, Kiendl et al., 2015, Hirschler et al., 2019c].
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2.3 Formulation of the coupled problem

We recall that we are interested in the computation of stiffened structures as illustrated in Fig. 3.1(middle-
right). As a consequence, the junctions between the panel and the stiffeners have only C 0 regularity along
the non-conforming interface. Mortar coupling of Kirchhoff–Love shells has been studied for G1 sur-
faces [Apostolatos et al., 2014a, Schuß et al., 2019] and for non-linear analysis. However, the formulation
in the context of linear elasticity analysis of multipatch Kirchhoff–Love shells which connect with arbitrary
angles does not seem to have been performed yet. Some aspects can be found in [Duong et al., 2017] but the
applicability in the context of linear analysis may not appear obvious: the kinematic constraints are built
by dot and cross products between quantities of neighboring patches which results in non-linear terms
(with respect to the displacement). Differences with our approach mainly lie in the kinematic constraints
imposed by the Lagrange multiplier. Similarities with already published papers in the standard FEM com-
munity can be found with our method, especially with [Bernadou et al., 1989, Bernadou and Cubier, 1998]
where theoretical studies are carried out.

2.3.1 Kinematic coupling conditions

For the sake of simplicity, the method is presented in the case of two non-overlapping subdomains Ω1 and
Ω2, without loss of generality. Subscripts 1 and 2 are now used to denote quantities related to subdomains
Ω1 and Ω2, respectively. At the common interface denoted by Γ, the continuity of the displacement has to
be ensured, obviously. Furthermore, in case of a shell junction with rigid hinge, an additional constraint is
required which enforces the continuity of the rotation in the tangential direction associated to the interface
curve (see Fig. 3.3 for illustration). Thus, we formulate the kinematic constraints as:

u1 = u2 on Γ [3 displacements], (3.11)

Φ1 · t =Φ2 · t on Γ [1 rotation], (3.12)

where t is a unit tangent vector associated to the interface curve.

(a) Initial Configuration (b) No coupling (c) Displacement only (d) Full coupling

Figure 3.3 – Kinematic constraints for Kirchhoff-Love shells: at the patch junction, obviously, the three com-
ponents of the displacement fields need to be coupled (c). Additionally, the continuity of the rotation in the
tangent direction of this interface curve has to be imposed (d).

2.3.2 Weak coupling with Mortar approach

The two sets of constraints are ensured in a weak sense by introducing two Lagrange multipliers λd ∈ Md

and λr ∈Mr (Md and Mr being ad-hoc spaces). It results in the formulation of the following Lagrangian for
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the coupled problem:

LKL (u1,u2,λd ,λr ) = 1
2 a1(u1,u1)− l1(u1)

+ 1
2 a2(u2,u2)− l2(u2)

+ b (λd ,u1 −u2)

+ b (λr ,Φ1 · t −Φ2 · t ) ,

(3.13)

where bilinear forms as and linear forms ls constitute the standard variational forms of the Kirchhoff-Love
shell problem on each subdomain (s ∈ {1,2}), and b is defined as in Eq. (2.6).

Then, repeating the procedure of previous chapter, the variational principle written in the discrete form
gives the following coupled linear system to be solved:

K1 0 CT
1 FT

1

0 K2 −CT
2 −FT

2

C1 −C2 0 0

F1 −F2 0 0





u1

u2

λd

λr


=



f1

f2

0

0


, (3.14)

where vectors u1, u2, λd and λr collect the DOF corresponding to the discretizations of u1, u2, λd and λr ,
respectively. As in previous chapter, the Mortar operators Cs and Fs consist in sparse rectangular matrices
(see [Hirschler et al., 2019a] for more information regarding their construction).

As for any mortar method, a special care may be required for the construction of the approximation
subspaces of the Lagrange multipliers to avoid undesirable energy-free oscillations. Let p denote the smaller
polynomial degree of both subdomain displacement fields. We adopt the following strategy:

• for the displacement constraint (3.11), a vector-valued spline function λh
d with degree p −1 is defined

since it is mainly related to membranes forces (i.e., involving the first derivative of the displacement
according to (3.7));

• for the rotation constraint (3.12), a scalar-valued spline function λh
r with degree p −2 is defined be-

cause it is associated to a bending moment (i.e., involving the second derivative of the displacement
according to (3.8));

• same mesh refinement is chosen for both Lagrange multipliers λh
d and λh

r . We discretize these fields
using as many elements as the coarsest of the domainsΩ1 andΩ2 over the interface.

As in previous chapter, it is important to say that this strategy is only based on physical considerations
and on numerical experiments . We assert that we never encountered spurious, undesirable phenomena
in our computations. All numerical examples presented in this chapter and later in chapter 6 highlight
the good behavior of this Mortar coupling to handle the non-conforming shell interfaces encountered in
stiffened structures (see, again, Fig. 3.1(middle-right)). Moreover, one can also notice that the choice of
the approximation spaces for the Lagrange multipliers is completely decoupled from the overall approach
applied in this chapter to build the DD solver (see section 3). With other choices in hand, the remaining
part of the method performs identically.

Remark. Once again, we emphasize that the notion of non-conforming interface in this chapter is re-
stricted to the coupling of a stiffener lying arbitrarily on a panel with a fixed discretization. As a consequence,
it has to be noticed that the whole patch domain that constitutes the panel is involved, which is different from
the case of the coupling of trimmed shell patches ( i.e., where some parts of the patches are removed). Perhaps,
this partially explains the good behavior of our Mortar-based coupling (we did not need to resort to some
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Nitsche techniques as in previous chapter). However, let us notice that even in case of real trimmed IGA, the
same basis functions (as those of the whole panel patch) would be involved to apply constraints (3.11)-(3.12),
which makes us think that our coupling strategy might be interesting to tackle trimmed IGA as well.

2.4 Preliminary results: monolithic resolution

Prior to the development of the dual DD algorithm, we present here preliminary numerical examples, where
analytical results are known, in order to highlight the correctness of our Mortar coupling for Kirchhoff-Love
shells. The resolution is done with a direct solver applied to the coupled linear system (3.14).

2.4.1 Bending and shear of a simple beam

Clamped

Interface Γ

Ω(2)

Ω(1)

q

x

y
z

y
λ·z

1
0

 ̃

-q y
0 1

0

λ̂
qL/2

Lagrange multipliers:

displ. constraint rotation constraint

Figure 3.4 – Cantilever beam with end load: the beam is decomposed in two non-matching patches and
coupled with the proposed Mortar approach. The shape of the Lagrange multipliers for the displacement
and the rotation continuity constraints are shown one the right.

We start by investigating a cantilever beam subjected to bending and shear due to a load applied on
its right-end (see Fig. 3.4(left)). Using the Euler-Bernoulli beam theory, it is possible to express analytically
the vertical displacement, shear force and bending moment. The values of the problem parameters can
be found in [Hirschler, 2019](chapter 4). Note that we took a Poisson ratio ν = 0 so as to be consistent
with the beam theory. The beam is decomposed in two non-matching cubic patches of same size (i.e.,
the interface is located at half the length), as shown in Fig. 3.4(left). Two shell elements are considered
for the left part while one shell element is used in the right part. Applying the strategy described above
for the coupling, the Lagrange multipliers are discretized as follows: one quadratic (one-dimensional) B-
Spline element for the displacement constraint, and one linear (one-dimensional) B-Spline element for the
rotation constraint. We run the analysis and we verify that we exactly obtain the theoretical results since the
analytical deflection is expressed as a polynomial of degree 3. More interestingly, the values obtained for
the Lagrange multiplier fields λh

d and λh
r exactly correspond to the analytical values of the shear force and

bending moment, respectively (see Fig. 3.4(right)). This test case demonstrates the mechanical meaning of
the proposed Lagrange multiplier formulation.

2.4.2 T-shape beam

The T-beam problem is built using two planar patches that are connected in a non-conforming way as
depicted in Fig. 3.5. The interface crosses the middle elements of the upper patch. The upper patch has
one more element than the other in the beam direction, and both patches are discretized with cubic ele-
ments. We take the same numerical setting as in [Herrema et al., 2019], which is also given in Fig. 3.5. We
obtain a similar deformation as in [Herrema et al., 2019] where penalty coupling was performed. In order
to show that the rotation constraint is well prescribed, we plot in Fig. 3.5(c) the resulting angle between
the patches along the interface. It can be seen that it remains equal to 90° after deformation. Without
the rotation constraint, the angle between the patches was found to be equal to 86.6° at the end of the
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Figure 3.5 – T-Beam non-conforming coupling: (a) Description of the problem: the interface cuts the upper
patch at the middle of some elements. (b) Deformed configuration with scale factor of 10 and the magnitude
of the displacement field. (c) Angle between the patches along the interface after deformation. Coarse case
corresponds to the mesh depicted in (b). Fine mesh is three times refined.

beam because the interface acted as a hinge [Herrema et al., 2019]. The presence of small oscillations for
the coarser parametrization may be due to the non-optimality of the chosen spaces for the Lagrangian
fields. Once again, it could be interesting to investigate the inf–sup condition to clarify the stability of the
method [Wunderlich et al., 2019], but this is beyond the scope of the present work. However, these oscilla-
tions vanish with a finer parametrization which, in our opinion, is satisfying.

3 A dual domain decomposition algorithm

Henceforth, we address the general case of ns sub-domains (i.e., ns patches)Ωs , s = 1. . .ns . We define as K =
diag(K1,K2, . . . ,Kns ) the block diagonal matrix that stores all the stiffness matrices of all the sub-domains. We
define the resulting load vector f = (fT

1 , fT
2 , . . . , fT

ns
)T as well. The total displacement and Lagrange multiplier

DOF are stored in column vectors u and λ, respectively. We concatenate the displacement and the rotation
Mortar coupling matrices into single coupling matrices CF

s such that:

CF
s = [

CT
s , FT

s

]T
. (3.15)

The matrices CF
s are of size nλ×nus , where nλ denotes the size of the whole λ while nus denotes the size

of the local us . Finally, we introduce the global coupling operator CF = [CF
1 ,−CF

2 , . . . ,CF
ns

] such that the
generalization of the coupled system (3.14) reads: K CF T

CF 0


u

λ

=

 f

0

 . (3.16)

We are now looking for an efficient algorithm to solve the coupled linear system (3.16) based on the
DDM, as motivated in section 2.1. In the classical FEM framework, the FETI-DP (and BDD by Constraints
(BDDC)) has been especially developed for fourth-order problems [Farhat et al., 1998, Farhat et al., 2001,
Amini et al., 2009]. However, in case of non-conforming interfaces, this approach seems to be difficult to
apply: it is less trivial to identify the equivalent of the so-called corner nodes (subset of global DOF where
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exact continuity is enforced) since non-conforming parametrizations do not share common DOF by defi-
nition. We thus resort to the initial one-level FETI problem [Farhat and Roux, 1991] to build our dual DD
algorithm.

3.1 Formulation of the interface problem

The first step of the approach consists in splitting problem (3.16) into the following coupled set of equations:

Ks us = fs −CF
s

T
λ, for s = 1, . . . ,ns (3.17)

ns∑
s=1

CF
s us = 0. (3.18)

The goal is then to formulate a dual interface problem with the Lagrange multiplier DOF vector as the only
unknown. This interface problem is obtained by introducing the local equilibria (3.17) into the coupling
condition (3.18).

Equilibrium of floating sub-domains. Generally, the local stiffness matrices Ks are not invertible. Indeed,
if no Dirichlet boundary conditions are imposed on the floating subdomain Ωs then corresponding ma-
trix Ks is singular. Therefore, Ks being symmetric, Eq. (3.17) has a solution if and only if the right-hand
side fs −CF

s
T
λ belongs to the image of operator Ks . It leads to an additional equation, called the admissibil-

ity condition, which is:

RT
s

(
fs −CF

s
T
λ

)
= 0, for s = 1, . . . ,ns , (3.19)

where Rs is a rectangular matrix. Its columns describe a basis of the null space ker(Ks) of matrix Ks . From
a mechanical point of view, these vectors are the local rigid body modes. Then, for each sub-domain, the
equilibrium is given by:

us = K+
s

(
fs −CF

s
T
λ

)
+Rsαs , (3.20)

where αs is a vector that collects the different amplitudes of the rigid body modes (or null-energy modes)
for sub-domain s and K+

s is a pseudo-inverse of the stiffness matrix, i.e. that satisfies Ks K+
s Ks = Ks . If the

stiffness matrix is non-singular, then the pseudo-inverse is unique and is equal to the inverse of matrix Ks ,
i.e. K+

s = K−1
s .

Substitution Now, the local solutions (3.20) can be introduced into the compatibility condition (3.18). It
yields the following equation:

ns∑
s=1

CF
s K+

s CF
s

T
λ −

ns∑
s=1

CF
s Rsαs =

ns∑
s=1

CF
s K+

s fs . (3.21)

Finally, combining this last equation with the admissibility condition given by (3.19), we end up with the
interface problem. The resulting system is generally called the FETI system and is given by:

 F G

GT 0


λ
α

=

d

e

 , (3.22)
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where α concatenates the rigid body unknowns of each sub-domain. The dual Schur complement F, the
constraint matrix G, and the right-hand sides d and e are expressed as:

F =
ns∑

s=1
CF

s K+
s CF

s
T

,

G =−[
CF

1 R1 CF
2 R2 · · · CF

ns
Rns

]
,

d =
ns∑

s=1
CF

s K+
s fs ,

e =−(
fT

1 R1 fT
2 R2 · · · fT

ns
Rns

)T
.

3.2 Solving the interface problem

The resolution of system (3.22) relies on an iterative solver where only matrix-vector products are per-
formed. This way, there is no need for assembling the dual Schur complement which would be compu-
tationally very demanding since pseudo-inverses K+

s are involved. Moreover, it avoids inverting the dual
Schur complement which has a dense structure. More precisely, we call upon a Conjugate Projected Gra-
dient (CPG) -type algorithm. The idea is to iteratively solve a symmetric positive definite linear system
(involving F) under the constraint (3.19). In the following, we only recall the main aspects of the algorithm
without clearly detailing it. Once again, we urge the interested reader to consult [Hirschler, 2019](chapter
4) and [Hirschler et al., 2019a] for further insight regarding the CPG algorithm. Note finally that we will im-
prove the algorithm by building an adapted preconditioner (see section 3.4), thereby ending up with an
efficient Preconditioned-CPG (PCPG) solver to analyze multipatch Kirchhoff-Love shells.

Projection. From a global point of view, starting with the well-known CG algorithm an additional pro-
jection step enables to eliminate the DOF vector associated to the rigid body motions of the floating sub-
domains. In order to do so, a projector P onto the null space of GT , i.e. onto ker(GT ), is introduced to
satisfy (3.19). This brings into play a symmetric matrix denoted by Q for which the product GT QG is invert-
ible. Matrix Q can be taken as being the preconditioner, identity or a scaling matrix [Rixen et al., 1999]. We
define:

P = I−Q G
(
GT Q G

)−1
GT . (3.23)

For most problems, the simplest choice Q = I is the most computationally efficient, and many studies re-
ported in the literature have been performed with this choice [Rixen et al., 1999, Stefanica, 2005]. We ap-
ply the same treatment herein. Furthermore, full re-orthogonalization of the gradient at every iteration is
adopted [Gosselet and Rey, 2006].

Parallel computing. Let us now highlight the interest of such algorithms for parallel computing. To un-
derstand this point, one can observe what happens during the product between a given vector y and the
dual Schur complement F:

F y =
[∑

s
CF

s K+
s CF

s
T
]

y =∑
s

(
CF

s K+
s CF

s
T

y
)
. (3.24)

It results in a sum of local contributions that can be computed independently and thus in parallel. Fur-
thermore, each local contribution involves the local pseudo-inverse K+

s and the coupling matrix CF
s which

remain unchanged during the iterative resolution, and thereby are built once and for all in a pre-processing
step. More precisely, each local contribution is computed as follows:

y −→
Sub−domain

step 1

v1
s = CF

s
T

y
−→ step 2

v2
s = K+

s v1
s

−→ step 3
v3

s = CF
s v2

s

−→ v3
s
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As a consequence, a sub-domain can be seen as a black box: taking as an input a vector y, it returns the local
contribution v3

s .The most time consuming step is the product by the pseudo-inverse (i.e., step 2). As will be
discussed in next section, the pseudo-inverse is generally given as a factorization (as a classical inverse). As
a result, this step can be seen as the resolution of a linear system where the matrix is already factorized.

Unlike the dual Schur complement, the projection step can apparently not be done in parallel. In-
deed, in the expression of the projector (3.23), there is the so-called coarse problem which is related to
the term

(
GT Q G

)−1
. This coarse problem takes the rigid body DOF as unknowns. It is therefore of low

dimension and easy to be factorized before entering into the gradient loop. It can be seen as a coarse
correction that plays a particular role in the scalability of the algorithm. For more details regarding par-
allel computing, interested readers can find a large amount of information in the literature since DDMs
have been intensely developed during the past decades (see, for example, [Toselli and Widlund, 2006,
Kozubek et al., 2013, Dolean et al., 2015]).

3.3 Null-space and pseudo-inverse

Up to now, we did not mention how are formulated the null space Rs and the pseudo-inverse K+
s that come

into play in the DD solver. There are different possibilities but here we resort to a purely algebraic method
because of the new, embedded Kirchhoff-Love shell formulation which will be introduced in chapter 6 for
shape optimization.

For clarity, we voluntarily skip here the sub-domain identification through subscript s, but the reader
should view the following operators as local quantities. The purely algebraic method used in this work has
been presented in [Farhat et al., 1998] and already used in [Farhat and Roux, 1991]. The pseudo-inverse and
the null space are constructed during the factorization of the stiffness matrix. It is based on the partition of
matrix K ∈Rn×n as:

K =
[

K11 K12

KT
12 K22

]
, (3.25)

where K11 ∈Rr×r is a submatrix with full rank r equal to the rank of the initial matrix (i.e. r = rk(K) = rk(K11)).
With such a partition in hand, the following relation holds:

K22 −KT
12K−1

11 K12 = 0. (3.26)

One can then define the pseudo-inverse and the null space as:

K+ =
[

K−1
11 0
0 0

]
, R =

[
−K−1

11 K12

I

]
, (3.27)

where I is now the identity matrix of size m = n − r .

In practice, partition (3.25) is not known in advance but it is obtained in an unordered form during a
Gaussian-based factorization (as for example a LU decomposition). At each step of the factorization, one
can check if a null pivot is encountered. If true, the corresponding equation is redundant and is removed
from the system. The reduced column can be recycled to later recover the null space.

3.4 Preconditioning

Last but not least ingredient involved in our algorithm is the preconditioner. A good preconditioner is cru-
cial for the computational performance of the iterative resolution. Its goal is to reduce the conditioning
number of operator F since the performance of an iterative Krylov solver is known to be highly dependent
on the conditioning of the system to be solved. It can thus be seen as an approximation of the inverse of
the system. The better the approximation, the more efficient is the preconditioning step during the iterative
resolution. However, it has to be cheap to be built and evaluated within the algorithm.
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Dirichlet preconditioner. Several preconditioners of the dual Schur complement have been studied in
the literature. In the context of FEM matching grids, the Dirichlet preconditioner is said to be optimal re-
garding the asymptotic bound and thus offers an excellent numerical scalability [Rixen, 2002]. The Dirichlet
preconditioner is obtained under the approximation that the inverse of the sum of the local contributions is
the sum of the inverses of each of these local contributions. More precisely, it is obtained by exactly invert-
ing the local dual Schur complements and summing each local contribution. In case of a Mortar interface,
we can rewrite this Dirichlet preconditioner as:

F̃−1
I =

ns∑
s=1

(
CF

s CF
s

T
)−1

CF
s

[
0 0
0 Ssbb

]
CF

s
T

(
CF

s CF
s

T
)−1

, (3.28)

where matrix Ssbb denotes the local primal Schur complement and is given by:

Ssbb = Ksbb −Ksbi K−1
si i

Ksi b . (3.29)

Subscript b corresponds to the boundary DOF on the interface and subscript i is associated to the inter-
nal DOF. The interested reader can find in [Hirschler, 2019](chapter 4) the proof of the equality between
expression (3.28) and the sum of the inverses of the local Schur complements.

Generalized preconditioner. In the particular case of Mortar coupling, some improvements of the ini-
tial version of the Dirichlet preconditioner have been studied [Lacour, 1997, Stefanica, 2001, Rixen, 2002,
Stefanica, 2005]. For instance, scaling factors can be added in order to take into account the possible gap
between the stiffnesses on both sides of the interface [Rixen and Farhat, 1999, Klawonn and Widlund, 2001].
These heterogeneities are particularly numerous in the case of stiffened structures with the presence of T-
junctions, different shell thicknesses and different material behaviors [Amini et al., 2009]. Thus, it is pri-
mordial to efficiently deal with those heterogeneities to analyze complex shell structures. Therefore, it is
proposed here to follow the extended Dirichlet preconditioner suggested by [Rixen, 2002] and mentioned
by [Stefanica, 2005] which can be written as:

F̃−1
A =

ns∑
s=1

(
CF A CF T

)−1
CF

s As

[
0 0
0 Ssbb

]
As CF

s
T

(
CF A CF T

)−1
, (3.30)

with CF the global coupling operator of Eq. (3.16) and where matrix As is chosen here as the superlumped
scaling: As = diag(Ks)−1. The global matrix A is the diagonal block assembly of all these local scaling matri-
ces, which leads to a diagonal matrix in the present case.

The extended Dirichlet preconditioner has shown better performance in comparison with the origi-
nal Dirichlet preconditioner in the case of Mortar interfaces [Lacour, 1997, Stefanica, 2001, Stefanica, 2005].
[Rixen, 2002] shows that this preconditioner is mechanically consistent and mentions its mechanical mean-
ing: once applied to the residual of the interface problem (3.18), it computes the correction for the La-
grange multipliers. [Stefanica, 2005] discusses the parallelization properties of this generalized precon-

ditioner. The critical point concerns the two global multiplications by
(
CF A CF T

)−1
which cannot be

done in parallel. One may build local matrices C̃F =
(
CF A CF T

)−1
CF

s once and for all at the begin-
ning of the resolution. In order to preserve the sparsity, biorthogonal Mortars could be helpful in this
case [Stefanica, 2005, Wunderlich et al., 2019].

4 Numerical investigation of the developed algorithm

We eventually run several examples to highlight the good behavior of the constructed DD algorithm. Let
us quote at this stage that only a sequential implementation has been performed. The goal here is to make
sure that the algorithm can be envisaged for HPC: the true parallel implementation being postponed to
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future works. Firstly, the bending of an heterogeneous plate is investigated; then, the famous Scordelis-
Lo roof benchmark is revisited in a DD context; finally, a quite complex stiffened panel is computed. At
this stage, let us quote that a more complex test case representative of an aircraft wing substructure will be
computed and optimized in chapter 6. For every example here, we depict the number of iterations versus
the level of refinement of the mesh given a fixed decomposition. The results are given in tables where the
headers ntot and nλ denote the number of total and interface DOF respectively (i.e., by referring to (3.16),
nλ is the size ofλ, and ntot is the total number of unknowns). Columns with headers I, F̃−1

I and F̃−1
A give the

iteration number without any preconditioner, with the Dirichlet preconditioner (3.28), and with the gener-
alized preconditioner (3.30), respectively. The goal of these tables is to assess the numerical scalability of
the DD algorithm with respect to the mesh refinement. Furthermore, to show the accuracy of the coupling,
we study the convergence of the final iterative solution with respect to mesh refinement for the Scordelis-Lo
roof. In order to do so, we compute the relative energy error as:

Errh =
|Eref −E h

coupling|
Eref

, (3.31)

where the reference energy Eref is computed on a very fine single patch discretization.

4.1 Heterogeneous plate bending

Fig. 3.6(top) describes the numerical setup for the heterogeneous plate bending. The plate is fully fixed at
one side while an uniform pressure P = 1Pa is applied over the whole structure. We decompose the plate
into two patches with different thicknesses such that the ratio is h1/h2 = 0.1. As a result, we address here
an heterogeneous plate since its behavior (in particular its bending) continuously depends on its thickness.
Cubic B-Spline basis functions are used and the discretization of the patch with the fixed edge is twice finer
than the second one. The results in terms of bending moments are plotted in Fig. 3.6(bottom). Note that
the Poisson ratio is not taken as 0 here. As a result, the x-component of the bending moment does not
vanish and it is discontinuous across Γ given the thickness gap between the two patches. Conversely, the
y-component of the bending moment is continuous over the whole structure.
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Figure 3.6 – Description and results of the bending plate problem. The plate is decomposed into two non-
matching patches. We study an heterogeneous case: the two coupled shells have different thicknesses.

In addition, Tab. 3.1 presents the performance study of the algorithm for this problem. One can see that
the algorithm requires few iterations to reach convergence with a preconditioner and, more specifically,
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ref ntot nλ I F̃−1
A F̃−1

I

0 222 28 7 4 7
1 510 44 14 4 11
2 1446 76 28 6 18
3 4758 140 59 11 28
4 17142 268 117 16 33

Table 3.1 – Performance study for the bending plate problem described in figure 3.6.

when the generalized preconditioner (3.30) is used. This accounts for the correct tackling of the hetero-
geneity between the subdomains with F̃−1

A . Furthermore, it can be observed that the increase of iterations
between two mesh refinement steps is drastically reduced thanks to the help of a preconditioner. Conse-
quently, for the finest refinement levels, the gain is significant in comparison with the un-preconditioned
version. Ideally, the number of iterations should be constant versus the mesh refinement. Here, we do not
have a perfect numerical scalability but it is not surprising. In fact, the one-level FETI equipped with the
Dirichlet preconditioner is known to be numerically scalable for second-order problems. However, it does
not hold true for fourth-order problems as shown for example by [Farhat et al., 1998]. That is why exten-
sions of the classical FETI method, as for instance the two-level FETI and latter on the FETI-DP, have been
introduced to optimally deal with plates and shells [Farhat et al., 1998, Farhat et al., 2001]. Based on these
remarks, we understand the slight increase of the iteration counts versus the mesh refinement. Neverthe-
less, for this test case, the developed DD algorithm performs well and leads to entirely acceptable results.

4.2 Scordelis-Lo roof

The Scordelis-Lo roof is part of the shell obstacle course which is widely used to study the performance of
shell formulations [Belytschko et al., 1985]. It consists in a portion of cylinder subjected to a vertical gravity
load and fixed at its two end sections using rigid diaphragms. The problem parameters and some results for
this test case can be found in the abundant shell literature: e.g., in [Belytschko et al., 1985, Kiendl et al., 2009,
Bouclier et al., 2013a]. For our DD study, we decompose the Scordelis-Lo roof into two non-matching con-
figurations as depicted in Fig. 3.7(left):

• 2A – four quasi-identical patches which intersect at a cross point;

• 2B – nine patches with different levels of mesh refinement and of polynomial degree. The coarsest are
quartic patches while the finest are cubic patches.

2A 2B
ref ntot nλ I F̃−1

A Errh ntot nλ I F̃−1
A

0 708 92 70 34 3.55e-3 1513 276 167 44
1 1652 156 117 38 6.44e-5 3017 468 317 52
2 4692 284 188 48 1.92e-6 7537 842 558 64
3 15380 540 276 64 8.54e-8 22625 1620 949 87
4 55188 1052 405 86 3.52e-9 76993 3156 1783 121

Table 3.2 – Performance study for the Scordelis-Lo roof shell problem described in figure 3.7. The reference
energy was taken as Eref = 4826.577028 to compute the relative energy error Errh of the coupled solution.

Fig. 3.7 shows the vertical displacement field and the distribution of a bending moment for each con-
figuration, which appear smooth as expected. The results investigating the numerical scalability are given
in Tab. 3.2. It can be seen that the benefit of the preconditioning step is increasing from the first configura-
tion 2A to the second one 2B. For the first configuration 2A, the iteration counts is reduced by a factor of 4 for
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Figure 3.7 – Description and results for the Scordelis–Lo roof test case. Two different non-matching sub-
divisions are studied: 2A is made of four quasi-identical patches (two patches have one more element per
direction) and 2B is made of nine patches with different levels of mesh refinement and of polynomial degree.

the refinement levels above 1. For the more complex decomposition 2B, the iteration counts is drastically
reduced when using the generalized Dirichlet preconditioner. Looking at the refinement levels 3 and 4 in
Tab. 3.2 (and columns referred to configuration 2B), we observe that the number of iterations is reduced by a
factor of 10, and 15 respectively. Thus, the benefit provided by the preconditioner is all the more remarkable
in case of complex DD. Even if numerical scalability is not fully reached, the growth of the iteration counts
with the refinement level is very slow for each configuration and it leads to satisfactory results.

Additionally, the results in terms of energy errors (3.31) for decomposition 2A are provided in Tab. 3.2.
It enables to show that the coupling strategy presented in section 2 is valid. The relative energy error is
low and decreases with the mesh refinement. Particularly, this convergence rate is similar to the one we
observe for the cubic monopatch discretization. Note finally that we do not perform the convergence study
for configuration 2B since it contains patches of different degrees (cubic and quartic).

4.3 Stiffened panel

The problem of the stiffened panel is presented in Fig. 3.8(top). It consists in the assembly of a square
plate with subparts called the stiffeners. We design three stiffeners: two with a parabolic shape and the
third one with a straight shape. The straight patch intersects the two curved stiffeners. As a result, five
non-conforming interfaces are defined: each interface cuts several isogeometric elements. Every patch is
discretized using cubic Kirchhoff-Love shells. The material and geometric parameters of the study are given
in Fig. 3.8 along with the results in terms of displacements and stress resultants. The edges of the panel are
fixed (no displacement). The uniform pressure is equal to P = 1000Pa.

Once again, we run the analysis for several levels of mesh refinement with and without the precondi-
tioning step. The results of the study are given in Tab. 3.3. We observe the same behavior as for the previous
test cases. Indeed, the iteration counts is drastically reduced with the use of a preconditioner and it is all
the more true when increasing the refinement level. We give the results for both the classical Dirichlet pre-
conditioner F̃−1

I and the generalized preconditioner F̃−1
A in order to highlight the positive influence of the

scaling step occurring in the second one. In fact, in case of stiffened structures, the T-shape interfaces are
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Figure 3.8 – Description and results for the stiffened panel problem. It consists in the assembly of a rect-
angular plate with three stiffeners; two with a parabolic shape crossed by a straight one. It leads to four
non-conforming patches and five coupling interfaces (three stiffener/panel and two stiffener/stiffener in-
terfaces). The main stress resultants for the panel are the bending moments whereas the stiffeners are
mainly subjected to membrane forces, which highlights the heterogeneity of the test case.

sources of heterogeneities even if both subdomains are of the same material properties. For instance, the
stiffener is mainly subjected to membrane forces whereas the panel mostly undergoes bending. This leads
to high differences in terms of stiffness at the interface. A shell is much stiffer under membrane loading
than under bending loading. Thus, as shown in Tab. 3.3, the generalized preconditioner performs better
than classical the Dirichlet preconditioner.

As for the previous shell problems, the numerical scalability is not completely achieved but the growth
of the number of iterations remains slow while introducing the preconditioning step. Especially, satisfac-
tory results are obtained even for very fine meshes. For instance, with the refinement level of 4, the dual
decomposition domain algorithm converges in 125 iterations even though the total number of DOF is over
100000. This is a crucial point. Because the algorithm solves an interface problem where the unknowns
are the Lagrange Multiplier DOF, we are able to measure, during the resolution, the residual of the coupling
condition (3.18). The convergence criteria is formulated on this residual which, in other words, ensure the
good fulfillment of the coupling condition. For large problem, the monolithic solution obtained with a ba-
sic direct solver applied directly to the linear system (3.16) does not give suitable results. The numerical
errors during the resolution significantly affect the correct imposition of the coupling conditions. Thus, we
believe that the presented algorithm is viable and therefore attractive to tackle more complex models as
encountered in industrial applications.
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ref ntot nλ I F̃−1
A F̃−1

I

0 1227 147 109 50 81
1 3313 259 193 68 94
2 10365 483 341 85 110
3 35989 931 613 103 137
4 133317 1827 1106 125 189

Table 3.3 – Performance study for the stiffened panel problem described in figure 3.8.

Summary and discussion. In order to be able to design innovative aeronautic-type structures, i.e. com-
plex curved stiffened panels, we require to face the difficulty of handling multipatch shell models with non-
conforming parametrizations. This chapter tackles the problematic from an analysis point of view before
the geometric modeling and optimization challenges are addressed in chapter 6. In order to do so, we build
in this chapter a dual DD solver for the analysis of non-conforming multipatch isogeometric Kirchhoff-Love
shell models. The starting point is the development of a new Mortar coupling which weakly imposes the in-
terface conditions regarding the displacement and the rotation of the shell through two sets of Lagrange
multipliers. In the literature, one argument against Mortar methods is commonly claimed; it concerns the
additional unknowns introduced by the Lagrange multiplier field that increase the overall size of the sys-
tem to be solved. We believe that this argument is not relevant and the present work fully takes advantage
of those additional DOF. In fact, it allows us to formulate an interface problem, namely the one-level FETI
problem, where the unknowns of the system are these interface DOF. We highlight for different examples
with increasing levels of complexity that it enables to accurately analyze non-conforming multipatch struc-
tures, even for very fine levels of refinement, since we track the interface residual during the resolution.
Moreover, the algorithm is naturally parallelizable. Instead of solving one large linear system, only local
problems defined at the patch level are solved in parallel. As the non-invasive algorithm of previous chap-
ter, this is particularly of interest in the context of shape optimization since it enables not to recompute the
parts of the structure in non-design areas at each optimization iteration, as will be seen in chapter 6.

Focusing on the coupling approach, the extension to face real trimmed IGA (i.e. when some parts of
the patches to be coupled are removed next to the inteface) may be of great interest to enlarge the scope
of applications and truly bridge the gap between CAD and shell analysis. One issue to perform such an
extension might be related to the construction of suitable dual approximation spaces for the Lagrange
multipliers [Wunderlich et al., 2019], which is not a trivial task as underlined in previous chapter. How-
ever, let us notice that the case of real trimmed IGA differs from our case of stiffened panels in terms
of domains for integration but not in terms of basis functions involved to formulate the coupling con-
ditions. As a result, our coupling approach may appear relatively well adapted to truly handle trimmed
IGA. Another solution would consist in developing an "equivalent" Nitsche method. A connection be-
tween standard Lagrange multiplier and (at least symmetric) Nitsche couplings can actually be made (see,
e.g., [Fritz et al., 2004, Bazilevs et al., 2012]). Starting with the standard Lagrange multiplier method, the
idea to obtain the Nitsche method is to replace the Lagrange multipliers by the mean interface stress re-
sultants coming from the primal variables. If some Nitsche strategies have been proposed for the case of
G1 junctions [Guo and Ruess, 2015, Guo et al., 2018], the explicit formulation of the stress resultants trans-
fer in case of rigid hinges seems complicated. In this context, it may be quoted that the very recent work
of [Schöllhammer and Fries, 2019] regarding the development of a new Kirchhoff-Love shell formulation,
which is not based on the curvilinear coordinates, may be appealing to more simply write the stress resul-
tants transfer occurring in Nitsche-type coupling.

Finally, returning to the DD solver, it appears obvious that the true implementation in paral-
lel would be of great interest to handle realist complex industrial structures, as demonstrated in the
field of FEM [Gosselet and Rey, 2006]. Regarding the improvement of the solver, a remaining ques-
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tion revolves around the choice of operator Q in the coarse problem (3.23) to handle the hetero-
geneities [Rixen et al., 1999]. Other interesting points to look at would concern the extension of the FETI-DP
framework [Farhat et al., 1998, Farhat et al., 2001] and/or the construction of dedicated coarse spaces based
on spectral techniques [Spillane and Rixen, 2013, Spillane et al., 2013, Jolivet et al., 2014], or even the exten-
sion of the adaptive multipreconditionned FETI scheme [Bovet et al., 2017] to our case of non-conforming
IGA, so as to be efficient both with respect to fourth-order problems and heterogeneities. The present work
aims at motivating future researches in that direction. In our opinion, the direct use of geometric models
with non-conforming interfaces for the structural analysis could be pushed forward with those new Domain
Decomposition solvers.
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Digital Image Correlation (DIC) denotes in the field of experimental mechanics (of structures and/or
materials) what is also referred to as image registration in the computer vision and applied mathematics
communities. This problem is frequently encountered in image processing: given a set of images taken
over time that follow the deformation of an object, the goal is to match them; that is, to find a geometrical
transformation which enables to move from one image to another. With the advent of electromagnetic (vis-
ible, IR, UV, RX, terahertz, etc) and electronic imaging technologies, as well as derived techniques (stereo,
volume, confocal, hyperspectral imaging, etc), the experimental mechanics field is currently experiencing
a genuine digital revolution. In this context, imaging offers the possibility to measure mechanical fields
that could redefine standard mechanical characterization procedures used daily in the industry, and sig-
nificantly reduce the design time of structures. However, given the explosion of the sensor definition (up
to several tens of millions of pixels in 2D and several tens of billions of voxels in 3D) and of the acquisi-
tion time frames (up to several millions of images per second), it implies developing innovative efficient
algorithms (breaking with the common practice in experimental mechanics) to extract mechanically sound
information from this massive amount of image data. This work is heading in this direction: it intends to
extend the HPC techniques of computational structural mechanics, in particular those based on Domain
Decomposition (DD) (see chapter 3), to treat the today BigData of experimental mechanics.

In experimental mechanics, DIC has become one of the most commonly used full-field measurement
methods, because of its simplicity (it is non-contact and makes use of multipurpose reusable hardware)
and its modularity (no intrinsic physical scale). The first work is attributed to [Lucas and Kanade, 1981]
from the computer vision community and the first application in experimental mechanics is due
to [Sutton et al., 1983, Sutton et al., 2009]. These pioneering works propose to split the image into subsets
and to look for the rigid displacement (and possible basic warping) for each sub-image. Since in experi-
mental mechanics the measured kinematic fields are useful for the validation (or the identification of the
parameters) of a (FE-based) numerical model [Molimard et al., 2005, Périé et al., 2009, Leclerc et al., 2009,
Réthoré, 2010, Réthoré et al., 2013, Mathieu et al., 2015], the use of a finite element interpolation of
the displacement in the DIC algorithm seems to have now gathered considerable momentum in the
community (leading to FE-DIC, see [Kirchner and Niemann, 1992, Sun et al., 2005, Besnard et al., 2006,
Fehrenbach and Masmoudi, 2008, Rannou et al., 2010, Fedele et al., 2013, Van Beeck et al., 2014,
Passieux et al., 2015a, Wittevrongel et al., 2015], to name a few). Indeed, it appears more convenient
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with FE-DIC to couple measurement with simulation software as they both use FE for the interpolation of
the kinematic fields. In other words, FE-DIC allows for interpolation (or even, let us say "treatment") -free
communications with finite element simulations. In the same idea, FE-DIC also offers the opportunity to
mechanically control the DIC solution. As a result, we will focus on FE-DIC here to foster the extraction of
useful (in the sense of the mechanics) information from image data.

This chapter is divided into two parts. In section 1, we review the DIC method (with a particular empha-
sis on FE-DIC) from a numerical optimization point of view [Nocedal and Wright, 2006]. We take advantage
of this section to introduce some basics regarding gradient-based optimization, which may be useful for
the whole second part of this manuscript dedicated to optimization applications. Regarding DIC, we justify
through a rigorous mathematical analysis the use of a constant operator over the iterations, which is the
common practice in the experimental mechanics community. This is of crucial interest to ensure minimal
computational cost. Then, in section 2, we build a coupling method for FE-DIC with mechanical regular-
ization that enables us to derive, in particular, an efficient DD solver to analyze large and high resolution
images. The interest of integrating such an HPC tool in the optimization loop of FE-DIC is highlighted.

1 Introduction of FE-DIC from an optimization point of view

It first seems appropriate to clarify the mathematical background of DIC and correct some inaccurate ter-
minologies in the literature, especially towards the experimental mechanics community. More importantly,
a relevant idea of the standard DIC solver consists in replacing the gradient of the deformed state image
with that of the reference image, so as to obtain a constant operator. Different arguments (small strains,
small deformations, equality of the two gradients close to the solution, etc) have been given in the literature
to justify this approximation, but none of them are fully accurate. Indeed, the convergence of the optimiza-
tion algorithm has to be investigated from its ability to produce descent directions. Herein, a mathematical
understanding of the standard DIC algorithm is proposed. The validity domain of the underlying approxi-
mation is studied, and a condition on DIC operators is derived and interpreted as a condition on the nature
of the measured displacement field. Although an emphasis is performed on FE-DIC, our findings also hold
in the context of subset-DIC since the same standard solver is often applied.

We proceed as follows for the presentation: first, the DIC problem is formulated in an algebraic setting
to exhibit its non-linear least-squares nature in Rm (m being the number of data). Then, the standard de-
scent algorithms that are usually considered to solve such an unconstrained, regular optimization problem
are built. Once again, it should be emphasized at this stage that the developments carried out in the first
part of this section are very basic in the field of gradient-based optimization, but we believe that they pro-
vide an interesting alternative lighting compared to the presentation of the method usually performed in
the field of experimental mechanics. Finally, making use of the introduced mathematical framework, we
propose an analysis of the classic DIC solver and mention some possible alternatives, in the field of FE-DIC,
based on the Inverse Compositional Gauss-Newton (ICGN) scheme, which ensure both better convergence
properties and minimal computed overhead in comparison with the common solver. This work has been
performed very recently in collaboration with Pr. J.-C. Passieux and following fruitful discussions with F. de
Gournay regarding optimization. The interested reader is advised to consult [Passieux and Bouclier, 2019]
for further details on this topic.

1.1 Formulation of DIC: a non-linear least-squares problem

1.1.1 Continuous formulation

Let us consider two grayscale images f (x) and after g (x) corresponding to the reference and deformed states
of the specimen, respectively. The principle of Digital Image Correlation is to experimentally measure at the
surface of the specimen the kinematic transformation φ(x,u), related to any pixel position x of the region
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Figure 4.1 – Graylevel conservation problem: find transformation φ (or, in other words, displacement u)
that enables to match the two graylevel digital images f (x) and g ◦φ(x,u).

of interestΩ of the images, by the comparative analysis of those two graylevel digital images (see Fig. 4.1 for
illustration). Mathematically, this reads: find the transformation φ(x,u) that ensures the graylevel conser-
vation equation [Horn and Schunck, 1981]:

r (x,u) = f (x)− g ◦φ(x,u) = 0, ∀x ∈Ω, (4.1)

where a digital image f maps any sampling point x ∈Ω to a quantized graylevel value f (x), and ◦ refers to
the composition operator between two applications. Note that in practice the images are obviously inter-
polated so as to be able to evaluate g ◦φ(x,u). This is performed in this work using a cubic spline scheme
available in python (library: scipy.interpolate [Jones et al., 01 ]). This scheme will also enable us to di-
rectly obtain the gradient of the images at any desired point. The residual map r (x,u), quantifying the
non-compliance with the graylevel conservation, can be used to validate or improve the kinematic model
[Réthoré et al., 2008, Neggers et al., 2017]. The unknown transformation φ(x,u) is of the form:

φ(x,u) = x +u(x), (4.2)

where u(x) is the unknown displacement field. The latter is usually sought in an approximation subspace
U h spanned by a set of chosen basis functions (Ni )i∈{1,...,n}:

uh(x) =
n∑

i=1
Ni (x) ui , (4.3)

in which the (ui )i∈{1,...,n} are the unknown coefficients of the linear combination, the so-called DOF.
Depending on the choice made for Ni , the DIC methods are divided into two main families: subset

methods using mostly low-order piecewise polynomials that are discontinuous across the subsets, and
global methods mainly based on finite elements, i.e. using piecewise polynomials continuous across el-
ements. Using this formalism, the developments performed in this section 1 actually apply both to subset
and FE-DIC, except those regarding the application of ICGN-type algorithms to the field of FE-DIC (see
last paragraph of this section). Finally, pointwise problem (4.1) being ill-posed, it is classically solved in a
non-linear least-squares sense over domainΩ:

uh? = arg min
uh∈U h

1

2

m∑
p=1

ωp

(
f (xp )− g ◦φ(xp ,uh)

)2
, (4.4)

where the
(
xp

)
p∈{1,...,m} are the m integration points and

(
ωp

)
p∈{1,...,m} the corresponding quadrature

weights.

Remark. One may notice that a more general FE-DIC formulation relies on camera models P:

uh? = arg min
uh∈U h

1

2

m∑
p=1

ωp

(
f ◦P (Xp )− g ◦P ◦φ(Xp ,uh)

)2
. (4.5)

A camera model P (X ) maps any point X in the 3D space ΩF E to its corresponding point x = P (X ) in the
image frame Ω. This formulation is required in stereo FE-DIC (FE-SDIC) (see Eq. (5.1) and Fig. 5.1 in
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chapter 5, and [Pierré et al., 2017, Serra et al., 2017a] for completeness) but may improve also 2D FE-DIC
[Pierré et al., 2016]. In this chapter, for the sake of clarity, the camera models are omitted. Their presence does
not add any particular difficulty. Only the number, the location and the weight ωp (including quadrature
weight and determinant of the jacobian of the transformation) of the integration points would be different.
In the following, we will also consider that the quadrature is performed in the image frame using pixels
centers as integration points. Like this, the weights are all equal to ωp = 1 (rectangle-type rule) which further
improves readability without altering generality.

Remark. The interested reader could also notice that only standard FE will be used in this chapter for the
discretization while an emphasis on spline functions is performed all over the present manuscript. It may be
stressed here that the forthcoming developments could be simply applied in case of spline-based global DIC.
In fact, the use of the same functions as in IGA for the discretization of global DIC has already been performed
and has proved to be of high interest since it offers a natural regularization of the underlying optimiza-
tion problem (see, e.g., [Cheng et al., 2002, Xie and Farin, 2004, Réthoré et al., 2010a, Elguedj et al., 2010,
Kleinendorst et al., 2015]). In this manuscript, the attractiveness of using such functions in the context
of image registration will be underlined in chapter 5 through the regularization of mesh-based 3D shape
measurement.

1.1.2 Algebraic reformulation

We now reformulate the DIC problem (4.4) algebraically so as to be closer to the standard writing encoun-
tered in an optimization framework. For the sake of clarity, we consider a one-dimensional problem for the
presentation in the following. The displacement u (see Eq. (4.3)) thus constitutes an unidirectional field and
xp refers to a one-dimensional coordinate that locates pixel p. We emphasize that such a choice is adopted
only to ease the reading, the implementation being, however, achieved in 2D (see section 2.3). To begin
with, let us introduce vectors u and x that collects, respectively, the n parameters of our model (i.e., the DOF
of uh) and the m positions of our data (i.e., the pixels):

u =


u1
...

un

 and x =


x1
...

xm

 . (4.6)

Regarding notations, we perform as in previous chapters: we use capital letters in boldface type for matrices,
lowercase in boldface type for vectors and letters in normal type for scalar. Let us also define the images as
vectors which gather the graylevel values associated to the different pixels:

f : x −→ f(x) =


f (x1)

...
f (xm)

 and g : x −→ g(x) =


g (x1)

...
g (xm)

 . (4.7)

The kinematic transformation φ between reference image f and deformed image g then reads:

φ : (x,u) −→φ(x,u) = x+LT
p (x)u, (4.8)

where LT
p is a m ×n matrix that collects the value of the basis functions at the pixels:

LT
p =


L1(x1) . . . Ln(x1)

...
. . .

...
L1(xm) . . . Ln(xm)

 . (4.9)



1. Introduction of FE-DIC from an optimization point of view 85

With above notations, problem (4.4) consists of solving the following non-linear least-squares problem:

u? = arg min
u∈Rn

j (u), (4.10)

where functional j reads:

j (u) = 1

2
‖r(x,u)‖2

2 =
1

2
r(x,u)T r(x,u), (4.11)

the residual map r(x,u) being defined as:

r : (x,u) −→ r(x,u) = f(x)−g◦φ(x,u). (4.12)

1.2 Resolution of DIC: descent algorithms

1.2.1 Basics

Problem (4.10) formally consists in an unconstrained optimization problem over Rn . The functional is
also differentiable since a regular interpolation scheme is used to evaluate the images. Such a prob-
lem is classically solved using descent-type algorithms [Nocedal and Wright, 2006], such as steepest (or
gradient) Descent [Doumalin, 2000], Newton [Bruck et al., 1989], Gauss-Newton [Black and Jepson, 1998,
Fehrenbach and Masmoudi, 2008], or Levenberg-Marquardt [Cheng et al., 2002]. The principle is as follows:
starting from an initial guess u(0), a descent algorithm iterates to generate a series

(
u(k)

)
k∈N such that:

u(k+1) = u(k) + s(k)d(k). (4.13)

d(k) is called the descent direction. To ensure that it is a descent direction (i.e., that we are able to minimize
the functional along this direction), d(k) must satisfy:

∇ j
(
u(k))T d(k) < 0, (4.14)

where ∇ j denotes the gradient of j with respect to u, namely:

∇ j =


∂ j
∂u1

...
∂ j
∂un

 . (4.15)

s(k) > 0 is the step. The procedure consisting of determining it is called the line search procedure. Depend-
ing on the choice of the descent direction, several algorithms can be constructed. The most standard ones
are written in the following for the DIC functional, i.e., for j (see Eq. (4.11)). In particular, the developments
hereafter will enable to better understand the foundations of the usual DIC solver which merely consists of
a modified Gauss-Newton (see section 1.3).

Remark. An important issue in gradient-based optimization concerns the initialization of the algorithms.
Indeed, since the DIC problem is certainly not convex in general, the descent algorithms (if they converge)
will converge to a critical point of j ( i.e., such that ∇ j (u) = 0), which thus may not be the global mini-
mum [Nocedal and Wright, 2006]. As an improvement, some regularization schemes have been proposed in
the DIC context, as will be further discussed in section 2. However, we still need to start close to a (if not gobal
at least) "physical" minimum to reach it. This can be relatively well performed in DIC by resorting to coarse-
graining techniques (see, e.g., our very recent work [Fouque et al., 2020] where a dedicated multiscale speckle
pattern has been developed). The idea is to start with a coarse version of the DIC problem (thus assumed to
be of better mathematical properties), find a solution, and then use it to initialize a finer DIC problem. The
process is repeated until the images of highest resolution are used. More precisely, it consists in decreasingly
filtering the images (usually by means of pixel aggregation [Hild and Roux, 2006, Gomes Perini et al., 2014])
and modifying the size of the apparent approximation subspace simultaneously (by acting on a Tikhonov
regularization level for instance [Dufour et al., 2016, Pierré et al., 2017]).
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1.2.2 Gradient method.

As its name suggests, the gradient algorithm relies on the use of the gradient of the functional to define
the descent direction. More precisely, d(k) = −∇ j

(
u(k)

)
is chosen, so that relation (4.14) is automatically

satisfied. x being fixed, we drop it in the following. As a result, we notice that when a differential operator
of the residual map r(x,u) is computed, this is the derivation with respect to u that is implicitly performed.
Let us start by computing the gradient of functional j . Given its least-squares structure, we obtain:

∇ j (u) = Jr(u)T r(u), (4.16)

where Jr is the Jacobian matrix of r, that is, the m ×n matrix such that:

Jr =


∂r1
∂u1

. . . ∂r1
∂un

...
. . .

...
∂rm
∂u1

. . . ∂rm
∂un

 . (4.17)

Reminding that r is a composed application (see Eq. (4.12)), we can then write the following relation for Jr :

Jr(u) =−Jg
(
φ(u)

)
Jφ(u), (4.18)

which yields:

Jr(u) =−∇G(u) LT
p , (4.19)

where ∇G(u) is a m ×m diagonal matrix that collects the values of ∇g ◦φ(xp ,uh); that is, the value of ∇g
evaluated at the deformed coordinate φ(xp ,uh) of pixel p (see Eqs. (4.2) and (4.3)). We end up with:

∇ j (u) =−Lp ∇G(u)r(u), (4.20)

and therefore the gradient method series is built as follows:

u(k+1) = u(k) + s(k)Lp ∇G
(
u(k))r

(
u(k)). (4.21)

Although this method may appear interesting since no linear system resolution at each iteration is re-
quired, this procedure is rarely used in DIC because it is known to converge very slowly (only the infor-
mation regarding the first derivative of the functional is used), even with a suitable line search strategy.
Regarding the latter, one may wish to perform the optimal line search strategy, that is, find sk solution to:

sk = arg min
s>0

j
(
u(k) + s d(k)) (4.22)

at each iteration. In practice, given the complexity and the cost of problem (4.22), this is seldom performed.
The step is usually chosen more pragmatically so that it is not too small to limit the number of iterations
of the algorithm and it is not too large to ensure its convergence. However, the gradient algorithm has
the interest to be robust since it intrinsically verifies condition (4.14) and provided the step is adequately
picked, it converges towards a critical point of j .

Remark. The conjugate gradient algorithm that was the basis of our iterative solver in chapter 3 can be
viewed as an improved version of the gradient algorithm to minimize a quadratic functional. Indeed, the idea
behind the conjugate gradient algorithm to solve linear system Ax = b, with A symmetric positive-definite, is
to make use of the gradient algorithm to minimize j (x) = 1

2 xT Ax− xT b. In addition, the successive descent
directions are orthogonalized in the sense of the scalar product built upon A.
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1.2.3 Newton method.

To define the descent direction in the Newton method, it is required to additionally compute the Hessian
matrix of j , that is, the symmetric matrix such that:

H j =


∂2 j
∂u2

1
. . . ∂2 j

∂u1∂un

...
. . .

...

s ym . . . ∂2 j
∂u2

n

 . (4.23)

From here on, it may be noticed that the second derivatives (i.e., the curvature of the functional) are used
for the minimization. As a result, the method will exhibit a higher rate of convergence as compared to that
of the gradient method. Exploiting again the least-squares structure of functional j , one can write:

H j (u) = Jr(u)T Jr(u)+
m∑

p=1
Hrp (u)rp (u), (4.24)

where Hrp refers to the Hessian matrix of component p of r, i.e., of rp = r (xp ,uh) = f (xp )−g ◦φ(xp ,uh) (see
Eq. (4.1)). Making use of Eq. (4.19), the first term above is easily estimable. However, the computation of
Hrp (u) may require further developments. In order to do so, one may first compute ∇rp (u), and then, the
Jacobian matrix associated to this gradient: Hrp (u) = J∇rp (u). Once again, it has to be underlined that both
of these operations require the derivation of a composed application. Making these precautions, we finally
get:

H j (u) = Lp ∇G(u)∇G(u) LT
p −Lp Hg(u)R(u)LT

p , (4.25)

where Hg(u) and R(u) are m ×m diagonal matrices that collect, respectively, Hg ◦φ(xp ,uh) and r (xp ,uh).
With the Hessian matrix at hand, the descent direction of the Newton method is obtained through the fol-
lowing linear system resolution:

H(k)
j d(k) =−∇ j

(
u(k)). (4.26)

d(k) above does constitute a descent direction (see Eq. (4.14)) when H(k)
j (i.e. H j (u(k))) is positive definite.

Indeed, we can write in this case:

∇ j
(
u(k))T d(k) =−∇ j

(
u(k))T

[
H(k)

j

]−1∇ j
(
u(k))< 0. (4.27)

With such a descent direction, it can also be shown that a good choice for the step is, for all iteration, s(k) = 1.
We thus end up with the following procedure to build the Newton method series:

u(k+1) = u(k) −
[

H(k)
j

]−1∇ j
(
u(k)), (4.28)

where the Hessian and the gradient operators read as in Eqs. (4.25) and (4.20), respectively.

The interest of the Newton method is that it converges quadratically. However, only a local convergence
can be proven. In addition, the process requires the assembling and the resolution of a linear system at each
iteration of the algorithm, which may not be desirable from a computational cost point of view. Finally, note
that the presence of the second derivatives of the image may increase the sensitivity to noise.

1.2.4 Gauss-Newton method.

The Gauss-Newton method is especially built to address the minimization of a non-linear least-squares
functional, which is the case in DIC. The process is particularly appealing in this case since it somehow com-
bines the interests of the gradient method (robustness) and of the Newton strategy (convergence speed).
The derivation of the algorithm can be performed in two different ways. The first one, which is almost never
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carried out in the field of FE-DIC, consists of simplifying the Newton method. Indeed, it may be noticed
that once the correlation residual r(u) (and so R(u)) is small, that is, when we get close to the intended
solution, the second term in the Hessian matrix (4.25) becomes insignificant. The Gauss-Newton method
simply consists of neglecting this term. Using a step-size of 1 (s(k)=1), the following iterative procedure is
thus obtained:

H̃(k)
j d(k) = b(k)

G with u(k+1) = u(k) +d(k), (4.29)

and  H̃(k)
j = Jr(u(k))T Jr(u(k)) = Lp ∇G

(
u(k)

)∇G
(
u(k)

)
LT

p ,

b(k)
G = −∇ j

(
u(k)

) = Lp ∇G
(
u(k)

)
r(u(k)),

(4.30)

where H̃(k)
j approximates the Hessian matrix H(k)

j of j with only first derivatives. The right hand side

remains the same as for Newton method (4.26). As H̃(k)
j still depends on u(k), the computational cost of the

standard Gauss-Newton algorithm may still appear potentially important since one assembling and one
factorization need to be performed at each iteration.

Remark. The Gauss-Newton algorithm can also be constructed by replacing, at each iteration, the non-
linear least-squares problem to be solved by an approximate, linear least-squares problem. This second ap-
proach for obtaining the solver is the one that is almost always carried out in the DIC community. It is built
as follows: given the current solution u(k), problem (4.10) is replaced in the neighborhood of u(k) by:

d(k) = arg min
d∈Rn

(
1

2

∣∣∣∣∣∣r(u(k))+ Jr
(
u(k)) d

∣∣∣∣∣∣2

2

)
, (4.31)

i.e., where r has been linearized around u(k). Problem (4.31) being a linear least-squares problem: its solution
d(k) satisfies the associated normal equations, namely:

Jr
(
u(k))T Jr

(
u(k))d(k) =−Jr

(
u(k))T r

(
u(k)), (4.32)

which is equivalent to (4.29).

Applying the same reasoning as the one conducted for the Newton algorithm (see Eq. (4.27)), it can
be shown that we do have a descent direction for the Gauss-Newton algorithm when H̃(k)

j is definite (it
is positive by nature). In practice, provided the images possess a regular texture (i.e., the gradient may
vanish exclusively over a null measure subset), the condition is satisfied in FE-DIC [Fedele et al., 2013].
For higher performance, a line search strategy can also be performed to ensure the convergence of the
algorithm. Therefore, this algorithm provides a good trade-off between robustness (we almost always
have a descent direction), simplicity (no need to compute the second derivatives) and convergence speed
(close to a quadratic convergence when r(u) becomes small). Nevertheless, as stated above, we still need
to solve a linear system (that is different) at each iteration, that is why the usual DIC solver is not exactly a
Gauss-Newton algorithm, as will be shown in the forthcoming section.

Remark. The Levenberg-Marquardt algorithm can be viewed as a regularization of the Gauss-Newton
algorithm. It enables to get closer to the situation of the gradient algorithm when the descent direction of
the Gauss-Newton algorithm becomes less pronounced. Rather than performing such a (non-physical) reg-
ularization, we usually resort to some Tikhonov-like techniques in the field of FE-DIC which, in particular,
enables to mechanically regularize the problem (see section 2).

1.3 Classic DIC solver

We now present the algorithm conventionally used in DIC. Given the basic theoretical results recalled above,
we try to understand how and why it works. We also briefly mention the alternative algorithms that we
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have proposed for FE-DIC in [Passieux and Bouclier, 2019] in order to provide both better convergence and
minimal computational cost.

1.3.1 Modified Gauss-Newton

In the context of DIC, starting from the Gauss-Newton algorithm (4.29), a common (and quite smart) prac-
tice is to replace term ∇G

(
u(k)

)
by ∇F (i.e., the diagonal matrix collecting ∇ f (xp )) in the construction of the

operators of the linear systems to be solved [Hild and Roux, 2012, Leclerc et al., 2011]. The resulting algo-
rithm is no longer a Gauss-Newton. It will be referred to as modified Gauss-Newton herein:

˜̃H j d(k) = b(k)
F with u(k+1) = u(k) +d(k), (4.33)

and 
˜̃H j = Lp ∇F ∇F LT

p ,

b(k)
F = Lp ∇F r(u(k)).

(4.34)

The interest of making such a modification is obvious since the linear operator ˜̃H j can be assembled and
factorized once before entering into the Gauss-Newton iterations. However, as we leave the strict framework
of Gauss-Newton, there is no proof that the method is convergent.

This approximation is frequently justified in the literature by the fact that, by virtue of the graylevel
conservation principle, these two quantities would be equal in the neighborhood of the final solution and
when small deformations are expected (see [Réthoré, 2010, Leclerc et al., 2012, Passieux and Périé, 2012,
Réthoré et al., 2013, Van Beeck et al., 2014, Passieux et al., 2015b, Wittevrongel et al., 2015,
Neggers et al., 2016, Bouclier and Passieux, 2017, Buljac et al., 2018a, Neggers et al., 2018a], to name a
few). From here on, it seems important to clarify the terminology employed for the standard continuum
mechanics assumptions mentioned here. The case of small deformations means that displacements,
rotations and strains are small while only the strains are assumed to be small in the small strain or large
deformation context. In the same idea, we will use the naming large strains when large strains (and so,
including large deformations) are expected. Returning to the justification of the replacement of ∇G

(
u(k)

)
by ∇F, perhaps the more advanced reasoning so far comes as follows [Neggers et al., 2016]: denoting the
converged solution by u(∞), the derivative with respect to x of the graylevel conservation (4.1) gives:

∇F = ∇(
g◦φ(x,u(∞))

)
(4.35)

= ∇φ(x,u(∞)) ∇g◦φ(
x,u(∞)) (4.36)

= (
I+∇U(∞))∇G

(
u(∞)) (4.37)

= F (∞)T ∇G
(
u(∞)), (4.38)

where ∇U and F (∞) are m ×m diagonal matrices that collect the value of the gradient of the displacement
and the gradient of the kinematic transformation at integration point xp , respectively. I is the identity ma-
trix of size m. Given equality (4.38) and assuming small defomations as well as a good initialization of
the optimization algorithm, the replacement of ∇G

(
u(k)

)
by ∇F can be partly explained [Gras et al., 2013,

Neggers et al., 2016, Passieux et al., 2018]. However, as will be shown below, the framework of small defor-
mations is a sufficient condition, but it is certainly not a necessary condition. Indeed, investigating the
equality of the two image gradients is actually not the good path to follow to qualify the convergence prop-
erties of the usual DIC solver. The convergence of the optimization algorithm should rather be studied with
respect to its ability to produce a descent direction. This is what we propose in the following.

The search direction provided by the standard DIC solver must satisfy condition (4.14), that is for the
present situation:

−
(
b(k)

G

)T ˜̃H−1
j b(k)

F < 0. (4.39)
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It may be noticed, by the way, that it would not be excessively expensive (scalar product only) to test this
condition, for example, at the first iteration of the modified Gauss-Newton. This convergence condition on
the search direction can be interpreted as the following condition on the unknown displacement field u(∞):

− rT ∇G LT
p

˜̃H−1
j Lp

(
I+∇U(∞))∇G r < 0, (4.40)

where the dependence on u(k) of r and ∇G has been omitted for clarity. The transformation gradient F (∞) =
(I+∇U(∞))T being diagonal, its positivity is a necessary and sufficient condition, in 1D at least, to fulfill
condition (4.40). As a result, the non-compliance of relation (4.40) can be interpreted mechanically as the
following condition on u:

εx = ∂u

∂x
<−1, (4.41)

which is an unlikely event in continuum mechanics (overlap of matter). In any case, it is much less re-
strictive than the simple framework of small deformations. We conjecture that in the general case (2D),
the positivity of the transformation gradient F (∞) is closely related to the convergence of the modified GN
algorithm. In [Passieux and Bouclier, 2019], we investigated the behavior of the algorithm when measuring
large rigid rotations as in [Neggers et al., 2016]. Through this test case, we have been able to numerically
confirm the link between the positivity of F (∞) and the ability of the modified Gauss-Newton to converge.
In particular, unlike in [Neggers et al., 2016], we obtained good results for rotation angles up to 90◦ using
an appropriate choice of the step-size. For larger rotations, the algorithm failed since F (∞) was negative.
However, it has to be said that there is no reason to proscribe general large deformations (or even large
strains) with regard to condition (4.40). Another test has been performed in [Passieux and Bouclier, 2019]:
large stretch and shear strains (up to 180%) have been prescribed and the modified Gauss-Newton perfectly
worked (as long as a good initialization was performed).

1.3.2 Some alternatives for FE-DIC

To further improve the classic solver when applied to FE-DIC, we developed several variants
in [Passieux and Bouclier, 2019] that involve a constant Hessian operator through the optimization itera-
tions, and that converge regardless of the measured kinematic field. The goal is to provide both robustness
and efficiency when dealing with a massive amount of data. Only the fundamentals are given here. Once
again, the interested reader is urge to consult [Passieux and Bouclier, 2019] for further details.

A very simple strategy. Based on consideration (4.40), a very simple way to build up an algorithm that
ensure a descent direction consists in replacing ∇G

(
u(k)

)
by ∇F for the construction of the approximate

Hessian only and to keep the exact expression of the right hand side:

˜̃H j d(k) = b(k)
G . (4.42)

As the true Gauss-Newton (4.29), this method should almost always provide a descent direction (4.14). From
the numerical experiments we have done, this method worked well and in any case. However, it may be
noticed that this involves computing ∇G

(
u(k)

)
for b(k)

G which (with our implementation) did not provide
sufficiently reduced computing overhead as compared to that of the true Gauss-Newton method. Still, it
may be an interesting alternative since it is safe and very easy to implement.

Inverse and forward compositional Gauss-Newton. The second approach is based on the family
of Compositional Gauss-Newton (CGN) algorithms which was first introduced in image processing
in [Baker and Matthews, 2001]. Many variants (inverse, forward, compositionnal, etc) were then de-
veloped [Baker and Matthews, 2004, Tong, 2013] and applied to subset-DIC [Tong, 2013, Pan et al., 2013,
Sánchez, 2016, Stanier et al., 2016] and subset-Digital Volume Correlation (DVC) [Pan et al., 2014]. The el-
egant idea behind these algorithms is to perform a specific linearization of the minimization problem in
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such a way that the use of a Gauss-Newton naturally leads to a constant operator. More precisely, displace-
ment u(k) being known, it consists in computing a correction −d̃(k) that moves image f to image g(x+u(k)).
The resolution leads exactly to the same linear system (4.33) as with the modified Gauss-Newton method
of the standard DIC problem. It thus has the double advantage of leading to a constant operator while re-
maining within the strict framework of a Gauss-Newton. Only the update of the running approximation u(k)

changes: it requires to inverse the kinematic transformation to propagate correction −d̃(k) from image f to
g. In the literature, the ICGN algorithm was mainly applied to subset DIC methods associated with affine
transformations (rigid body translations, linear warping or homographies) since in this case the inversion
was trivial. In [Passieux and Bouclier, 2019] we propose inverse and forward CGN algorithms for the field of
FE-DIC with general kinematic discretizations. The key point is to consider a linearization of the displace-
ment to approximate the inversion. We do not go further into the details in the present manuscript. Note
that at the end, the only difference compared to the common DIC solver lies in the addition of a second
correction term (obtained from two n

2 × n
2 vector-matrix products in 2D) to u(k) at each iteration.

With these CGN alternatives, whatever the angle of rotation, even up to extreme rotations angles such
as θ = 180◦, we have able to obtain accurate results within a minimal number of iterations. We also studied
the extra computing cost which appears to be very modest since there are only two additional matrix-vector
products of size n/2 to be carried out at each iteration.

Summary and discussion. To sum up, we have proposed in this first section a mathematical analysis
of the most commonly used algorithm in FE (and subset) DIC. In order to do so, we simply apply the stan-
dards of gradient-based optimization to the non-linear least-squares problem encountered in DIC. It has
been shown that the algorithm widely used in the experimental mechanics community consists of a modi-
fied Gauss-Newton and that it is usually convergent when applied to the measurement of solid mechanics
phenomena. More precisely, a condition on the DIC operators has been established to ensure to provide a
descent direction. This condition is also interpreted as a condition on the displacement field. Contrary to
what is sometimes stated in the literature, this condition (positivity of the gradient of the kinematic trans-
formation F (∞) = (I+∇U(∞))T ) is much broader than the case of small deformations (or small rotations).
In particular, we have been able to obtain accurate results for rigid rotations up to angles of 90◦ (using an
appropriate choice of the step-size) and for very large strain levels.

For very specific kinematic transformations (such as when rotations exceed 90◦), the classic algorithm
may not converge. In such situations, it should be stressed that even if the algorithm is initialized very
close to the solution (even with the exact solution if it exists) it will diverge. We show that updating the
correlation operator at each iteration (like in the exact Gauss-Newton) [Neggers et al., 2016] is not the only
way to reach convergence in this case. Several alternatives mainly based on the family of Compositional
Gauss-Newton algorithms are proposed for the specific situation of FE-DIC. At very little extra cost and
using the same operators (and the same image gradients) as with the usual solver, we have been able to
obtain accurate results even in case of very large rotations. This tends to confirm that the approximation on
images gradients in DIC is not the problem.

The proposed new algorithms for global (or FE) -DIC may prove useful in particular (i) for evolution
problems, where one operator is assembled and factorized once for all GN iterations and for each time-
step and (ii) for stereo DIC where projector gradients may evolve during iterations. Additionally, the treat-
ment that we needed to perform to achieve the inversion in case of FE-DIC may be easily transpose to the
case of subset-DIC. This would allow to enlarge the scope of the ICGN algorithm in the field of subset-DIC:
we should be able to end up with an ICGN strategy adapted to higher-order subset-DIC. For better nu-
merical efficiency, these solvers could be coupled with HPC tools [Merta et al., 2014, Passieux et al., 2015b,
Ronovsky and Vasatova, 2017, Bouclier and Passieux, 2017, Wang and Kemao, 2018, Tournier et al., 2019]. A
work in this direction is performed in the remainder of this chapter.
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2 A domain coupling method for FE-DIC with mechanical regularization

The initial DIC problem relying on the least-square minimization of the graylevel mismatch (4.1) cannot
be solved pointwise without considering some regularization (with an associated characteristic length).
Indeed, merely looking for a vector-valued displacement function from a scalar-valued pixel function
makes it an under-determined problem (broadly speaking, we have one scalar equation for two un-
knowns). In practice, this regularization length is associated to the window or element size (given by
the basis functions (Ni )i∈{1,...,n} (4.3)) when using subset or FE-DIC, respectively. This way of regulariz-
ing DIC (i.e., using formulation (4.4)) leads to a tradeoff between FE interpolation error and so-called
ultimate random error (that is related to the ill-posedness of the inverse problem) [Bornert et al., 2009,
Passieux et al., 2015a]. Indeed, the finer the mesh, the better the accuracy of the numerical solution but
the worse the well-posedness of the inverse problem. Another great interest of using finite elements in DIC
is that it is possible to regularize the DIC problem more softly, based on the knowledge of a FE mechan-
ical model [Réthoré et al., 2009, Réthoré, 2010, Leclerc et al., 2011, Leclerc et al., 2012, Réthoré et al., 2013,
Réthoré, 2015, Lehoucq et al., 2015]. From a mathematical point of view, the mechanical regularization
can be viewed as a specific Tikhonov regularization [Tarantola, 2014], the Tikhonov matrix being cho-
sen in accordance with the mechanical phenomenon to be observed. Originally introduced for frac-
ture analysis [Réthoré et al., 2009], this mechanically regularized FE-DIC (named R-DIC in the following)
is of special interest when facing some challenging situations, like, for instance, in Digital Volume Cor-
relation (DVC) [Leclerc et al., 2012], where the speckle pattern is not rich enough [Requena et al., 2009,
Morgeneyer et al., 2013], or for identification purposes [Réthoré, 2010, Réthoré et al., 2013].

In this section, we design a DD algorithm that allows for analyzing large images with R-DIC. However,
the drawback of FE (or any global) -DIC over subset-DIC when high resolution images are required is the
computational cost [Leclerc et al., 2011, Passieux and Périé, 2012, Gomes Perini et al., 2014]. Indeed, subset
based DIC approaches lead to a set of small independent nonlinear systems of equations (formulated on
each subset) that are highly parallelisable, whereas the global DIC method leads to one global non-linear
system whose resolution can become prohibitive with a large number of DOF. In order to realize this, one
may look at the structure of operator ˜̃H j (see Eq. (4.34)): in case of FE-DIC it is a sort of a FE "mass" matrix
(thus sparse but global) while in subset DIC it simply constitutes a block diagonal operator (the basis func-
tions gathered in Lp being discontinuous from a subset to another). This feature certainly explains why the
subset-DIC approach is almost always encountered in the current commercial DIC software.

After reviewing the mechanical regularization scheme, we develop here a novel method to couple differ-
ent domains analyzed by R-DIC. The challenge is that not only the displacement must be continuous across
the interface, but also the underlying mechanical models used to regularize must be in equilibrium. If the
kinematic compatibility can be classically enforced by introducing a Lagrange multiplier (as in chapters 2
and 3), the static constraint requires a specific treatment. Indeed, the mechanical regularization in R-DIC
relies on the minimization of the L2-norm of the internal forces, which is not standard in computational
mechanics. To be able to split the regularization term, we propose to make use of a new interface unknown,
which can be interpreted as the interface reaction force but does not constitute a Lagrange multiplier from
a numerical point of view. The method is finally extended to parallel computing thanks to the use of an ad-
vanced Krylov solver and the construction of a dedicated preconditioner. This was actually the first work for
me connected to DIC and, more broadly, to numerical optimization. It is the result of a collaboration with
Pr. J.-C. Passieux on DIC that I started at the beginning of my assistant professor position at INSA-Toulouse.
More precisely, this part is extracted from [Bouclier and Passieux, 2017].

2.1 Mechanical regularization

The mechanical regularization consists in complementing FE-DIC with an additional penalization on
the distance between the estimated displacement field and its projection onto the space of FE mechan-
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ical solutions. More precisely, in the context of linear elasticity, the method consists in adding to the
DIC functional j (see (4.11)) the L2-norm of the internal forces (in the spirit of the Equilibrium Gap
Method [Claire et al., 2004]):

jreg(u) = 1

2
‖K u‖2

2 =
1

2
uT K

T
K u. (4.43)

As in section 1, u denote the DOF of the FE displacement uh . K u is the vector that collects the internal
forces for each DOF except those supported by the nodes that are concerned with Dirichlet or non-zero
Neumann boundary conditions (see Fig. 4.2 for an illustration in the case of a bi-axial tensile test). Such a
DOF selection appears necessary here since we do not know well the boundary conditions. Operator K is in
practice obtained as follows:

K = S K, (4.44)

where K is the elastic FE stiffness matrix for the considered mesh and S is a selection matrix that allows to
select the DOF to be regularized. S formally reads as a diagonal matrix with one if the corresponding DOF
is controlled and zero otherwise. From here on, it has to be underlined that the norm application in (4.43)
is over Rn (i.e., the space related to the DOF) while the norm for the initial DIC residual (4.11) was over Rm

(i.e., the space related to the image pixels).

f(x)

tensile stress

Figure 4.2 – Reference image f with its underlying mesh for FE-DIC with mechanical regularization. Note
that only the DOF in subdomainΩr are regularized.

A weighted sum of both quadratic distances ( j (u) and jreg(u)) is then considered for the minimization:

jtot(u) = j (u)+η(lc ) jreg(u), (4.45)

where η(lc ) is the weighting parameter. It has been shown that such a regularization introduces a mechani-
cal low-pass filter whose cut-off wavelength lc can be controlled [Leclerc et al., 2012]. For the sake of read-
ability, we omit the dependence on lc in the following: we write η(lc ) = η. The study and proper choice of
this parameter (see, for instance, [Leclerc et al., 2011, Réthoré et al., 2009, Claire et al., 2004]) is beyond the
scope the works reported in this section, whose purpose is to develop a coupling method for FE-DIC that
uses such a regularization. Replacing Eq. (4.11) by Eq. (4.45) and applying the same strategy as in section 1.3,
system (4.33) becomes as follows to compute the modified Gauss-Newton update at iteration k:( ˜̃H j +η K

T
K

)
d(k) = b(k)

F −η K
T

K u(k) with u(k+1) = u(k) +d(k). (4.46)

The new correlation operator ˜̃H j +η K
T

K is symmetric positive definite as its classical counterpart. In the
following, this mechanically regularized FE-DIC method is denoted by R-DIC.

Remark. Even if a strict equivalent of (4.43) is not available in the continuous setting, minimizing jreg(u)
may be interpreted as minimizing ‖div(σ)‖ over the region of interest Ω and ‖σn‖ over the traction-free
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boundaries ofΩ (σ and n being, respectively, the Cauchy stress tensor and the outward unit normal toΩ).

Remark. Although the above introduced regularization scheme can be interpreted as a specific Tikhonov
regularization, it may be noticed that a distinction is usually performed in the field of DIC between the me-
chanical and the Tikhonov regularization. Indeed, Tikhonov regularization often means in the DIC com-
munity that a penalization on the Laplacian of the displacement is performed [Passieux and Périé, 2012,
Dufour et al., 2016, Pierré et al., 2017].

2.2 Coupling method

We now address the coupling of multiple domains in R-DIC. Our starting point is the coupling method de-
veloped for FE-DIC without mechanical regularization in [Passieux et al., 2015b]. From this contribution,
the proposed scheme simply constitutes an extension to be able to take into account an elastic regulariza-
tion of the optical flow. From the point of view of domain coupling, it can be viewed as an extension of
the Mortar non-overlapping coupling, typically performed in the field of domain decomposition (see chap-
ter 3), that enables to separate term (4.45) between the subdomains. The specific nature of term (4.43) leads
us to build an original mixed method. To ease the reading, the same formalism as in chapters 2 and 3 is used
in what follows for the presentation of the coupling method.

2.2.1 R-DIC coupling problem

Let us consider a non-overlapping partition of the region of interest Ω into a set subdomains Ωs . In addi-
tion, we subdivide images f and g in a set of rectangular subset images fs and gs surrounding subdomain
Ωs as it is usually performed in subset-based approaches [Sutton et al., 2009]. Without loss of generality, the
method is first presented in the case of two subdomains: Ω1 andΩ2 that are connected along interface Γ. As
well, we introduce for the mechanical regularization the two subdomains Ωr1 and Ωr2 with their common
interface Γr (see Fig. 4.3, the corresponding initial FE-DIC problem being the one illustrated in Fig. 4.2). Re-
garding the discretization, we consider in this chapter the simple case of matching meshes. However, let us
quote that the method could apply in the more general context of non-matching (or even non-conforming)
interfaces, provided that the same precautions as in chapters 2 and 3 are taken.

f (x)1 f (x)2

Iterative solver

Figure 4.3 – Domain Ω decomposition in two subdomains Ωs and two subset images fs . Note that subdo-
mains and submeshes are not overlapping but subset images are.

2.2.2 Formulation of the coupling method

In view of developing a DD solver for R-DIC in a second step, we frist need to write the reference problem
(minimization of cost function (4.45)) as a sum of local problems overΩ1 andΩ2 and to restrict the exchange
of data to interface Γ.
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Case of FE-DIC without mechanical regularization. When restricted to FE-DIC without mechanical reg-
ularization (minimization of cost function (4.4)), it suffices to make use of the additivity of the integral with
respect to domain Ω and to prescribe the displacement continuity across interface Γ to satisfy the C 0 reg-
ularity of the FE space U h . This strategy is performed in [Passieux et al., 2015b] by resorting to a Lagrange
multiplier-type formulation. More precisely, this leads to the following Lagrangian:

LDIC(uh
1 ,uh

2 ,λh) = 1

2

∫
Ω1

(
f1(x)−g1◦φ(x,uh

1 )
)2

dΩ1+ 1

2

∫
Ω2

(
f2(x)−g2◦φ(x,uh

2 )
)2

dΩ1+b
(
λh ,uh

1 −uh
2

)
, (4.47)

where bilinear form b is defined as in Eq. (2.6) and λh ∈ M h (M h being spanned by the trace on Γ of the
FE shape functions of U h). Combining then the procedure of section 1.3 and of chapters 2 or 3 (see, e.g.,
Eq. (2.8)) to minimize LDIC, system (4.33) is augmented as follows to compute the modified Gauss-Newton
update at iteration k:

˜̃H j 1 0 CT
1

0 ˜̃H j 2 −CT
2

C1 −C2 0




d(k)
1

d(k)
2

λ

=


b(k)

F1

b(k)
F2

−C1u(k)
1 +C2u(k)

2

 with u(k+1) = u(k) +d(k). (4.48)

C1 and C2 are the standard Mortar operators (see, e.g., Eq. (2.9)).

Extension to R-DIC. For the term jreg(u) in Eq. (4.43), such a strategy to build the coupling does not di-
rectly apply since the norm over Rn cannot be easily split to obtain separated contributions between sub-
domains Ω1 and Ω2. Indeed, considering that the displacement is continuous across Γ, we can only make
use of the additivity of vector Ku onΩ to get:

min
u

1

2

(
‖K u‖2

2

)
= min

u1,u2
u1 = u2 on Γ

1

2

(
‖K1 u1 +K2 u2‖2

2

)
, (4.49)

with:
‖K1 u1 +K2 u2‖2

2 = uT
1 K

T
1 K1u1 +uT

2 K
T
2 K2u2 +2uT

1 K
T
1 K2u2. (4.50)

The problem of directly using expression (4.50) is that it requires to merge the contributions of the subdo-
mains, which is not compatible with parallel computer architectures. As a consequence, we propose instead
to consider the following coupling approximation for the minimization of jreg(u):

min
u1,u2

1

2

(
‖K1 u1 +K2 u2‖2

2

)
≈ min

u1,u2,λ
u1 = u2 on Γ

1

2

(
‖K1 u1 +C

T
1 λ‖2

2 +‖K2 u2 +C
T
2 λ‖2

2

)
. (4.51)

In this equation, a new unknown λ
h

(with corresponding DOF vector λ) is introduced to control the me-

chanical equilibrium at the subdomains interface Γr . λ
h

is searched for in space M
h

that is spanned by
the trace on Γr of the shape functions of U h (see, again, Fig. 4.3). Cs are the associated Mortar coupling
operators. It has to be noted that the hypothetical case of an exact satisfaction of the mechanical equilib-
rium between subdomains is recovered with the proposed coupling. In this case, the coupling cost func-
tion (4.51) reaches zero at interface Γr and thus, λ exactly corresponds to the discrete interface reaction
forces of the two subdomains. However, it has also to be underlined that the proposed coupling is suitable
for the more general situation of a displacement uh that does not exactly satisfy the discrete interface equi-
librium constraint. Indeed, we emphasize that the static constraint is not enforced exactly as it is done for
the displacement (see third term in Eq. (4.47)), but through a minimization using the L2 norm. This allows
to represent a little discrepancy between the two discrete interface reaction forces of the two subdomains.



96 Chapter 4. FE-based digital image correlation

This is of crucial importance here because there is no reason that the mechanical residual (4.51) reaches
zero at Γr when combined with the correlation residual (4.47).

By performing a weighted sum of the two residuals (4.47) and (4.51), we are able to write the version of
Eqs. (4.48) that involves a mechanical regularization of the optical flow. The corresponding linear system
reads:

˜̃H j 1 +η K
T
1 K1 0 CT

1 η K
T
1 C

T
1

0 ˜̃H j 1 +η K
T
2 K2 −CT

2 η K
T
2 C

T
2

C1 −C2 0 0

η C1K1 η C2K2 0 η
(
C1C

T
1 +C2C

T
2

)





d(k)
1

d(k)
2

λ

λ


=



b(k)
F1

−η K
T
1 K1u(k)

1

b(k)
F2

−η K
T
2 K2u(k)

2

−C1u(k)
1 +C2u(k)

2

−ηC1K1u(k)
1 −ηC2K2u(k)

2


.

(4.52)
In practice, the coupling Gauss-Newton algorithm is initialized by the solution of classical FE-DIC problems
without mechanical regularization on each subdomain independently. This provides a good initial estimate
since the remaining work performed by the coupling algorithm only consists in imposing the continuity of
the displacement across Γ and ensuring the mechanical equilibrium of the underlying mechanical models
used for regularization.

Remark. Even if it can be interpreted as the interface reaction force, let us notice that the new unknown

λ
h

does not constitute a Lagrange multiplier from a numerical point of view. As a consequence, the situation
differs from what we more usually have in computational mechanics, which explains the atypical structure of
system (4.52) (compared, e.g., to system (3.14) where two real Lagrange multipliers were used). The products
of Mortar coupling operators and stiffness matrices appear (see cross terms) and the diagonal term associated
to the second interface unknown is not zero.

Remark. It may be noted that there is no evidence that the constructed coupling formulation is consis-
tent with the initial R-DIC problem. This is inherent to the fact that the mechanical equilibrium is controlled
through a minimization. Except in the hypothetical case of an exact satisfaction of the interface equilibrium
constraint, the equality in Eq. (4.51) may not be reached. Nevertheless, we were not able to observe any rep-
resentative difference between the coupling solution (coming from system (4.52)) and the initial solution (ob-
tained in Eq. (4.46)) in our numerical experiments. Whatever the level of regularization is, the method yields
the solution of the standard one domain R-DIC problem, which accounts for the reliability of the proposed
coupling strategy to be used in R-DIC analysis.

2.3 Application to high performance computing

As mentionned at the begining of section 2, the drawback of FE-DIC over subset-DIC is the computational
cost when high resolution measurements on large images are required. The computational burden as-
sociated to FE-DIC in such situations is mostly due to the inversion of the finite element systems (4.33)
(or (4.46) in R-DIC) and to image interpolations (required to compute the right hand side b(k)

F , see Eqs. (4.34)
and (4.12)). As demonstrated in [Passieux et al., 2015b], a dual DD method for FE-DIC without mechan-
ical regularization can be implemented to combine the advantages of FE-DIC (direct bridge with simu-
lation, continuity, etc) and subset-DIC (parallelization ability). By making use of the coupling formula-
tion introduced in section 2.2, we now extend the strategy for the parallel computation of R-DIC. The
same path as in chapter 3[section 3] , i.e. based on the adaptation of the initial one-level FETI algo-
rithm [Farhat and Roux, 1991], is followed here. Compared to the work performed in chapter 3, more sim-
plicity is expected since, as stated above, the local R-DIC operators ˜̃H j s +η K

T
s Ks (see (4.52)) are invertible

(in other words, the formulation and solving of a coarse problem is not required any more). However, the
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important challenge here is that the coupling formulation is atypical for the field of computational mechan-
ics (see again structure of system (4.52) compared to that of (3.14)), thus implying to resort to an advanced
Krylov solver and to develop a new preconditioner.

2.3.1 Construction of the interface problem

The starting point is to write the interface problem associated to the coupling. This is simply preformed by
applying procedure (3.17)-(3.22) without caring about the floating subdomains issue. System (4.52) is first
split into the following coupled equations:

d(k)
s =

( ˜̃H j s +η K
T
s Ks

)−1 (
b(k)

Fs
−η K

T
s Ks u(k)

s −CT
s λ−η K

T
s C

T
s λ

)
∀s, (4.53a)∑

s
Cs

(
d(k)

s +u(k)
s

)
= 0∑

s
η Cs

(
Ks

(
d(k)

s +u(k)
s

)
+C

T
s λ

)
= 0

; (4.53b)

assuming now an arbitrary number of subdomains. Note that sign + or - has been included in Cs in the
above equations: Cs formally read as rectangular signed Boolean operators such that if a DOF belongs to Γ,
its value is set to 1, and the corresponding DOF on the other side of Γ is set to −1. By substituting Eq. (4.53a)
into Eq. (4.53b), the coupled problem can then be condensed onto the interface DOF, which gives:

Ftot λtot = t(k)
tot . (4.54)

The so-called dual Schur complement operator Ftot, the total Lagrange multiplier DOF vector λtot, and the
condensed right hand side t(k)

tot read as follows:

Ftot =

 Fλλ Fλλ(
Fλλ

)T
Fλλ

 ; λtot =
 λ

λ

 and t(k)
tot =

 tk

t
k

 , (4.55)

where, denoting by Is the local identity matrix (whose size is the number of local displacement DOF):

Fλλ =∑
s

( ˜̃H j s +η K
T
s Ks

)−1
CT

s ; (4.56a)

Fλλ =∑
s

Cs

( ˜̃H j s +η K
T
s Ks

)−1
η K

T
s C

T
s ; (4.56b)

Fλλ =∑
s
η Cs

(
Ks

( ˜̃H j s +η K
T
s Ks

)−1
η K

T
s − Is

)
C

T
s ; (4.56c)

tk =∑
s

Cs

(
u(k)

s +
( ˜̃H j s +η K

T
s Ks

)−1 (
b(k)

Fs
−η K

T
s Ks u(k)

s

))
; (4.56d)

t
k =∑

s
η Cs Ks

(
u(k)

s +
( ˜̃H j s +η K

T
s Ks

)−1 (
b(k)

Fs
−η K

T
s Ks u(k)

s

))
. (4.56e)

Remark. It has to be noticed here that the dual Schur complement operator Ftot is symmetric but non
positive-definite although the initial R-DIC operator (4.46) is. Once again, one must keep in mind thatλ does
not constitute a Lagrange multiplier, which is responsible for these atypical developments.

2.3.2 Parallel resolution

Iterative solution algorithm. With above developments, we now need (at each modified Gauss-Newton
iteration k) to solve interface problem (4.54) and to apply Eq. (4.53a) to obtain the modified Gauss-Newton
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update. Following the domain decomposition framework such as in chapter 3, interface problem (4.54)
is solved using a Krylov iterative solver in order to fit parallelization criteria. The interest of such iterative
algorithm is that they are only based on matrix-vector products involving Ftot which, given its structure, can
be performed in parallel between the different subdomains. Indeed, denoting by ytot any vector of the size
of the interface problem such that:

ytot =
 y

y

 , (4.57)

and repeating the reasoning of Eq. (3.24), the matrix-vector product Ftotytot corresponds to the following
computation:

Ftotytot =
 ∑

s Cs
(
v2

s +v2
s

)
∑

s η Cs Ks
(
v2

s +v2
s

)−∑
s η Cs C

T
s y

 , (4.58)

where v2
s and v2

s are the solutions of the set of local (i.e., independent on each subdomain) systems :
(˜̃H j s +η K

T
s Ks

)
v2

s = CT
s y( ˜̃H j s +η K

T
s Ks

)
v2

s = η K
T
s C

T
s y

. (4.59)

Regarding the Krylov solver, since matrix Ftot is symmetric but non positive-definite, a preconditioned
GMRES algorithm [Saad and Schultz, 1986] is considered here (in comparison to the more classical Con-
jugate Gradient algorithm used for symmetric positive-definite systems, such as in chapter 3). We do
not go more in details about this algorithm in the present manuscript; the interested reader is referred
to [Bouclier and Passieux, 2017] for additional information.

We finally add some remarks highlighting the interest of integrating a dedicated DD solver into the op-
timization loop of DIC. A global overview of the proposed full scheme to efficiently perform R-DIC in the
presence of massive data is given in Fig. 4.4. First and foremost, it has to be noted that not only the sys-
tem inversions but also the image interpolations can be performed in parallel since both the mesh and the
images are subdivided. Then, it has to be emphasized that the constructed mesh and images subdivisions
are used to perform the initialization of the "coupling" modified Gauss-Newton (4.52) on each subdomain
independently. This stage is highly parallelisable because no communications are required between sub-
domains. Finally, we proceed as follows for the initialization of the Krylov iterative solver: at first correlation
iteration (k = 0), the initial λtot is set to zero; then, for the next correlation iterations (k > 0), the initial λtot

is set to the last value of the previous GMRES resolution. This is a simple but efficient way to reduce the
number of Krylov iterations.

Preconditioning. Once again following what is commonly done in the field of computational structural
mechanics (see, e.g., [Gosselet and Rey, 2006] for a review), we now propose a Dirichlet-like preconditioner
to speed-up the GMRES resolution. We consider that we address here the coupling between subdomains of
comparable stiffness so we focus on the standard Dirichlet preconditioner (see Eq. (3.28) in chapter 3). Note
that the difficulty (in comparison with what was performed in chapter 3) is that we cannot exactly derive the
primal counterpart of the proposed dual formulation here since this one is not based on a pure Lagrange
multiplier method. From here on, we use the following notation for the local R-DIC operator:

˜̃HηKs = ˜̃H j s +η K
T
s Ks . (4.60)

We also introduce new operators Cloc
s , C

loc
s , As and As such that:

Cs = As Cloc
s and Cs = As C

loc
s . (4.61)



2. A domain coupling method for FE-DIC with mechanical regularization 99
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Figure 4.4 – Overview of the proposed DD R-DIC algorithm.

Cloc
s (respectively C

loc
s ) is the local trace operator which projects the nu

s local displacements of Ωs onto the

nλ
s (resp. nλ

s ) local interface displacements of Γs (resp. Γrs ). As and As are the associated assembly opera-
tors that exchange data lying on one subdomain interface with its neighboring subdomains. Using above
notations, operator Ftot can be rewritten as follows:

Ftot =
∑

s
AAs Fs AAT

s , (4.62)

with:

AAs =
[

As 0
0 As

]
; Fs =

 Fλλs Fλλs(
Fλλs

)T
Fλλs

 , (4.63)

and where:

Sλλs = Cloc
s

( ˜̃HηKs

)−1
Cloc

s
T

; (4.64a)

Sλλs = Cloc
s

( ˜̃HηKs

)−1
η K

T
s Cloc

s
T

; (4.64b)

Sλλs = η C
loc
s

(
Ks

( ˜̃HηKs

)−1
η K

T
s − Is

)
C

loc
s

T
. (4.64c)

The Dirichlet preconditioner (3.28) associated to the condensed dual operator Ftot in (4.62) simply reads:

F̃−1
tot =

∑
s

AAs (Fs)−1 AAT
s . (4.65)

However, given the atypical structure of system (4.52) regarding λ, it is not possible this time to directly re-
late (Fs)−1 to a local primal Schur complement (as in (3.29)). As a result, we propose at this step to compute
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(Fs)−1 as:

(Fs)−1 =


(
Fλλs

)−1 + (
Fλλs

)−1
(
Fλλs

)(
Dλλ

s

)−1 (
Fλλs

)T (
Fλλs

)−1 −(
Fλλs

)−1
(
Fλλs

)(
Dλλ

s

)−1

−
((

Fλλs

)−1
(
Fλλs

)(
Dλλ

s

)−1
)T (

Dλλ
s

)−1

 , (4.66)

where:

Dλλ
s = Fλλs −

(
Fλλs

)T (
Fλλs

)−1 (
Fλλs

)
, (4.67)

and to make use of the available local primal Schur complement associated to unknown λ, i.e.:

(
Fλλs

)−1 =
(

Cloc
s

( ˜̃HηKs

)−1
Cloc

s
T
)−1

=
[ ˜̃HηKs

]
bb

−
[ ˜̃HηKs

]
bi

([ ˜̃HηKs

]
i i

)−1 [ ˜̃HηKs

]
i b

. (4.68)

As in (3.29), [�]i denotes the restriction to internal DOF of local quantity � and [�]b the restriction to
interface DOF. The computational cost for evaluating

(
Fλλs

)−1
is therefore related to the computation

of term
([ ˜̃HηKs

]
i i

)−1 [ ˜̃HηKs

]
i b

: it requires to factorize
[ ˜̃HηKs

]
i i

and to solve nλ
s linear systems of size

nui
s ×nui

s (nui
s being the number of local internal displacements). This is affordable because (i) it has to

be done once at the beginning of the modified Gauss-Newton algorithm, (ii) it is local and thus, (iii) it can

be done in parallel between subdomains. In addition, we need to evaluate Fλλs and Fλλs . This requires to

compute
( ˜̃HηKs

)−1
Ks

T
Cloc

s
T

which is affordable as well. The factorization of ˜̃HηKs (already performed to

solve (4.59)) is used for that and nλ
s linear systems of size nu

s ×nu
s are solved. Therefore, we end up with a

strategy that involves only local resolutions and that is completely parallelisable. A slight additional cost is
then necessary to apply the proposed preconditioning but it leads to a drastic reduction of the number of
GMRES iterations, as shown in the example below.

Remark. Let us quote that using the developments of previous chapter, the proposed preconditioner which
is built here in case of matching interfaces may be simply extended to the case of non-matching (and even non-
conforming) interfaces. In such situations, one would need to compute the Mortar operators as true "mass"
matrices and to add weights of form

(
Cs CT

s

)−1
as in (3.28).

2.3.3 Application to the analysis of real high resolution images

Experimental set-up and DD model. The developed DD R-DIC method is now applied to the analysis of
high resolution images of a real experiment. It has to be said as of now that only a proof of concept is given
in the following: the true implementation in parallel has not been achieved yet. A four point bending test
is performed on an open hole polymethyl methacrylate specimen (see Fig. 4.5). More precisely, the pattern
consists of a parallelepipedic coupon of dimension 200 × 20 × 5 mm with an 8 mm hole drilled in the center.
A black and white speckle pattern is sprayed onto the surface of the specimen and a high resolution CCD
camera (29 megapixels) is used to capture images (4384 × 6576 pixels). The physical size of one pixel is
19.4 µm. An unstructured finite element mesh (including both linear triangles and quadrangles of 15 pixels
width in average) is adjusted on the image (see Fig. 4.6) to perform FE-DIC. An elastic regularization of the
optical flow is adopted (η= 10−3) for R-DIC. The mesh and images are decomposed into 180 subdomains for
the DD computation. The resulting average subdomain size is 160 pixels per side. With such a discretization,
the displacement field includes 62522 DOF and the interface problem (4.54) contains 21174 interface DOF
(distributed as follows: 10604 DOF for λ and 10570 d.o.f for λ). The analysis is finally performed with a
stopping tolerance for correlation and Krylov iterations of 10−3.
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Region of interest

F F

Nodes without mechanical regularization

Figure 4.5 – Four point bending test: illustration of the experimental set up.

Figure 4.6 – Reference image and domain decomposition (180 subdomains) for the four point bending test.
The overlapping subset images fs are in yellow dashed line. The finite elements belonging to a same subdo-
main are plotted with the same color. Two zooms are provided below the image.

Domain decomposition solution. Fig. 4.7 shows the deformed configurations obtained with the consid-
ered domain decomposition (amplification factor of 50). The color scale corresponds to the horizontal
component of the displacement field. More precisely, the solution associated to the parallel initialization
of the coupling modified Gauss-Newton algorithm (i.e., where classical FE-DIC problems without mechan-
ical regularization are solved on each subdomain independently) is first plotted (see Fig. 4.7(a)). From this
initialization, the solution obtained using the domain decompostion method of [Passieux et al., 2015b] (i.e.
based on system (4.48)) is shown in Fig. 4.7(b) while Fig. 4.7(c) presents the solution computed with the
proposed DD R-DIC algorithm.

We clearly see the improvement of the solution through the different situations. In the initial solu-
tion (Fig. 4.7(a)), the displacement continuity is not verified and sharp oscillations are present in the mea-
sured field. Nevertheless, the solution constitutes a good initialization of the proposed DD algorithm: the
global displacement field at the interior of the subdomains does not seem too far from the intended so-
lution. With the domain decomposition algorithm of [Passieux et al., 2015b], the displacement becomes
continuous across the subdomains but the field measurement still suffers from some instabilities which
leads to a non-smooth solution (see Fig. 4.7(b)). When performing the proposed DD R-DIC algorithm,
not only the displacement becomes continuous across the subdomains but also the mechanical equilib-
rium of the structure is ensured which removes the oscillations of the measured field (see Fig. 4.7(c)).
In [Bouclier and Passieux, 2017], we also showed that the obtained DD R-DIC solution actually appears in-
distinguishable from the equivalent one-domain R-DIC solution on this test case, which accounts for the
consistency of the developed coupling. As a result, the proposed DD R-DIC strategy enables to compute in
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parallel an accurate mechanically sound solution from high resolution images.

2.3.4 Convergence of the DD algorithm.

We finally investigate the convergence of the DD R-DIC algorithm. The variation of the norm of the Krylov
residual as a function of the Krylov iteration j is plotted in Fig. 4.8 for the developed preconditioned
GMRES solver (denoted by PGMRES in the figure). For comparison purpose, the solution associated to
the GMRES solver without preconditioning is added to the graph. These results confirm the efficiency of
the parallel initialization of the coupling modified Gauss-Newton algorithm (see block Initialization in
Fig. 4.4). Indeed, it takes in this case only three extra correlation iterations to obtained the desired solution
(of Figure 4.7(c)) from the initialization (shown in Figure 4.7(a)). It can also be noticed that the number
of iterations of the Krylov solver decreases as the correlation iteration k increases, which is due to the use
of previous vector λtot for the initialization of the Krylov solver. Finally, we observe that the constructed
preconditioner allows for a drastic reduction of the number of iterations of the Krylov algorithm (reduction
by a factor of ten on this example). With its efficient initialization and preconditioning, the proposed DD
algorithm appears then suitable for high performance computing when high resolution images and meshes
are jointly used.

Remark. Since at this stage only a sequential implementation of the method has been performed, it is not
possible to provide a relevant estimate of the speed-up of the DD R-DIC solver with respect to the standard R-
DIC method. However, providing some implementation cares, it has been possible to observe that one iteration
of PGMRES is about 70% longer than one iteration of GMRES. From a global point of view, taking into account
that the number of iterations of the Krylov algorithm is divided by ten with preconditioning, and including
the times devoted to the construction and assembling of the preconditioner, we were able to observe that the
method involving PGMRES is about 4 times faster than the method using a simple GMRES.

Summary and discussion. In this second section, we have built a novel coupling algorithm to re-
cover displacement continuity and mechanical equilibrium from two independent FE-DIC analysis with
mechanical regularization (R-DIC). Contrary to what has been done in chapter 3, it is required to intro-
duce an additional interface unknown that is not a Lagrange multiplier for the enforcement of the static
constraint. This results in the derivation of an original mixed method that has been properly handled to
accurately solve the correlation problem. The application illustrated in this section concerns the parallel
computation of R-DIC to make it an HPC tool. Since the condensed operator is not positive-definite, a GM-
RES iterative strategy is implemented. In addition, a dedicated preconditioner combining explicit inverses
and local primal Schur complements is constructed for acceleration purpose. Such an algorithm allows to
benefit from all the great advantages of using FE in DIC (direct bridge with simulation, continuity, mechan-
ical regularization, robustness to perform identification, etc) while limiting its main drawback, namely the
computational cost (including the computation time and memory requirements). The method can thus be
viewed as a bridge between subset and FE-DIC methods.

In the near future, it is expected that the true implementation in parallel of our solver would
be of great interest to properly tackle the today massive amount of data encountered in experi-
mental mechanics. This problematic seems to have been subjected to a growing interest in many
fields of physics given the improved performance of digital imaging tools, for example in the medical
area [Merta et al., 2014, Ronovsky and Vasatova, 2017, Tournier et al., 2019] or in the sector of mechanics of
materials [Wang and Kemao, 2018, Liu et al., 2019]. To further improve the iterative solver, we may also draw
inspiration from the field of data assimaliation in other contexts (see, e.g., [Rabier, 2005] for a review in the
field of weather prediction). Indeed, the DIC framework as introduced in section 1 shares many similarities
with the variational data assimilation theory. We are currently working in this direction with X. Vasseur and
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(a) FE-DIC solution (without mechanical regularization) computed independently on each
subdomain (block Initialization in Fig. 4.4).

(b) Continuous solution without mechanical regularization obtained with the domain decom-
position algorithm of [Passieux et al., 2015b].

(c) Continuous solution with mechanical regularization obtained with the proposed domain
decomposition algorithm (block Correlation iterations in Fig. 4.4).

Figure 4.7 – Displacement solution in pixels (amplification factor 50, distribution of the horizontal displace-
ment) for the four point bending test.
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888799142

19,63,84

Figure 4.8 – Variation of the norm of the GMRES residual as a function of the GMRES iteration number j for
each correlation iteration k (see block Correlation iterations in Fig. 4.4). The final number j obtained for
each iteration k is reported below the curves. GMRES, GMRES without preconditioning. PGMRES, GMRES
with the proposed preconditioner.

Y. Diouane from IRIT in Toulouse. In particular, we consider the class of Limited-Memory Preconditioners
(LMP) that has proved to be effective to solve a sequence of linear systems whose operator does not change
too much [Tshimanga et al., 2008].

The HPC application is not the only one of the proposed coupling method. For instance, it could also
be useful for multiscale or multi-resolution DIC [Bornert et al., 2010, Passieux et al., 2015a] and when the
regularization model needs to be multiscale too [Réthoré, 2015]. Indeed, bounding the displacements fields
and enforcing the equilibrium of the mechanical models (possibly) coming from different scales seems of
particular interest to measure phenomena in structural mechanics. In [Bouclier and Passieux, 2017], the
coupling method has also proved to be relevant to measure of one smooth displacement field from two sets
of images at nearfield and farfield resolutions, respectively. This opens to door for the design of advanced
identification procedure: the farfield measurement is used to provide representative boundary conditions,
while the nearfield measurement produces high spatial resolution kinematic fields in a region where the
model parameters are sensitive [Passieux et al., 2015a].

Finally, it may be noted that I have been (or am currently) involved in some other works related to DIC
that share the same philosophy as the one reported here. For instance, in [Passieux et al., 2018], we have
developed a new regularized reduced-order/DIC method to extract useful information from a sequence
of large images acquired over time. The idea was to write the minimization problem over the space-time
domain and to look for the displacement field in a separated time-space form, as widely performed in
computational mechanics [Ammar et al., 2006, Bouclier et al., 2013c, Zou et al., 2018a]. This enabled us to
prescribe a mechanically sound time-dependency of the solution which acted as a regularization for the
dynamic phenomenon to be measured. Then, we are currently working, through the PhD thesis of Ali
Rouwane [Rouwane, 2021] who I co-supervise with J.-N. Périé and J.-C. Passieux, on the 3D measurement
of interior strain fields from large volume images (the long-term goal being the mechanical characteriza-
tion of the microstructure of materials). To this end, we first build an image-based mechanical model
by means of spline functions and embedded domain approaches [Verhoosel et al., 2015], and then use it
to regularize DVC. This allows use to observe local bending at the microscopic scale of cellular materi-
als [Rouwane et al., 2020]. Lastly, we are addressing with J.-N. Périé and J.-C. Passieux, through the PhD
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thesis of Raphaël Fouque [Fouque, 2021], the mechanical identification from multiscale stereoscopic im-
ages. After deriving a dedicated pattern for multiscale DIC [Fouque et al., 2020], the idea will be to capture
the physical texture of the non-planar sample to ease the identification process using a large number of
(assumed multiscale) cameras.
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When the specimen geometry or mechanical loading is not planar, a stereo digital image correlation
(SDIC) method can be implemented, as an improvement to the more standard 2D-DIC performed in chap-
ter 4. Making use of at least two cameras and sophisticated numerical schemes, it is actually possible
to access the three components of the displacement at the non-planar surface of the specimen. This
method, initially developed in the context of subset-DIC [Lucas and Kanade, 1981, Garcia et al., 2002], has
recently been extended to the framework of global approaches [Réthoré et al., 2013, Dufour et al., 2015a,
Pierré et al., 2017]. For instance, global SDIC has been successfully used for the analysis of complex experi-
ments such as structural tests [Dufour et al., 2016, Serra et al., 2017a, Serra et al., 2017b]. Before estimating
the displacement measurement, SDIC requires a calibration phase aiming at determining the parameters
of the cameras (focal length, true location in the reference frame of the experimental lab, etc) and the actual
shape of the specimen. Indeed, although it may appear surprising at first glance for researchers in the field
of scientific computing, it has to be underlined that the actual shape of the specimen surely does not corre-
spond to the theory, because of surface roughness, manufacturing defects, pre-load or relaxation of residual
stresses, to name a few. Given the strong dependency of the kinematic fields to the shape of the surface (es-
pecially in the normal direction), the proper estimation of the real surface is an essential prerequisite for 3D
surface displacement measurements.

The shape measurement really constitutes a challenge in FE-SDIC. Indeed, if the use of a FE mesh fa-
cilitates the coupling of measurements with simulation tools, it also provides a unique, fine description of
both the geometry and the displacement, which often makes the FE shape measurement problem highly
ill-posed. As a remedy, we propose in this chapter a novel hybrid isogeometric-FE strategy that can mea-
sure a shape in terms of spline functions while considering as an input and output the FE mesh used for
displacement measurement. From a scientific computing point of view, the idea here is to make use of
the intrinsic attractive properties of splines introduced in chapter 1 (namely, their increased smoothness,
their ability to be refined without altering the geometry, and their possible link with standard C 0 functions)
to regularize, in a geometrical and non-invasive manner, the mesh-based shape measurement problem
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occurring in FE-SDIC. This work has been performed very recently in the PhD of thesis of Morgane Chape-
lier [Chapelier, 2021], who I co-supervise with Pr. J.C. Passieux, following some developments on FE-SDIC
achieved in the PhD thesis of Guillaume Colantonio. This work has led to [Colantonio et al., 2020]. The
interested reader is advised to consult this reference for further details on that topic.

1 Mesh-based shape measurement in stereo-DIC

To start with, this section introduces the calibration phase occurring in FE-SDIC with a particular emphasis
on the shape measurement problem. We recall that the difficulty when using a FE mesh is that it leads to a
shape measurement problem which is highly ill-posed. The standard method for regularizing the FE shape
measurement problem is also described hereafter.

1.1 Camera model

Let us assume that we have an existing CAD description of the nominal geometry of the specimen, which,
in experimental mechanics, is generally the case. Let Ω be here a surface domain referred to as Region of
Interest (ROI) and such that Ω ⊂ R3 corresponds to the visible surface of the theoretical shape. The aim
of the shape measurement is thus to find the geometrical transformation that updates Ω in order to fit
the true experimental surface. As classically done in SDIC [Sutton et al., 1999], each camera c is equipped
with a camera model Pc that maps any 3D point X ∈Ω expressed in the world reference system Rw to the
corresponding coordinates in pixels xc in the image frame. Mathematically, it is written as:

Pc :
(
Ω⊂R3)×R6 7→R2, (X , pc ) 7→ xc = Pc (X , pc ), (5.1)

where pc is a vector collecting the model’s parameters. More precisely, camera models Pc can be either
linear (in homogeneous coordinates) or non-linear to take into account lens distortions. It depends
on two sets of parameters: the intrinsic parameters (focal length, image center, horizontal/vertical as-
pect ratio, skew and possible distortion parameters) and the extrinsic parameters (3 rotations and 3
translations that map the reference frame of the specimen Rw to that of the imaging sensor Rc ). The
calibration of these parameters must be done prior to any measurement. In this study, intrinsic param-
eters are calibrated using calibration targets and a classic photogrammetric technique as described in
[Lavest et al., 1998, Garcia, 2001]. In the following, the instrinic parameters will be assumed to be known
and only the extrinsic parameters will be considered, such that for each camera c, the camera model Pc will
be entirely defined by pc ∈R6 (in accordance with (5.1)).

Remark. It is important to point out here that the CAD model of the nominal geometry has to be un-
derstood as the minimal, boundary-fitted spline mesh that properly capture the initial smooth geometry. In
other words, we assume in this chapter that the difficult task of building a consistent spline mesh from a raw
geometric model as generated by a CAD modeler (see chapter 1) has been handled in a pre-processing step.

1.2 Coupled calibration and shape measurement problem

As depicted in Fig. 5.1, the graylevel conservation assumption [Horn and Schunck, 1981] states that the
graylevel value fc (xc ) of the projections xc in each image fc of any 3D point X should be equal: f0(x0) =
f1(x1). Since both the actual shape and position of the specimen (with respect to the stereo rig) are not
known exactly, the graylevel conservation is not fulfilled. The calibration of the stereo rig thus consists in a
coupled problem aiming at finding the extrinsic parameters p = (

p0, p1
)

in addition to a shape correction
field S(X ),∀X ∈Ω, such that the advection of the nominal surfaceΩby the correction field S(X ) corresponds
to the actual surface.
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f0 f1
Figure 5.1 – Principle of the formulation of the calibration phase in FE-SDIC. A 3D point X and its corre-
sponding projections x0 and x1 onto the image planes.

More precisely, the shape correction and the camera parameters minimize the graylevel mismatch:

S?, p? = argmin
S∈U ,p∈R12

jcal(S(X ), p) with jcal(S(X ), p) = 1

2

∫
Ω

(
rcal

(
S(X ), p

))2
dΩ, (5.2)

and where the graylevel residual rcal(S(X ), p) is defined ∀X ∈Ω as:

rcal
(
S(X ), p

)= f0
(
P0(X +S(X ), p0)

)− f1
(
P1(X +S(X ), p1)

)
. (5.3)

Let us highlight, at this stage, that the graylevel residual is defined in Ω, i.e. in the reference system of the
model, which differs from subset-based SDIC, where it is written in the image frames. This the key point of
global SDIC [Dufour et al., 2015a, Pierré et al., 2017]. The unknown vector p gathering the extrinsic parame-
ters is already discrete so we can directly make it become p in the dicrete setting. The shape correction field
S lies in an infinite space (denoted by U in (5.2)) so an approximation subspace for S must be defined for the
numerical resolution. In FE-SDIC [Pierré et al., 2017], the core-idea is to consider here the same FE mesh
as the one which enables to accurately describe the solution in FE simulations (i.e., the analysis-suitable FE
mesh). As for FE-DIC in chapter 4, the goal is to simplify the dialog with standard simulation software. As
a result, making use of the same notations as in chapter 1 (see, e.g., (1.1)), we look for the FE field Sh such
that:

Sh(X ) =
nF E∑
i=1

Li (X ) qi = LT (X ) q, (5.4)

where L is a (3nF E × 3) matrix gathering the nF E standard Lagrange shape functions Li and q is a vector
that collects the 3nF E corresponding DOF. In addition, note that qi in (5.4) is the subset of q gathering
the three components {q1

i , q2
i , q3

i } of the field Sh(X ) associated to shape function Li . Problem (5.2) is an
unconstrained optimization problem involving two different sets of unknowns. Its resolution is based on a
fixed point algorithm which consists in alternatively minimizing the graylevel functional jcal with respect to
p (calibration) and to q (shape measurement). The two resulting minimization problems are detailed in the
following.

Minimization with respect to the camera parameters. The shape correction field Sh(X ) being fixed, the
set of parameters p is the solution of the following calibration problem:

p? = argmin
p∈R12

jcal(LT (X ) q,p). (5.5)
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Following the discussion of previous chapter, such a non-linear least-square problem is efficiently solved
using a Gauss-Newton algorithm, see [Pierré et al., 2017] for details.

Minimization with respect to the shape correction field. The extrinsic camera parameters p being fixed,
the DOF vector q is the solution of the following shape measurement problem:

q? = argmin
q∈R3nF E

jcal(LT (X ) q,p) (5.6)

This non-linear least-square problem is also solved using a Gauss-Newton algorithm. At iteration k +1, the
solution is sought as q(k+1) = q(k) +d(k)

q , where the descent direction d(k)
q is the solution of the following

linear system [Pierré et al., 2017]:

H(k)
F E d(k)

q = b(k)
F E with


H(k)

F E =
∫
Ω

L (J(k)
0

T ∇ f (k)
0 − J(k)

1

T ∇ f (k)
1 ) (J(k)

0

T ∇ f (k)
0 − J(k)

1

T ∇ f (k)
1 )T LT dΩ

b(k)
F E = −

∫
Ω

L (J(k)
0

T ∇ f (k)
0 − J(k)

1

T ∇ f (k)
1 ) rcal(LT (X ) q(k),p) dΩ

.

(5.7)
In the above equation, ∇ f (k)

c =∇ fc (Pc (X +LT (X )q(k))) where ∇ fc defines the gradient of the graylevel image
fc and J(k)

c = Jc (X +LT (X )q(k)) where Jc denotes the Jacobian with respect to X of the projector Pc (5.1), i.e.
such that (Jc )i j = ∂Pc i /∂X j , ∀(i , j ) ∈ {1,2}× {1,2,3}.

Remark. Up to now, the shape correction field was defined as homogeneous to a displacement field, with
three components corresponding to the three spatial dimensions. But, since a shape correction field tangent
to the surface does not actually modify the geometry (problem (5.6) allows for global and local sliding of the
surface [Pierré et al., 2017]), it is solved in projection onto the normal of the nominal surface. This treatment
can be viewed as a firts regularization of problem (5.6). More precisely, the shape correction field becomes a
scalar field. The operator and right-hand side become:

ZT H(k)
F E Z and ZT b(k)

F E , (5.8)

respectively, with Z being a 3nF E ×nF E operator representing the normal. In what follows, although we keep
notations H(k)

F E and b(k)
F E of (5.7) for simplicity, the reader must keep in mind that the projection onto the

normal of the nominal surface is performed.

Remark. Given the discussion of chapter 4, the interested reader may think of developing a modified
Gauss-Newton scheme to end up with constant operators for the iterative resolution of problems (5.5)
and (5.6). From this point of view, it may be emphasized that the operators here (such as H(k)

F E and b(k)
F E for

shape measurement) are quite different from the FE-DIC operators (they involve the Jacobians of the camera
projectors and the gradients of the two images). As a result, it seems, at least from our numerical experiments,
that taking both the Hessian and gradient operators (of jcal) constant severely affect the convergence. Never-
theless, although it may not appear easy at first glance to extend the ICGN approach, the very simple strategy
of modifying only the right hand side might be relevant here to ensure computational time saving (similarly
as in Eq. (4.42) in chapter 4). Corresponding investigations are in progress.

Remark. As any gradient-based optimization algorithm, the question of the initial guess of p and q is
crucial. On the one hand, as stated above, the theoretical shape is supposed to be a good approximation of
the actual shape in experimental mechanics, therefore q = 0 is a good initialization. On the other hand, the
extrinsic parameters are not known. It is usually initialized by picking manually some (at least 3) points on
the mesh and on each image. However, even under these conditions, and particularly when the discrepancy
between theoretical and real shape is significant, a pyramidal multi-scale initialization technique may be
relevant to improve convergence. This last point is more deeply discussed in the next paragraph.
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1.3 Standard regularization of FE shape measurement

As stated above, in FE-SDIC as in most FE simulations, a unique interpolation subspace is used for both
the approximation of the geometry and of the displacement (basic principle of isoparametric FE). The ap-
proximation subspace is therefore entirely defined by the choice of a FE mesh. However, the shape of the
specimen is generally rather smooth and regular and it should require less DOF than the displacement field
which may comprise important gradients. Another way of considering FE-SDIC would consist in a suit-
able mix of an appropriate mesh for shape measurement and a different finer FE mesh that properly com-
pute the displacement (i.e., an analysis-suitable mesh). Using standard FE, such a regularization approach
would require non-trivial projection procedures between unstructured 3D surface meshes, which are often
accompanied with a modification of the (generally curved) geometry.

As a result, the common practice for mesh-based shape measurement consists in using the same re-
fined, analysis-suitable FE mesh both for shape and displacement measurement, but adding specific reg-
ularization terms when looking for the shape to avoid getting wiggly, irregular descriptions. Such a regu-
larization is also employed in a multi-scale initialization phase similarly as for the initialization of FE-DIC
(see beginning of section 1.2 in chapter 4). For FE shape measurement, the idea consists in filtering the
images (once again usually by means of pixel aggregation) and regularizing the shape simultaneously. A
classic way of regularizing is to resort to what is reffered to as the Tikhonov regularization technique in the
DIC community, i.e. to complement system (5.7) as follows:

(H(k)
F E +ηT) d(k)

q = b(k)
F E −ηT q(k), (5.9)

where T is a linear operator such that T q expresses the gradient of Sh(X ) and η is a penalization pa-
rameter whose value can be interpreted as the filter cut-off frequency (see, e.g., [Dufour et al., 2016,
Pierré et al., 2017] for more details). The larger η, the higher the regularization level. In practice, choosing
the correct regularization length may be tricky. More importantly, a satisfying value may not exist in some
challenging situations where the real and theoretical shapes are far from each other, as will be seen in sec-
tion 3. That is why we propose, in the following, a novel regularization scheme for FE shape measurement
that has a strong geometrical meaning.

2 Non-invasive multilevel geometric regularization

Our regularization strategy is based on the projection of the FE mesh-based shape measurement prob-
lem (5.6) onto more regular spline-based subspaces. As stated in chapter 4, spline-based functions have
already been successfully used in DIC given their high degree of regularity (see, e.g., [Cheng et al., 2002,
Xie and Farin, 2004, Réthoré et al., 2010a, Elguedj et al., 2010, Kleinendorst et al., 2015]). In the context of
shape measurement, their interest is expected to be even more important since these functions are partic-
ularly adapted to optimize free-form surfaces [Kiendl et al., 2014, Hirschler et al., 2019c].

2.1 Inspiration: structural shape optimization

From a mathematical and a numerical point of view, we notice that the mesh-based shape measure-
ment problem (5.6) coming from the experimental mechanics community shares many similarities with
the shape optimization problem encountered in structural design. Indeed, structural shape optimiza-
tion also aims at finding the optimal geometry of a structure and involves a FE mesh in the pro-
cess [Haftka and Grandhi, 1986, Haftka and Gürdal, 1993]. The difference only lies in the desired objective
which is related to the fulfillment of a certain structural behavior in shape optimization (see chapter 6 for
more information) while it concerns the fitting with the real surface in shape measurement. Therefore, the
purpose here is to draw inspiration from the techniques developed in the area of shape optimization to
improve the field of mesh-based shape measurement.
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Initial FE and CAD based shape optimization. One approach in shape optimization is actually very close
to what is performed for shape measurement (with respect to (5.9)): it consists in using the spatial lo-
cation of the FE nodes as the design variables (i.e., the variables that update the geometrical shape) in
combination with delicate mesh regularization techniques to prevent the appearance of irregular, "unre-
alistic" shapes [Firl et al., 2013, Bletzinger, 2014]. This strategy is classified as the FE-based approach in
the shape optimzation framework. Meanwhile, another class of techniques, denoted by the computer-
aided-design (CAD)-based approach, has also emerged for shape optimization: the idea is to resort to
the same spline-based functions as in CAD software to describe the geometry, namely the B-Spline and
NURBS functions [Cohen et al., 1980, Piegl and Tiller, 1997] (see chapter 1 as a reminder). The design vari-
ables are this time the spatial location of the control points of the spline entities, which, given the high
degree of regularity of spline functions, enables to get a light and smooth parametrization of the geom-
etry and of its update [Braibant and Fleury, 1984, Olhoff et al., 1991]. Figs. 5.2 and 5.3 illustrate the situa-
tion for a B-Spline curve and a NURBS surface, respectively (note that the initial spline entities have al-
ready been introduced in chapter 1, see Fig. 1.2). The difficulty with this second family of methods is then
transferred to the connection of the design model (i.e., the geometrical model where the design variables
are defned) and the analysis model (i.e., the fine numerical model that provides simulations of good qual-
ity) [Hasan Imam, 1982, Bletzinger et al., 1992]. Indeed, in CAD-based approach the design model is based
on splines while the analysis model is based on standard FE.

regularity

Spline curve
Control mesh

1C

(a) Initial B-spline model along with its
control mesh (degree p = 2 and knot-
vector Ξ1 = {0,0,0,0.5,1,1,1}).
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(b) Modification of the shape by moving
vertically the third control point.

Figure 5.2 – Shape modification of a two-element quadratic C 1 B-spline curve.

Figure 5.3 – Shape modification of a hemisphere (made of 4 quadratic C 1 NURBS patches). The control
point moves radially.

Multilevel isogeometric shape optimization. Benefiting from the discussion of chapter 1, it appears
obvious that one way to naturally communicate between the design and anaysis models is to use the IGA
framework [Hughes et al., 2005, Cottrell et al., 2009] since it enables to get an analysis model also made of
splines functions. That is why isogeometric (IG) shape optimization has been successfully applied to a
wide range of applications since the advent of IGA (see [Wall et al., 2008, Nagy et al., 2011, Nagy et al., 2013,
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Kiendl et al., 2014, Hirschler et al., 2019c, Wang et al., 2018] among others). More precisely, it is based on a
multilevel design concept offered by the spline technology in which one can refine the geometry without
altering its initial shape and regularity [Cottrell et al., 2007] (see again chapter 1). As a consequence,
different refinement levels of the same spline-based geometry are considered to define both design and
analysis spaces (see Figs 5.4(a)-5.4(b) (already present in chapter 1) and 5.5 for illustration in case of a
B-Spline curve and a NURBS surface, respectively). The coarser level is dedicated to the parametrization
of the shape to get "realistic" structures while the finer level defines the analysis model and is set to ensure
accurate mechanical solutions.

Remark. NURBS also offer the opportunity to apply shape variation by modifying the control point
weights. Nevertheless, unless a very coarse NURBS model is considered [Qian, 2010, Nagy et al., 2013],
it appears from the IG shape optimization community that it is generally sufficient for free-form surfaces
to only use the control point coordinates (see, e.g., [Kiendl et al., 2014]). We will perform similarly in this work.

Remark. In a general context, additional attention may be required when updating the shape for a rather
fine spline geometric model. Indeed, if the control points are allowed to independently move in every spatial
direction, fold-overs may appear. However, as noted through Eq. (5.8), only the normal component of the
displacement will be considered for the update of the geometry in our shape measurement, which naturally
circumvents the problem.

Element 1 Element 2

regularityC1

(a) Example of a design B-Spline
model composed of two quadratic C 1

elements.

regularityC1

Elements 1 2 3 4

(b) Example of an analysis B-Spline
model composed of four quadratic C 1

elements.

Elements 1 2 3 4

regularityC0

(c) Resulting fine FE model using the
IGA-FEM bridge of chapter 1 (the fi-
nal mesh is made of 4 standard C 0 −
C 0 elements).

Figure 5.4 – Going from a coarse spline representation to a fine FE mesh without modifying the initial ge-
ometry: (top) geometries; (bottom) shape functions.

IGA in mesh-based shape measurement. A first attempt in applying IGA to shape measurement has
been recently performed in [Beaubier et al., 2014, Dufour et al., 2015a, Dufour et al., 2016]. In these pio-
neering works, the authors considered a higher-order B-spline (monolevel) parametrization of the sur-
face (thereby acting on a geometrical object which is consistent with CAD) both for shape and displace-
ment measurements. The authors also went towards the identification of mechanical models by compar-
ing the measured isogeometric displacement field with a computed one using a dedicated isogeometric
code [Dufour et al., 2015b]. However, besides the effort to implement spline functions in the SDIC frame-
work, the problem is that the user ends up with an experimental displacement field that is expressed on a
spline basis, whereas most simulation tools are based on standard FE. Splines clearly provide flexibility for
shape and displacement measurements but make connection with most of today’s numerical models more
complex and so, are opposed to the core idea of global approaches to DIC.
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Initial CAD Model OPTIMIZATION Model ANALYSIS Model

Refinement

DESIGN Model

Figure 5.5 – Multilevel design approach: design and analysis spaces describe the exact same geometry and
are initially obtained through different refinement levels of the initial CAD model: (top) NURBS elements;
(bottom) Control points).

2.2 The proposed geometric regularization scheme

Herein, we build a hybrid IGA/FEM methodology for mesh-based shape measurement that draws up the
best of each technology. On the one hand, we consider as an input and output the FE mesh that is fine
enough to properly describe the underlying mechanics. In a second step, the FE mesh will thus be suitable
for displacement measurement using stereo-DIC and this resulting kinematic field will be easily compared
to a computed one obtained from existing, standard FE codes. On the other hand, we undertake to use the
splines along with an extension of the isogeometric multilevel design concept (see again Figs 5.4(a)-5.4(b)
and 5.5) for the description of the geometry and of its update in the shape measurement process. The ad-
ditional ingredient of our approach is to make use the previously developed IGA-FEM bridge (see chapter 1
and [Tirvaudey et al., 2019a]) to be able to communicate between the different approximation subspaces for
the geometry (multilevel B-Spline or NURBS parametrizations) and for the displacement (analysis-suitable
FE mesh).

Principle. Let us start by noticing that the multilevel isogeometric concept performed in shape optimiza-
tion can be easily extended to carry out a sort of multilevel design: one may begin with a coarse design
model to represent the major tendencies of the surface and then refine the spline model to get the sharper
variations. A similar idea has recently emerged in [Bandara and Cirak, 2017]. Based on that observation,
the key point of our regularization strategy is to build a set of multilevel spline parametrizations of the ge-
ometry and to relate them to the multi-scale images used for the initialization of the shape measurement
(see Eq. (5.9)). More precisely, the principle is illustrated in Fig. 5.6. The different approximation subspaces
that describe the geometry are chosen in accordance with the resolution of the images so that the shape
measurement problem is naturally regularized at each scale (number of DOF versus number of pixels, no
need for additional regularizing terms). Moving from scale s to finer scale s −1, the spline design space is
enhanced while keeping the same geometry, and the initial solution for the shape measurement problem of
scale s −1 is taken as the final solution of scale s. Since it is based on functions coming from the geometric
design community, the proposed regularization scheme has a strong geometrical meaning, that is why we
refer to geometric regularization to characterize our technique.
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initial coarse spline model

optimized coarse spline model

refined spline model

updated refined spline model
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Figure 5.6 – Principle of the proposed geometric regularization: a multilevel spline design process is coupled
with the multi-scale initialization of shape measurement.

Formulation. To mathematically formulate the different operations, let us now recycle some of the no-
tations introduced in chapter 1. We denote by Dc, f the spline refinement operator that relate the coarse
spline matrix functions Rc to the fine one R f and, conversely, the fine control points’ locations x f to the
coarse control points’ ones xc :

Rc = Dc, f R f and x f =
(
Dc, f

)T
xc . (5.10)

Such transformations enable to communicate between the different multilevel spline discretizations of
Fig. 5.6. Recalling that the desired input and output in our methodology is the fine (analysis-suitable) FE
mesh, it is now required to establish a link between this FE mesh and these different (multilevel) spline-
based descriptions. This is where the IGA-FEM bridge developed in chapter 1 comes into play. As a remain-
der it enables to map a n-element p-degree C 0 basis onto a smooth (possibly rational) n-element p-degree
spline basis. This transformation leads to the building of the Bézier-based operator DF E that will relate the
fine standard nodal Lagrange discretization (same description as in Eq. (5.4)) to the finest smooth spline
discretization:

R f = DF E L and xF E = DT
F E x f . (5.11)

As an example, this treatment has been performed to obtain the FE model of Fig. 5.4(c) starting with the
spline model of Fig. 5.4(b). From the resulting FE mesh, we then have the opportunity to recover the refined
spline Hessian and gradient operators without implementing IGA but simply by projecting the related FE
operators onto the reduced, spline basis (see again chapter 1). More specifically, from Eq. (5.7) we can
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compute the associated spline operator H f
IG such that (superscript k omitted):

H f
IG =

∫
Ω

R f (J0
T ∇ f0 − J1

T ∇ f1) (J0
T ∇ f0 − J1

T ∇ f1)T R f T
dΩ

=
∫
Ω

DF E L (J0
T ∇ f0 − J1

T ∇ f1) (J0
T ∇ f0 − J1

T ∇ f1)T LT DT
F E dΩ (5.12)

= DF E HF E DT
F E .

As well, the spline gradient operator b f
IG can be obtained from its FE counterpart bF E (see Eq. (5.7)) as

follows:
b f

IG = DF E bF E . (5.13)

Furthermore, the same procedure can be applied to recover the coarse spline operators from the fine FE
ones: Hc

IG = Dc, f H f
IG

(
Dc, f

)T = Dc, f DF E HF E DT
F E

(
Dc, f

)T

bc
IG = Dc, f b f

IG = Dc, f DF E bF E

. (5.14)

Consequently, the isogeometric regularized shape measurement systems of form Hc
IG dqc = bc

IG and

H f
IG dq f = b f

IG can be solved instead of the ill-posed fine FE shape measurement systems (5.7). Finally, let
us remember that the resulting isogeometric DOF vectors, denoted by qc or q f , can be back-converted in
terms of nodal FE shape update q:

q = DT
F E

(
Dc, f

)T
qc or q = DT

F E q f , (5.15)

so that a unique basis is used for the representation of the surface at each multilevel step. For more clarity,
an overview of the different transformations is given in Figure 5.7.

Remark. As in chapter 1, we clearly observe through Eqs. (5.13) and (5.14) that our method can be
interpreted as a reduced-order method: the initial FE-based system is projected onto the reduced smoother
isogeometric basis. Note, however, that specifically choosing the isogeometric basis as the reduced basis here
seems to be highly relevant since (i) it is geometrically sound and (ii) operator Dc, f DF E is sparse which
enables good computational time saving.

Remark. It may also be noticed here that, as for the non-invasive implementation of IGA in chapter 1, the
proposed scheme is essentially applied to quadratic functions since almost all standard FE codes do not go
beyond second-order Lagrange finite elements. In other terms, the idea is to start with a quadratic B-Spline or
NURBS description of the nominal shape (which is sufficient to represent most of engineering surfaces) and
then build upon it a fine quadratic FE mesh (of identical geometry) that could be used for 3D displacement
measurement. Nevertheless, let us emphasize again that the proposed methodology could be directly applied
to higher-order spline-based discretization, provided that the corresponding higher-order FE are available in
a FE-SDIC environment.

Global scheme. Finally, an overview of the proposed regularization scheme included in the full calibration
of the whole stereo rig is given in Fig. 5.8. For simplicity, we denote by Ds the extraction operator that maps
the fine FE space onto the spline discretization of scale s, i.e. Ds is defined such that:

D0 = DF E and Ds =
(

s−1∏
i=0

D(s−i ),(s−i−1)

)
DF E , ∀s ∈ {1, ..,ns} , (5.16)

where ns is the number of scales and s = 0 corresponds to the finest scale while s = ns refers to the coars-
est scale. As can be observed, making use of the IGA-FEM bridge, the implementation is performed from



2. Non-invasive multilevel geometric regularization 117

mesh basis fun. Hessian op. gradient op. shape update

coarse spline: xc

x f

xFE

DT
FE

Rc

Rf

L

DFE

qc

qf

q

DT
FE

Hf

HFE

HFE

DFE DFE
Trefined spline:

fine FE:

bf

bFE

bFE

DFEH f =

Hc =

bf =

b
c
=

T
D
c,f

D
c,f

IG IG

T
D
c,f

IG D
c,f

IG IG D
c,f

IG
T

D
c,f

Figure 5.7 – Overview of the different transformations enabling to communicate between the fine (analysis-
suitable) FE mesh and the different (multilevel) spline-based discretizations.

standard FE-SDIC routines with minimal effort, that is why we refer to as non-invasive to characterize our
strategy (see also chapters 1 and 2 where the concept of non-invasiveness in the field of computational me-
chanics is further discussed). Summarizing, we proceed as follows for the regularization. From the initial
CAD representation of the theoretical surface, we build in the pre-processing step a fine analysis-suitable
FE mesh and the different multilevel spline discretizations through their corresponding extraction opera-
tors Cs . Then, entering into the shape measurement loop and beginning with the coarsest scale, we project,
at each iteration of the Gauss-Newton solver, the FE hessian and gradient onto the first-level spline space
and solve the associated regularized spline system. We thus end up with the spline shape update that can be
converted in terms of nodal FE shape update so that the FE hessian and gradient can be updated for the next
iteration. Going to the finest scale, we finally repeat the previous procedure with the different refined spline
spaces to regularize at each scale. The final shape can be given either in terms of splines (thereby directly
compatible with CAD environments) or in terms of finite elements (thus facilitating the communication
with numerical simulations).

STEREO CALIBRATION

REGULARIZED SHAPE MEASUREMENT

PRE-PROCESSFrom initial CAD      and fine images, build:
       -  FE mesh: 
       -  multilevel extraction operators:
       -  multi-scale images:  

Decreasing loop on (multi-scale loop)

Loop on (fixed point loop)

Calibration of cameras' parameters

(Gauss-Newton to solve problems of form (5.5))

Loop on

Compute          and           from         ,         and         

(Classic FE shape measurement routine)    

Solve IG regularized system:

Update IG shape:

Update FE shape:

end

end
end

POST-PROCESSBuild final optimal shape:

       -  IG description:

       -  FE description:

Figure 5.8 – Overview of the proposed regularization scheme included in the full calibration of a stereo rig.



118 Chapter 5. Mesh-based 3D shape measurement with stereocorrelation

3 Assessment of the proposed regularization through a real example

The proposed regularization technique for FE mesh-based shape measurement is now assessed through the
analysis of a real experiment. A steel open-hole tensile specimen of size 180×50×2 mm and hole diameter
28 mm is considered. A dedicated speckle pattern is laser printed over a layer of uniform white paint. A pair
of 5 Mpx CCD cameras and 50 mm lenses is used to capture the 8bit 2452x2052 digital images presented
in Fig. 5.1. The stereo-angle is set around 25◦ which represents a good compromise between in-plane and
out-of-plane uncertainties [Balcaen et al., 2017]. The intrinsic parameters of the non-linear camera models
(first order radial distortions) are calibrated prior to the experiment using a series of digital images of a
calibration target made of a grid of 12x9 dots with a step size of 3 mm. As stated previously, the obtained
intrinsic parameters are considered fixed in the remainder of the study.

More precisely, the configuration for shape measurement is as follows. The specimen is clamped at
the top and bottom jaws of an electro-mechanical tensile testing machine. Since the jaws are slightly mis-
aligned, the hyper-static clamping generated a torsional moment and the specimen twisted. The misalign-
ment was around 2 or 3◦ which should generate significant waviness. With this test case, it is possible to
analyze the method in a configuration where the difference between the theoretical (considered flat) and
real (twisted) shapes is significantly greater than in standard mechanical experiments.

3.1 Pre-processing: construction of the multilevel spline design spaces and FE mesh

The nominal geometry of the sample consists in a plate with a circular hole. We proceed as classically in
IGA for the building of the first spline model: 4 quadratic C 0-C 0 elements compose the coarse spline mesh,
as depicted in Fig. 5.9(a). Note that this geometry is similar to the one in chapter 1, see Fig. 1.4. Once again,
the interested reader is referred to, e.g., [Piegl and Tiller, 1997, Cottrell et al., 2009] for more details regarding
NURBS constructions. Along the radial direction, even if degree 1 would be sufficient, we also take degree 2
so as to be consistent with the final FE-mesh that is made of standard 9-node (i.e. bi-quadratic) elements.
Starting with the NURBS model of Fig. 5.9(a), we then only perform knot-insertion (inserting one knot at a
time) to get the different (multilevel) NURBS parametrizations (see Figs. 5.9(b) and (c)). We finally further
carry out knot-insertion and apply the IGA-FEM mapping of Eq. (5.11) to obtain the analysis-suitable FE-
mesh (see Fig. 5.9(d)).

Figure 5.9 – Initial CAD parametrization, multilevel NURBS meshes and final fine FE mesh. The C 0 lines are
in orange. The final FE mesh is composed of 1000 elements.

3.2 Shape measurement results

Classic FE-based shape measurement without any regularization. A first classic FE shape measurement
is performed using the FE mesh given in Fig. 5.9(d) without any regularization. The obtained shape is rep-
resented in Fig. 5.10. In order to compare the shape measurements obtained with the different techniques,
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and in particular with the standard subset-based approach, we choose the color data to represent the dis-
tance to the best fitting plane (BFP) instead of directly plotting the shape correction field Sh(X ). Indeed,
Sh(X ) is not available with the subset approach [Garcia, 2001, Garcia et al., 2002]. The obtained shape is
typical of a twist test. The waviness is around one millimeter, which, at the scale of this specimen, is large.
In addition, the resulting shape is relatively noisy. Even though the noise is one order of magnitude smaller
than the artificially large shape correction field, it still seems large and unphysical.

Figure 5.10 – Twisted specimen: shape obtained with classic FE-SDIC without regularization (def. scale fact.
x30).

Use of standard Tikhonov regularization. In order to regularize this noise, a classic Tikhonov regulariza-
tion technique is considered here. The shape obtained for three different regularization weights is given in
Fig. 5.11. As expected, using Tikhonov regularization, the shape measurements appear clearly smoother,
especially for large values of the regularization weight (see Figs. 5.11(a) and (b)). For a lower value, the so-
lution looks more like the shape obtained without regularization which means that the regularization is not
sufficient (see Fig. 5.11(c) with respect to Fig. 5.10). Now, the interested point to observe here is that high
levels of regularization may also affect the shape. Indeed, on Fig. 5.11(d), the influence of the regularization
weight on the shape is depicted, with the subset approach as the reference. Using a too large regularization
weight reduces the displacement magnitudes and underestimates the shape waviness. This is due to the
differential nature of the Tikhonov regularization (5.9): we recall that it relies on the gradient of the shape,
thereby eliminating, e.g., the rotations. Asymptotically, using very large values of regularization would lead
to an almost constant correction field, which would correspond to a rigid body translation of the observed
surface with respect to the theoretical CAD. In other words, a satisfying value of the regularization weight
may not exist, as it seems to be the case here.

Figure 5.11 – Twisted specimen: shape obtained using a classic FE-SDIC with Tikhonov regularization for
different values of the regularization length: decreasing values of the regularization length from (a) to (c)
respectively (def. scale fact. x30).

Use of the proposed geometric regularization. Next, the proposed geometric regularization scheme is
considered with the same image set. The multi-scale initialization technique described in Fig. 5.6 is ap-
plied with three scales using the three NURBS meshes of Fig. 5.9. The corresponding shapes obtained at
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each scale are given in Fig. 5.12. First, it can be observed that the shapes obtained at the three scales are
very smooth. Indeed, the very low-dimensional spline approximation subspace acts as a very strong reg-
ularization technique. Each of the three shapes are very similar to each other and also in good agreement
with the shape provided by the subset DIC method. In addition, the reduction in the correction field’s mag-
nitude observed when using the Tikhonov regularization does not occur here. Even at the highest scale,
where the spline representation is particularly coarse, a very good approximation of the shape is already
obtained. This property of the geometric regularization is particularly interesting for the highest scales of
the multi-scale approach, since they are associated to high regularization levels.

Figure 5.12 – Twisted specimen with the proposed geometric regularization (def. scale fact. x30).

Finally, Fig. 5.13(left) presents the evolution of the standard deviation of the graylevel residual field in
percent of the reference image dynamics (later denoted relative residual) as a function of the iteration num-
ber. It compares the convergence of the problem with and without iterating between calibration of extrinsic
parameters (• symbols) and shape correction problems (× symbols). It can be seen that, at least on this case,
converging the fixed point algorithm (by alternating between calibration and shape problems) is mandatory
to converge towards an accurate solution. It is the case here because the actual shape is significantly differ-
ent from the initial CAD. On the (right) side of the same figure, the relative residual is plotted as a function
of the CPU time normalized by the CPU time taken by one iteration at scale 0, for the monoscale (only scale
0) and multi-scale approaches. It can be seen that, although the number of iterations may increase, the
computational time is clearly reduced (divided by 2 in this case), since the higher scales are associated to
low definition images whose interpolation is far cheaper. Note also, that when using the multi-scale ap-
proach, the value of the relative residual was lower than that of the monoscale alternative. Lower relative
residual emerges from the fact that the multi-scale initialisation, in addition to convergence acceleration,
was designed to avoid local minima.

Summary and discussion. Recapitulating, we have developed in this chapter a hybrid IGA-FEM
strategy for the regularization of the FE mesh-based shape measurement. From a regularization point
of view, the proposed strategy draws inspiration from the techniques developed recently in the isogeo-
metric shape optimization community, especially with the multilevel design concept [Kiendl et al., 2014,
Hirschler et al., 2019c, Wang et al., 2018]. By making use of the advanced spline refinement procedures and
of the IGA-FEM bridge developed in chapter 1, the key idea here is to extract, from the initial FE subspace,
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Figure 5.13 – Convergence of the algorithm on the twisted use case: (left) convergence (VS iterations) of the
relative residual with (black) and without (blue) the fixed point iterations and (right) convergence speed (VS
dimensionless time) for the monoscale and multi-scale approaches.

smoother multilevel spline parametrizations of the geometry and to relate them with the multi-scale im-
ages used for the initialization of shape measurement. This treatment enables to efficiently regularize the
problem at each scale. Our results clearly indicate the superiority of the approach, especially as the real and
the theoretical shapes are far from each other. We always manage to obtain a consistent smooth final shape
within a limited number of iterations (see also [Colantonio et al., 2020] where additional tests are carried
out), while the standard Tikhonov regularization appears to fail in presence of rotations. From a practi-
cal point of view, the proposed approach consists of nothing more than projecting the ill-posed FE shape
measurement problem onto more regular spline subspaces by using appropriate operators. But among the
possible reduced bases which may regularize the FE shape problem, the one presented here yields the iso-
geometric system that has the great advantages to be geometrically sound and sparse. As a result, we end
up with a technique that draws up the best of IGA and FEM technologies. On the one hand, we benefit from
the increased smoothness of spline functions for the description of the geometry and of its update. On the
other hand, we can perform the resolution in a non-invasive manner from an existing FE-SDIC code and,
we are able to describe the final shape using the same fine FE mesh as the one which could be used for
displacement measurement and identification of mechanical models.

The interested reader may notice that the proposed methodology is inspired from the current practice
in isogeometric shape optimization except for the last ingredient that consists of complementing the mul-
tilevel isogeometric concept with the IGA-FEM bridge [Tirvaudey et al., 2019a]. Conversey, this last com-
ponent could be interesting for the field of shape optimization and particularly within the original CAD-
based approach [Hasan Imam, 1982, Braibant and Fleury, 1984], since it would enable to naturally relate
the (spline-based) design and (FE-based) analysis spaces. We actually did some work in this direction,
see [Bouclier et al., 2019]. More precisely, by means of the same kind of transformations as the ones here,
we have been able to build an analysis 8-node FE shell mesh sufficiently close (in terms of geometry) to an
initial design NURBS shell mesh. The interest is that this FE mesh can be computed using an existing FE
industrial software, taken as a black-box. In other words, we are able to perform isogeometric shape opti-
mization without implementing IGA practically. Some results of isogeometric shape optimization of shells
have been obtained using the well-known industrial software Abaqus.

Returning to the case of FE shape measurement, the limit of our method is that it involves an input FE
mesh that is (at least) quadratic (and even made of elements exhibiting a tensor product strucutre, i.e the
9-node element) so that we are able to extract from the corresponding FE analysis space different smooth
quadratic spline design spaces. To generalize the method to any arbitrary FE mesh, we are currently work-
ing on an extension using the concept of Free-Form Deformation (FFD) originating from the graphic design
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area [Sederberg and Parry, 1986], and also applied in engineering fields as, for example, aerostructural opti-
mization [Duvigneau, 2006, Lassila and Rozza, 2010, Kenway and Martins, 2014]. It enables to decouple the
design space from the geometry to be updated. We further discuss the idea of FFD in the next chapter where
we extend it for the isogeometric structural shape optimization of stiffened panels.
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Designing structural parts against the material limits, the impact of loads, and many other con-
straints, is a standard interest in engineering. However, finding the best possible design, namely the
optimal design, is a complex discipline that combines mathematics and mechanics. More importantly
than for shape measurement in previous chapter, a close link between the geometric and analysis
model is essential in structural shape optimization since both models constantly communicate in-
side the optimization loop. As a result, shape optimization is a great application of IGA since the
latter integrates CAD and analysis. Let us point out here that, once again as in previous chapter, the
initial CAD model has to be understood as the minimal boundary-fitted spline mesh that properly
capture the initial smooth geometry. Since the advent of IGA, isogeometric structural shape optimiza-
tion has been the object of intensive studies; see, e.g. [Wall et al., 2008, Qian, 2010, Nagy et al., 2010,
Nagy et al., 2011, Nagy et al., 2013, Kiendl et al., 2014, Taheri and Hassani, 2014, Wang and Turteltaub, 2015,
Fußeder et al., 2015, Kang and Youn, 2016, Lian et al., 2017, Wang et al., 2017, Choi and Cho, 2018,
Lei et al., 2018, Wang et al., 2018, Hirschler et al., 2019c, Weeger et al., 2019]. A general procedure,
which has been improved over the years [Daxini and Prajapati, 2017, Wang et al., 2018], is commonly
adopted. Roughly speaking, it is based on (i) a multilevel spline concept between the design and analysis
models [Nagy et al., 2013, Kiendl et al., 2014, Wang and Turteltaub, 2015, Hirschler et al., 2019c] and (ii)
updating the shape by altering the spatial location of the control points.

From this overview, it appears that isogeometric shape optimization has not yet been truly applied to
real-world structures. More precisely, mainly simple geometries modeled as single patch structures have
been considered. However, as underlined in chapter 3 (see especially Fig. 3.1), it is well-known that a single
spline patch cannot represent large and complex geometries. We are interested here in stiffened structures
which are omnipresent in aeronautics (see chapter 3 again). The final goal is to be able to properly opti-
mize the shape and position of the stiffeners, and also if desired, the global shape of the panel. Such an
issue has been faced in the standard FEM community: see, e.g., [Mulani et al., 2013, Locatelli et al., 2014,
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Singh et al., 2017]. It can be noted that these frameworks lack of compactness in the sense that several soft-
wares are used during the different steps of optimization (geometry parametrization, meshing, analysis),
which necessarily involves some approximations, thereby severely affecting the robustness and flexibility of
the shape design process.

Based on what has been yet successfully developed in chapter 3 for computing stiffened panels,
this chapter aims at applying isogeometric shape optimization for designing representative aerostruc-
tures. The key point concerns the "geometrical" handling of non-conforming multipatch discretiza-
tions for shape optimization. We present a methodology inspired from Free-Form Deformation tech-
niques [Sederberg and Parry, 1986] and we introduce an embedded shell formulation. It enables to impose
complex geometric constraints between non-conforming patches in a simple and suitable manner. This
work has been performed in the PhD thesis of Thibaut Hirschler [Hirschler, 2019] and has mainly been
published in [Hirschler et al., 2019b]. The interested reader is advised to consult these references for com-
pleteness. Finally, we open the door for the efficient design of structural details within such complex macro-
structures by running a shape optimization process that calls upon the non-conforming non-invasive algo-
rithm of chapter 2(section 3.2). This last work shares the same philosophy as in [Hirschler et al., 2019b] and
has been actually achieved before in [Bouclier and Passieux, 2018].

1 Isogeometric shape optimization

To start with, we outline here the basics of isogeometric shape optimization. The main ingredients regard-
ing the design aspect have already been given in chapter 5(section 2.1) given the proximity of the shape
measurement and shape optimization problem. As a result, we only formalize here the isogeometric shape
optimization approach and sometimes refer to the illustrations of previous chapter. Since the intended
application concerns aerostructures in this chapter, an emphasis on shells is made regarding the illustra-
tions. For further details on isogeometric structural shape optimization, the interested reader is advised to
consult [Hirschler, 2019](chapter 3) and [Hirschler et al., 2019c], from which this part was extracted.

1.1 Optimization flowchart

Fig. 6.1 describes the main steps of the shape optimization process. It gets an initial CAD model as a main
input. As an output the optimal shape is provided and, an interesting point to notice is that this shape is a
spline geometry too. Therefore, the result is directly usable by designers and, thus, for production. There
is no need to re-design the final geometry in a CAD environment as it would be the case with FE-based
optimization. From a global point of view,the optimal spline geometry is obtained from an iterative process
with three steps. Each iteration consists in:

1. updating the current shape in a hopefully better one,

2. running the analysis for this new geometry and then inferring mechanical and/or geometrical prop-
erties of interest,

3. computing new design variations to further improve the structure.

A more detailed description of each step of the process is given in the following paragraphs.

1.2 Multilevel design

As highlighted in previous chapter (see especially Fig. 5.5), the main ingredient is the multilevel approach
which allows to define the design and analysis models in a versatile manner. Indeed, both design and anal-
ysis models are initially obtained through spline refinement of the initial geometry of the structure and
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Figure 6.1 – Isogeometric shape optimization flowchart: overview of the main steps of the process.

thus represent the exact same geometry during the optimization process. The shape variations are im-
posed on the design model. Therefore, depending on the complexity of the admitted shape variations,
one can choose an appropriate discretization level. Then, the level of refinement for the analysis model
is defined so as to ensure good quality of the computation. Obviously, the analysis model is finer than
the optimization model. Finally, thanks to the refinement procedure of spline functions, the link be-
tween both models is kept (see Eq. (5.10) as a reminder). Once again, we refer the interested reader to,
e.g., [Piegl and Tiller, 1997, Lee and Park, 2002] for more details on refinement strategies of splines and their
matrix representation.

1.3 Design variables

The isogeometric framework provides a proper and accurate way to vary the geometry. It has long
been established that shape control of splines is very comfortable and leads to smooth optimal de-
sign [Hasan Imam, 1982, Braibant and Fleury, 1984]. Indeed, a straightforward and natural way of modi-
fying the shape of the structure is to move the control points (see again Figs. 5.2 and 5.3). As in previous
chapter, even in case of NURBS we only use the control point coordinates as design variables, the influence
of the weights being minimal in case of general free-form surfaces [Qian, 2010, Kiendl et al., 2014]. Even-
tually, as quickly mentioned in previous chapter, taking the control point coordinates as design variables
requires attention to avoid local non-injectivities due to fold-overs. In the context of isogeometric shape
optimization, links between design variables and move directions are usually set up to avoid these chal-
lenges [Wall et al., 2008, Kiendl et al., 2014, Taheri and Hassani, 2014, Wang et al., 2017]. Fig. 5.3 showed this
idea in the case of a hemisphere. By letting only each design control point moving in the radial direction,
we avoid mesh distortion problems.

1.4 Formulation and resolution

A constrained optimization problem. A typical shape optimization problem can be formulated as the
minimization of a given objective function carried out over a set of admissible domains. In this work, we
focus on the common shape optimization problem that consists of minimizing the compliance (in other
words, maximizing the rigidity of the structure) under a given volume constraint (otherwise the solution
would be an infinite volume). Other objective or constraint functions could have been considered as the
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mass, the displacement of a given point of the structure, the maximal stress, or in the non-linear regime, the
critical buckling load for instance. The design space is limited by lower bound sl and upper bound su which
surround the ns design variables collected in vector s = (s1, s2, . . . , sns ). The volume of the structure (or,
equivalently the surface area in case of shape optimization of shells) is denoted by V which has to be lower
than a prescribed volume V0. In the discrete setting, the shape optimization problem formally consists of
looking for the design variables s such that:

min f (s,u(s)) where f (s,u(s)) = 1

2
f(s)T u(s) subject to sl ≤ s ≤ su ,

V (s) ≤V0.
(6.1)

f and u are quantities coming from the discrete governing equations of the direct problem, i.e. in our case,
the isogeometric distretized mechanical problem. u is interpreted as the state variable of the problem here.
It is obviously the displacement DOF vector that comes from the resolution of the mechanical problem
corresponding to a given set of design variables s: K(s)u(s) = f(s).

This work is not focused on the development of a new, specific optmization algorithm. There
are actually plenty of efficient numerical methods to solve such an optimization problem (see,
e.g., [Nocedal and Wright, 2006]). We use here the gradient-based algorithm SLSQP [Kraft, 1988] available
in many scientific packages, as for instance SciPy [Jones et al., 01 ]. From the simple algorithms pre-
sented in chapter 4 in case of unconstrained optimization, the algorithm used here is based on the SQP
method [Fletcher, 1987] that can be viewed as an extension of the Newton method for constrained opti-
mization. At each major iteration, an approximation is made of the Hessian of the Lagrangian function as-
sociated to (6.1) using a quasi-Newton updating method. These methods are appealing because the Hessian
is not directly computed but approximated through the gradient variations during the resolution, thereby
offering simplicity, minimal computational cost and good convergence properties. A popular method for
this approximation is the BFGS Hessian update strategy [Broyden, 1970].

Sensitivity analysis. The crucial issue when using such algorithms is the computation of the sensitivities,
i.e. the gradient of the objective function (and constraint function) with respect to the design variables. For
a proper and fast computation of the sensitivities, global finite difference, which consists in perturbing each
design variables with a small variation and evaluate the response of the structure for each of these pertur-
bations, is often proscribed in favor of semi or even full analytical derivation. In our case of the compliance
as objective function, a simple chain rule to derive the composition f (s,u(s)) leads to the following result
for the i th component of the gradient [Nagy et al., 2013, Kiendl et al., 2014]:

(∇ f
)

i = uT
(
∂f

∂si
− 1

2

∂K

∂si
u
)

, (6.2)

where ∂f
∂si

(respectively, ∂K
∂si

) denote the vector (resp. matrix) gathering the derivative with respect to si of the
components of f (resp. K). In the present situation, the problem is self-adjoint so the adjoint sensitivities
performed above do not involve any equations to be solved, while global finite difference sensitivities would
have required ns additional problem resolutions. In the semi-analytical framework, the derivatives of the
force vector and stiffness matrix with respect to the design variables in (6.2) are approximated by first-order
finite differences. As a result, one has to build as many stiffness matrices and force vectors as the number
of design variables, but there is no need to solve the state governing equations for each design variable.
The interest of semi-analytical sensitivities, besides the appearing simplicity, is the independence to the
element formulation. This is very convenient from an implementation point of view. However, it may be
less robust because of the parameter to choose in the finite difference.

To overcome this issue it is possible by uing IGA to evaluate the sensitivities in a fully analytical
fashion [Qian, 2010, Nagy et al., 2013, Taheri and Hassani, 2014, Lei et al., 2018]. Basically, the procedure
follows three steps; first, one expresses the link between the design variables and the control points of the
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design model; then, one makes use of the isogeometric bridge to transfer the sensitivities to the control
points of the analysis model; and finally, one explicitly differentiates the IGA operators with respect to
the control points which is easier when resorting to a finite element formulation based on curvilinear
coordinates (as it is the case for shells, see chapter 3(section 2.2)). In this work, we compute the sensitivities
analytically for better robustness and minimal computational cost. We do not go further into the details
here, the interested reader is advised to consult [Hirschler, 2019](chapter 3) and [Hirschler et al., 2020] for
further insights regarding this point.

Remark. To conclude this first section, it may be noticed that, in case of shape optimization, the initial
guess for the gradient-based algorithm is straightforward: this is the first shape provided by the designers
according to their experiences. Thus, the process of Fig. 6.1 modifies the shape of the structure in the neigh-
borhood of the initial geometry, which most of times results in a mechanical response significantly improved
from that of the initial configuration. The main problematic rather conerns the choice of an appropriate de-
sign space. Note finally that a similar procedure as the one for initializing the shape measurement problem
of previous chapter can be applied here: starting with a very coarse discretization, the design model is re-
fined successively each time a minimum is reached, which results in an efficient filtering strategy as shown
by [Bandara and Cirak, 2017].

2 Design of innovative stiffened structures

Applying the isogeometric shape optimization strategy introduced above for designing large stiffened
aerostructures is a challenging task from both geometric and analysis sides. From the analysis point of view,
we have built in chapter 3 an efficient strategy to couple non-conforming discretizations. After reminding
the interest of such a DD solver to be integrated into the shape optimization loop, we focus in this section
on the geometrical aspect. Indeed, an adequate methodology needs to be developed in order to impose the
shape modification of complex isogeometric structures with multiple parts.

2.1 Interest of a DD solver for the shape optimization of complex structures

Structural optimization is computationally expensive because it requires a large successive number
of structural (and sensitivity) analysis (see again Fig. 6.1). If the goal is to design complex, real-world
structures, then it is crucial that these computations are efficiently performed. In this context, the non-
conforming DD solver developed in chapter 3 provides some benefits. First, the use of non-conforming
discretizations is convenient during the shape update since (i) it avoids to call on cumbersome meshing
procedures to impose matching meshes between the stiffeners and the panel (see Fig. 3.1 as a reminder).
Then, the proposed DD algorithm enables (ii) not to recompute the parts of the structure in non-design
areas at each optimization iteration. As an example, this means that we do not need to re-assemble and
re-factorize the stiffness operator of the panel if only the position and shape of the stiffeners are to be
optimized. Finally, similarly as in chapter 4, the choice of the starting point of the iterative DD solver may
be improved during the optimization iterations by (iii) taking the solution of the previous design. We recall
that we have not implemented the method in parallel within the scope of this work. We only discussed the
issue here in order to motivate future researches in this direction.

Remark. As stated previously, Problem (6.1) involving the compliance is self-adjoint so no additional
direct resolution is required for the evaluation of the sensitivities. However, the computation of the sensitivities
for general objective functions are often performed with the adjoint method which requires the computation
of an adjoint problem (same operator K but different right-hand side). Consequently, the benefits highlighted
above for the computation of u also applies in the general context for the computation of the sensitivities.
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2.2 Geometric modeling: embedded surfaces

From the geometrical point of view, we first build a modeling based on the use of embedded (or immersed)
surfaces to handle the geometric constraint of keeping the different parts of the structures connected during
shape modification.

2.2.1 Geometric challenges

The simple case of a portion of a cylinder with one stiffener helps to highlight the geometric challenges to be
faced. A first (design) configuration can be defined as depicted in Fig. 6.2(left). Two classical spline surfaces
describe the portion of cylinder and the stiffener. During the design, or more specifically, the optimization
process, the designer may want to modify the shape of the different parts by moving the control points of the
design spline model (following the procedure outlined in section 1 and Fig. 6.1). The first difficulty occurs
when trying to modify the shape of the stiffener (see Fig. 6.2(top)). We want the bottom of the stiffener to
perfectly lie on the cylinder. This geometric constraint is not easily fulfilled: sliding the control points along
the edge of the cylinder disconnects the surfaces. The second difficulty is to modify the global shape (here
the portion of cylinder) while keeping the substructure connected (see Fig. 6.2(bottom)). More precisely,
the question here is: how to transfer the shape update from the global part to its substructure? If we move
one control point of the main surface, the stiffener does not lie anymore on it. In this simple case, one
could formulate an appropriate condition in order to glue the stiffener but, in general, it is not a trivial task.
In case of curvilinear stiffeners lying on a curved surface, re-parametrizations and approximations appear
inevitable if the standard isogeometric strategy for shape optimization is adopted. Instead, we are looking
here for a compact approach that does not require cumbersome re-parametrization procedures. This is
particularly crucial to get a robust shape optimization strategy.

• Local modification / non-planar direction 

• Global modification

penetration

Figure 6.2 – Geometric difficulties to impose design modifications to a stiffened cylinder: (top) while mov-
ing, the stiffener disconnects with the cylinder, and (bottom) the stiffener does not follow the shape varia-
tion of the cylinder.

2.2.2 Using spline compositions for shape updating

Embedded surface. We introduce the concept of embedded surface in order to overcome the geometric
challenges highlighted in Fig. 6.2. The idea comes from [Bauer et al., 2017] who considered univariate em-
bedded entities. More precisely, in [Bauer et al., 2017], they embed curves into a surface to model cables in
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membrane structures or to apply line boundary conditions to a shell structure without being limited to the
edges of the surface. A similar procedure is undertaken to define the stiffener (see Fig 6.3 for illustration).
We do not use classical spline surfaces to describe the stiffeners. Instead of a simple surface, we introduce
the composition of a spline volume and a spline surface. In other words, we immerse a surface into the
parametric space of a volume. The volume can be seen as a mapping that smartly transforms the embed-
ded surface in order to create a final surface with the desired properties. This idea offers a novel strategy to
generate geometric models of stiffened structures. This new approach is formalized in Fig. 6.4.

As stated at the begining of the chapter, the proposed strategy can be related to FFD techniques which
are commonly used in graphic design to deform objects and are also applied, e.g., for aerostructural opti-
mization [Duvigneau, 2006, Lassila and Rozza, 2010, Kenway and Martins, 2014]. In that sense, the design
approach presented here is not entirely disconnected from the current industrial methods. However, the
interested reader could notice in the following that the transformation of the full embedded entity will be
performed whereas only the FE-node locations are altered by the volume mapping in the standard FE-based
FFD approach. From here on, we will interpret the embedded entities (i.e., the stiffeners) as slave parts since
their shapes are driven by external geometric properties. Conversely, the master parts (i.e., the panels) are
those which dictate specific constraints during the shape update.

Mathematical description. Let us now mathematically formulate the geometric modeling. We define the
mapping V h as a spline volume, i.e., following notations introduced in chapter 1:

V h(ξ1,ξ2,ξ3) =
n3D

IG∑
i

Ri (ξ1,ξ2,ξ3)xi , (6.3)

where Ri are trivariate spline basis functions and xi are the related control point locations. The parametric
coordinates ξ1, ξ2 and ξ3 are defined over the parametric domain denoted by Ω̄ (see Fig. 6.3 again, left). The
embedded surface Āh is a spline surface defined as:

Āh(θ1,θ2) =
n2D

IG∑
j

R̄ j (θ1,θ2)x̄ j , (6.4)

with R̄ j some bivariate spline basis functions and x̄ j the location of the associated control points living in
the parametric space of the volume. As in chapter 3, θ1 and θ2 are the parametric coordinates associated to
the immersed surface. Under the consideration that the codomain of Āh is included in domain Ω̄, we finally
compose the two previous mapping (6.3) and (6.4) to get the physical surface:

Ah(θ1,θ2) =V h ◦ Āh(θ1,θ2) =V h(
Āh(θ1,θ2)

)
. (6.5)

The final surface Ah is parametrized by the same set of variables (θ1,θ2) as the embedded surface Āh and it
returns value in the physical space R3.

Potential for shape optimization. If the approach eases the construction of complex stiffened structures,
it also offers interesting features related to shape optimization in a general context. Indeed, using spline
compositions offers two possibilities for imposing shape deformations. By modifying the volume (through
the location of control points xi ), one can act on the global shape. By acting on the embedded entities
(i.e., moving control points x̄ j ), one can modify specific parts, as for instance the stiffeners. The bonding
conditions at the interfaces are automatically satisfied (from a geometrical point of view). This point will
be further accounted for in section 2.4 where results of shape optimization of stiffened structures will be
presented. Finally, it is worth noting at this stage that the proposed embedded strategy is adapted to the
analytical derivation of the sensitivities since there exists an exact link between the shape parameters and
the resulting analysis models (in other words, no approximations are involved during the shape update and
transformation into the analysis model). Details regarding the computation of the analytical sensitivities
associated to the embedded approach can be found in [Hirschler, 2019](chapter 5).
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Figure 6.3 – Construction of a stiffened structure using embedded surfaces. The final surface describing the
stiffener is obtained by the composition of a spline surface and a spline volume.
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Figure 6.4 – Generating a geometric model of a stiffened structure by using the embedded strategy.
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2.3 Analysis: an embedded Kirchhoff-Love shell element

We have introduced the use of spline compositions for geometric requirements in section 2.2. In order to
carry out the shape optimization process of Fig. 6.1, we also need to perform the structural analysis. To
this end, we now build an embedded Kirchhoff-Love shell element that takes into account the geometrical
spline composition. The basic components presented in chapter 3(section 2.2) for the standard isogeomet-
ric Kirchhoff-Love shell serve as prerequisites here.

Mid-surface defined by spline composition. The continuum formulation of the embedded Kirchhoff-
Love is formally identical to the standard Kirchhoff-Love formulation. The same kinematic assumptions
are postulated. It means that all the equations from (3.3) to (3.8) remain true. Things become different at
the discretization step since the spline composition comes into play. The starting point of the Kirchhoff-
Love element formulation is the definition of the covariant base vectors (see Eqs. (3.1) and (3.2)). Taking
Eq. (6.5), we observe that the surface is parametrized and, therefore, it has curvilinear coordinates which
are θ1 and θ2. As a consequence, the definition of the covariant base vectors is straightforward and is given
by the chain rule (same treatment as in (4.36) for instance):

ah
α = ∂Ah

∂θα
= ∑

k=1,3

[
Āh

,θα
·ek

]
V h

,ξk

(
Āh)

α= 1,2 , (6.6)

where the subscript (·),ξ = ∂(·)/∂ξ indicates the partial derivative with respect to variable ξ and ek are the
unit basis vectors associated to the volume coordinate system in the parameter space (i.e. corresponding to
direction ξk , see Fig. 6.3(left)). Then, given Eq. (3.8), the derivatives of the covariant base vectors versus the
curvilinear coordinates are also required. Starting from Eq. (6.6), we thus need to apply one more time the
chain rule, which yields:

ah
α,θβ

= ∑
k=1,3

[
Āh

,θαθβ
·ek

]
V h

,ξk

(
Āh)+ ∑

k=1,3

∑
l=1,3

[
Āh

,θα
·ek

][
Āh

,θβ
·el

]
V h

,ξkξl

(
Āh)

. (6.7)

Remark. It may be noticed from Eq. (6.7) that we recover the need for a smooth C 1 surface for the
Kirchhoff-Love shell formulation (since second-order derivatives of the surface are involved). This require-
ment can be satisfied here with two spline mapping of higher regularity. Indeed, if both the embedded sur-
face Āh and the volume mapping V h are C 1, then the spline composition Ah is de facto C 1.

Approximation space for the displacement field. Applying Galerkin’s method raises the question of the
choice of the approximation space for the displacement field. In fact, the isoparametric concept may not
be applicable in case of a spline composition. We basically have two choices in the present situation (once
again, we make sure that the displacement field is at least C 1 to be consistent with the Kirchhoff-Love for-
mulation, see again (3.8)):

1. based on the trivariate spline discretization of the mapping (6.3):

uh(θ1,θ2) =∑
i

Ri
(

Āh(θ1,θ2)
)
ui , (6.8)

2. based on the bivariate spline discretization of the embedded surface (6.4):

uh(θ1,θ2) =∑
i

R̄ j (θ1,θ2) ū j . (6.9)

The first choice provides an immersed-like approach where the deformation of the shell is prescribed by
the surrounding volume (see, e.g., [Burman et al., 2015, Schillinger and Ruess, 2015] and chapter 2). The
second choice is close to the standard Kirchhoff-Love isogeometric shell. The mapping only plays a role
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from the geometric point of view since it modifies the shape of the embedded surface but it is not involved
in the solution space. We consider for the intended applications in this work the second approach given
its numerical and implementation simplicity (no need for specific quadrature rules, for specific treatments
to counterbalance the ill-conditioning of the system, etc). Consequently, the difference with respect to the
standard shell formulation essentially lies in the additional trivariate mapping step that modifies the shape
of the undeformed configuration. Finally, introducing approximation uh from (6.9) into (3.7) and (3.8) and
applying the equilibrium of the shell leads to the typical system (3.9) where the trivariate spline mapping is
introduced into (3.10).

Remark. We emphasize again at this stage that the other crucial ingredient from the analysis point of view
of our methodology is the use of the DD solver of chapter 3 which is adapted to the coupling of non-conforming
isogeometric shell patches. In the present situation of the embedded Kirchhoff-Love shell formulation, only
some precautions regarding the implementation (to take into account the additional trivariate mapping to
define the interface) are required. The particular point that has made possible such a straightforward exten-
sion is the pure algebraic approach followed to define the local null-spaces and pseudo-inverses in the DD
solver (see chapter 3(section 3.3)). Indeed, the embedded shell formulation being non-isoparametric, it is im-
possible to build, in general, the kernel of the stiffness operators of the embedded shells a priori. We refer the
interested reader to [Hirschler et al., 2019a] and [Hirschler, 2019](chapter 4) for more information regarding
this point.

2.4 Optimal design of multipatch shell structures

We now show that introducing embedded surfaces into the IGA-based shape optimization framework offers
new possibilities. It enables to tackle challenging optimization problems in a proper and accurate manner.
More precisely, we apply here the developed approach to three problems. First, the stiffened roof illustrates
that relating the design variables to the control points of the volume mapping (6.3) help to optimize the
global shape of structures composed of multiple parts. We will see that the global shape modifications of
the roof are automatically transferred to the stiffeners. Then, the curved wall problem shows how the de-
sign modifications of the embedded surfaces allow to optimize the shape and the position of stiffeners along
curved and complex geometries. In other words, we will demonstrate with this second test case that relating
the design variables to the control points of the surface mapping (6.4) offers a smooth way to optimize local
parts of a global structure. Finally, the aircraft wing-box problem proves the applicability of our approach
to design innovative real aeronautical structures. The examples are provided below with minimal explana-
tion to simplify the presentation. If one is interested in repeating the numerical experiments, all necessary
data and details can be found in [Hirschler et al., 2019b] and [Hirschler, 2019](chapter 6). It is also worth
noting that additional test cases were investigated in these two references, including a few where analytical
solutions were available: it was observed that our shape optimization approach enabled to recover these
reference solutions.

2.4.1 Global optimization: stiffened roof

The problem of the stiffened roof is derived from the initial shape optimization problem of a roof under
vertical uniform load [Bletzinger et al., 2005, Kegl and Brank, 2006]. Two stiffeners are added to the initial
square plate. We introduce two embedded surfaces to define these stiffeners. The model generation is
described in Fig. 6.5. The 4 corners of the plate are fixed.

In this problem, only global optimization is performed; that is, the embedded surfaces remain un-
changed during the optimization. Therefore, the shape modifications of the stiffeners are only imposed by
the design updates of the surface representing the roof. To this purpose, the design variables are associated
to the control points of the volume mapping. The volume mapping is discretized in 4-by-4-by-1 elements.
Degree 3 is taken in directions ξ1 and ξ2 while degree 1 is kept in direction ξ3 (see red points in Fig. 6.5).
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consists in generating a volume by extrusion. Degree one is set in the direction of the extrusion. Once the
volume is obtained, B-Spline surfaces (each made of a single element of degree 2-by-1) are embedded into
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roof during the whole process.
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In the end, the optimization model has 45 design variables that move the control points of the mapping in
the vertical direction z. The analysis model is defined such that the roof and both stiffeners are discretized
into 1024 and 256 bi-cubic elements, respectively. The area of the roof without the stiffeners is constrained
to be lower than 110% of the initial area of the square plate. The shape evolution of the design and anal-
ysis models is presented in Fig. 6.6(top). In addition, the evolution of the relative compliance during the
resolution of the optimization problem is shown in Fig. 6.6(bottom). The final shape is obtained after 120
iterations of the optimization algorithm. The compliance is drastically reduced: final relative compliance
is equal to Copt/C0 = 2.217 ·10-3. It is interesting to notice that the final shape has two planes of symmetry.
This was expected since the problem presents these symmetries. Therefore, some design variables have
identical optimal values. The fact that we obtain the symmetries without setting groups of design variables
is a meaningful indication to validate the result.

From an engineering point of view, this problem of the stiffened roof highlights an interesting issue.
We manage to solve the optimization problem with the substructure. One could also simplify the problem
by ignoring in the optimization process the stiffeners, assuming that they only have small influence on the
behavior of the global structure. We actually tried to solve in a first step the optimization problem without
the stiffeners, and we built the substructure afterwards. We computed the compliance on this new global
structure and we got a compliance approximately 15% higher than the one obtained when optimizing the
structure with the stiffeners. Given the simplicity of this structure, it highlights that tacking into account,
during the optimization, sub-parts as stiffeners, holes, and other geometric details can be essential to design
more complex structures of better quality.

2.4.2 Local optimization: curved wall

The second problem addresses the optimization of the shape and the position of a quite complex "cylindri-
cal" stiffener lying on a curved surface that represents a wall. Contrary to the stiffened roof problem, we do
not modify the geometry of the wall which is here the master part. For this problem, we focus on the sub-
structure only. In order to optimally design this substructure, we move the control points of the embedded
surface (i.e., the control points defined in the parametric space of the volume).

The geometric construction of the stiffened curved wall by means of the proposed embedded approach
is described in Fig. 6.7. The wall originally represents a quarter cylinder. We move some control points of
this initial NURBS surface to generate the final curved wall and build the volume by extrusion in the radial
direction (see Fig. 6.7(top-right)). The initial shape of the embedded surface is described in Fig. 6.7(bottom).
A set of design variables is defined so as to be able to modify the cross-section and the position of the
stiffener. With the chosen discretization, six groups of four control points are spread out along the main
direction of the stiffener. For each group of control points, we define four design variables as explained
in Fig. 6.7(bottom-right). Therefore, a total of 6 × 4 = 24 design variables is used for this example. The
area of the stiffener is constrained to be lower than the initial one V0. Additional inequality constraints
between the design variables are included into the optimization problem in order to prevent the occurrence
of undesired shapes during the resolution. Then, the analysis model is defined through k-refinement of the
optimization model: the wall is discretized with 32-by-32 bi-cubic NURBS elements and the embedded
surface is composed of 16-by-64 cubic B-Spline elements. Finally, the bottom of both the wall and the
stiffener are considered fixed and a pressure is applied over the wall (see Fig. 6.7(top-left)).

The optimization results are given in Fig. 6.8. During the resolution, the stiffener moves along the wall
until it is located at the middle. As for the previous example, this result was predictable given the symmetry
of the problem. In addition, it may be observed that the cross-section of the stiffener is larger at the bottom
than at the top of the wall. This makes sense here since a large cross-section at the bottom improves the
fixation of the overall structure. The cross-section also becomes larger where the deformations are critical.
The compliance of the final multipatch shape is equal to Copt = 2.416 ·10-3, which is 39% lower that for the
initial configuration. Recalling that only local shape variations are performed here, the gain is significant
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and highlights the potential of our methodology to handle local optimization of complex structures.

2.4.3 Designing an aircraft wing-box

We have mainly shown so far how the embedded approach enables to add stiffeners to curved panels. How-
ever, the method should not be limited to this purpose. To demonstrate the flexibility of the developed
approach and its potential to handle more sophisticated models, we finally apply it to design the internal
substructure of a real wing. Several parametrization-based methods have been recently suggested in order
to obtain alternative designs to classical wing box designs characterized by straight and parallel ribs and
spars [Jutte et al., 2014, Locatelli et al., 2014, Dubois et al., 2018]. The inspiration for curved structural com-
ponents comes from dragonfly wings [Jongerius and Lentink, 2010]. The main issue in these (FE-based)
approaches comes from the numerous intermediary (approximation) steps that separate the definition of
the design and analysis models. This prevents from a proper sensitivity analysis and thus makes the use
of gradient-based optimization algorithm almost impossible. Furthermore, the geometrical description is
limited (most authors start from a planar geometry and then extrude it in the normal direction). Our ap-
proach appears more generic and full analytical sensitivities can be computed thanks to the isogeometric
link between design and analysis (see again [Hirschler, 2019](chapters 3 and 5) and [Hirschler et al., 2020]
for details regarding sensitivity analysis).

Versatile construction of an aircraft wing. We consider the case of a subsonic aircraft wing adapted
from [Vassberg et al., 2008]. We build the wing with its internal substructure made of ribs and spars. To
this purpose, we adopt the strategy depicted in Fig. 6.9. The starting point is to describe the outer geometry
which defines the skin. In our case, we use four B-Spline surfaces, two for the top and two others for the bot-
tom (see Fig. 6.9(a)). Once it has been done, we define two B-Spline volumes that fill the domain delimited
by the skin (see Fig. 6.9(b)). For each volume, we now have the possibility to embed spline surfaces in its
parameter space, as shown in Fig. 6.9(c). The spline composition of the embedded surfaces with the volume
mapping leads to surfaces that are perfectly lying inside the domain delimited by the skin and no geometric
approximation at the interfaces are introduced (see Figs. 6.9(c) and (d)). At the end, it leads to a model with
16 patches (4 quadratic standard shell patches for the skin, 8 and 4 quadratic embedded shell patches for
the ribs and the spars, respectively). In addition to being tedious to generate, an analysis-suitable model of
the wing (i.e., with only matching interfaces as discussed in Fig. 3.1) would lead to a much larger number
of patches. It could not be achieved without calling upon specific geometric modelers. Here, the modeling
task is thus simplified and offers more flexibility.
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Physical space:

Step 2. Embed entities

Volume 
Mapping

Upper Skin
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Internal 
Volume

Step 1. Generate internal volume

(a)
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Figure 6.9 – Construction of the model of the wing by means of the proposed embedded approach.

Design capabilities and shape optimization. As in the previous example, we perform here local optimiza-
tion; that is, we move the control points associated to the embedded surfaces to impose shape modifica-
tions to the internal substructure of the wing. More precisely, the geometric model and the definition of
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the design variables are depicted in Fig. 6.10. Each rib is described with a B-Spline of one single element
with degree two in the main direction, and degree one in the vertical direction. The same applies for the
spars except that they are discretized with two elements which allows to set more design parameters. The
control points of the spars are movable in the ξ1-direction of the volume parameter space (see Fig. 6.10(bot-
tom)). The same motion is prescribed to the edges joining the upper and the lower skin. Thus, four design
variables per spar are set. One common design variable is defined at the junction between the spars em-
bedded in the volume 1 and 2 in order to maintain there connection. Additionally, three design variables
per rib are defined, and move the control points in the ξ2-direction of the volume parameter space (see
Fig. 6.10(bottom)). We end up with a total of 38 design variables. We also add geometric constraints into the
formulation of the optimization problem that guarantee a minimal distance between the ribs. The wing is
finally considered fixed on its right end and a pressure is applied to its top skin.
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• Shape parametrization

xspars

xribs

ξ1

ξ2

ξ1

ξ2

Volume 1 Volume 2

Parameter space

Mapping

Parameter space

ξ1
ξ3

ξ2ξ1
ξ3

ξ2

Volume 1

Volume 2

Embedded 
surfaces

Physical space

Ribs Spars

Figure 6.10 – Construction of the geometric model of the representative wing (top) and definition of the
design variables for the shape optimization of its internal substructure (bottom).

The optimization results are given in Fig. 6.11. Thanks to the construction, the curvature and the cross-
section variations of the wing are automatically taken into account during the optimization process. The
volume mapping can be interpreted as a function that enables to keep the structural components inside
the volume delimited by the skins. No additional procedures are required that could have broken the link
between the shape parameters and the final geometric model of the wing, as in alternative FE-based ap-
proaches [Jutte et al., 2014, Locatelli et al., 2014, Dubois et al., 2018]. One can observe the evolution of the
deformation of the wing during the optimization. The overall displacement of the wing is drastically re-
duced. The maximal displacement of the final design is about 10 times lower than the one of the initial
design. The compliance is therefore reduced to a great extent, C opt/C0 = 0.213, whereas the overall area
is kept constant. The final design has ribs and spars with curved shapes. It proves that curved structural
components can largely improve the mechanical behavior of the wing. It coincides with the observations
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from other recent works [Mulani et al., 2013, Jutte et al., 2014, Locatelli et al., 2014, Zhao and Kapania, 2016,
Dubois et al., 2018, Wang et al., 2019]. Such innovative designs can surely improve further aircraft struc-
tures, and more generally, stiffened structures. It also motivates the construction of a robust and efficient
framework that enables to design these new future designs. We believe that such numerical experiments
account for the potential of our method to meet this challenge.

3 Towards the optimal design of structural details within macro-structures

The combination of the DD solver developed in chapter 3 with the immersed modeling approach intro-
duced in previous section allows for proper and effective design of complex multipatch isogeometric struc-
tures. To go even further regarding the complexity of the envisaged structures, we now open the door,
through a simple numerical experiment, for the efficient design of structural details within such large
macro-structures. To this end, the idea here is to make use of the modeling and analysis strategies built
in chapter 2. Indeed, as highlighted throughout chapter 3, the DD solver and the non-invasive algorithms
of chapter 2 are both appropriate in a multiresolution context. Only the application differs: the DD solver is
suitable for multipatch isogeometric structures while the non-invasive algorithms are adapted for integrat-
ing local details into global isogeometric structures. More precisely, we make use here of the non-invasive
algorithm (2.36)-(2.37) to adapt to any non-conforming configuration encountered through a shape op-
timization process. For the presentation, we recycle the notations of chapter 2; in particular, subscripts
1 and 2 are related to quantities of the global and local models, respectively. We also recall that domain
Ω1 = Ω11 ∪Ω12 ∪Γ characterizes the global isogeometric model, and the local model of domain Ω2 is ex-
pected to replace the global model in subdomainΩ12 through data exchanges across Γ.

A simple test case. As a preliminary example, we consider here the simple shape optimization problem
illustrated in Fig. 6.12(a). The detailed setup for this problem can be found in [Bouclier and Passieux, 2018].
The position of an inclusion within a global plate is optimized so as to provide, as in previous sections,
maximal rigidity for the structure. The design variables are the horizontal and vertical coordinate of the
center of the inclusion, denoted by xc and yc , respectively (see Fig. 6.12(a) again). Standard 2D elasticity is
used here for the mechanical modeling. The Young’s modulus of the inclusion is chosen to be a hundred
times smaller than that of the plate (E1 = 103 and E2 = 10). As an optimization algorithm, we make use, this
time, of the black box fminsearch available in matlab. This routine uses a gradient-free algorithm: it is the
Nelder-Mead simplex algorithm as described in [Lagarias et al., 1998]. For sure, more sophisticated iterative
schemes, as based on the gradient as in previous sections, could be used to improve the optimization per-
formance. Nevertheless, our goal here being to prove the interest of making use of the non-invasive solver
developed in chapter 2(section 3.2) for the analysis step (see Fig. 6.1 again, step 2) rather than building an
advanced optimization tool, we choose to initiate the study with this simple algorithm. (Once again, let
us quote here that this last experiment has actually been carried out before the works achieved regarding
the shape optimization of stiffened structures [Hirschler et al., 2019b].) Starting with an inclusion located at
position x0

c = 2 and y0
c = 2, the optimization process is expected to lead to the configuration of a central in-

clusion, i.e. such that xr e f
c = 3.5 and y r e f

c = 5. Indeed, the further the inclusion is from all plate boundaries,
the less stress concentration is encountered around the inclusion. For illustration purpose, the solution
in terms of Von Mises stress is plotted for the initial configuration and the expected optimized one (see
Figs. 6.12(b) and 6.12(c), respectively).

Interest of a global/local non-invasive solver for the shape optimization of local details. The optimiza-
tion algorithm here calls upon the non-conforming, non-invasive algorithm (2.36)-(2.37) to get the displace-
ment solution at each configuration encountered through the optimization process. A maximum number
of iterations of 20 is prescribed for the non-invasive iterative algorithm. From a general point of view, we
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recover the same benefits as when we make use of the DD solver of chapter 3 for the shape optimization of
multipatch structures (see section 2.1): (i) no need for cumbersome meshing procedures to impose match-
ing meshes between the plate and the inclusion, (ii) no need to fully rebuild and recompute the global/local
structure at each optimization iteration, and (iii) possibility to take the solution of the design n as an initial
guess to speed up the non-invasive solver running at optimization step n +1.

More precisely, focusing on point (ii) in the situation described in Fig. 6.12(a), the stiffness operators K1

and

[
K2 +

(
K

N
22

T −K
N
22

)]
in (2.36)-(2.37) are assembled and factorized once for all in a pre-processing step.

Then, the only things to do to compute the successive coupled solutions encountered at each iteration of
the optimization process are:

1. build the integration rule for the small immersed regionΩ12;

2. assemble r12, K
N
11, K

N
12 and K

N
21;

3. perform few lower and upper triangular resolutions to solve alternatively problems (2.36) and (2.37).

Conversely, a direct solver would require to fully rebuild and recompute the resulting global/local prob-
lem (2.32) (that may also appear ill-conditioned) at each of these steps.

Remark. It may be noticed that in the more general situation where the shape of the local detail is modi-

fied (along with its position), the local operator

[
K2 +

(
K

N
22

T −K
N
22

)]
needs to be updated at each optimization

iteration as well. However, we still save the assembling and resolution of the global model (over Ω1), which
is expected to be significantly larger (and thus requiring more computational resources) than the local model
overΩ2.

Results. Figs. 6.12(d) and 6.12(e) show the convergence of the objective function and of the design vari-
ables, respectively. The convergence criterion for the optimization algorithm relies on the stagnation of the
objective function as well as of the design variables: it stops when it gets below 10−4. It can be observed
that we are able to recover the expected optimized configuration through the optimization process, which
accounts for the ability of the non-invasive solver to adapt to any arbitrary non-conforming situations, in
particular when the edge of an element of the local model approaches that of an element of the global
model.

Even if further studies have not been carried out yet, we believe that the use of a dedicated global/local
non-invasive algorithm should definitely facilitate the process and ensure computational time saving in the
context of shape optimization of structural details. In addition, let us point out that the strategy may be
easily applied to complex shell structures as the ones of previous section. In this case, an analog treatment
as in Fig. 6.12(a) for the design modification could be performed in the parameter space of the shell. More
precisely, considering a shell surface obtained by the composition (6.5), the idea would be to define the
design variables of the local details in the parameter space of the embedded surface. The spline surface
mapping (6.4) would, in some sense, act as the volume mapping (6.3) to transfer the shape of the local
details into the parameter space of the volume (before the volume mapping put everything in the physical
space). From this point of view, the success of the study shown in Fig. 6.12 and the combination of this result
with the ones of previous section open the door for the development of effective optimization tools, based
on some non-invasive and DD numerical algorithms, to handle realistic applications. This motivates future
research in this direction and, more generally, encourages to make use of such algorithms when performing
multiresolution processes.
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Figure 6.12 – Simple optimization problem: the position of the inclusion (xc , yc ) in the plate is optimized
so as to provide minimal compliance for the structure. The optimization algorithm calls upon the non-
conforming non-invasive Nitsche solver of chapter 2(section 3.2) each time the objective function needs to
be evaluated.

Summary and discussion. This final chapter addresses the optimal design of representative aerostruc-
tures in the context of IGA. We recall that the cornerstone of the problem concerns the handling of mul-
tipatch shell models with non-conforming parametrizations. After answering the issue from an analy-
sis point of view with the construction of a dedicated DD solver in chapter 3, and formalizing its inter-
est to be integrated in a shape optimization loop, we develop in this chapter a full geometrical frame-
work that enables to perform the isogeometric shape optimization of any complex stiffened structure
found in aeronautics. More precisely, drawing inspiration from the Free-Form Deformation (FFD) con-
cept [Sederberg and Parry, 1986, Kenway and Martins, 2014], we introduce an embedded geometrical mod-
eling that enables to properly impose shape changes to stiffened structures. It simply consists in defining
the stiffener mid-surface by a spline composition of an embedded surface with a volume mapping related
to the panel. Using this embedded (or immersed) approach, one can either modify the embedded surface
for local optimization or the volume mapping for global optimization of complex shell structures. The final
geometric model obtained by spline composition is also directly used in the analysis step by formulating a
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new isogeometric, embedded Kirchhoff-Love shell element. This means that the original idea behind IGA
is maintained since both the design and the analysis are performed on a common geometrical model. It is
particularly attractive in the context of structural optimization since it provides an exact link between the
shape parameters and the resulting analysis model, thus allowing to derive full analytical sensitivities for
accurate and effective gradient-based optimization. Our approach thus appears very robust and generic in
contrast with the current FE-based framework [Jutte et al., 2014, Locatelli et al., 2014, Dubois et al., 2018],
where several intermediary approximation steps separate the design and analysis models. We have been
able, in particular, to create a versatile model of a wing with its internal substructure. Due to the use of
embedded entities, the internal substructure automatically follows the outer geometry of the wing during
shape update. This brings the possibility to explore new types of design while in usual aero-structural op-
timization, mainly sizing variables such as the thicknesses of the shell components are introduced into the
design process [Kenway and Martins, 2014, Keye et al., 2017].

To go even further regarding the complexity of the envisaged structures, we additionally open the door,
by carrying out a simple numerical experiment, for the efficient design of structural details within large
macro-structures. The idea is to make use, this time, of the global/local non-invasive strategies of chap-
ter 2 for the analysis step within the optimization process. We recover the same benefits as when us-
ing the DD solver of chapter 3 for the shape optimization of multipatch structures, namely it avoids call-
ing upon cumbersome meshing procedures and rebuilding and recomputing the whole coupled prob-
lem at each optimization iteration. This should, e.g., foster the handling of trimmed isogeometric en-
tities, thus offering a simple process to conduct the shape optimization of geometrical details (such as
holes [Wall et al., 2008, Fußeder et al., 2015] or inclusions) or even to perform local topology optimiza-
tion [Seo et al., 2010, Parvizian et al., 2012, Groen et al., 2017].

Given its robustness and versatility, the developed framework appears promising for address-
ing the complex field of Multidisciplinary Design Optimization (MDO) [Balesdent et al., 2012,
Martins and Lambe, 2013]: for instance, one can simultaneously optimize the outer geometry of the
aerostructure regarding some aerodynamic criteria and the shape of the internal substructure (possibly
including even more local details) regarding the structural behavior. Other prospects of our methodology
concern the extension to more sophisticated structural behaviors, such as involving vibration or buckling
which is crucial for slender structures [Lund and Stegmann, 2006, Nagy, 2011, Stanford et al., 2014]. If the
derivation of analytical sensitivities in the situation of eigenfrequency optimization seems staightforward, it
might be easier to resort to some solid-shell formulations [Bouclier et al., 2015b, Caseiro et al., 2015] in case
of buckling optimization. Perhaps the design of dedicated optimization algorithms would be necessary
as well here. Note finally that the proposed approach is surely not limited to aerostructures, but could
basically be applied to any other models composed of global and local parts (on can think, e.g., of designing
optimal micro-structured geometries using a similar procedure [Massarwi et al., 2018, Antolin et al., 2019]).
According to us, the use of the FFD concept to perform shape optimization is a relevant idea and should
be widely considered when the objective is to address complex situations. It can actually be viewed as
the counterpart of the immersed (or embedded) approach for numerical simulation: FFD-based shape
optimization offers the opportunity to decouple the design space from the actual geometry while immersed
methods allow for distinguishing the approximation of the displacement from the discretization of the
geometry. The same attractiveness as the one attributed to immersed methods in the context of scientific
computing is thus expected when using the FFD concept into the field of shape optimization.



CHAPTER 7

General conclusion and prospect

The present document addresses computational structural mechanics in general, starting by the develop-
ment of simulation tools both advanced and efficient, but also pragmatic, and going up to the resolution
of optimization problems allowing to improve the design of structures and to better understand the under-
lying mechanical phenomena. To this end, the proposed numerical strategies are based on IsoGeometric
Analysis (IGA) that possesses certain benefits over standard Finite Element Methods (FEM), given the direct
use for the analysis of the smoother functions of geometric modeling in Computer-Aided-Design (CAD) and
computer graphics. In particular, IGA provides an increased per-degree-of-freedom accuracy for the anal-
ysis of regular mechanical phenomena and offers a natural regularization scheme for general optimization
problems. In addition, various original domain coupling algorithms are built in order to enhance the nu-
merical efficiency of the methods (domain decomposition type solvers for high-performance computing
on parallel computer architectures) and to make them non-invasive (i.e., to simplify their implementation)
with regard to available computational packages. In this context, a particular care is taken to handle any
non-conforming coupling situations that could be met during a multiresolution process, such as during
structural optimization. These algorithms also allow not to recompute the full coupled problem when some
regions do not need to be modified. Finally, in terms of optimization properly speaking, two main research
fields are investigated: the shape optimization of aeronautic-type structures and the Digital Image Corre-
lation (DIC) in a broad sense (thus also including the calibration phase in stereocorrelation). For even more
effectiveness, the above computational tools are complemented by further developments, such as the for-
mulation of a specific geometric modeling enabling to properly update the shape of any arbitrary stiffened
structures, or the careful analysis of the optimization algorithm of DIC.

Given the range of developed algorithms and of treated topics, the works reported here offer multiple
prospects that have been mentioned all over the document and, in particular, in the paragraphs entitled
"Summary and discussion". Among the potential perspectives and as an example, the one that I would
especially like to focus on in the future concerns the field of data assimilation for experimental solid me-
chanics. Data assimilation in this context can be viewed as the higher-level optimization problem of DIC: it
consists of optimizing the parameters of the numerical model (material parameters, boundary conditions,
etc.) so that its numerical response matches with the measurements obtained by DIC. This research field is
also commonly referred to as mechanical characterization or model identification [Molimard et al., 2005,
Avril et al., 2008, Périé et al., 2009, Roux and Hild, 2018]. Such a subject seems crucial nowadays given the
genuine digital revolution initiated in the area of experimental mechanics. Indeed, the improved per-
formance of digital imaging tools offer access to rich experimental observations that may change funda-
mentally our vision on mechanical models [Leygue et al., 2018, Chinesta et al., 2018, Dalémat et al., 2019].
Meanwhile, as the volume of the measured informations is increasing, the classic data mining tech-
niques used to quantitatively exploit these large data-sets are no longer sufficient [Gomes Perini et al., 2014,
Bouclier and Passieux, 2017, Passieux et al., 2018, Neggers et al., 2018b]. For instance, with the advent of
volume imaging techniques (MRI, ultrasound, optical coherence tomography, etc.), it now becomes pos-
sible to obtain accurate 3D images of a sample at its microstructure scale (see, e.g., Fig. 1(b)). This massive
amount of data opens the door for identifying numerous mechanical parameters using a limited number
but more complex mechanical tests [Réthoré et al., 2013, Passieux et al., 2015a, Neggers et al., 2019]. To this
end, it appears necessary, in particular, (i) to optimize the experimental setup parametrization (e.g., sam-
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ple shape, loading conditions) in view of providing a vast amount of useful data, and (ii) to develop and im-
plement sophisticated computational methods to treat the resulting large data-sets through the resolu-
tion of the optimization problem of identification. I have very recently started to care about these two issues,
especially in the PhD Theses of Morgane Chapelier [Chapelier, 2021] and Ali Rouwane [Rouwane, 2021] who
I co-supervise with J.-C. Passieux and J.-N. Périé, respectively. Since the works reported in this manuscript
concern the computation of structures (and/or materials) with high-performance in an optimization con-
text, they should provide a good basis for addressing the general field of data assimilation in experimental
solid mechanics. More generally, such a research topic is at the interface between structural mechanics,
applied mathematics and computer science. As a result, I intend to treat the subject by pursuing and en-
hancing my current collaborations with the computational and experimental mechanics researchers of ICA,
with the optimizers of IMT, and with the computer scientists of IRIT ("Institut de Recherche en Informatique
de Toulouse").

More precisely, research focus (i) indicated above concerns the development of a numerical method-
ology in order to design innovative experimental tests that allow to identify, at best, multiple mechan-
ical properties. At this time, it seems that very little work has been achieved in this direction and there-
fore the corresponding research field appears to be relatively open. We may essentially note the contri-
bution of [Bertin et al., 2016] that establishes the framework on the topic but remains quite limited both
from a numerical and application point of view. The key idea is to study the spectral properties of the
covariance operator of the identified parameters due to measurement noise in order to maximize the sen-
sitivity of the measured displacement fields to those parameters. Only one geometrical design variable
for the sample was considered (e.g., a fillet radius) and no advanced computational methods for the di-
rect resolution as well as for the optimization loop were called upon. We are also aware of the work in
progress by [Chamoin et al., 2020] that seeks to use a topology optimization process based on the SIMP
(Solid Isotropic Material with Penalization) technique [Bendsøe, 1989, Sigmund, 2001], so that the opti-
mization problem formulated in [Bertin et al., 2016] can be solved without any a priori knowledge on the
specimen shape. The drawback with such an approach is that the optimization problem may not be con-
straint enough and therefore the algorithm may require additional tedious procedures to avoid leading to
strange configurations with respect to the involved mechanics. As a consequence, it seems that extend-
ing the isogeometric shape optimization framework outlined in chapter 6 to regularize and solve this new
optimization problem might constitute an interesting option. Furthermore, the non-conforming, non-
invasive coupling algorithm of chapter 2 would certainly be well appropriate to solve the involved direct
problem in a multiresolution context corresponding to slight geometrical variations (positioning of holes,
inclusions, see also last test case of chapter 6), or even corresponding to small modifications of the bound-
ary conditions.

Challenge (ii) raised above is general in the field and it appears obvious that the use of HPC tech-
niques such as the ones built in chapter 4(section 2) for DIC constitutes a good starting point for an-
swering such an issue. Now, we require to more closely look at the type of obtained measurements
(stereo, volume, confocal, hyperspectral imaging, etc.) to ensure an efficient treatment of the whole exper-
iment/measurement/identification process. In particular, the tools developed in this manuscript appear
promising for the mechanical characterization from volume image data, thus offering the opportunity in
the long term to calibrate a model at the scale of its microstructure [Chelaghma, 2018, Naylor, 2019]. In addi-
tion to the massive amount of data [Liu et al., 2019] (the current tomographic images can easily reach 2000×
2000 × 2000 voxels), the Digital Volume Correlation (DVC) problem [Bay et al., 1999, Leclerc et al., 2012,
Buljac et al., 2018b] is in general extremely ill-posed since a dedicated speckle pattern cannot be applied,
which makes the regularization a central issue [Gomes Perini et al., 2014]. As a solution, we propose to
build in [Rouwane, 2021] a dedicated image-based model and to use it as a regularization vector of the
correlation problem following an similar approach as the one of chapter 4(section 2), which also proved
to be efficient for the mechanical characterization itself [Réthoré, 2010, Réthoré et al., 2013]. We could
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then directly implement the HPC techniques of chapter 4. However, it seems that the construction of an
image-based model suitable for predictive simulation requires to resort to complex modeling procedures,
such as grouping together immersed boundary approaches (thus non-conforming) with higher-order and
smoother functions [Lian et al., 2013, Schillinger and Ruess, 2015, Verhoosel et al., 2015]. This often leads
to large-scale and ill-posed stiffness operators, which make the resolution a tricky task. A few very re-
cent works addressed the problematic in the context of linear monophasic materials [de Prenter et al., 2017,
Badia and Verdugo, 2018, Jomo et al., 2019], and nothing seems to have been achieved yet in a more general
framework, such as to handle non-linear heterogeneous materials (e.g., ). Here, the strategies of chapter 4
could be combined with the non-conforming, non-invasive algorithm of chapter 2 to efficiently solve
the DVC problem (and then the related identification problem) while using immersed-type approaches.
Finally, the resulting procedure could be complemented by other recent developments regarding non-
invasive coupling, such as those of [Duval et al., 2016] et [Oumaziz et al., 2018] in view of handling possi-
ble non-linearities within the constituents as well as within the interface, respectively. From a concep-
tual point of view, resorting to the global/local non-invasive method appears original not only for im-
age correlation but also for image-based simulation where more classic Schwartz/domain decomposition
or even multigrid -type strategies are rather considered [de Prenter et al., 2017, Badia and Verdugo, 2018,
Jomo et al., 2019, Liu et al., 2019]. Such a research project should lead to the construction of a pathbreak-
ing platform enabling the proper and fine identification of mechanical properties from different sets of
images taken both using tomographic or classical imaging, which, to the best of our knowledge, has not
yet been achieved.
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