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qui se veut logique."
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"If you don’t understand linear dynamics systems, you certainly can’t
understand nonlinear dynamical systems."
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Chapitre 1

Introduction

1.1 Avant propos

Ce sont principalement la commande et l’observation des systèmes non
linéaires qui ont motivé nos recherches depuis une quinzaine d’années. Nous
avons aussi travaillé sur l’analyse de ces systèmes mais de façon plus spo-
radique. En 2003, nous avons commencé une thèse, au laboratoire des si-
gnaux et systèmes de SUPELEC, sur la commande non linéaire des sys-
tèmes échantillonnées. Cette thèse nous a permis de prendre goût à l’analyse
et à la commande des systèmes à dynamique non linéaire. Nous y avons
étendu l’algorithme du Backstepping au cas des systèmes à entrées échan-
tillonnées en synthétisant une commande d’ordre quelconque. Nous avons
prouvé que l’augmentation de l’ordre de la commande implique une amélio-
ration de la précision et de la rapidité. Nous avons développé aussi un nouvel
algorithme de commande adaptative basé sur l’approximation des séries de
Taylor lorsque les paramètres du modèles sont incertains. Par la suite, nos
encadrants ont continué à travailler sur ce thème des systèmes échantillonnés
en dimension finie puis infinie et nous avons régulièrement collaboré avec eux
sur des problèmes d’estimation lorsque les sorties mesurées sont échantillon-
nées ou retardées.
Entre 2003 et 2010, nous avons en parallèle de notre thèse occupé un poste
d’ingénieur expert à la Direction Générale pour l’Armement et avons tra-
vaillé sur des applications de la commande non linéaire : cette expérience
a été enrichissante et nous a notamment permis d’expertiser des méthodes
avancées de guidage-pilotage utilisées alors dans l’industrie de la défense.
En 2010, nous avons rejoint l’Office National d’Etudes et de Recherches en
Aerospatiale (ONERA) : cela a été un réel changement ! Nous n’étions alors
plus l’un des rares ingénieurs à travailler sur l’automatique dans notre service

9



10 CHAPITRE 1. INTRODUCTION

mais étions désormais au sein d’une équipe spécialisée dans l’identification
et la commande des systèmes aéronautiques et spatiaux. Cette atmosphère
stimulante nous a permis de réaliser combien la recherche en automatique
linéaire était encore riche et source d’inspiration pour les chercheurs en auto-
matique non linéaire. Nous avons notamment commencé par travailler sur un
problème à mi-chemin entre ces deux communautés : celui de la commande
saturée des systèmes linéaires. C’est alors que nous avons découvert puis ef-
fectué des travaux de recherche sur la synthèse de boucles dites d’anti-windup
permettant d’obtenir un bon compromis entre la taille du domaine d’emploi
et la performance d’une commande linéaire saturée. En même temps, nous
avons commencé à cotoyer l’industrie aéronautique (Dassault Aviation puis
Airbus) et avons pas à pas été initié à de nouvelles problématiques qui ont
inspiré nos travaux de recherche en commande et observation non linéaires.

1.2 Organisation du mémoire

Ce mémoire est organisé en trois parties. Tout d’abord, nous retraçons
notre parcours et donnons les grandes lignes de nos activités de recherche,
d’encadrement ou contractuelles. Nous présentons dans la seconde partie de
ce mémoire trois thématiques de recherche en lien avec nos activités réalisées
à l’ONERA entre les années 2010 et 2018 :

— la commande sous contrainte de sortie : nous avons notamment pro-
posé une nouvelle méthode, dénommée OIST (Output to Input Sa-
turation Transformation), permettant de contraindre une sortie d’un
système sans avoir à déterminer l’évolution future de ce dernier. Cette
méthode peut se combiner avec la synthèse H∞ structurée. Elle per-
met aussi d’étendre la synthèse anti-windup au cas où la saturation
ne porte plus sur la commande mais sur une sortie du système.

— la synthèse d’observateurs et/ou de boucles d’anti-windup pour le gui-
dage basé vision. Ces travaux ont été motivés par l’atterrissage auto-
matique d’un avion de ligne en utilisant des capteurs inertiels et une
simple caméra monoculaire. Il s’agissait notamment de restaurer la
stabilité de la boucle de guidage basé vision alors que la profondeur
de champ de la caméra n’est pas connue et que les entrées de cette
boucle de guidage sont saturées.

— la commande de systèmes à dynamique non linéaire. Nous avons prin-
cipalement travaillé sur des systèmes triangulaires (strict-feedback)
et avons étudié plusieurs extensions du backstepping en présence de
paramètres incertains (constants ou temps variant) et de sorties (ou
commande) échantillonnées ou retardées.
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Enfin, nous concluons ce manuscrit en présentant les perspectives de nos
travaux de recherche.



Chapitre 2

Curriculum Vitae

2.1 Etat civil

Laurent Burlion est né a Brest le 6 Avril 1979. Il est
marié et a trois enfants. Il vit actuellement dans le New
Jersey aux USA et est professeur assistant à l’université
de Rutgers.

2.2 Formation
2003-2006 : Préparation d’un Doctorat à l’Université de Paris Sud - Orsay au

"Laboratoire des Signaux et Systèmes" de SUPELEC
Contribution à l’analyse et à la commande des systèmes
non linéaires à commande échantillonnée
Thèse soutenue le 9 Février 2007 (mention Très Honora-
ble)

2003 : Diplôme d’Ingénieur de l’ENSIETA et DEA de l’école
Centrale Nantes (mention Bien)

1999-2000 : Année de formation humaine et militaire (marine)
1999-2003 : Formation d’ingénieur militaire à l’ENSIETA
1997-1999 : Math-Sup & Spé (option MP?)
1997 : Baccalauréat S (mention Bien)
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2.3 Travaux de thèse
Titre : Contribution à l’analyse et à la commande de systèmes non li-

néaires à commande échantillonnée
Jury : Mme. F. Lamnabhi-Lagarrigue (directrice de thèse) et M.M. T.

Ahmed-Ali (co-directeur de thèse), A. Astofi (Rapporteur), J. Daafouz (pré-
sident), C. Moog (Rapporteur) et C. Prieur (examinateur).

Résumé : A la frontière des systèmes non linéaires continus et discrets,
la classe des systèmes non linéaires à commande échantillonnée est une classe
de systèmes à part entière qui a stimulé et stimule toujours de nombreuses
recherches. Le sujet est d’autant plus important qu’il a été trop souvent sous
estimé au profit de la recherche sur les commandes continues alors que pa-
radoxalement les commandes sont principalement implémentées numérique-
ment sur les applications industrielles actuelles. S’appuyant sur les dernières
recherches du domaine, cette thèse se veut à la fois une contribution à l’étude
et à la synthèse de lois de commande échantillonnées pour certaines classes
de systèmes non linéaires.

Publications associées : [a1], [a2], [a3], [c2], [c3], [c4], [c5], [c6],
[c7].

2.4 Stages de recherche à l’étranger
Nos differents séjours à l’étranger nous ont beaucoup marqués et ex-

pliquent en grande partie notre décision d’avoir récemment rejoint l’université
de Rutgers aux USA.

09/2017-08/2018 : séjour d’études et de recherches exploratoires à l’uni-
versité du Michigan - Département d’Aérospatial
(sous la direction du Prof. Ilya Kolmanovsky)
Méthodes avancées de guidage/pilotage sous contrain-
tes pour la sécurisation du vol de drones

été 2004 : stage de recherche à l’Université de Florence
Département de Mathématiques
(sous la direction du Prof. Gianna Stefani)
Commande optimale de systèmes dynamiques hybri-
des

été 2002 : ingénieur stagiaire à l’Université de Cambridge
Département d’ingénierie
(sous la direction du Prof. John Lygeros)
Simulation d’un système dynamique hybride pour le
contrôle du trafic aérien
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2.5 Expérience professionnelle
Depuis Janvier 2019 : Assistant Professor à l’université de Rutgers,

New Jersey, USA :
• Responsable d’un laboratoire de recherche
• Responsable d’un cours par semestre

04/2010 - 12/2018 : Ingénieur de recherche a l’ONERA
Activités contractuelles et recherches amont sur les
méthodologies d’analyse et de synthèse de lois de
commande ou d’observateurs pour le guidage et le
pilotage d’engins aérospatiaux :
• Commande non linéaire adaptative ou robuste
• Asservissements visuels
• Prise en compte des saturations d’actionneurs
• Prise en compte de contraintes d’état

Responsable du projet ANR Visioland
Responsable des activités Commande et
Identification vis à vis de la direction scientifique

09/2003 - 03/2010 : Ingénieur des Etudes et Techniques de l’Armement
au Laboratoire de Recherches Balistiques et
Aérodynamiques Aérodynamiques de la DGA
• expertise en performances des systèmes de

missiles tactiques et stratégiques
• expertise en guidage-pilotage de missiles

tactiques et stratégiques
• réalisation de simulations numériques de

systèmes complexes
• réalisation d’une thèse en commande non

linéaire (2003-2006)
• référent technique en charge du développement

de la compétence guidage-pilotage
• suivi des propositions de sujets de thèses

DGA-CNRS
• encadrement de stagiaires
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2.6 Activités d’enseignement

� Responsable de cours (niveau équivalent à Bac+3 et Bac+4)
à l’université de Rutgers (USA) :
• « Vehicle Dynamics », cours magistraux (environ 30h), Automne

2019.
• « Aircraft Flight Dynamics », cours magistraux (environ 30h),

Printemps 2019.
� Vacations dans l’enseignement supérieur (environ 200h au

total) :
• « Kalman filtering » (Automnes 2013, 2014, 2015 et 2016) INP

ENSEEIHT, cours de 3ième année.
• « Introduction to linear control systems » (Automnes 2014, 2015

et 2016) Isae SUPAERO, cours de 2ième année (M1).
— « Linear filtering and signal processing » (Automnes 2014, 2015 et

2016) Isae SUPAERO, cours de 2ième année (M1).
— « Introduction to flight dynamics » (Printemps 2014 et 2015) Isae

SUPAERO, cours de 2ième année (M1).
— « Analyse » (Printemps 2012, Automne 2012) Université Paul Sa-

batier, Toulouse, cours de 1ère année (L1).

2.7 Publications et animations scientifiques

— 25 articles parus dans des revues à comité de lecture,
— 2 articles soumis dans des revues à comité de lecture,
— 4 chapitres de livre,
— 1 brevet,
— 53 communications dans des congrès avec comité de sélection,
— Membre du comité technique IFAC TC 7.3 (Aerospace) (depuis 2014),
— Membre du comité technique IEEE CSS TCAC (Aerospace Control)

(depuis 2019),
— Co-Organisateur d’une session "open invited track" portant sur l’at-

terrissage basé vision à l’IFAC World Congress 2017,
— Co-Organisateur d’une session "open invited track" portant sur l’uti-

lisation de senseurs visuels à bord des avions à l’IFAC World Congress
2020,

— Activité régulière de “Review” pour les principaux journaux et confé-
rences d’Automatique.
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2.8 Co-encadrement d’un PostDoc

� Corentin Chauffaut
• Titre : Conception et implémentation de lois de commande pour

l’exploration de bâtiment avec un micro-drone, dans le cadre du
projet "Explo-Drone".
• Durée : 1 an (02/2015 à 02/2016)
• Co-encadrement : Francois Defaÿ et Henry de Plinval
• Financement : Université de Toulouse
• Publications associées : [c34], [c37].
• Devenir du candidat : ingénieur, Isae SUPAERO.

2.9 Co-encadrements de six thèses

(Ces thèses sont resumées dans le chapitre suivant)

� Guillaume Sabiron
• Titre : Synthèse d’une Solution GNC basée sur des Capteurs de

Flux Optique Bio-inspirés adaptés à la mesure des basses vitesses
pour un Atterrissage Lunaire Autonome en Douceur.
• Thèse soutenue le 18/11/2014
• Co-encadrement : Philippe Mouyon (équivalence HDR)
• Jury :Mme. I. Fantoni (rapporteuse) et M.M. F. Chaumette (pré-

sident), L. Burlion (encadrant), N. Marchand (rapporteur), F. Ruf-
fier (encadrant), T. Raharijaona (encadrant), et P. Morin (exami-
nateur).
• Prix de thèse 2015 de la Fondation ISAE-SUPAERO
• Financement ESA et Airbus Defense and Space
• Publications associées : [a4], [ch1], [c12], [c20], [c23], [c24],
[ac4].
• Devenir du candidat : ingénieur de recherche, IFP Energies

Nouvelles.

� Elodie Duraffourg
• Titre : Commande non linéaire en présence de modes souples -

Applications aérospatiales
• Thèse soutenue le 11/12/2014
• Co-encadrement : Tarek Ahmed-Ali (HDR)
• Jury : Mme. F. Lamnabhi-Lagarrigue (présidente) et M.M. L.

Burlion (encadrant), N. Christov (rapporteur), S. Laghrouche (exa-
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minateur) et R. Outbib (rapporteur).
• Financement ONERA
• Publications associées : [a10], [c14], [c15], [c16], [c17], [c18].
• Devenir du candidat : ingénieur d’études pilotage, Airbus De-

fense and Space.

� Victor Gibert
• Titre : Analyse d’observabilité et synthèse d’observateurs robustes

pour l’atterrissage basé vision d’avions de ligne sur des pistes in-
connues
• Thèse soutenue le 13/07/2016
• Co-encadrement : Frank Plestan (HDR)
• Jury : M. P. Rives (président), M. L. Burlion (encadrant), Mme.

I. Fantoni (rapporteur), MM. J. Gangloff (rapporteur), J. Boada-
Bauxell (examinateur), A. Chriette (encadrant).
• Prix de la meilleure présentation "My thesis in 3 minutes"
et du meilleur poster, Airbus PhD days, Toulouse, 2015.
• Prix de la meilleure présentation, Journée des Doctorants de

l’Ecole Doctorale STIM, Angers, 2015.
• Financement AIRBUS.
• Publications associées : [a16], [ch3], [p1], [c27], [c28], [c32],
[c42].
• Devenir du candidat : ingénieur d’études amont, Airbus.

� Emmanuel Chambon
• Titre : Commande de systèmes linéaires sous contraintes fréquen-

tielles et temporelles – Application au lanceur flexible
• Thèse soutenue le 29/11/2016
• Co-encadrement : Pierre Apkarian (HDR)
• Jury : Mme. M. Ganet (examinatrice) et M.M. L. Zaccarian (pré-

sident), L. Burlion (encadrant), M. Turner (Rapporteur), M. Za-
sadzinski (rapporteur), et M. A. Zolghadri (examinateur).
• Prix de thèse 2017 de la Fondation ISAE-SUPAERO
• Financement ONERA
• Publications associées : [a7], [a11], [a12], [ch4], [c25], [c29],
[c33], [ac1].
• Devenir du candidat : ingénieur Pilotage Lanceur, ArianeGroup.

� Torbjørn Cunis
• Titre : Modélisation, analyse et commande pour la récupération

d’un aéronef en situation de décrochage : de la théorie des systèmes
au pilote automatique



18 CHAPITRE 2. CURRICULUM VITAE

• Thèse soutenue le 27/09/2019
• Co-encadrement : Jean-Philippe Condomines
• Jury :Mme. S. Tarbouriech (présidente) et M.M. M. Alamir (rap-

porteur), L. Burlion (directeur de thèse), M. Lowenberg (exami-
nateur), P. Seiler (rapporteur) et L. Goerig (membre invité).
• Financement ONERA
• Publications associées : [a17], [a22], [a25], [s2], [c36], [c41],
[c52], [ac5].
• Devenir du candidat : Post Doctorant, Université du Michigan.

� Anthony Bourdelle
• Titre : Contributions méthodologiques à la modélisation et à la

compensation des ballottements d’ergol pour le contrôle en atti-
tude des véhicules spatiaux
• Soutenance de thèse prévue au Printemps 2020
• Co-encadrement : Jean-Marc Biannic (HDR)
• Jury : Mme. C. Pittet (examinatrice) et M.M. L. Burlion (en-

cadrant), F. Cazaurang (président), B. Clément (rapporteur), A.
Falcoz (examinateur), A. Marcos (rapporteur) et J.S. Schotté (exa-
minateur).
• Best Student Paper Award dans la catégorie Flight Dyna-

mics/GNC and Avionics de la conférence EUCASS 2019
• Financement CNES
• Publications associées : [c48], [c49], [c50], [c51].
• Devenir du candidat : ingénieur d’études amont, SIREHNA.

2.10 Encadrements de Master

� Nicolas Jacob(Supelec)
• Titre : Commande non linéaire prédictive d’un missile
• Période : Avril-Août 2007

� Mathieu Archen(Ensica)
• Titre : Commande non linéaire de systèmes flexibles
• Période : Avril-Août 2011

� David Hernandez(Ecole Centrale Nantes)
• Titre : Transport d’une charge par un duo de drones hélicoptères
• Période : Avril-Août 2012

� Emmanuel Chambon(Mines de Paris)
• Titre : Atterrissage automatique d’un drone à voilure fixe basé
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sur une approche énergétique
• Période : Avril-Août 2013

� Baptiste Espivent (Supelec)
• Titre :Modélisation avancée et commande d’un drone multi-rotor
• Période : Avril-Août 2014

2.11 Encadrements de projets d’élèves
� Simon Duverger et Clara Issanchou (Insa Toulouse)
• Titre : Modélisation et commande non linéaire d’un Kite auto-

matisé
• Co-encadrement : Clément Toussaint
• Période : Hiver 2014

� Anouar El-Mourabit et Bartoloméo Pontin (Isae Supaero)
• Titre : Virtual Constraints for Kite-Based Systems Control
• Co-encadrement : Clément Toussaint
• Période : Printemps 2014

2.12 Participations à des jurys de thèses
� Contribution à la commande non linéaire d’un système élec-

tropneumatique pour une utilisation aéronautique : applica-
tion sur un benchmark dédié
• Thèse soutenue par A. Girin le 04/12/2007
• Participation au jury en tant que membre invité

� Contribution à la synthèse d’observateurs non linéaires pour
les systèmes commandés en réseaux
• Thèse soutenue par C. Hann le 11/02/2014
• Participation au jury en tant qu’examinateur

2.13 Sélection de projets
La situation privilégiée de l’ONERA comme acteur acteur central de la

recherche aéronautique et spatiale en France nous a permis de collaborer à
la fois avec des partenaires académiques et industriels sur plusieurs projets
de recherche. Nous citons ici les principaux projets auxquels nous avons par-
ticipé et qui ont bien souvent inspirés nos travaux de recherche – rattachés
au thème général de la commande non linéaire des systèmes dynamiques –
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et ainsi alimentés par les besoins que génèrent les applications aéronautiques
et spatiales.

— DROPTER (Drone reconfiguration in the event of unforeseeable si-
tuations). Financé par l’Onera. Période : 09/2017-12/2018.

— COSOR (Orbital robotic systems control). Financé par le Cnes et
l’Onera. Période : 09/2016-12/2018.

— VISIOLAND (VISIOn based LANDing solutions). Financé par l’ANR.
Collaboration avec Airbus, l’Irccyn, l’Inria et Spikenet Technology.
Période : 11/2013-11/2017.

— R&T CNES : "Adaptive control of a flexible satellite". Financé par
le CNES. Collaboration avec l’UMR-CNRS Greyc. Période : 01/2014-
12/2014.

— SMAC (Systems Modeling Analysis Control) Financé par l’Onera.
Période : 01/2012-12/2015.

— NPI ESA "Soft Lunar Landing". Co-Financé par Airbus Defense and
Space et l’agence Spatiale Europeenne (ESA). Collaboration avec l’ISM
et Airbus Defense and Space. Période : 09/2011-11/2014.

— CLEANSKY "Smart Fixed Wing Aircraft". Financé par la commis-
sion Européenne. Collaboration avec Airbus (Load control depart-
ment). Période : 01/2011-12/2013.

— NICE (Nonlinear Innovative Control designs and Evaluations). Fi-
nancé par l’Agence Européenne de la Défense (EDA). Collaboration
avec Dassault Aviation, le LAAS-CNRS et l’Université de Tor Vergata.
Période : 04/2010-09/2012.

Ces différents projets ont fait l’objet de rapports d’avancements et finaux.
Nous avons fait le choix de ne pas les répertorier dans le présent manuscrit.



Chapitre 3

Résumés des thèses encadrées

3.1 Thèse de Guillaume Sabiron

"Synthèse d’une Solution GNC basée sur des Capteurs de Flux
Optique Bio-inspirés adaptés à la mesure des basses vitesses pour
un Atterrissage Lunaire Autonome en Douceur".(2011-2014)

Dans cette thèse, nous nous intéressons au problème de l’atterrissage
lunaire autonome et nous proposons une méthode innovante amenant une
alternative à l’utilisation de capteurs classiques qui peuvent se révéler en-
combrants, énergivores et très onéreux. La première partie est consacrée au
développement et à la construction de capteurs de mouvement inspirés de
la vision des insectes volants et mesurant le flux optique. Le flux optique
correspond à la vitesse angulaire relative de l’environnement mesurée par
la rétine d’un agent. Dans un environnement fixe, les mouvements d’un ro-
bot génèrent un flux optique contenant des informations essentielles sur le
mouvement de ce dernier. En utilisant le principe du "temps de passage",
nous présentons les résultats expérimentaux obtenus en extérieur avec deux
versions de ces capteurs. Premièrement, un capteur mesurant le flux op-
tique dans les deux directions opposées est développé et testé en laboratoire.
Deuxièmement un capteur adapté à la mesure des faibles flux optiques si-
milaires à ceux pouvant être mesurés lors d’un alunissage est développé,
caractérisé et enfin testé sur un drone hélicoptère en conditions extérieures.
Dans la seconde partie, une méthode permettant de réaliser le guidage, la
navigation et la commande (GNC pour Guidance Navigation and Control)
du système est proposée. L’innovation réside dans le fait que l’atterrissage en
douceur est uniquement assuré par les capteurs de flux optique. L’utilisation
des capteurs inertiels est réduite au maximum. Plusieurs capteurs orientés
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dans différentes directions de visée, et fixés à la structure de l’atterrisseur
permettent d’atteindre les conditions finales définies par les partenaires in-
dustriels. Les nombreuses informations décrivant la position et l’attitude du
système contenues dans le flux optique sont exploitées grâce aux algorithmes
de navigation qui permettent d’estimer les flux optiques ventraux et d’expan-
sion ainsi que le tangage. Nous avons également montré qu’il est possible de
contrôler l’atterrisseur planétaire en faisant suivre aux flux optiques estimés
une consigne optimale au sens de la consommation d’énergie. Les simulations
réalisées durant la thèse ont permis de valider le fonctionnement et le poten-
tiel de la solution GNC proposée en intégrant le code du capteur ainsi que
des images simulées du sol de la lune.

3.2 Thèse d’Elodie Duraffourg

"Commande non linéaire en présence de modes souples. Ap-
plications aérospatiales". (2011-2014)

En aérospatial, les contraintes de masse ont conduit à utiliser des struc-
tures plus légères et par conséquent plus souples, induisant de nouveaux
objectifs de commande, comme la réduction des efforts structuraux. Pour sa-
tisfaire ces objectifs, les modes de flexion doivent être considérés dès la syn-
thèse de la loi de commande, ce qui entraîne certaines contraintes comme les
non linéarités, le sous actionnement et l’altération des mesures par les modes
souples. En considérant ces contraintes, cette thèse traite de la synthèse d’une
méthode de commande non linéaire pour les systèmes aérospatiaux souples.
Nous nous intéressons particulièrement au problème d’atténuation des os-
cillations provoquées par les modes souples. Pour cela, nous définissons une
classe de système non linéaire, sous actionnée et à minimum de phase, repré-
sentative des systèmes aérospatiaux souples. Pour cette classe de système,
nous proposons une loi de commande non linéaire synthétisée par retour
d’état en utilisant des changements de variables et la technique du backs-
tepping. La synthèse est effectuée de façon à améliorer le régime transitoire
des modes souples. Les états souples n’étant pas mesurés, le problème du
retour de sortie est également traité par l’intermédiaire d’observateurs adap-
tatifs (à temps fini et asymptotique). Des incertitudes sur la pulsation et
l’amortissement des modes souples sont en particulier considérées. La mé-
thode proposée est illustrée par des simulations numériques réalisées sur un
lanceur et un avion hypersonique.
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3.3 Thèse de Victor Gibert

"Analyse d’observabilité et synthèse d’observateurs robustes
pour l’atterrissage basé vision d’avions de ligne sur des pistes in-
connues". (2013-2016)

Dans le cadre de la génération des avions de transport du futur, Les
constructeurs souhaitent développer une capacité d’atterrissage automatique
permanente et ce, sur tout type de piste (voire sur des pistes inconnues). Dans
ce but, la commande basée sur des capteurs visuels, appelée asservissement
visuel, est envisagée afin de s’affranchir du besoin d’informations issues de
systèmes extérieurs (ILS, GNSS). La vision, en fournissant une vue du monde
extérieur, permet d’estimer la position relative de l’avion par rapport à la
piste. La particularité de cette étude repose sur la méconnaissance des carac-
téristiques de la piste, ce qui réduit les possibilités d’utilisation de la vision.
Des solutions d’estimation de position relative, basées sur des informations
visuelles génériques à toute piste (points et droites de bord de piste), sont
proposées. Le principe d’estimation repose sur l’utilisation de la dynamique
des informations visuelles par rapport à la dynamique connue de l’avion grâce
aux centrales inertielles. La validation de cette nouvelle approche est réalisée
sur un simulateur complet incluant la chaîne de traitement d’image, utilisant
des images synthétiques.

3.4 Thèse d’Emmanuel Chambon

"Commande de systèmes linéaires sous contraintes fréquen-
tielles et temporelles. Application au lanceur flexible". (2013-2016)

Dans la plupart des problèmes de synthèse actuels, la loi de commande
obtenue doit répondre simultanément à des critères fréquentiels et temporels
en vue de satisfaire un cahier des charges précis. Les derniers développements
des techniques de synthèseH∞ de contrôleurs structurés permettent d’obtenir
des lois de commande satisfaisant des critères fréquentiels multiples appliqués
à plusieurs modèles de synthèse. Dans ce mémoire, cette approche est appli-
quée à la synthèse de loi de commande robuste en utilisant une structure de
contrôleur basé observateur. En revanche, la synthèse de loi de commande
satisfaisant une contrainte temporelle sur une sortie ou un état du système
considéré est plus complexe car la formulation d’un équivalent fréquentiel
est illusoire dans la plupart des cas. Dans ce travail de thèse, la technique
additionnelle OIST est considérée pour ce type de contraintes. Elle consiste à
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saturer la sortie du contrôleur dès que la contrainte n’est plus vérifiée afin de
restreindre l’ensemble des sorties admissibles. Des résultats satisfaisants sont
obtenus dans le cas des systèmes à minimum de phase. Initialement formulée
pour les systèmes linéaires connus dont l’état est mesuré, la technique OIST
peut être généralisée pour permettre de considérer des systèmes incertains
dont seulement une partie de l’état est connue. C’est l’extension OISTeR qui
est proposée dans ce travail. Elle utilise les données d’un observateur par
intervalles pour borner de manière garantie le vecteur d’état. La théorie des
observateurs par intervalles a récemment fait l’objet de nombreux travaux.
La méthode la plus rapide pour obtenir un observateur par intervalles d’un
système donné est de considérer un système intermédiaire coopératif dans de
nouvelles coordonnées. Le passage dans ces nouvelles coordonnées s’effectue
au moyen d’une matrice de transformation. Les méthodes de détermination
actuelles de cette transformation sont faciles à mettre en oeuvre mais sont as-
sez peu polyvalentes notamment dans le cas où des contraintes de précision
sont spécifiées sur l’observateur par intervalles. Une nouvelle technique de
détermination de la transformation, intitulée SCorpIO est proposée dans ce
mémoire. Elle repose sur la reformulation du problème mathématique sous-
jacent en problème de synthèse de loi de commande structurée. L’ensemble
des techniques présentées est appliqué au contrôle d’un lanceur flexible du-
rant son vol atmosphérique, en présence de rafales de vent. La difficulté de
ce problème repose sur le critère temporel spécifié sur l’angle d’incidence qui
doit rester borné afin de minimiser la charge aérodynamique sur les struc-
tures. Dans ce mémoire, des solutions sont proposées et illustrées sur un
modèle simplifié du lanceur. Des pistes pour la prise en compte de modèles
plus complexes sont données.

3.5 Thèse de Torbjørn Cunis

"Modélisation, analyse et commande pour la récupération d’un
aéronef en situation de décrochage : de la théorie des systèmes au
pilote automatique". (2016-2019)

Le travail effectué au cours de cette thèse tente d’apporter des solutions
algorithmiques à la problématique de reprise au décrochage d’un aéronef.
A travers de nombreux exemples d’application sur des modèles aérodyna-
miques, le lecteur pourra appréhender les concepts abstraits présentés dans
cette thèse. Alors que la capacité pour un aéronef à revenir à une situation
nominale après une sortie du domaine de vol est un élément clé pour les sys-
tèmes de transport aérien du futur, les recherches menées dans ce cadre sont



3.5. THÈSE DE TORBJØRN CUNIS 25

encore peu nombreuses. Pourtant, un tel dépassement conduit généralement
à une perte de contrôle (dénommée LOC-I), que l’Association du Transport
Aérien International (IATA) a classé dans la catégorie des « risques les plus
élevés pour l’aviation ».
Dans un premier temps, nous avons montré que les modèles polynomiaux
habituellement utilisés en théorie des systèmes ne représentent pas fidèle-
ment l’aérodynamique d’un modèle d’avion sur l’ensemble de son enveloppe
de vol. Nous avons donc tout d’abord montré qu’un modèle polynomial par
morceaux représente avec exactitude les coefficients aérodynamiques pour les
angles d’attaque faibles et élevés. Nous avons alors pu étendre à cette classe
de systèmes, des méthodes récentes d’étude de bifurcation et d’analyse de
stabilité qui utilisent des techniques de programmation semi-définie basées
sur la positivité de polynômes (SOS) ; nous avons notamment appliqué ces
résultats au modèle d’avion de transport générique dénommé GTM. Dans
le même esprit, nous avons développé un modèle pour un petit aéronef à
voilure fixe basé sur des simulations numériques en mécanique des fluides
(CFD). Les coefficients dynamiques n’étant pas déterminés en CFD, nous
avons identifié le coefficient d’amortissement du tangage en comparant l’ana-
lyse de bifurcation et les données de vol, ce qui nous a permis d’étudier à la
fois la dynamique et la stabilité du vol en cas de fort décrochage.
Des résultats antérieurs ont montré que les techniques SOS étaient promet-
teuses pour la certification des lois de commande pour des systèmes non-
linéaires, cependant sans avoir été appliqués à l’ingénierie aéronautique. En
adaptant ces techniques aux modèles polynomiaux par morceaux, nous avons
montré qu’il est désormais possible de les utiliser d’une manière précise mais
réalisable sur le plan calculatoire. Ensuite, nous avons synthétisé des lois de
commandes linéaires et polynomiales pour la récupération d’un fort décro-
chage. En outre, nous sommes désormais en mesure d’estimer des régions
d’attraction pour des modèles polynomiaux par morceaux ; pour cela, nous
avons proposé un algorithme amélioré pour l’analyse de stabilité locale des
systèmes à commutation, tels que ceux qui sont définis par des splines, ren-
dant ainsi notre travail disponible pour l’analyse et la certification futures de
modèles d’avion très fidèles.
La commande prédictive basée modèle (MPC) s’est avérée être une approche
très efficace lorsque la dynamique du système est fortement non linéaire et
soumise à des contraintes d’état qui rendent difficile la récupération après
le décrochage. Cependant, pour des systèmes réalistes, il est nécessaire de
prendre des précautions afin de prouver rigoureusement la stabilité en boucle
fermée. En utilisant la technique SOS, nous avons ainsi montré la stabilité
d’une stratégie de récupération d’un fort décrochage visant à minimiser la
perte d’altitude. Nous avons aussi montré qu’une telle stratégie de commande
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permet la récupération d’une spirale infernale en utilisant le simulateur GTM.
Les résultats de cette thèse sont donc prometteurs et fournissent de nouvelles
approches théoriques pour la modélisation, l’analyse de stabilité et le contrôle
de la dynamique des futurs aéronefs ainsi que pour le développement et la
certification de systèmes de commande de vol visant a prévenir les accidents
dus à la perte de contrôle.

3.6 Thèse d’Anthony Bourdelle
"Contributions méthodologiques à la modélisation et à la com-

pensation des ballottements d’ergol pour le contrôle en attitude
des véhicules spatiaux". (2016-2019)

La conception de missions spatiales, toujours plus ambitieuses, exige un
haut de niveau de performances en précision et en stabilité de pointage en
dépit des perturbations. En particulier, le ballottement des ergols est un phé-
nomène complexe qui résulte du mouvement du fluide dans les réservoirs lors
des manœuvres du satellite, dégradant les performances du contrôle d’atti-
tude et pouvant conduire à l’instabilité. Les ballottements sont habituelle-
ment pris en compte dans la synthèse de lois de commande via des modèles
mécaniques équivalents, qui sont valides seulement dans le cadre d’hypothèses
très contraignantes pour les satellites. Nous développons alors une modélisa-
tion innovante du ballottement sous forme de système LPV incertain dont
l’identification repose sur des données de Mécanique des Fluides Numériques.
En s’appuyant sur ce modèle nous proposons une stratégie de compensation
basée sur un observateur LPV robuste dont la synthèse est effectuée via des
techniques de synthèse H∞ multi-modèles. L’intérêt principal de cette straté-
gie est qu’elle est mise en œuvre indépendamment d’un contrôleur d’attitude
pré-existant, satisfaisant hors ballottement. Enfin, le respect des capacités
des actionneurs est assuré par une approche Reference Governor qui modifie
la référence à suivre par le système. L’ensemble de la stratégie est rigou-
reusement testée et analysée sur un modèle de test. Les résultats suggèrent
alors qu’une telle amélioration du système de contrôle d’attitude avec une
atténuation efficace des effets du ballottement pourrait contribuer à réduire
la complexité et la masse des réservoirs, et améliorer ainsi la disponibilité des
missions.
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Chapitre 5

Coordination du projet
VISIOLAND

Nous avons monté et coordonné le projet ANR VISIOLAND (VISIOn-
based aircraft LANDing techniques). Ce projet a occupé 60% de notre temps
entre Décembre 2013 et Décembre 2017 : ainsi, il nous semble important de
rappeler ici les grandes lignes de ce projet qui a orienté en partie nos tra-
vaux de recherche sur cette période. Ces travaux de recherche sont d’ailleurs
détaillés dans la seconde partie de ce manuscrit.

5.1 Résumé du projet

La phase d’atterrissage est, pour un avion de transport civil, une des
phases les plus critiques du vol. Elle requiert de la part du pilote une ha-
bileté certaine et reste très exposée aux risques d’incidents et d’accidents.
Le développement d’une capacité d’atterrissage automatique a permis d’ac-
croître la robustesse des opérations d’atterrissage tout en allégeant la tâche du
pilote dans cette phase décisive. Bien que cette capacité soit désormais dispo-
nible sur tous les porteurs de plus de 100 places (AIRBUS et BOEING), son
utilisation reste toutefois limitée. Un des principaux facteurs limitant vient
aujourd’hui de la dépendance à des moyens de positionnement extérieurs à
l’avion, dont la disponibilité géographique (taux de couverture) comme tem-
porelle (taux de panne) n’est pas totale. En effet, le moyen le plus répandu,
l’ILS (Instrument Landing System) qui envoie à l’avion un signal permet-
tant d’en déduire des déviations par rapport à l’axe d’atterrissage, nécessite
des infrastructures aéroport que seuls les grandes plateformes occidentales
peuvent s’offrir. En outre, même dans le cas où les aéroports en sont équipés,
la probabilité de panne de l’équipement n’est pas négligeable. En terme de
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localisation, il existe aujourd’hui un moyen qui offre une couverture mon-
diale : le GPS. Néanmoins, sa précision et son intégrité, dans le monde civil,
ne sont pas suffisants pour de l’atterrissage automatique. Il faut pour cela
disposer d’un moyen complémentaire permettant de faire un recalage local
du GPS (GPS différentiel). Ce recalage peut être soit fourni par une station
sol propre à l’aéroport (GBAS), soit par un réseau satellite complémentaire
(SBAS) qui offre un recalage régional (WAAS, EGNOS, ...). Si ces réseaux
permettent d’envisager, à l’horizon 2025, une couverture géographique mon-
diale, leur disponibilité reste aujourd’hui relativement limitée.

La tendance générale dans le transport aérien est d’aller vers une augmen-
tation du niveau global d’automatisation de la tâche de pilotage lors de l’at-
terrissage des avions. Cette évolution doit permettre de répondre à plusieurs
besoins. Le premier est celui d’un recherche constante de l’amélioration du
niveau de robustesse des opérations lors des phases d’atterrissage (réduction
des atterrissages durs et des remises de gaz). Le second est une évolution de
la tâche du pilote et un transfert des tâches de pilotage court terme de l’at-
titude avion vers une gestion accrue de la mission et de l’interaction avec le
trafic aérien environnant. Pour les raisons exposées précédemment, l’atterris-
sage automatique tel qu’il est conçu aujourd’hui n’offre pas une disponibilité
géographique et temporelle suffisante pour répondre seul à ce besoin. En re-
vanche, l’utilisation d’une caméra embarquée est une des solutions possibles
pour augmenter la capacité « sensorielle » de l’avion et répondre au manque
d’information de positionnement lorsque les systèmes extérieurs sont pris en
défaut.

Nous avons, à travers le projet VISIOLAND, étudié comment la camera
pouvait répondre au besoin d’automatisation, partielle ou totale, de la tâche
pilote en vue de l’atterrissage de l’aéronef.

5.2 Activités réalisées

Le consortium regroupait cinq partenaires académiques et industriels avec
des compétences reconnues et complémentaires :

— AIRBUS, un des leaders mondiaux de la production d’avions de ligne,
a contribué par son expérience et sa maîtrise du contexte opérationnel
et industriel mis au service du consortium. Il a ainsi défini les scénarios
d’emploi d’un atterrissage basé vision et montré comment intégrer ce
nouveau concept dans les architectures existantes d’atterrissage auto-
matique de manière à pouvoir in fine le certifier Il a mis et adapté



40 CHAPITRE 5. COORDINATION DU PROJET VISIOLAND

à disposition du projet un simulateur d’avion de ligne avec lequel le
pilote et les nouveaux algorithmes ont pu interagir.

— SPIKENET TECHNOLOGY, PME Toulousaine, qui développe et
commercialise une technologie basée sur les neurosciences pour le trai-
tement d’informations visuelles a adapté la technologie disruptive SN-
vision aux besoins du projet. Ainsi, SPIKENET a développé un sys-
tème logiciel permettant la détection de pistes d’atterrissage à partir
d’un capteur visuel installé dans le cockpit d’un avion, et également
étudié la possibilité d’utiliser une caméra DVS ; cette détection a été
réalisée par une méthode neuronale extrêmement rapide couplée avec
l’algorithme de suivi de piste (INRIA)

— l’INRIA (LAGADIC) dont l’axe de recherche est l’application de la
vision à la robotique, a mis au point des algorithmes de suivi et de
localisation à partir de séquences d’images. Plus précisément, l’INRIA
a proposé deux approches complémentaires de suivi de la piste dans
l’image : la première basée modèle (MBT), la seconde qualifiée de
dense (DVBT).

— l’IRCCyN (devenu le LS2N en Janvier 2017) dont l’expertise en au-
tomatique théorique est reconnue, a développé sur cette base des mé-
thodes utilisant les informations visuelles dans la boucle de guidage
via la synthèse d’observateurs. Ces méthodes ont été développées en
coopération avec AIRBUS et l’ONERA.

— l’ONERA (DTIS) est le partenaire privilégié d’AIRBUS dans le déve-
loppement de ses méthodes et outils de pilotage, guidage et d’aide à la
décision, outils qu’il a adaptés au contexte du projet. Notamment, il a
proposé de nouvelles techniques de commande basées vision ainsi que
des outils d’analyse correspondant afin d’utiliser des informations vi-
suelles tout en prenant en compte les limitations physiques d’un avion
ou d’un drone. Des outils de diagnostic d’intégrité des informations
visuelles ont aussi été mis au point.

Les innovations techniques et scientifiques ainsi réalisées ont été évaluées de
la façon suivante :

— un aéronef à voilure fixe conçu par la société l’Avion Jaune et automa-
tisé à l’ONERA ainsi qu’un AIRBUS d’essai ont acquis des séquences
d’images afin de tester les algorithmes de perception développés dans
le projet.

— un simulateur d’AIRBUS certifié très représentatif d’un avion de ligne
a été couplé à un générateur d’images (synthétiques ou réelles) : celui-
ci a permis de tester en partie les logiciels développés dans le projet.
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5.3 Bilan du projet

Figure 5.1 – Résumé en images des activités réalisées au sein du projet
VISIOLAND : le consortium couvrait l’ensemble des compétences requises
depuis l’acquisition et le traitement d’images jusqu’à l’implémentation en
temp réel des asservissements visuels sur un drone ou simulateur certifié
d’un Airbus.

VISIOLAND a fait l’objet d’un brevet et d’une quinzaine de publications
ou communications internationales à comité de lecture. Le but étant de ré-
duire la tâche du pilote lorsque celui est aujourd’hui en pilotage « à vue »,
le projet VISIOLAND s’est restreint à l’utilisation d’une caméra dans le do-
maine visible. On pourrait certainement chercher dans un second temps, en
prolongement du projet, à utiliser des capteurs couvrant d’autres gammes de
fréquence afin d’offrir également une augmentation du domaine opérationnel
de l’avion.
Le projet VISIOLAND a répondu aux objectifs ambitieux que les partenaires
s’étaient donné à savoir le développement de logiciels permettant de réaliser
un atterrissage basé vision. Il a aussi donné de bons résultats en termes de bre-
vets et de publications/communications. Le consortium aurait certainement
souhaité aller plus loin dans l’intégration de ses logiciels sur le simulateur
certifié d’AIRBUS et sur le drone Avion Jaune de l’ONERA. A la suite du
projet VISIOLAND, AIRBUS a intensifié ses travaux sur les asservissements
visuels et a notamment lancé les projets EAGLE (Eye for Autonomous Gui-
dance and Landing Extension) et ATTOL (Autonomous Taxi, Take-Off and
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Landing).





Deuxième partie

Synthèse d’une sélection de
travaux
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Chapitre 6

Commande sous contrainte de
sortie pour la sécurisation des
systèmes aérospatiaux

Résumé du chapitre : l’utilisation d’une boucle d’anti-windup est
une pratique courante lorsque l’on souhaite élargir le domaine d’em-
ploi d’une commande en présence de saturations au niveau des ac-
tionneurs. Nous présentons dans ce chapitre une approche originale
qui nous a permis d’étendre la synthèse anti-windup au cas où la
saturation porte cette fois sur une sortie ; cette saturation est alors
qualifiée de contrainte de sortie. L’idée principale de notre approche
est de transformer la contrainte de sortie en une saturation en entrée
et qui porte donc directement sur la loi de commande. Les bornes
de cette saturation sont alors temps variant et nous verrons qu’elles
dépendent de nos sorties mesurées.
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6.1 Introduction

Nos travaux sur les saturations de lois de commande ont commencé a
notre arrivée à l’Onera en 2010. Le projet EDA NICE nous a initié aux
techniques d’anti-windup qui permettent d’élargir le domaine d’emploi d’une
loi de commande saturée. A partir de 2011, le projet Europeen Cleansky
(2011-2013) nous a conduit à nous interroger sur la possibilité d’utiliser des
techniques anti-windup [58, 108] lorsque nous avons cette fois des contraintes
de sorties en lieu et place des saturations de lois de commande. C’est alors
qu’a germé l’idée de transformer des contraintes de sorties en saturations de
lois de commande. Nous avions pour but de proposer une solution simple
et élégante permettant de contraindre une sortie sur un modèle d’avion de
très grande dimension sans utiliser de prédiction (ce que fait la commande
prédictive) et tout en utilisant une commande H∞ structurée [6, 15] dans
le cas "nominal" où la sortie à contraindre est "suffisamment" loin de ses
contraintes. La thèse d’Emmanuel Chambon (2013-2016) nous a ensuite per-
mis de formaliser davantage cette approche en proposant un certain nombre
de résultats théoriques. Le Post Doctorat de Corentin Chauffaut (2015) a
permis d’implémenter cette technique sur des drones.

6.2 Positionnement de nos travaux

6.2.1 Contraintes fréquentielles et temporelles

La complexité croissante des systèmes aérospatiaux a conduit l’industrie
à développer des algorithmes de contrôle fiables et efficaces tout au long des
phases de vie de ces systèmes. Par exemple, la phase atmosphérique du vol
d’un lanceur est particulièrement critique : sa structure est soumise à des
forces aérodynamiques très importantes et potentiellement destructives si la
loi de commande n’en tient pas compte. Le même problème se pose pour
un avion soumis à de fortes turbulences. Une stratégie de commande efficace
repose alors sur une modélisation fidèle des phénomènes physiques à l’œuvre
ainsi que sur une formulation d’un cahier des charges précis de contraintes à
satisfaire. En pratique, ces contraintes sont de deux ordres :

— soit il s’agit de contraintes fréquentielles de sorte que le comportement
fréquentiel du système en boucle fermée est adapté. Elles concernent
principalement la stabilité en boucle fermée mais également l’atténua-
tion des modes souples présents à basse fréquence et qui ne doivent
pas être excités par la loi de commande obtenue

— soit il s’agit de contraintes temporelles qui concernent les signaux
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temporels du système au cours de son évolution dynamique. Pour
le lanceur, une contrainte temporelle porte sur l’angle d’incidence α
qui doit rester dans un intervalle spécifié. En limitant cet angle, les
forces aérodynamiques en jeu sont réduites et la destruction du lanceur
est évitée. Pour l’avion, des contraintes s’appliquent aux moments de
torsion et de flexion appliqués à la voilure qui doivent rester en dessous
d’un certain seuil.

Un défi essentiel de la commande des systèmes aéronautiques et spaciaux est
ainsi de pouvoir considérer à la fois des contraintes fréquentielles et tempo-
relles. Les contraintes fréquentielles sont généralement traitées par une syn-
thèseH∞ lorsque le modèle est linéaire. Reste cependant à prendre en compte
des contraintes temporelles qui représentent des contraintes de sécurité à
respecter ; de telles contraintes se marient difficilement avec les contraintes
fréquentielles et en pratique l’industriel ajoutera une surcouche souvent de-
nommée "loi de protection" et souvent synthétisée de manière "heuristique".
Il utilisera alors des simulations Monte Carlo pour valider la synthèse globale.

Les travaux que nous avons menés sur ces doubles contraintes fréquentielles
et temporelles ont été initiés grâce aux deux projets suivants :

— le projet CLEANSKY (plus précisément le package "SFWA", Smart
Fixed Wing Aircraft). Notre but était de proposer une méthode pour
limiter les moments de flexion au niveau de l’emplanture des ailes
d’un avion lorsque ce dernier traverse une zone de turbulence, cette
méthode pouvant être habilement combinée avec une loi de commande
H∞ structurée [26].

— le Projet d’Intérêt Commun sur les lanceurs (PIC lanceur) entre l’O-
NERA et le CNES. Nous n’y avons pas directement travaillé mais
avons co-encadré la thèse d’Emmanuel Chambon avec Pierre Apka-
rian, qui était impliqué dans ce PIC. Le but de la thèse d’Emmanuel
était de proposer une solution permettant de limiter l’angle d’inci-
dence du lanceur alors que le modèle du lanceur était incertain et que
l’incidence n’était pas mesurée [31].

6.2.2 Etat de l’art sur les contraintes temporelles

Les techniques de commande sous contraintes temporelles sur les sorties
sont nombreuses et variées de part l’importance de ces contraintes. En effet,
elles sont destinées à assurer la bonne marche des systèmes en définissant
les zones de fonctionnements nominal et dégradé. Dans les ressources docu-
mentaires [66, 101, 67], ces stratégies de commande sont divisées en trois
familles :
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— les méthodes dites prudentes qui consistent à faire en sorte que les
signaux de sortie n’atteignent jamais les contraintes (et donc ne les
violent pas). Ces méthodes sont souvent considérées comme peu per-
formantes car les signaux de sortie sont forcés de ne jamais station-
ner sur les contraintes, ce qui est obtenu en utilisant une commande
conservatrice qui sous-estime le domaine admissible ; nous pouvons
citer par exemple les travaux bases sur des fonctions de Lyapunov
barrieres [109] ou les méthodes dites à faible gain [83] ;

— les approches dites évolutionnaires qui reposent sur une loi de com-
mande nominale existante qui est modifiée par un signal supplémen-
taire seulement lorsque les contraintes temporelles sont violées. Un
exemple d’approche évolutionnaire est l’utilisation d’un compensa-
teur anti-windup qui ne modifie la dynamique de la boucle fermée que
lorsqu’une saturation s’active sur la commande [58, 108] ; Un autre
exemple est la technique des "reference governors" [64, 79, 59] qui
modifie la référence à suivre lorsqu’on s’approche des contraintes.

— Les méthodes dites tactiques qui prennent en compte les contraintes
temporelles au sein d’un problème de contrôle optimal. Outre les
méthodes qualifiées de Model Predictive Control (MPC) (voir par
exemple [86]), nous pouvons aussi citer par exemple [68, 60, 7]. Notons
que [7] cherche en effet à prendre en compte des contraintes fréquen-
tielles et temporelles ; cependant, les contraintes temporelles néces-
sitent de réaliser des simulations temporelles.

Remarquons aussi qu’un certain nombre de méthodes cherchent à synthétiser
des lois qui ne permettent pas d’éviter de violer des contraintes mais freinent
le système de manière à ce qu’il ne les viole que "légèrement" [80, 111].
A l’époque où nous avons commencé à développer la méthode qui fait l’objet
de ce chapitre, c’est donc l’approche "reference governors" qui permettait
de ne pas modifier la loi de commande nominale. Ceci étant cette méthode
devenait rapidement gourmande en ressources calculatoires lorsque des para-
mètres étaient incertains [29] et nous avons alors choisi de développer une mé-
thode sans prediction. Aujourd’hui, et comme decrit dans nos perspectives,
nous travaillons aussi sur les "reference governors" lorsque les paramètres
sont incertains [24, 25].
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6.3 Présentation de la méthode OIST
Par souci de simplicité, nous considérons ici la classe des systèmes LTI

(Linéaires Temps Invariant) de la forme suivante :
{
ẋ = Ax+Bu
z = Czx+Dzu

(6.1)

où z est une sortie à maintenir dans l’intervalle [zmin, zmax] et u est la com-
mande.

Rappelons alors que le degré relatif de la sortie z par rapport à l’entrée
de commande u quantifie l’ordre de la dérivée de z qui fait apparaître pour
la première fois l’entrée de commande u. Puisque la dérivee k-ième de z par
rapport au temps s’écrit :

z(k)(t) = CzA
kx(t) + CzA

k−1Bu(t) +Dzu
(k)(t) (6.2)

Il est aisé de voir que ce degré relatif vaut 0 si Dz 6= 0 et que sinon il s’agit
du plus petit entier k ≥ 1 tel que CzAk−1B 6= 0.

Lorsque le degré relatif vaut 0, imposer à z de rester dans l’intervalle
[zmin, zmax] revient simplement à imposer à u la contrainte suivante :

zmin − Czx ≤ Dzu ≤ zmax − Czx (6.3)

La contrainte sur z est ainsi transformée en une contrainte sur la commande
u. La question est alors de savoir si on peut généraliser cette idée aux degrés
relatifs strictement supérieurs a 0.

6.3.1 L’idée clef

Etant donnée une grandeur scalaire et temps variant z(t), celle-ci restera
toujours dans l’intervalle [zmin, zmax] ssi :

— elle est dans cet intervalle à l’état initial i.e z(0) ∈ [zmin, zmax]
— et sa derivée temporelle vérifie ∀t ≥ 0{

ż(t) ≤ 0 si z(t) = zmax

ż(t) ≥ 0 si z(t) = zmin
(6.4)

Imposer de telles contraintes à la dérivée de z(t) n’est pas aisé à utiliser
dans une synthèse de loi de commande puisque nous avons alors affaire à un
système hybride ; aussi, nous avons proposé de relaxer le résultat précédent
ainsi :
Etant donnée une grandeur scalaire et temps variant z(t), celle-ci restera
toujours dans l’intervalle [zmin, zmax] si :
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Figure 6.1 – Illustration de la methode pour un degre relatif egal a 1

— elle est dans cet intervalle à l’état initial i.e z(0) ∈ [zmin, zmax]
— et sa dérivée temporelle vérifie ∀t ≥ 0

{
ż(t) ≤ −K(z(t)− zmax)
ż(t) ≥ −K(z(t)− zmin)

(6.5)

où K ∈ R>0.
S’ensuit alors l’application suivante pour la synthèse d’une loi de commande :
lorsque le degré relatif de z par rapport à u vaut 1, alors z vérifie ż =
CzAx + CzBu où CzB 6= 0. Imposer à la commande u la contrainte (temps
variant) suivante :

−CzAx−K(z − zmin) ≤ CzBu ≤ −CzAx−K(z − zmax) (6.6)

permet alors de maintenir z(t) dans l’intervalle [zmin, zmax] si toutefois z(0)
appartient bien à cet intervalle. La contrainte sur la variable z se retrouve
ainsi transformée en une contrainte sur la commande u d’où le nom de la
méthode OIST (Output to Input Saturation Transformation).

L’idée clef est ainsi illustrée par la figure 6.1 :
— il est interdit à (z, ż) de rentrer dans les carrés remplis de rouge
— l’approximation consiste à maintenir (z, ż) entre deux droites de pente
−K.

6.3.2 Généralisation

Notons r le degré relatif de z par rapport à u. Afin de traiter le cas du
degré relatif r strictement supérieur a 1, nous avons commencé par généra-
liser "l’idée clef" au cas où zmin(t) et zmax(t) sont temps variant. En effet,
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etre capable de traiter des contraintes temps variant permet alors d’itérer
plusieurs fois l’operation de transformation des contraintes :

— les contraintes sur z sont comme précédemment transformées en con-
traintes temps variant sur ż

— la nouvelle variable à contraindre est ainsi ż et cette contrainte est
transformée en une contrainte sur z̈ = z(2) toujours en utilisant la
transformation OIST

— la contrainte est ainsi reportée sur les dérivées successives de z jusqu’à
l’obtention d’une contrainte sur z(r) qui dépend de la commande u.

La procédure que nous venons de décrire est résumée par le lemme suivant :

Lemme des bornes propagées [30]
Soient K1, . . . , Kr ∈ R>0. Notons z(0)

min = zmin, z
(0)
max = zmax ainsi que pour

i ∈ {1, ..., r}




z
(i)
max = z(i) −

[∏i
j=1

(
d
dt

+Kj

)]
(z − zmax)

z
(i)
min = z(i) −

[∏i
j=1

(
d
dt

+Kj

)]
(z − zmin)

(6.7)

Si, pour tout i ∈ {0, ..., r − 1}
z(i)(0) ∈ [z

(i)
min(0), z(i)

max(0)] (6.8)

et ∀t ∈ R≥0

z(r)(t) ∈
[
z

(r)
min, z

(r)
max

]
(6.9)

alors ∀t ∈ R≥0

z(t) ∈ [zmin(t), zmax(t)] (6.10)
Ce lemme, dont la preuve est donnée dans [30], montre ainsi qu’en satis-

faisant une contrainte temporelle (donnée par les bornes propagées) sur la
dérivée k-ième de la sortie contrainte z alors la contrainte temporelle sur z
est satisfaite. Ce Lemme peut alors être appliqué à un systeme linéaire pré-
stabilisé dont il faut contraindre une sortie z de degré relatif r par rapport à
l’entrée de commande u : il conduit ainsi à appliquer une saturation à bornes
temps variant sur l’entrée de commande. Le lemme peut aussi être généra-
lisé et appliqué à des systèmes non linéaires préstabilisés [17]. Cependant,
dans tous les cas de figure, il reste à prouver que le système obtenu n’est pas
déstabilisé en appliquant la transformation OIST.

6.4 Nos contributions
Outre le fait que nous avons eu l’idée de cette transformation originale

dénommée OIST, nous avons ensuite proposé plusieurs extensions :
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— Dans [33], nous nous sommes intéressés aux systèmes LTI où z est de
degré relatif r par rapport à l’entrée de commande. Nous avons consi-
déré une entrée inconnue mais bornée. Nous nous sommes demandés
ce qui se passait si la perturbation était non matching, c’est à dire, si
la perturbation apparaîssait dans l’expression de z(i) où i < r. Cela
nous a conduit notamment à modifier le lemme des bornes propagées
de manière à ce que les bornes temps variant de la saturation OIST ne
se chevauchent jamais. Nous avons aussi proposé une preuve de sta-
bilité lorsqu’on applique OIST à une sortie minimum de phase d’un
système LTI préstabilisé par un correcteur dynamique.

— Dans [20], nous avons étendu l’approche OIST à un modèle non li-
néaire de satellite souple avec mesures partielles de l’état. Cette contri-
bution repose sur l’utilisation d’observateurs par intervalles obtenus
par un changement de coordonnées temps variant [87]. La solution
d’évitement de chevauchement des saturations est étendue à ce cas
plus complexe ; de plus, nous avons montre que la méthode OIST
pouvait être plus performante qu’une solution utilisant une fonction
de Lyapunov "barrière" lorsque l’attitude d’un satellite doit suivre
une trajectoire tout ayant une vitesse angulaire contrainte.

— Fort du constat qu’OIST nécessitait des observateurs par intervalles
lorsqu’on ne mesure pas tout l’état du systeme, nous avons aussi ef-
fectué des recherches sur les observateurs par intervalles. Notamment,
dans [32], nous avons proposé une nouvelle méthode de construction
d’un observateur par intervalles avec changement de coordonnées à
temps invariant. Cette méthode repose sur la formulation du problème
mathématique d’origine en problème de stabilisation d’un système li-
néaire dit fictif (puisque ne modélisant pas la dynamique d’un système
réel) et présente la caractéristique d’utiliser les algorithmes de la syn-
thèse H∞ structurée.

— Nous avons commencé à appliquer OIST à des problématiques drones
en regardant notamment des problèmes de contraintes sur le champ
de vision d’une caméra [21, 44] où d’évitement d’obstacles [34]. Ces
travaux applicatifs préliminaires demandent encore de développer des
outils d’analyse permettant d’étudier finement les propriétés des sys-
tèmes bouclés.

Enfin, les principaux détails techniques sont donnés dans les articles [26, 33,
20, 34] qui sont rassemblés ci-après. Le premier article [26] ne propose pas
de preuve théorique mais a le mérite de montrer comment on a combiné la
synthèse H∞ struturée à OIST pour contrôler un système de très grande
dimension dont une sortie était contrainte.
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Abstract: This paper discusses the design and validation of an integrated long range flexible
aircraft load controller, at a single flight/mass configuration. The contributions of the paper are
in twofold: (i) first, a very recent frequency-limited model approximation technique is used to
reduce the dimension of the large-scale aeroservoelastic aircraft model over a finite frequency
support while guaranteeing optimal mismatch error, secondly, (ii) a structured controller is
designed using anH∞-objective and coupled with an output saturation strategy to achieve flight
performance and load clearance, i.e. wing root bending moment saturation. The entire procedure
- approximation and control - is finally assessed on the high fidelity large-scale aircraft model,
illustrating the effectiveness of the procedure on a high fidelity model, used in the industrial
context in the load control validation process.
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1. INTRODUCTION

1.1 Motivations and aircraft load control framework

The many different objectives flexible aircraft should fulfill
(e.g. flight performances, load protection, noise reduction,
etc.) render the controller design and tuning tasks very
complex. Traditionally, these objectives are - reasonably -
dissociated to each others, allowing to treat each flexible
(modal) contribution separately 1 , e.g. flight dynamics,
then loads, then vibrations (see e.g. Gardonio (2002)).
However, following efforts from structure and material en-
gineers in lightning the aircraft mass in order to reduce the
overall fuel consumption and gas emissions (e.g. fuselage
and wing), the modal behaviour of each flexible modes and
aerodynamical delays is likely to blend each other. More
specifically, in the load control context, the first aeroelastic
load mode might appears in low frequencies and interfere
with the aircraft flight (rigid) dynamics.

As a matter of consequence, a control approach consists
to design the flight and load controllers in a unified step,
to both guarantee (i) good flight performances in normal
cruise situations and (ii) load preservation when strong
manoeuvre or gust disturbance occur to guarantee that
load upper and lower limitations are never reached. The
load control is a critical step in the aircraft validation since
aircraft manufacturer must guarantee the authorities that
critical loads are monitored in all situations, whatever the
manoeuvre is (see also Gaulocher et al. (2007); Haghighat
et al. (2012)).

Moreover, it is worth mentioning that the aeroservoelastic
models involved in the design and validation procedures
of such a controller take into account the flight physics,
1 Even if in practice iterative re-tuning is required.

the aeroelastic phenomenon (structural loads, unsteady
aerodynamic loads and delays) and the flight control
system behaviour. Consequently, the resulting linear state-
space models, representing the aircraft at frozen flight
/ mass configuration, are of large-scale (state vector of
order n around 2000). Even if each model can always
be questioned or amended, this large amount of variables
comes with an enhanced accuracy, but also renders the
control design and optimization tasks even more complex.

This paper reports original results obtained within the
joint collaboration between Onera and DLR, on the devel-
opment of advanced methodologies for load control design
applied to a complex flexible large-scale aircraft model,
at one single load dimensioning flight and mass configu-
ration. More specifically, with reference to Figure 1, the
paper is attached to approximate the large-scale model
H (blue block) and, grounded on the low-order model Ĥ,
design a dedicated flight and load control law that should
fulfil flight performance in normal situations and prevent
load limitations i.e. saturations, when critical manoeuvre
occurs (red blocks).

Designing such a controller, involving large-scale dynami-
cal model, is a challenging problem (Gadient et al. (2012)),
indeed:

• the large number of states involved in the dynamical
model results in computational complexity,
• the load preservation specifications are given as

strong time-domain constraints on the wing root
bending moment (WRMx(t)), an output of the
model,
• the nominal flight control law performances, when no

critical load are detected, must be ensured (e.g. load
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Fig. 1. Flexible aircraft model (H) and load controller.

factor Nz(t) should tracks its reference N∗z (t), thus
limt→∞ eNz (t) = 0, eNz (t) = Nz(t)−N∗z (t)), and,
• high frequency flexible - lightly - damped modes must
remain stable, and unmodified.

1.2 Paper notations and structure

The flexible aircraft modelling and approximation steps
are briefly described in Section 2. Then, Section 3 describes
the core contribution, i.e. a combined flight and load
control strategy, allowing to provide good flight quality
while preserving load saturation. The complete validation
of the proposed load control is performed on the full order
flexible aircraft model, using flight certification criterion,
assessing the interest and effectiveness of the proposed
controller. Conclusions are given in Section 4.

Throughout the paper, the following notations will be
used: H (resp. H(s)) denotes the full order state-space
model realization (resp. transfer function, which is a
Hny×nu

p matrix complex-valued function 2 ) of order n

and Ĥ (resp. Ĥ(s)) stands for the reduced order state-
space model realization (resp. transfer function) of order

r � n. Given the matrices M =

[
M11 M12

M21 M22

]
and K of

suitable dimensions, Fl(M,K)w→z = M11 + M12K(I −
M22K)−1M21 denotes the transfer from w to z of the
lower linear fractional transformation operator that inter-
connects M with K.

2. LARGE-SCALE LONG RANGE FLEXIBLE
AIRCRAFT MODELLING, APPROXIMATION AND

PROBLEM FORMULATION

2.1 Large-scale modelling

The considered dynamical aircraft model, represents a lon-
gitudinal long range generic aircraft, linearised at varying
mass and flight configurations (mass, flight altitude and
speed). This model is obtained by merging the mass and
geometry of the aircraft (e.g. obtained from finite element
mapping) using a flexible tool for simulation of loads

2 the Hny×nu
p denotes the set of ny × nu matrix-valued complex-

valued functions H(s) with component hij(s) that are analytic in
the open right half-plane C+, and wher the ||.||Hp -norm is defined.

analysis models (see Hofstee et al. (2003)), with method
and equations of integrating gust and manoeuvre models
(see Kier and Looye (2009)). The entire procedure is made
available through the use of FlightDynLib, an integrated
tool (see Looye et al. (2005)). When combined with flight,
load and aerodynamical delays dynamical equations, a
complete integrated model is thus generated at different
flight configurations.

In this study, one single linear large-scale dynamical
model, valid at one single mass/flight configuration will
be considered. The resulting aeroservoelastic model form
includes the aeroelastic model coupled to the load recovery
(see Figure 1). This system can be represented by its
transfer functionH(s) = C(sIn−A)−1B+D, or equivalent
state-space realization H as:

H :

{
ẋ(t) = Ax(t) + Bu(t)
y(t) = Cx(t) + Du(t)

, (1)

where A ∈ Rn×n, B ∈ Rn×nu , C ∈ Rny×n and D ∈
Rny×nu (with n ≈ 1700, nu = 3 and ny = 3 are the
number of states, inputs and outputs, respectively). In the
considered application, the input vector is composed of

• w(t), the external disturbance input representing a
gust impact on the entire wing and fuselage,
• uelevator(t) and uaileron(t), representing elevator and
outer aileron equivalent control surfaces action,

and the output vector is composed of

• Nz(t), the vertical load factor, representing the flight
dynamic performance,
• WRMx(t), the wing root bending moment, which is
the value to be monitored to ensure load saturation
preservation (this value represents the effort at the
fuselage/wing connection and is thus dimensioning for
safety certification purpose),
• HTPx(t), the root bending moment at the tail of the
aircraft, which should be monitored as well (but the
variable is not load-dimensioning).

2.2 H2-optimal model approximation

As the original system is of large-scale (n ≈ 1700), the
application of the standard control optimization tools is
no longer adapted for numerical and memory management
reasons. This is why an open-loop model approximation
step is firstly done (see Antoulas (2005)). Since the aim
of model approximation is to construct a reduced-order
model Ĥ (or Ĥ(s)) that captures the main original system
dynamics input/output behaviour while preserving stabil-
ity, the H2-norm mismatch error is often addressed (see
Gugercin et al. (2008)). More specifically, in the applicative
context of - load - control, it is more convenient to consider
the mismatch error over a limited frequency range (e.g. the
range on which the control law will act). This considera-
tion has been addressed in recent model approximation
results through the use of the frequency-limited H2-norm,
denoted H2,Ω-norm (Ω stands for the frequency support).
The resulting approximation problem consists of seeking
an approximation Ĥ(s) of H(s), so that

Ĥ := arg min
G ∈ Hny×nu

∞
rank(G) = r � n

||H −G||H2,Ω . (2)
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Beside the fact that problem (2) is non convex, some
algorithm have been proposed to solve it, reaching the
so-called first order optimality conditions, ensuring that
a local (hopefully global) optimum is reached. In this
paper context, the aircraft model described above has
been approximated using different reduction techniques.
Figure 2 reports the H2,Ω-norm mismatch approximation
error (Ω = [0 100]Hz) as a function of the order of the
approximated model r, using either the best MATLAB 3

method, the ISTIA proposed in Poussot-Vassal (2011)
and extended in Vuillemin et al. (2013) and DARPO,
a Descent Algorithm for Residues and Poles Optimization
of Vuillemin et al. (2014).
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Fig. 2. H2,Ω-norm mismatch error as a function of the
order r of the approximated model for: BT (green
rounded line) and ISTIA of the MORE toolbox (blue
crossed line) and DARPO of the MORE toolbox (red
solid squared line).

With reference to Figure 2, it is clear that the ISTIA and
DARPO provide better approximated models over the
bounded frequency support than the standard BT and
will thus be preferred in the following. Without loss of
generality, from now on, when Ĥ (or Ĥ(s)) is mentioned, it
will refer to approximated model of order r = 50 obtained
with the DARPO, providing an relative error of ≈ 4%.
Remark 1. (Model approximation). As it is not the topic
of the paper, the ISTIA and DARPO methods are not
described here. However, interested reader may refer to the
MORE toolbox for additional details 4 .

2.3 Performance specifications and constraints

At the considered dimensioning mass and flight config-
uration, as stated in the Section 1, let us formalize the
performance and constraints as follows:

FQ1 Flight qualities 1 (frequency domain): ensure
load tracking, i.e.Nz(t) should followN∗z (t) reference.

LP1 Load performances 1 (frequency domain): en-
sure wind root bending moment (WRMx(t)) atten-
uation in low frequency until the first load mode, in
response to wind disturbance, with negligible impact

3 In most of the case the best result is obtained when using the
Balanced Truncation (BT) method.
4 Webpage http://w3.onera.fr/more Poussot-Vassal and Vuillemin
(2012).

on higher modes. This performance is also evaluated
through a frequency-limited H2-norm improvement,

100
|J nom − J |
J nom , (3)

where J nom = ||Tw→WRMx
||H2,[0.1 100]

without con-
trol, and J = ||Tw→WRMx

||H2,[0.1 100]
when the con-

troller is connected.
LP2 Load performance 2 (time domain): ensure

that the wing root bending moment WRMx(t) re-
mains within lower and upper limits, critic for load
clearance,WRMmin

x ≤WRMx(t) ≤WRMmax
x .

Const1 Controller constraints (frequency domain): the
control should not act above 10Hz in order to not
deteriorate lightly damped flexible modes.

Const2 Structural constraints (structure): the controller
should have a simple structure. Moreover, it is likely
for aircraft engineers to dissociate the nominal law
with le load clearance one, as illustrated in Figure 1.

Note that item LP2 is a very far to be a trivial task since
it cannot be handled in an efficient way through linear
approaches. It is why in the next section, a dedicated load
controller will be added to the nominal flight control to
monitor the wing root bending moment and guarantee that
the limitations are kept.

3. MANOEUVER-LOAD ALLEVIATION
CONTROLLER DESIGN

3.1 (Nominal) flight controller design (K)

To achieve flight and load control performances in nominal
situation (when no wing root bending moment limitations
are reached), i.e. to address objectives FQ1 and LP1,
while ensuring constraints Const1 and Const2, a linear
structured controller is designed with H∞-norm minimiza-
tion objective, as

K := arg min
C ∈ Hnu×ny

2
rank(C) = nc

||F?
l (Ĥ, C)||H∞ , (4)

where, to avoid H∞-norm cross minimization transfer,
F?

l (Ĥ, C) is structured as,

F?
l (Ĥ, C) = diag

(
WiFl(Ĥ, C)N∗z→eNz

Wo,

WiFl(Ĥ, C)w→eNz ,WRMx,HTPx
Wo,

WiFl(Ĥ, C)N∗z ,w→uaileron,uelevator
Wo

)
,

(5)
where Wi and Wo are the weighting function classically
used in frequency controller synthesis to address FQ1
and LP1 objectives. Without loss of generality and with
reference to (4), to address (i) Const1, the controller
is structured such that the control rolls-off above 10Hz
and enforcing the controller to belong Hnu×ny

2 , and (ii)
Const2, by imposing a rank constraint on the controller.
This is achieved through used of standard algorithm made
available by Apkarian and Noll (2006) (see Figure 3).

3.2 Output saturation design of the wing root bending
moment WRMx(t)

Additionally - and this is the specificity of the treated
problem to handle the fact that the wing root bending mo-
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uelevator(t)

]

P

Fig. 3. Flexible aircraft model (Ĥ), weighting filters (Wi,
Wo) and load controller (K).

ment must remain inside a specified interval (e.g. for struc-
tural limitations purpose) an output saturation constraint
must be specified (LP2). Mathematically, it consists in
guaranteeing WRMmin

x < WRMx(t) < WRMmax
x . In the

following, this specificity is treated through a reformula-
tion of the output saturation into an input saturation one,
on which a performance-oriented controller will be applied.
Note that the objective of the load saturation is to alleviate
loads at the wing/fuselage location. However, to achieve
flight performance, loads still have to be maintained else-
where on the aircraft. Consequently, the objective is to
balance the load of the WRMx to the elevator surface
HTPx. Therefore, in what follows, the actuator ensuring
the output saturation will be the elevator (uelevator), only.
The proposed approach does not require any on-line opti-
mization procedure, unless standard approaches based on
predictive control (Haghighat et al. (2012)).

3.3 Output to input saturation transform (S)

General result: The general method which consists in
converting an interval constraint on an output z(t) into a
saturation on the control law u(t) is described in Burlion
(2012). The first step consists in computing the relative
degree (denoted drelu (z)) of the constrained output z(t)
with respect to the control value u(t). In the context of the
paper, we have dreluelevator

(WRMx) = 0, which means that
the value of uelevator instantaneously changes the value of
WRMx.
Proposition 1. (OIST). Let us assume z = WRMx and
the wind disturbance w to be measured and let us note
(where BWRM,ue

6= 0)

WRMxx̂(t) = CWRMx
x̂(t) + BWRMx,ww(t)

+BWRMx,uauaileron(t) + BWRMx,ueuelevator(t), (6)
and

WRMmin
x (x̂, w, uaileron) = WRMmin

x − CWRMx
x̂

−BWRMx,ww −BWRMx,ua
uaileron

WRMmax
x (x̂, w, uaileron) = WRMmax

x − CWRMx
x̂

−BWRMx,ww −BWRMx,ua
uaileron

.

In the simple case of relative degree 0, the Output to Input
Saturation Transform (OIST) (Burlion (2012),Burlion
and de Plinval (2013)) boils down saying that{

∀t ≥ 0, BWRM,ue
uelevator(t) ∈[

WRMmin
x (x̂, w, uaileron),WRMmax

x (x̂, w, uaileron)
]

then,
∀t ≥ 0, WRMx(t) ∈ [WRMmin

x ,WRMmax
x ]

providing the state x̂(t) remains stable when uelevator(t)
saturates.

One remarks that the output interval constraint has been
replaced by a saturation on uelevator whose bounds are
time varying and depend on the internal state and on the
other inputs.

In the relative degree dreluelevator
(WRMx) = 0, the method

is rather simple but requires that the internal state x
remains stable when the control law saturates. This propo-
sition is closely related to the stability of the zeros as-
sociated to the transfers whose output is WRMx since
it is necessary that the zero dynamics associated to the
output WRMx remain stable when the constraint is ac-
tivated. In the considered benchmark, the transfer func-
tions WRMx(s)/uelevator(s), WRMx(s)/uaileron(s) and
WRMx(s)/w(s) unfortunately possess unstable zeros and
it is then not possible to apply the input saturation which
is obtained through the application of Proposition 1.

Relaxation of the method by approximating the non mini-
mum phase constrained output: The application of this
saturation on uelevator(t) ensures that WRMx(t) remains
inside its interval.

To alleviate this limitation, we propose to relax our satu-
ration function by considering a saturation on an approxi-
mation of WRMx(t) instead of a saturation on WRMx(t).
Let us note WRMapprox

x (t) this new output: it must be
close enough to WRMx(t) to have very similar bounds
but must be a minimum phase.

The transfer functions from the inputs to WRMx(t),
exhibits zeros in the right half plane whith high magnitude.
Therefore we propose to remove them in this stable plane
by changing their real value sign (see Figure 4). Associated
to these new transfer functions, we obtain a new output,
namely WRMapprox

x which is minimum phase and whose
behavior is very close to the original non minimum phase
output WRMx. This is not so surprising since moving
the zeros leads to bad effects since they have relatively
large real value in our model values. Indeed, for instance
moving a given pure real zero named a � 0, means that
the ratio between the approximated transfer function and
the original one is:

a− s

a + s
≈ e−

2
a s,

according to the well known Padé’s first order approxi-
mation method, this ratio means there is approximately
a delay between the outputs and its value is thus very
small ( 2

a � 1). Finally, the controlled input saturation is
based on a minimum phase output of the same system and
noting:

WRMapprox
x (t) = Capprox

WRM xapprox(t) + Bapprox
WRM,ww(t)

+Bapprox
WRM,ua

uaileron(t) + Bapprox
WRM,ue

uelevator(t), (7)

we finally saturate our elevator control law accordingly i.e.{
∀t ≥ 0, Bapprox

WRM,ue
uelevator(t) ∈[

WRMmin,approx
x (t),WRMmax,approx

x (t)
] . (8)

3.4 Large-scale numerical validation

In order to validate the proposed approach, a commonly
used certification scenario in aeronautics to assess the
manoeuvre load control, will be used and applied on
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Fig. 4. Illustration of the approximation: the ze-
ros of the transfer WRMx(s)/uelevator(s) (resp.
WRMapprox

x (s)/uelevator(s)) are plotted in blue tri-
angle (resp. in green round).

the large-scale model. This scenario, called "Manoeuvre
Vertical Stretched" (MVS), consists in considering the
aircraft flying at 1g and applying the following stick
trajectory: (i) push the pilot stick with a sine shape until
a load factor of 2.5g is reached, then (ii) released to turn
back to 1g with a sine like function (see black solid line
on Figure 5 top middle frame). The main objectives and
results are reported on Figure 5.

With reference to the left frames, the frequency responses
from the wind to the controlled outputs are reported.
One can first notice that the closed-loop responses (solid
red) with respect to the open-loop ones (dashed blue) are
attenuated in low frequency and at the first resonance
pick around 3Hz, while higher frequencies (above 10Hz)
are not modified thanks to the controller structure that
rolls-off above 10Hz. When considering the middle frames,
the time responses to a MVS are reported. These frames
compare the responses either with (solid red) or without
(dashed blue) the load clearance controller presented in
Section 3.3. First, top frame illustrates the fact that
the load factor Nz(t) reference is well tracked with both
controller. The only slight difference occurs at t = 10s and
t = 15s when the wing root bending moment is saturated
(middle frame). Indeed, as illustrated in the middle frame,
the proposed load saturation control allows to prevent
limitation overshoot, maintaining the wing root bending
moment within load limitations. This is a strong property
and very important for certification purpose since it allows
to guarantee that, whatever the exogenous input, the load
envelope is preserved. Indeed, the nominal flight control
is not able to prevent saturation without a significant
diminution of the flight performances.

To quantify the effectiveness of the anti-load controller,
the attenuation metric (3) indicates a gain of 25% in load
attenuation, which is very encouraging for further devel-
opments. Finally, bottom right frame shows the control
signal, illustrating the smoothness of the control law, even
in saturation situations, which is a demand from aircraft
engineers.

4. CONCLUSIONS AND PERSPECTIVES

In this paper, a strategy for manoeuvre load control
has been presented and validated on a large-scale high
fidelity model, constructed to faithfully reproduce the
flexible aircraft behaviour at one single flight point. The
proposed control design is based on a frequency-limited
model approximation, followed by an innovative structured
controller linked with an appropriate output saturation
mechanism. This output saturation mechanism recast a
controls input saturation one, allows to use the nominal
controller and ensures good flight performance in most
of the case, while guaranteeing wing root bending mo-
ment limitation only when it is necessary. Both frequency
and time domain results emphasize the effectiveness of
the proposed structure. Forthcoming work will address
the robustness property by considering additional flight
points/mass.
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ABSTRACT

For linear systems, the control law design is often performed so that the resulting closed loop
meets speci c frequency-domain requirements. However, in many cases, it may be observed that
the obtained controller does not enforce time-domain requirements amongst which the objective
of keeping a scalar output variable in a given interval. In this article, a transformation is proposed to
convert prescribed bounds on an output variable into time-varying saturations on the synthesised
linear scalar control law. This transformation uses somewell-chosen time-varying coe!cients so that
the resulting time-varying saturation bounds do not overlap in the presence of disturbances. Using
an anti-windup approach, it is obtained that the origin of the resulting closed loop is globally asymp-
totically stable and that the constrained output variable satis es the time-domain constraints in the
presenceof anunknown nite-energy-boundeddisturbance. Anapplication to a linear ball andbeam
model is presented.

1. Introduction

To stabilise a given system, many techniques exist to
obtain a control law satisfying to speci�ed constraints.
As far as linear systems are concerned, H� loop-shaping
can, for example, be used to enforce frequency-domain
requirements. However it is possible that, using such con-
trol law, time-domain requirements on a constrained vari-
able α = Cαy ∈ R are not ful�lled. This is illustrated on
Figure 1 where α time response violates expected bounds
[

α(t ), α(t )
]

. In practice, a good knowledge of the studied
system is often su cient to shape its time response. How-
ever, designing controllers satisfying to such prescribed
time-domain requirements remains tedious and relies on
numerous trial and errors involving simulations. Conse-
quently, for more complex systems, and from the theoret-
ical point of view, dedicated methods are often required
to enforce both stability and time-domain constraints.
Amongst existing strategies to enforce time-domain

requirements like time response or overshoot limita-
tion, it is possible to mention the work presented in
Gevers (2002) which introduced the notion of iterative
feedback tuning (IFT). The idea is to shape the closed
loop in response to speci�c input signals so as to sat-
isfy time-domain constraints. In the PID-tuning case, a
comparison with practitioners methods was performed
in Mossberg, Gevers, and Lequin (2002), which gives
a hint on how to achieve time-domain requirements
using this method. Time-domain speci�cations are also

CONTACT E. Chambon emch@free.fr

treated through optimal control strategies as extensively
presented in Goodwin, Seron, and deDoná (2005). These
approaches include model predictive control (MPC) in
which the optimisation problem can take constraints
into account (see, for example, Chen and Allgöwer,
1996, 1999). Computationally e#ective methods close to
MPC are reported in Ghaemi, Sun, and Kolmanovsky
(2012). The notion of reference-governor to adjust the
reference trajectory so that the constraints on the sys-
tem are satis�ed is also noticeable. It was presented
in Gilbert and Kolmanovsky (2002) with an application
to aerospace systems in Polóni, Kalabić, McDonough,
andKolmanovsky (2014). The combination of frequency-
domain and time-domain constraints has been explored
in Apkarian, Ravanbod-Hosseini, and Noll (2011) and
references therein. This method makes use of non-
smooth bundle optimisationmethods and is referred to as
‘constrained structured H�-synthesis’. It combines sim-
ulation optimisation with H�-synthesis to enforce both
frequency-domain and time-domain requirements.
Despite interesting numerical performance, this

simulation-based technique does not guarantee the time-
domain constraints satisfaction with respect to any type
of input signals but those considered in the simulation.
These strategies often include the control law design,

especially when an optimising scheme is used. Alter-
native schemes including anti-windup systems were
proposed, for example, in Turner and Postlethwaite
(2002) and Rojas and Goodwin (2002). Compared to the
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Figure . Illustration of system (G) in closed loop with controller
K. The requirement on the constrained output variable α(t) is vio-
lated.
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Figure . Illustration of system (G) in closed loop with the satura-
tions obtained using OIST, and expected performance result.

aforementioned results, the anti-windup design is
interesting because the nominal control law remains
unchanged when acting far from the constraints. Also,
an extensive literature on the subject is available (see Tar-
bouriech & Turner, 2009, or Galeani, Tarbouriech,
Turner, & Zaccarian, 2009, for instance). However,
there is not necessarily a guarantee on the fact that the
time-domain constraints will actually be satis�ed. In this
article, the approach presented in Burlion (2012) and
applied in Burlion and de Plinval (2013) and Burlion,
Poussot-Vassal, Vuillemin, Leitner, and Kier (2014) is
presented in-depth for state-feedback minimum-phase
linear systems subject to disturbances. The output-to-
input saturation transformation (OIST) theory proposes
to reformulate prescribed bounds on the constrained
variable α into state-dependent saturations on the con-
trol input u. This approach is illustrated in Figure 2 where
an ad hoc saturating block is inserted before the system
control input. As indicated in this �gure, additional
information may be required to express these satura-
tions. Using this method along with some assumptions,
it is possible to obtain guarantees on the ful�lment of the
time-domain constraints when an unsatisfactory control
law has already been designed.
This article is an extension of the works presented

in Burlion (2012) and Chambon, Burlion, and Apkar-
ian (2015a) in the LTI framework. It gives a comprehen-
sive description of the OISTmethod for minimum-phase
linear systems with unknown �nite-energy-bounded

Table . Acronyms.

Acronym Definition

CIBS Converging input-bounded state
CICS Converging input-converging state
GAS Globally asymptotically stable (system)
GES Globally exponentially stable (system)
ISS Input-to-state stable (system)
LQR Linear quadratic regulator
LTI Linear time invariant
OIST Output-to-input saturation transformation
OIST-LTI Output-to-input saturation transformation for LTI systems

disturbances, leading to theOIST-LTI method. Further, it
develops new results to bring guarantees to the method:
the OIST design parameters are chosen time varying to
accommodate for saturation bounds overlap and a solu-
tion is provided to enforce the stability of the resulting
saturated closed loop.
The article is organised as follows: notations and de�-

nitions alongwith some function properties are presented
in Section 2 before introducing the ball and beam exam-
ple. This example is used as a case study to highlight
some problems linked to the application of OIST. For-
mal statements of the two considered problems are pre-
sented in Section 3 along with some assumptions which
were used to obtain the results presented here. Then, the
output-to-input saturation transformation proposed to
solve the �rst problem is presented in Section 4. Due to
the conservatism introduced by the bounds on the dis-
turbances, special attention is paid in the selection of
the design parameters so that the resulting time-varying
saturation bounds do not overlap. The second problem
deals with the asymptotic stability of the origin of the sys-
tem in closed loop with the obtained saturated control.
It is solved in Section 5 using an anti-windup structure.
Finally, the whole approach is applied to the linear ball
and beam model in Section 6. Conclusions and perspec-
tives are then presented in Section 7.

2. De"nitions and amotivating case study

2.1 De�nitions and notations

.. Acronyms

The acronyms listed in Table 1 are used throughout the
article.

.. Notations

Throughout this paper, linear systems with the following
realisation are considered:

(G)











ẋ = Ax + Buu + Bdd

y = x + Dee

α = Cαx + Dαe

(1)
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where A ∈ Rn×n, B =
[

Bu Bd 0
]

∈ Rn×m, D =
[

0 0 De

]

∈ Rn×m, Cα ∈ R1×n and Dα = CαDe ∈ R.
The state vector is denoted by x ∈ Rn and the measure-
ments vector is denoted by y ∈ Rn. It is assumed that
the measurement vector equals the state vector plus
eventually a disturbance vector Dee. The input vector
lying in Rm is divided between the scalar control input
denoted by u ∈ R and the unknown inputs which are
denoted by [d, e] ∈ Rm−1 (respectively: state and mea-
surement disturbances). The scalar output α is called
the constrained output and its meaning is detailed later
on in the paper. Let (K) denote a dynamic controller
designed to achieve some frequency-domain constraints.
Its state-space representation is given by

(K)

{

ẋK = AKxK + BKuK

yK = CKxK + DKuK
(2)

where xK ∈ RnK , uK = y and u = yK – at least before
applyingOISTor considering additional stabilising struc-
tures like anti-windups. The transfer function from an
input u to an output y is denoted by Tu→y(s) where s is
the Laplace variable.
Inequalities involvingmatrices of identical dimensions

are understood component-wise: let (A,B) ∈ Rn×m,
then, A ≤ B ⇔ ∀

(

i, j
)

s.t. 1 ! i ! n,1 ! j ! m,
Aij ! Bij.
For a given bounded vector x(t ), if the bounds are

known, they are denoted by x(t ) and x(t ), i.e. x(t ) ≤

x(t ) ≤ x(t ), ∀t .
The saturation and dead-zone functions applied to a

bounded variable x are, respectively, denoted by satxx (x)

and Dzxx (x). They are related to each other by

satxx (x) = x − Dzxx (x) (3)

In case the signals x and x are determined from other
variables, as is the case in the OIST methodology, it may
happen that x ≤ x due to sign inversions. For the saturat-
ing operator to be robust to such situations, it is de�ned
as follows:

satxx (x) := max(min(x, x),min(x,max(x, x))) (4)

The standard Euclidean norm of a given signal x(t )
de�ned for t" 0 is denoted ‖x‖. The L2-norm of the same
signal is denoted ‖x‖2 and is given by

‖x‖2 =

√
∫ ∞

0

|x(t )|2 dt (5)

.. Definitions

Some de�nitions are now introduced. In the article, the
term ‘overlap’ is used to refer to two signals taking the
same value at a given instant and possibly changing order:

De!nition 2.1: Two unidimensional signals s(t ) and
s(t ) are said to overlap if #t1 > 0,δ > 0 such that ∀t <

t1, s(t ) ≤ s(t ) and ∀t ∈ [t1, t1 + δ[ , s(t ) > s(t ).

The notion is illustrated onFigure 3.Next, the Lambert
function is used to de�ne some constants. It is de�ned as
follows:

De!nition 2.2: Let ∀x ∈ R, F(x) = xex. The inverse
function of F is the Lambert function denoted byW0(y)
which ful�ls ∀y, F(W0(y)) = W0(y)e

W0(y) = y.

This de�nition is used to de�ne constants which in
turn will help to de�ne di#erentiable approximates of
non-di#erentiable functions:

De!nition 2.3: Let us de�ne the constants ξ :=
1
2
W0

(
1
e

)

+ 1
2
and 4 := ξ − tanh (ξ )ξ > 0. Using these

notations, let us also de�ne the following functions,

t
0

s(t)

s(t)

s(t)

t1 t1 + δ

t
0

s(t)

s(t)

s(t)

Figure . Left: example of overlap of two signals s(t ) and s(t ), overlap starts at time t and stops at t + δ. Right: the represented signals
do not overlap over the considered interval of time.
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x
−3 −2 −1 0 1 2 3
0

0.5

1

1.5

2

2.5

3

3.5

Figure . (Colour online) Representation of the absolute value
function (in black) and its differentiable approximate fabs (in blue)
over the interval [−  ].

∀(x, y) ∈ R2:

fabs (x) := tanh(x)x + 4

fmax

(

x, y
)

:=
1

2

[

x + y + fabs
(

x − y
)]

g(x, y) := fmax

(

fabs (x) , fabs
(

y
))

(6)

inwhich de�nition is extended to vectors
(

x, y
)

∈ Rn×2

in a component-wise manner. The absolute value and
its di#erentiable over-approximating function fabs(x) are
represented on Figure 4 over an interval of R. This de�-
nition triggers some remarks:

Remark 2.1: Note that ξ is the solution to the equation
(2x − 1)e2x = 1. Also, note that fabs, fmax and g are con-
tinuous di#erentiable over R or R2. Moreover,r ∀x ∈ R, fabs(x)" |x|;r ∀(x, y) ∈ R2, fmax(x, y)"max (x, y).

Proof: These inequalities can be proved using basic real
analysis. �

The following de�nitions are directly related to the
implementation of the OIST method.

De!nition 2.4: Let k ∈ N. Considering the LTI system
in Equation (1) and supposing the disturbance signal e is
independent from u, the constrained output variable α ∈

R is said to be of relative degree kwith respect to u, if and
only if

∀i s.t. 0 ≤ i < k − 1, CαA
iBu = 0 and CαA

k−1Bu 6= 0
(7)

2.2 Motivating case study

In this section, an example is introduced where the con-
trol synthesis problem has been solved without consid-
ering any time-domain constraint on the selected con-
strained output variable α. In this case, there is a violation
of the expected time-domain performance of this con-
strained variable which motivates the use of a dedicated
method such as OIST. However, two problems related to
the application of this method as presented in Burlion
(2012) arise. This paper proposes solutions to both prob-
lems.
Note that amore thorough control design studymaybe

su cient to enforce the time-domain requirement. How-
ever, this is not considered in this article for two reasons:r The OIST method was proposed to enforce time-

domain requirements when the controller is not able
to do so, hence the failing controller is kept for illus-
trative purposes.r Other criteria often enter in the control design.
Enforcing the time-domain criterion may degrade
nominal performance from other points of view.

.. Considered ball and beammodel

This case study is dedicated to the position control of a
ball on a beam. The physical system and the notations are
represented in Figure 5.
The beam is actuated using a lever arm. An unknown

disturbance force d is eventually applied to the ball accel-
eration. The disturbance signal used in simulation is rep-
resented in plain blue on Figure 6. The state vector of

the system is de�ned by x = [ rṙ ] and the measurements
vector by y = x. Note that e = 0 in this example meaning

θ

R

r

L

Figure . Ball and beam system example, thick dots represent
fixed axes of rotation.
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d

-0.05

0

0.05

Figure . Considered state disturbance d (in simulation) and its
known bounds d and d.

that the measurements vector is undisturbed and equals
the state vector exactly. The constrained output variable
expression simpli�es to α = Cαx with Cα = [ 1 0 ]. This
is used to constrain the ball position on the beam.
The reason for monitoring this variable is quite obvi-

ous. The beam length is limited to L = 1 m which means
that even a theoretically stabilising control law can result
in the ball falling o# the beam especially in the presence
of a disturbance. The time-domain requirement is thus to
satisfy 0.1! α(t)! 0.9 (in metres),$t while driving the
system from r0 = 0.5 m to the set point rs = 0.6 m. More
exotic time-varying requirements can also be considered
as follows. The system state-space representation is given
by

A =

[

0 1
0 0

]

, B =

[

0 0
−0.21 1

]

,

C = I2,D =

[

0 0
0 0

]

(8)

where the inputs are, respectively, u and d. As far as the
nominal control design is concerned, a state-feedback
controller with integral action is implemented to achieve

steady-state accuracy. The considered controller state-
space representation is given by Equation (2), where

AK = −1.5779, BK =
[

0.0322 0.2339
]

,

CK = −0.0644,DK =
[

−0.3156 −2.0937
]

(9)

and uK = ys − y with ys =
[

rs 0
]⊤
.

This dynamic controller stabilises the system and
yields good results in rs-set-point tracking. However,
using this controller, the constrained output variable rep-
resented in dashed–dotted red line in Figure 7(a) violates
the time-varying time-domain requirement represented
in black lines.

.. Application of the original OISTmethod

To enforce the time-domain requirement, it is proposed
to use the OIST approach as presented in Burlion (2012).
In this article, the author uses a speci�c transformation
which allows to transform a constraint on an output into
saturations on the input. By appropriately choosing the
saturations, the reachable set is restricted such that the
constrained variable satis�es the considered requirement
even in the presence of unknown disturbances. The only
required information are bounds d and d on the distur-
bance d as illustrated in Figure 6. For the sake of sim-
plicity, the formulas are not described in this section.
Please refer to Section 4 for a complete description of the
method.
In thementioned article, the design parameters used in

the method are chosen constant. Let us consider κ1 = 1
and κ2 = 0.6. TheOIST approach is then implemented on
the system. Simulation results are represented in plain red

0 10 20 30 40 50 60 70 80 90 100

α

0

0.2

0.4

0.6

0.8

1

1.2

1.4

α

α

74 76 78 80

0.2

0.3

0.4

0.5

0.6

(a)

0 10 20 30 40 50 60 70 80 90 100

u

-1.5

-1

-0.5

0

0.5

1

1.5

2

(b)

Figure . (Colour online) Case study: simulation results w/ (plain red) or w/o (dashed–dotted red) OIST in the loop. (a) Time-domain
requirement (in black) and simulation results for the constrained variable α. The dashed–dotted red line is obtained when using the
nominal controller and the plain red line is obtainedwhen using OIST as in Burlion (). (b) Control signal (in red) and saturation bounds
obtained using OIST as in Burlion (). Saturation bounds overlap starts around t = s.
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line in Figure 7. At �rst, it seems that the constrained vari-
able satis�es the requirement. However, it appears that
violation of the constraint occurs at t = 75 s. This results
from the two saturation bounds overlap starting at time
t1 as illustrated in Figure 7(b). This could be avoided
using time-varying coe cients κ1(t) and κ2(t). This was
mentioned in Burlion (2012), but not detailed. The �rst
main contribution of the current work is thus to pro-
pose guarantees within the OIST method such that satu-
ration bounds overlap never occurs and the time-domain
requirement is guaranteed (see Section 4).
Moreover, inserting saturations in the loop is never

harmless, especially when the controller is unstable.
In most cases, however, theoretical guarantees on the
closed-loop stability are expected. This is the secondmain
contribution of the paper (see Section 5).

3. Problems statement

Let us consider the LTI system (G) in Equation (1) in
closed loop with the controller (K) in Equation (2) (uk =

y and u = yK). Both the state and measurements are
supposed to be disturbed. A time-domain constraint is
expressed on its constrained output variable α ∈ R. It
consists in ensuring α(t ) ∈

[

α(t ), α(t )
]

, ∀t , where α(t )

and α(t ) are design parameters such that α(t ) ≥ α(t ),
$t. Before stating the tackled problems, some assump-
tions are now introduced.

3.1 Assumptions

To be able to use the transformation presented in
Section 4, the considered system has to ful l some

assumptions which are recalled here. These assumptions

are capital to be able to provide solutions to the con-

sidered problems. For example, it would be fanciful to

enforce the time-domain constraint without havingmore

information on the disturbances. First, the design signals

of the time-domain requirement need to converge:

Assumption 3.1: The time-domain requirement signals

are supposed to converge towards constant values:

lim
t→∞

α(t ) = α⋆, lim
t→∞

α(t ) = α
⋆ (10)

where α⋆ ≤ α
⋆.

Second, the relative degrees of the constrained variable

with respect to the inputs are detailed:

Assumption 3.2: Let (k, l) ∈ N2 such that 1 � l � k. It

is supposed the constrained output variable α is of relative

degree k (resp. l) with respect to u (resp. the state distur-

bance input d).

Note that since Dα is supposed to be non-null,

then the constrained variable α is of null rela-

tive degree with respect to the measurement noise

e. Let D(t ) =
[

d ḋ · · · d(k−l−1)
]⊤

∈ Rk−l and

E(t ) =
[

e ė · · · e(k)
]⊤

∈ Rk+1. The next assumption

makes sure that these quantities are bounded by known

time-varying matrices.

Assumption 3.3: Continuous time-varying bounds
[D(t ),D(t )

]

on the unknown disturbances and their

derivativesD(t ) are supposed to be known, that is,

D(t ) ≤ D(t ) ≤ D(t ), ∀t (11)

or, more precisely,

∀i s.t. 0 ≤ i ≤ k − l − 1, d(i)(t ) ≤ d(i)(t ) ≤ d(i)(t ), ∀t

(12)

The same holds for themeasurement disturbance and its

derivatives E(t ) with time-varying bounds
[E(t ),E(t )

]

.

Also,

lim
t→∞

D(t ) = 0, lim
t→∞

D(t ) = 0, lim
t→∞

E(t )

= 0 and lim
t→∞

E(t ) = 0 (13)

As conservative as this assumption may be, it is not

so di!erent from supposing the disturbances follow some

theoretical model. The following assumptions will be

used in the proof of the closed-loop system state conver-

gence to the origin:

Assumption 3.4: The disturbance d is supposed to be of

 nite energy ‖d‖2 < ∞. The same holds for e with energy

‖e‖2 < ∞.

Assumption 3.5: The controller in Equation (2) is sup-

posed to stabilise asymptotically (resp. exponentially) sys-

tem (G) to the origin x⋆ = 0, under Assumption 3.4 (resp.

d = 0 and e = 0). The controller state at the equilibrium is

denoted xK
⋆ = 0.

In this article, only minimum-phase systems are con-

sidered. In the non-minimum-phase case, additional

analysis is required to ensure stability, which is consid-

ered as a perspective for future works.

Assumption 3.6: The zeros of the SISO transfer function

Tu→α(s) from the control input u to the constrained vari-

able α are supposed to be with strictly negative real part.

To simplify the formulation of iterative expressions

for the saturations components, the following assumption

is made to ensure some terms will not re-appear upon

derivation of the components:

Assumption 3.7: The relative degrees in Assumption 3.2

satisfy to the relation 2l > k.
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For any system ful lling these hypotheses, the two fol-

lowing problems are considered:r Enforce the considered time-domain requirement

on the considered constrained variable. This is for-

mulated in Problem 3.1 and a solution is provided in

Section 4. As illustrated in Section 2.2, this implicitly

requires to avoid saturation bounds overlap;r Guarantee the closed-loop stability in the presence

of OIST saturations. This is formulated in Prob-

lem 3.2 and a solution is provided in Section 5.

3.2 Considered problems

The problem of enforcing this time-domain constraint

was introduced in Burlion (2012) and translated in the

linear framework in Chambon et al. (2015a):

Problem 3.1 (Guaranteed satisfaction of a time-domain

requirement, LTI framework): Find
[

u(t ), u(t )
]

such that

for two design signals α(t ) and α(t ) ful lling α(t ) ≤

α(t ), !t:

α(t ) ∈
[

α(t ), α(t )
]

, ∀t (14)

for the system (G) in Equation (1) in closed loop

with controller (K) in Equation (2) and satisfying to

Assumptions 3.1–3.7:





























ẋ(t ) = Ax(t ) + Buu(t ) + Bdd(t )

y(t ) = x(t ) + Dee(t )

α(t ) = Cαx(t ) + Dαe(t )

α(0) ∈
[

α(0), α(0)
]

ẋK (t ) = AKxK (t ) + BKy(t )

u(t ) = satu(t )
u(t )

(

CKxK (t ) + DKy(t )
)

(15)

where α ∈ R is the considered constrained output vari-

able.

Finding a solution to this problem motivates the

output-to-input saturation Transformation (OIST) where

a constraint on the output α as in Equation (14) is

transformed into saturations
[

u(t ), u(t )
]

on the control

input u.

Remark 3.1: The problem of avoiding saturation bounds

overlap may not be obvious when considering the chosen

formulation for Problem 3.1. However, as illustrated in

Section 2.2,  nding a solution to Problem 3.1 implicitly

requires to avoid such overlap. Otherwise, no guarantee

can be o!ered.

A guaranteed solution of this problem is proposed in

Section 4. The introduction of saturations is critical in

most cases. In the presence of saturations, the state of the

closed-loop system may diverge: this is the well-known

windup e!ect. Hence, a second problem should be con-

sidered in addition to Problem 3.1:

Problem 3.2 (Guaranteed closed-loop stability using

OIST): Guarantee that the origin of the saturated closed

loop in Equation (15) is asymptotically stable.

A solution to this problem is proposed in Section 5

using the saturations provided by the OIST approach in

Section 4.

4. OIST-LTI with saturation bounds overlap

avoidance

The output-to-input saturation transformation is pre-

sented in this section as a solution to Problem 3.1 in the

case of known LTI systems ful lling Assumptions 3.1–

3.7. Time-varying design coe"cients are introduced in

the saturation bounds for the  rst time so as to avoid

overlap. Their expressions are derived from the known

bounds onD(t ) and E(t ). This is detailed in the follow-

ing sections.

4.1 Constrained output variable di#erentiation and

relative degree

Using Assumptions 3.2 and 3.7, the kth derivative of the

constrained variable α in function of u and d has the fol-

lowing expression:

α(k)(t ) = CαA
kx(t ) + Dαe

(k)(t ) + CαA
k−1Buu(t )

+

k
∑

j=l

CαA
j−1Bdd

(k− j)(t ) (16)

By de nition of the relative degree (De nition 2.4), the

kth derivative of the constrained variable α thus depends

on the control input signal u(t). In the next section, a

lemma will be formulated so that properly di!erentiated

design bounds on α can lead to saturations on u, using

Equation (16).

4.2 Ful$lling the time-domain requirement

Considering Problem 3.1, the objective is to ensure

α(t ) ∈
[

α(t ), α(t )
]

, !t. In this section, it is shown how

adequate constraints on the successive derivatives of α

can be used to ful l this requirement. Let us consider a

vector of known positive time-varying signals

κ(t ) =
[

κ1(t ) · · · κk(t )
]

∈ Rk
+ (17)
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which will act as ‘design parameters’. The following

lemma is proposed and proved:

Lemma 4.1: Let us de ne α0(t ) := α(t ), α0(t ) := α(t )
by convention and !j s.t. 1 � j � k,!t:

α j(t ) := κ j(t )(α j−1(t ) − α( j−1)(t )) +
˙︷︸︸︷

α j−1(t )

α j(t ) := κ j(t )
(

α j−1(t ) − α( j−1)(t )
)

+
˙︷︸︸︷

α j−1(t ) (18)

Supposing that !i s.t. 0 � i � k, α(i)(0) ∈
[

αi(0), αi(0)
]

, then

α(k)(t ) ∈
[

αk(t ), αk(t )
]

, ∀t ⇒ α(t ) ∈
[

α0(t ), α0(t )
]

=
[

α(t ), α(t )
]

, ∀t

Proof: See Appendix 1. �

Remark 4.1: The time-varying signal κ(t ) components

κ j(t) in Equation (18) are the design parameters of the

method. Their selection is crucial to avoid saturation

bounds overlap as detailed in Section 4.4.

Remark 4.2: Note this lemma is still valid when intro-

ducing more conservative bounds β
j
(t ) and β j(t ) on

α(j)(t), i.e. satisfying for any given j such that 1 � j � k:

α j(t ) ≤ β
j
(t ), β j(t ) ≤ α j(t ), ∀t (19)

Also, note these more conservative bounds are

not necessarily de ned by an iterative relation as in

Equation (18).

This lemma is directly inspired by Assumption 3.2

on the relative degree of α with respect to u. It can

be used to enforce a time-domain constraint on α by

considering a time-domain constraint on its kth deriva-

tive α(k). Since the latter depends on u as highlighted in

Equation (16), appropriate saturations on the control

input can be obtained. This is detailed in the next section.

4.3 Detailed expressions of the control saturation

bounds

GivenAssumption 3.2, there isCαA
k−1Bu 6= 0. Let us also

suppose that CαA
k−1Bu > 0. Considering Lemma 4.1

and Equation (16), and supposing that the expressions of

αk(t ) and αk(t ) are known!t, the saturations to apply to

the control input u can be obtained. In the undisturbed

case (d(t ) = 0 and e(t ) = 0,!t), these saturationswould

simply be given by

u(t ) = 1
CαA

k−1Bu

[

αk(t ) − CαA
kx(t )

]

u(t ) = 1
CαA

k−1Bu

[

αk(t ) − CαA
kx(t )

]

(20)

In the more general considered case, the saturation

expressions should account for the presence of unknown

disturbances. This is possible using Assumption 3.3:

u(t ) =
1

CαA
k−1Bu

[

αk(t ) − CαA
kx(t ) + |Dα |max

(∣
∣e(k)(t )

∣
∣ ,

∣
∣
∣e(k)(t )

∣
∣
∣

)

+

k
∑

j=l

∣
∣CαA

j−1Bd

∣
∣max

(∣
∣
∣d

(k− j)(t )
∣
∣
∣ ,

∣
∣
∣d

(k− j)(t )
∣
∣
∣

)





u(t ) =
1

CαA
k−1Bu

[

αk(t ) − CαA
kx(t ) − |Dα |max

(∣
∣e(k)(t )

∣
∣ ,

∣
∣
∣e(k)(t )

∣
∣
∣

)

−

k
∑

j=l

∣
∣CαA

j−1Bd

∣
∣max

(∣
∣
∣d

(k− j)(t )
∣
∣
∣ ,

∣
∣
∣d

(k− j)(t )
∣
∣
∣

)





(21)

To be appropriately de ned, the saturations in both

Equations (20) and (21) should not overlap, i.e. u(t ) ≥

u(t ), !t. This can be ensured using appropriate time-

varying design parameters κ(t ). This is discussed in

Section 4.4.

Remark 4.3: In case CαA
k−1Bu < 0 and to avoid

loss of generality, proper re-ordering of u(t ) and u(t )

is required. This is obtained using the de nition in

Equation (4) of the saturation operator.

Expressions of the control saturation bounds have

been obtained. Using these saturations, one can enforce

the considered time-domain constraint as shown in

Lemma 4.1. As seen in Equations (20) and (21), these sat-

urations depend on two quantities αk(t ) and αk(t )which

are iteratively de ned in Equation (18). A  ner study of

these quantities is performed here. For any integer j such

that 1 � j � k, let us de ne the two following vectors:r U j(t ) = [u
j
0(t ) · · · u

j

k(t ) ] ∈ R1×(k+1) where

u
j
j(t ) = 1 and !i > j, u

j
i (t ) = 0;r V j(t ) =

[

v
j
0(t ) · · · v

j

k−l−1(t )
]

∈ R1×(k−l) where

!i > max ( − 1, j − l − 1), v
j
i (t ) = 0 and

v l+1
0 (t ) = ull−1(t )CαA

l−1Bd

Let A = [ α
˙︷︸︸︷

α · · ·
(

α
)(k) ]

⊤

∈ Rk+1, A = [
α

˙︷︸︸︷

α · · ·
(

α
)(k) ]

⊤

and

2 =
[

Cα CαA · · · CαA
k
]⊤

∈ R(k+1)×n. Using the iterative de ni-

tion in Equation (18) and notations in Section 3.1, the
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following expressions are obtained for α j(t ) and α j(t ):

α j(t ) = U j(t )
{A(t ) − 2x(t ) − E(t )Dα

⊤
}

+ CαA
jx(t ) + Dαe

( j)(t ) −V j(t )D(t )

α j(t ) = U j(t )
{A(t ) − 2x(t ) − E(t )Dα

⊤
}

+ CαA
jx(t ) + Dαe

( j)(t ) −V j(t )D(t ) (22)

The vectors U j and V j can be de ned iteratively

when applying Equations (18)–(22). This is detailed in

Appendix 2.

Remark 4.4: Using the obtained iterative expressions

and the fact that u10(t ) = κ1(t ), one can determine that

∀ j, 0 ≤ j < k, u
j+1
j (t ) =

∑ j+1
w=1 κw(t ).

However, the expressions obtained in Equation (22)
cannot be used sinceD(t ) and E(t ) are unknown quan-
tities. As stated in Remark 4.2, Lemma 4.1 is still valid if
more conservative bounds are considered for the applica-
tion on the derivatives α(j)(t). Under Assumption 3.3, the
disturbances are known to be bounded by known quan-
tities. This is used along with De nition 2.3 to obtain dif-
ferentiable known expressions instead of the original ones
in Equation (22):

β
j
(t ) = U j(t )

{A(t ) − 2x(t )
}

+ fabs
(

U j(t )
)

g
(E(t ),E(t )

) ∣
∣Dα

⊤
∣
∣ + CαA

jx(t )

+ |Dα| g
(

e( j)(t ), e( j)(t )
)

+ fabs
(

V j(t )
)

g
(D(t ),D(t )

)

β j(t ) = U j(t )
{A(t ) − 2x(t )

}

− fabs
(

U j(t )
)

g
(E(t ),E(t )

) ∣
∣Dα

⊤
∣
∣ + CαA

jx(t )

− |Dα| g
(

e( j)(t ), e( j)(t )
)

− fabs
(

V j(t )
)

g
(D(t ),D(t )

)

(23)

As stated in Remark 4.2, these bounds are not longer

de ned by iterative expressions as in Equation (18). They

satisfy the following relations:

α j(t ) ≤ β
j
(t ), α j(t ) ≥ β j(t ) (24)

which is compatible with the use of Lemma 4.1, as already

mentioned. In the next section, the selection of the coef-

 cients in κ(t ) which were introduced in Section 4.2 is

discussed. This selection is critical to avoid saturation

bounds overlap.

4.4 Saturation bounds overlap avoidance

Let us use the di!erentiable expressions of Equa-
tion (23) with j = k in place of αk(t ) and αk(t ) in Equa-

tion (21). This is then possible to ensure that α(k)(t ) ∈

[βk(t ), βk(t )], !t, so that, after using Lemma 4.1

and Remark 4.2, the time-domain requirement is

ful lled:

u(t ) =
1

CαA
k−1Bu

[

β
k
(t ) − CαA

kx(t ) + |Dα|max
(∣
∣
∣e(k)(t )

∣
∣
∣ ,

∣
∣
∣e(k)(t )

∣
∣
∣

)

+

k
∑

j=l

∣
∣CαA

j−1Bd

∣
∣max

(∣
∣
∣d(k− j)(t )

∣
∣
∣ ,

∣
∣
∣d(k− j)(t )

∣
∣
∣

)





u(t ) =
1

CαA
k−1Bu

[

βk(t ) − CαA
kx(t ) − |Dα|max

(∣
∣
∣e(k)(t )

∣
∣
∣ ,

∣
∣
∣e(k)(t )

∣
∣
∣

)

−

k
∑

j=l

∣
∣CαA

j−1Bd

∣
∣max

(∣
∣
∣d(k− j)(t )

∣
∣
∣ ,

∣
∣
∣d(k− j)(t )

∣
∣
∣

)





(25)

The obtained saturations depend on the design param-

eters κ(t ) from Equation (17),A(t ) andA(t ) and on the

signals describing the limited knowledge of the distur-

bances:D(t ),D(t ),E(t ) andE(t ). Some further analysis

is, however, required. As highlighted in the case study of

Section 2.2, it is particularly important to detect possible

saturation bounds overlap.

To study the possible saturation bounds overlap, the

successive di!erences β j(t ) − β
j
(t ) are considered up to

j = k − 1. For j = k, one also has to consider the addi-

tional terms in u(t ) − u(t ) (see Equation (25)). Let us

de ne 10(t ) := α(t ) − α(t ) and, !1 � j � k, 1 j(t ) :=

β j(t ) − β
j
(t ). Thus,

1 j(t ) = U j(t )
{A(t ) − A(t )

}

−2 fabs
(

U j(t )
)

g
(E(t ),E(t )

) ∣
∣Dα

⊤
∣
∣

− 2 fabs
(

V j(t )
)

g
(D(t ),D(t )

)

− 2 |Dα| g
(

e( j), e( j)
)

(26)

Considering the iterative de nitions in Equation (50),

the di!erence in Equation (26) can be factorised by κ j(t).

The expression is straightforward to obtain and can be

written in the following form:

1 j(t ) = κ j(t )λ
d
j (t ) + λnj (t ) (27)

where λdj (t ) and λdj (t ) only depend on the coe"cients

κ l(t) with 1 � l < j. Using Equation (27), it seems pos-

sible to force 1j(t) " 0, !t by appropriately de ning the

coe"cient κ j(t). The following lemma recalls the condi-

tions under which saturation bounds overlap is avoided:

Lemma 4.2: Saturation bounds overlap is avoided if both

conditionsr !j s.t. 0 � j < k, 1j(t) " 0, !t;r and, 1k(t ) ≥ 2|Dα|max(|e(k)|, |e(k)|) +

2
∑k

j=l |CαA
j−1Bd|max(|d(k− j)|, |d(k− j)|), !t.
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are satis ed.

The last condition ensures that u(t ) − u(t ) ≥ 0, !t

after considering Equation (25). A constructive de nition

of the coe"cients κ j(t) in Equation (17) can be used to

ful l Lemma 4.2:

Theorem 4.1: Supposing that α(t ) ≥ α(t ) (see Prob-
lem 3.1) and λd1 (t ) 6= 0, !t, saturation bounds overlap is
avoided by selecting the time-varying coe!cients κ(t ) as
follows:

∀1 ≤ j < k, κ j(t ) =
κ̆ j − λn

j (t )

λd
j (t )

, ∀t

and κk(t ) =
1

λd
k (t )

[

κ̆k − λn
k (t ) + 2|Dα|max(|e(k)|, |e(k)|)

+ 2

k
∑

j=l

|CαA
j−1Bd|max(|d(k− j)|, |d(k− j)|)],∀t (28)

with κ̆ j > 0 such that κ1(t ) > 1
2
, !j > 1, κ j(t) > 1 and

λdj+1(t ) 6= 0, and κ̆k > 0 such that κk(t ) > 1
2
.

Proof: Straightforward using Lemma 4.2 and Equa-

tion (27). As far as the minimal values for the κ j(t) are

concerned, this is discussed in the proof of Proposi-

tion 5.2 in Appendix 3. �
Remark 4.5: Note that κk(t) is not di!erentiable with

respect to t by de nition but this is not required contrary

to the other coe"cients.

By the end of this section, a vector of design parame-

ters κ̆ =
[

κ̆1 · · · κ̆k
]

is obtained, ensuring the absence of

saturation bounds overlap and the di!erentiability of κ(t )

(to the exception of κk(t)). The stability of the system in

closed loop with the saturated nominal controller is stud-

ied in the next section.

5. Guaranteed closed-loop stability using

OIST-LTI

Due to the introduction of saturations, the controller state

may diverge upon saturation of the control. This is the

well-known ‘windup’ e!ect. Hence, even if a solution to

Problem3.1was provided in Section 4, there is actually no

guarantee that the closed-loop system state won’t diverge,

as required in Problem 3.2.

In this section, a solution to Problem 3.2 is provided.

The stability of the system in closed loop with the sat-

urated control signal satu(t )
u(t )

(

CKxK (t ) + DKy(t )
)

(where

u(t ) and u(t ) have been obtained using the approach pre-

sented in Section 4) is enforced using an anti-windup

approach. However, to be able to state stability analysis

results, some analysis of the OIST saturations is required.

This is performed in the next section.

5.1 OIST saturations analysis

To ease the stability analysis of the saturated closed loop, a

transformation of the OIST saturations is proposed here.

Also, under the assumptions stated in Section 3.1, it is

shown that these saturations converge towards constant

values. This allows to state asymptotic stability results.

.. Reformulation as state-independent saturations

It is interesting to note that only one term depends on the

state vector x(t ) in the expressions of the control input

saturations obtained using the de nitions of γ
k
and γ k in

Equation (23). Let us de ne

∀t , Koist(t ) :=
U k(t )2

CαA
k−1Bu

∈ R1×n (29)

It is observed that introducing saturations on the con-

trol input u is equivalent to saturating the signal v de ned

as

v(t ) : = u(t ) + Koist(t )y(t ) = u(t )

+ Koist(t )x(t ) + Koist(t )Dee(t ), ∀t (30)

by the following state-free saturations:

v(t ) = u(t ) + Koist(t )x(t ) + |Koist(t )De|max
(∣
∣e(t )

∣
∣ ,

∣
∣e(t )

∣
∣
)

v(t ) = u(t ) + Koist(t )x(t ) − |Koist(t )De|max
(∣
∣e(t )

∣
∣ ,

∣
∣e(t )

∣
∣
)

(31)

Remark 5.1: Positivity of v(t ) − v(t ), !t, is ensured

using similar considerations than in Theorem 4.1.

Using v instead of u as the new input to system (G) in

Equation (1), the saturated system becomes

ẋ(t ) = [A − BuKoist(t )] x(t ) + Busat
v(t )
v(t ) (v(t ))

−BuKoist(t )Dee(t ) + Bdd(t ) (32)

.. Admissible asymptotic equilibrium

Using Equation (25) and the de nitions of the state-free

saturations in Equation (31), the saturations on the new

input v can be obtained. Using Assumption 3.1, there is

also

lim
t→∞

A(t ) =
[

α⋆ 0 · · · 0
]⊤
, lim
t→∞

A(t ) =
[

α
⋆ 0 · · · 0

]

(33)

Considering Theorem 4.1 along with Assumption 3.4,

it can be observed that the design signal κ(t ) in Equa-

tion (17) converges towards a constant value. Thus, this

is also the case of vectorsU j(t ) and V j(t ), !j, s.t. 1 � j

� k, and limt→∞ Koist(t ) = K⋆
oist. Consequently, as far as

the saturations in Equation (31) are concerned and using

Assumption 3.3, they tend towards  nite values and the
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unsaturated control becomes

v⋆ = CKx
⋆
K +

(

DK + K⋆
oist

) (

x⋆ + Dee
⋆
)

= 0 (34)

In the following proposition, it is shown that the origin

is an admissible equilibrium under some condition. This

condition can be evaluated during the analysis phase of

the unconstrained closed-loop system.

Proposition 5.1: Let x⋆ ∈ Rn and suppose

Assumptions 3.1–3.4 are satis ed. In the non-restrictive

case where x⋆ = 0, this is an admissible asymptotic equi-

librium, if

v⋆ = 0 ∈
[

v⋆, v⋆
]

(35)

or, more precisely, if

uk,⋆0 α⋆

CαA
k−1Bu

≤ 0 ≤
uk,⋆0 α

⋆

CαA
k−1Bu

(36)

5.2 Closed-loop representation

As mentioned in Section 5.1.1, the control signal satu-

rations depend on the system state x(t). Changing the

control signal into v(t ) = u(t ) + Koist(t )y(t ), the sys-

tem studied in this section is equivalent to the system in

Equation (37) where the saturations on v(t) do not

depend on the state vector anymore:

(G)



























ẋ(t ) = [A − BuKoist(t )] x(t ) + Busat
v(t )
v(t ) (v(t ))

− BuKoist(t )Dee(t ) + Bdd(t )

y(t ) = x(t ) + Dee(t )

ẋK (t ) = AKxK (t ) + BKy(t )

v(t ) = CKxK (t ) + (DK + Koist(t )) y(t )

α(t ) = Cαx(t ) + Dαe(t )

(37)

The following lemma will be used to demonstrate the

 nal theorem of this paper:

Lemma 5.1: ∀x(t ) ∈ Rn, !t, the function −Koist(t )x(t )

is Lipschitz (with respect to x). Moreover, −Koist(t )x(t ) is

K1-Lipschitz, where K1 = maxt ‖Koist(t )‖ ∈ R.

Proof: Let us de ne, ∀x ∈ Rn, !t, f (x, t ) =

−Koist(t )x(t ). Then, ∀x ∈ Rn,
∂ f

∂x
(x, t ) = −Koist(t ).

Since Koist(t ) is continuous !t by de nition of the coef-

 cients κ(t ) and continuity of
[D(t ),D(t ),E(t ),E(t )

]

(see Assumption 3.3), the function f is continuously

di!erentiable with respect to the state x. This implies

that Koist(t )x(t ) is a Lipschitz continuous function with

respect to x. �

5.3 Guaranteeing the closed-loop stability with an

anti-windup approach

Due to the presence of a dynamic controller and satu-

rations, unexpected closed-loop behaviour is expected.

Anti-windup techniques have been widely studied and

used to avoid behaviours like controller state diver-

gence. Some of these techniques are presented in Grimm

et al. (2003), Kapoor, Teel, and Daoutidis (1998) and

Tarbouriech and Turner (2009). The approach pro-

posed in Menon, Herrmann, Turner, Bates, and Postleth-

waite (2006) and Herrmann, Menon, Turner, Bates, and

Postlethwaite (2010) deals with a speci c class of non-

linear systems to which the system presented in Equa-

tion (37) belongs. In this article, the anti-windup frame-

work is used to enforce the closed-loop stability of the sys-

tem in Equation (37)where the time-varying gainKoist(t )

and saturations are, respectively, given by Equations (29)

and (31). This provides an answer to Problem 3.2.

Proposition 5.2: The open-loop system

ẋ(t ) = [A − BuKoist(t )] x(t ) (38)

is GES.

The proof is inspired by Herrmann et al. (2010).

Proof: See Appendix 3. �

To ensure asymptotic stability of the saturated closed

loop, it is necessary to use an anti-windup. Considering

the system in Equation (37), the following anti-windup

with state xa ∈ Rn is introduced:

(Ga)

















ẋa(t ) = Axa(t ) + Buua(t )

ya(t ) = xa(t )

ua(t ) = −Koist(t )ya(t ) − Dzv(t )
v(t ) (v(t ))

v1(t ) = − [K(s) + Koist(t )] ya(t )

(39)

The control v is then modi ed into

v(t ) = u(t ) + Koist(t )y(t ) + v1(t )

= CKxK (t ) + DK

(

y(t ) − ya(t )
)

+ Koist(t )
(

y(t ) − ya(t )
)

(40)

Themain result of this section is the following theorem

which proves the stability of the origin of the system in

closed loop with the saturated nominal controller. Both

this theorem and its proof are inspired by Menon et al.

(2006) and Herrmann et al. (2010).

Theorem 5.1: If Assumptions 3.1–3.7 are satis ed (result-

ing in Theorem 4.1 and Proposition 5.2), the origin of

the closed-loop system consisting of the system in Equa-

tion (32) – where the time-varying saturations are given
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in Equation (31) – the control law in Equation (40)

and the anti-windup compensator given in Equation (39)

is GAS.

Proof: See Appendix 4. �

An illustration of the system in closed loop with the

anti-windup and saturating block is given in Figure 8.

This is the typical structure obtained when implement-

ing OIST on a linear system.

6. Example: back to the case study

The ball and beam example which served as a case study

in Section 2.2 is considered again for the application of

the method which was presented in Section 4.

Remark 6.1: In this example, there is no disturbance

on the measurements. The theory presented in Section 5

would, however, be applicable, for example, in the case

whereα = Cαx + ewith e, an unknownbut bounded dis-

turbance.

6.1 Assumptions

In this section, the assumptions in Section 3.1 are

reviewed in the case of the ball and beam example intro-

duced in Section 2.2.r As far as the relative degrees are concerned, k = 2

and l = 2 which ful ls Assumptions 3.2 and 3.7.r The disturbance and its bounds are represented on

Figure 6. They ful l Assumption 3.3.

r Assumption 3.4 is satis ed.r The state-feedback controller with integral action

proposed in Equation (9) asymptotically stabilises

the ball and beam system. Hence, Assumption 3.5

is satis ed.r The system is equivalent to a double integra-

tor with no transmission zero: Tu→α(s) = − 0.21
s2
.

Assumption 3.6 is ful lled.

Remark 6.2: Note that the set point rs = 0.6 m (and

ṙs = 0 m/s) is not the origin of the system (it is still a fea-

sible equilibrium). However, using some transformation

equivalent to a translation, one can obtain a set point on

the origin of the system. Hence Theorem 5.1 and its proof

are still valid.

6.2 OIST-LTI implementation, with no saturation

bounds overlap

Using results in Section 4 and considering α = 0.1 m,

α = 0.9 m, the following expressions are obtained for the

successive 1i(t):

∀t ,











10(t ) = 0.8

11(t ) = κ1(t )λ
d
1 (t ) + λn1(t )

12(t ) = κ2(t )λ
d
2 (t ) + λn2(t )

(41)

G(s)

x

d

α

y = x + Dee

v(t)

v(t)

−+
sat(v)

+
+K(s)

Ga(s)

+
−

xa

+
−

ya = xa

v

Koist(t)

Koist(t)

xK

−−

ua

sat(u)

Koist(t)

Figure . Closed-loop illustration.
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Figure . (Colour online) System state and constrained output variable α = r simulation results. (a) System state using time-varying
coefficients (inblue), using constant coefficients (plain red), or,withoutusingOIST (dashed–dotted red). (b) Constrainedoutput simulation
using time-varying coefficients (in blue), using constant coefficients (plain red), or, without using OIST (dashed–dotted red). A zoom is
performed for � t�  s. In the time-varying coefficients case, the requirement is guaranteed.

where

λd1 (t ) = α(t ) − α(t )

λn1(t ) = α̇ − α̇

λd2 (t ) =
[

κ1(t ) 1 0
] {A(t ) − A(t )

}

λn2(t ) =
[

κ̇1(t ) κ1(t ) 1
] {A(t ) − A(t )

}

(42)

Then, the values of the design signals κ i(t) are deduced

from these expressions and Theorem 4.1:

κ1(t ) =
κ̆1 − λn1(t )

λd1 (t )

κ2(t ) =
κ̆2 − λn2(t ) + 2|CαABd|max(|d(t )|, |d(t )|)

λd2 (t )

(43)

where κ̆ =
[

κ̆1 κ̆2
]

=
[

0.5 5
]

are chosen so that the con-

ditions in Theorem 4.1 are satis ed. It is then possi-

ble to obtain saturations on the control signal. Note

that CαABu = −0.21 < 0 in this example, so the oper-

ator in Equation (4) is used to obtain the adequate

saturations.

6.3 Guaranteed closed-loop stability

In this example, the controller is stable and using an anti-

windup is not necessary. For illustrative purposes and

to illustrate the action of such structure, an anti-windup

is, however, designed following the results in Section 5.

The time-varying coe!cient Koist(t ) is de ned as
follows:

Koist(t ) =
U 2(t )2

CαABu

(44)

where U 2(t ) =
[

κ2(t )κ1(t ) + κ̇1(t ) κ1(t ) + κ2(t ) 1
]

and 2 =
[

Cα CαA CαA
2
]⊤
. The simulation results w/

or w/o an anti-windup structure in the loop are compared
in Section 6.4.2.

6.4 Simulations and results

Using the results in Section 6.2, simulations are per-
formed over 100 s. The disturbance signal used in sim-
ulation is shown in Figure 6.

.. Simulation results w/o anti-windup structure

The simulation results are represented on Figures 9
and 10. The data are represented in dashed–dotted red
when considering the nominal control law only (no sat-
urations), in plain red when considering OIST with con-
stant coe!cients (see the case study in Section 2.2) and
in plain blue when the saturations obtained using OIST
are introduced in the closed loop and the OIST coef-
 cients are chosen time varying as in Theorem 4.1 or
Equation (43). As mentioned in Section 2.2, the syn-
thesised controller is not e!cient enough and the ball
falls o" the beam. Using OIST and the knowledge on the
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Figure . (Colour online) Control signal andOISTdesignparametersκ(t) simulation results. (a) Control signal obtainedusing time-varying
coefficients (in blue), using constant coefficients (plain red), or, without using OIST (dashed–dotted red). (b) OIST-LTI design parameters
κ(t) obtained (time-varying case only) through the application of Theorem ..

disturbances bounds, the time-domain constraint is sat-
is ed and nominal performance is recovered whenever
the constraint is not violated. Note that the proposed
approach leads to some conservatism due to the lack of
knowledge on d, especially around t = 45 s. Also, some
conservatism could be introduced by using di"erentiable
upper approximates of the absolute value and maximum
functions.

Contrary to the constant coe!cients case, it can
be noted on Figure 9(b) that the use of time-varying

coe!cients as de ned in Theorem 4.1 o"ers guarantees
on the time-domain requirement satisfaction at all times.
This results from the saturation bounds not overlapping
in this case, whatever the choice of κ̆ .

It appears in Figure 10(a) that the control law varia-
tions are much sharper in the saturated cases. This is a
trade-o" required for complying with the time-domain
requirement. Optimisation of the constants κ̆may help to
obtain less demanding although satisfying control laws.
This is considered future works.
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Figure . (Colour online) Comparison of the simulation results obtained w/ (plain blue) or w/o (dashed–dotted blue) an anti-windup. (a)
Comparison of the constrained output simulation results. (b) Comparison of the control signal u and controller state x

K
.
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.. Comparison of simulation results w/ or w/o an

anti-windup structure

In the previous section, satisfying results were obtained
without using an anti-windup structure in the feedback
loop. The in#uence of such structure is illustrated in
Figure 11. The simulation results obtained with (resp.
without) the anti-windup in the feedback loop are repre-
sented in plain (resp. dashed–dotted) blue. It appears that
the use of an anti-windup allows the control law to stay
longer on the saturations. This results in the constrained
variable sticking to the time-domain requirement limits.
In an informal way, this means that the nominal perfor-
mance is less degraded since the control law tries to copy
the original control as much as possible.

6.5 Conclusions on the simulation results

The results obtained in simulation are highly satisfac-
tory. Using time-varying design parameters in the OIST
approach as proposed in Theorem 4.1, a time-domain
requirement on a given constrained output can be ful-
 lled with guarantees. Moreover, the closed-loop stabil-
ity is ensured as demonstrated in Section 5. In practice,
using an anti-windup structure is not mandatory. How-
ever, it has been observed on the illustrating example that
the constrained variable sticks to the requirement bounds
to copy the original system response as much as possible
when using such structure.

7. Conclusion

In this article, the problem of keeping a linear system out-
put in an interval has been formalised. A solution based
on a transformation from the output expected ‘satura-
tion’ to a saturation on the existing linear control input
has been proposed. A constructive method to apply this
transformation has been introduced. Time-varying sat-
urations are obtained and used in closed loop. Special
attention has been paid to choose the time-varying design
parameters κ i(t) in Equation (17) in order to avoid satu-
ration bounds overlap. Also, using results from the anti-
windup design community, the stability of the system in
closed loop with the resulting nonlinear control has been
guaranteed under the considered assumptions. An appli-
cation to a linear ball and beammodel has been proposed,
showing satisfactory results and illustrating the in#uence
of the anti-windup structure.

However, throughout this article, the speci c class
of minimum-phase linear systems has been considered.
Also, it has been supposed that the whole state is mea-
sured. Future works will be dedicated to extend the
approach to non-minimum-phase systems and to sys-
tems with output feedback. Some hints on the last aspect

were already drawn in Chambon, Burlion, and Apkarian
(2015b). Optimisation of the coe!cients κ̆ will also be
considered.

Notes

1. Output-to-input saturation transformation for LTI sys-
tems.

2. For more details on how this notion is used in the follow-
ing, the reader should refer to De nition 2.1.

3. In the non-pathological case where d is a physical signal
converging to zero under Assumption 3.4.

4. And excluding the pathological case where d is a non-
converging  nite energy distribution, which is not a real-
istic physical case.
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Appendix 1. Proof of Lemma 4.1

The proof is performed iteratively with  xed k. Let
an integer j such that 1 � j � k. Suppose that
α(k)(t ) ∈ [αk(t ), αk(t )] ⇒ α( j)(t ) ∈ [α j(t ), α j(t )], "t.

Also, α( j−1)(0) ∈ [α j−1(0), α j−1(0)]. Only the lower
bound is considered. The demonstration is similar in the
upper bound case. Suppose

∃t2 > 0, α( j−1)(t2) < α j−1(t2) (A1)

then, since α( j−1)(0) ∈
[

α j−1(0), α j−1(0)
]

and, by con-

tinuity of α(j − 1) and α j−1,

∃t1, 0 < t1 < t2,







α( j−1)(t1) = α j−1(t1)

∀t ∈ [t1, t2] , α
( j−1)(t ) ≤ α j−1(t )

(A2)

But, using the recurrence hypothesis, the de nition of
α j(t ) and the fact that "t, κ j(t) # 0, one obtains, "t $

[t1, t2],

α( j)(t ) ≥ α j(t )

≥ κ j(t )
(

α j−1(t ) − α( j−1)(t )
)

+
˙︷︸︸︷

α j−1(t )

≥
˙︷︸︸︷

α j−1(t )

(A3)

hence, using the property of integrals,

∫ t2
t1

α( j)(λ)dλ ≥
∫ t2
t1

˙︷︸︸︷
α j−1(λ)dλ

α( j−1)(t2) − α( j−1)(t1) ≥ α j−1(t2) − α j−1(t1)

(A4)

which contradicts Equation (A1). In other words,

∀t > 0, α( j−1)(t ) ≥ α j−1(t ) (A5)

which proves the lemma.
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Appendix 2. Vectors Uj and Vj iterative

de$nitions

The vectorsU j andV j are given by the following iterative
expressions:

U 0(t ) = [1 0 · · · 0]

∀ j s.t. 1 ≤ j ≤ k,U j(t ) = κ j(t )U
j−1(t )

+ U̇
j−1

(t ) + σ
(

U j−1(t )
)

∀ j s.t. 0 ≤ j ≤ l,V j(t ) = 0

∀ j s.t. l < j ≤ k, V j(t ) = κ j(t )
(

V j−1(t )

+ CαA
j−l−1

[

Al−1Bd · · · A2l− jBd

])

+ V̇
j−1

(t )

+ σ
(

V j−1(t )
)

+





j−l−1
∑

w=0

u
j−1
l−1+w(t )CαA

l−1+wBd 0 · · · 0





(B1)

where σ
(

U j−1
)

(t ) is the cyclic permutation of length k

+ 1 on the elements ofU j−1(t ):

De!nition 9.1: Let S =
[

s0 · · · sk
]

∈ Rk+1. The func-
tion

σ (S) =
[

σ (s0) · · · σ (sk)
]

(B2)

where

σ (si) :=

{

si−1 if 1 ≤ i ≤ k

sk if i = 0
(B3)

is called the cyclic permutation of length k + 1 on the ele-
ments of S.

Proof: Tedious rewriting of Equation (22) in explicit
form and using Equation (18) to express α j+1 for j # 0
starting with α0(t ) = α(t ) leads to Equation (B1). The
same calculus is performed as far as the upper bound is
concerned. �

Appendix 3. Proof of Proposition 5.2

Considering Equation (30) and the system in Equa-
tion (37), this problem is equivalent to studying the sta-
bility of the system ẋ(t ) = Ax(t ) + Buu(t ) in closed-
loopwith v(t)= 0 or u(t ) = −Koist(t )x(t ) (d(t ) = 0 and
e(t ) = 0). The transfer function between u and the con-
strained variable α is given by

α = Tu→α(s)

=
sm + p1s

m−1 + · · · + pm−1s + pm

sn + d1sn−1 + · · · + dn−1s + dn
u

(C1)

with k = n − m (see Assumption 3.2). Theoretically
speaking, a minimum state-space representation of this
transfer can be represented in the canonical form which
can in turn be expressed as a chain of integrators in addi-
tion to the considered transfer zero dynamics (see Hu,
Lindquist, Mari, & Sand, 2012, Chapter 4). The chain of
integrators is given by































˙︷︸︸︷
α = α̇

...

˙︷ ︸︸ ︷

α(k−2) = α(k−1)

˙︷ ︸︸ ︷

α(k−1) = α(k)

= −U k(t )2x + CαA
kx

(C2)

where the last equality is obtained by observing that u =

−Koist(t )x (and d = 0, e = 0). Let "0 � j � k − 1, γ j =

α( j) +U j(t )2x − CαA
jx and Ŵ =

[

γ0 · · · γk−1

]

∈ Rk.
Using Equations (18) and (22) with null disturbances,
the chain of integrators in Equation (C2) can be
rewritten as

Ŵ̇ =











−κ1 1 0 · · · 0

0
. . .

. . .
. . .

...
...

. . .
. . .

. . . 0
−κk−1 1

0 · · · 0 −κk











Ŵ

= AŴŴ

(C3)

This is completed by the zero dynamics as shown inHu
et al. (2012, Chapter 4) which results in the open-loop
transfer in Equation (C1) being equivalent to the follow-
ing state-space representation:

˙︷︸︸︷
[

Ŵ

Z

]

=

[

AŴ 0
AZŴ AZ

][

Ŵ

Z

]

(C4)

where

AZ =











0 1 0 · · · 0
...

. . .
. . .

. . .
...

...
. . .

. . . 0
0 · · · · · · 0 1

−pm −pm−1 · · · −p2 −p1











(C5)

and AZŴ is the null matrix except for the coe!cient
AZŴ (n − k, 1) = 1. Considering Assumption 3.6, AZ
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eigenvalues are with strictly negative real parts. As far as
the dynamics of Equation (C4) is concerned, the follow-
ing candidate Lyapunov positive de nite function is con-
sidered:

V (Ŵ,Z) =
1

2
Ŵ

⊤
Ŵ +

ǫ

2
Z⊤Z (C6)

where ε is a positive constant. Then,

V̇ (Ŵ,Z) = Ŵ
⊤AŴŴ + ǫZ⊤AZZ + ǫZ⊤AZŴŴ (C7)

where, using the logarithmic function concavity and the
fact that "1 � i � k, γ i − 1γ i � |γ i − 1γ i|,

Ŵ
⊤AŴŴ = −

k−1
∑

i=0

κi+1γ
2
i +

k−1
∑

i=1

γi−1γi

≤ −

k−1
∑

i=0

κi+1γ
2
i +

1

2

k−1
∑

i=1

γ 2
i +

1

2

k−2
∑

i=0

γ 2
i

Ŵ
⊤AŴŴ ≤ −Ŵ

⊤DVŴŴ

≤ −Ŵ
⊤diag

(

κ1 −
1

2
, κ2 − 1, · · · , κk−1 − 1, κk −

1

2

)

Ŵ

(C8)

so that DVŴ is a positive de nite diagonal matrix upon
adapted selection of the positive time-varying coe!cients
κ i(t). In the same vein,

ǫZ⊤AZŴŴ ≤
ǫν

2

(

AZŴ
⊤Z

)⊤
AZŴ

⊤Z +
ǫ

2ν
Ŵ

⊤
Ŵ (C9)

where ν is a positive constant. It comes that

V̇ (Ŵ,Z) ≤ −Ŵ
⊤DVŴŴ +

ǫ

2ν
Ŵ

⊤
Ŵ

+ ǫ
(

Z⊤AZZ +
ν

2
Z⊤

(

AZŴAZŴ
⊤
)

Z
)

(C10)

Using the notations λmin(M) and λmax(M) to denote
the minimal and maximal real parts of the eigenvalues of
the matrixM, it is observed that

Z⊤AZZ +
ν

2
Z⊤

(

AZŴAZŴ
⊤
)

Z ≤ λmax(AZ)Z⊤Z

+
ν

2
λmax

(

AZŴAZŴ
⊤
)

Z⊤Z (C11)

and

− Ŵ
⊤DVŴŴ +

ǫ

2ν
Ŵ

⊤
Ŵ ≤ −λmin (DVŴ) Ŵ

⊤
Ŵ +

ǫ

2ν
Ŵ

⊤
Ŵ

(C12)

By choosing ν = − λmax(AZ)

λmax(AZŴAZŴ
⊤)

> 0 (since AZŴAZŴ
⊤

is positive semi-de nite) and ǫ = νλmin(DVŴ) > 0 and
by observing that the eigenvalues of AZ are with strictly

negative real parts (see Assumption 3.6) andDVŴ is a pos-
itive de nite matrix, one obtains

V̇ (Ŵ,Z) ≤ − 1
2
λmin(DVŴ)Ŵ⊤

Ŵ + 1
2
λmax(AZ)Z⊤Z

≤ −min
(

λmin(DVŴ), − 1
ǫ
λmax(AZ)

)

V (Ŵ,Z)

≤ −k1V (Ŵ,Z)

(C13)

where k1 > 0. Also note that V̇ (0, 0) = 0. As a conse-
quence, the candidate function V is a Lyapunov function
and the open-loop system ẋ = [A − BuKoist(t )] x is GES.

Appendix 4. Proof of Theorem 5.1

First, considering Proposition 5.1, the origin is a reach-
able equilibrium of the system in closed loop with the sat-
urated control signal. Thus, it is of some interest to study
the asymptotic stability of this equilibrium. Using Equa-
tion (3), the state equation in Equation (32) can be rewrit-
ten as

ẋ(t ) = Ax(t ) + Bu

[

− Koist(t )xa(t ) + CKxK (t )

+ DK

(

y(t ) − xa(t )
)

− Dzv(t )
v(t ) (v(t ))

]

+ Bdd(t )

(D1)

Using a similar approach to Kapoor and Daoutidis
(1999), let us de ne ex(t ) := x(t ) − xa(t ). It follows that

ėx(t ) = (A + BuDK) ex(t ) + BuCKxK (t )

+ Bdd(t ) + BuDKDee(t )

ẋK (t ) = AKxK (t ) + BKex(t ) + BKDee(t )

(D2)

Let X =
[

ex xK
]⊤

andW =
[

d e
]⊤
, then

Ẋ =

[

A + BuDK BuCK

BK AK

]

X +

[

Bd BuDKDe

0 BKDe

][

d

e

]

= AXX + BXW

(D3)

Under Assumptions 3.3 and 3.4, ‖W‖2 is  nite and

‖W‖ is bounded. It follows that ‖X‖2 is  nite and ‖X‖

converges to zero. In caseW = 0, the state X converges

exponentially to zero. Replacing v in Equation (39) by

its expression in Equation (40), one obtains the following

equation:

ẋa(t ) = [A − BuKoist(t )] xa(t )

− BuDz
v(t )
v(t )

(

Koist(t )ex(t ) + Koist(t )Dee(t )

+ DKex(t ) + DKDee(t ) + CKxK (t )
)

(D4)

Considering Proposition 5.2, the open-loop system

ẋa = [A − BuKoist(t )] xa(t ) is exponentially stable. Thus,
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for some positive de nite functionV (xa), there exists by

the converse Lyapunov theorem (see Khalil, 1996), con-

stants αi, 1 � i � 4, such that

α1 ‖xa‖
2 ≤ V (xa) ≤ α2 ‖xa‖

2

∥
∥
∥

∂V (xa)
∂xa

∥
∥
∥ ≤ α3 ‖xa‖

∂V (xa)

∂xa
[Axa − BuKoist(t )xa] ≤ −α4 ‖xa‖

2

(D5)

Since, by Equation (D4),

V̇ (xa) =
∂V (xa)

∂xa
[Axa − BuKoist(t )xa]

−
∂V (xa)

∂xa
BuDz

v(t )
v(t )

(

Koist(t )ex(t )

+ DKex(t ) + CKxK (t ) + (DK

+ Koist(t ))Dee(t )
)

(D6)

it comes

V̇ (xa) ≤ −α4 ‖xa‖
2

+ α3 ‖xa‖ ‖Bu‖

∥
∥
∥
∥
Dzv(t )

v(t )

(

Koist(t )ex(t )

+ DKex(t ) + CKxK (t )

+ (DK + Koist(t ))Dee(t )
)
∥
∥
∥
∥

(D7)

First, using Lemma 5.1 and ex := x − xa, it is observed

that since Koist(t )x is K1-Lipschitz, then

‖Koist(t )ex‖ ≤ K1 ‖ex‖ , ∀t (D8)

Second, by property of the dead-zone function,

‖Dzv(t )
v(t ) (v(t ))‖ ≤ ‖v(t )‖, ∀t . It comes that

V̇ (xa) ≤ −α4 ‖xa‖
2 + α3 ‖Bu‖ ‖xa‖

{

[K1 + ‖DK‖] (‖ex‖

+ ‖De‖ ‖e‖) + ‖CK‖ ‖xK‖
}

≤ −α4 ‖xa‖
2 + α3 ‖Bu‖ ‖xa‖ [K1 + ‖[DK CK]‖] ‖X‖

+ α3 ‖Bu‖ ‖xa‖ [K1 + ‖[0DK]‖] ‖De‖ ‖W‖ (D9)

Using k1 > 0 and k2 > 0 such that

k1 ≥ α3 ‖Bu‖
[

K1 +
∥
∥
[

DK CK

]∥
∥
]

∈ R

k2 ≥ α3 ‖Bu‖
[

K1 +
∥
∥
[

0 DK

]∥
∥
]

‖De‖ ∈ R
(D10)

then Equation (D9) becomes

V̇ (xa) ≤ −α4 ‖xa‖
2 + ‖xa‖ [k1 ‖X‖ + k2 ‖W‖](D11)

Applying the inequality 2ǫ ‖xa‖ ‖X‖ ≤ ǫ2 ‖xa‖
2 +

‖X‖2

ǫ2
for ε > 0, Equation (D11) is rewritten as

V̇ (xa) ≤ −α4 ‖xa‖
2 +

1

2
k21ǫ

2
1 ‖xa‖

2 +
1

2
k22ǫ

2
2 ‖xa‖

2

+
k21
2ǫ21

‖X‖2 +
k22
2ǫ22

‖W‖2

≤

(

−α4 +
1

2
k21ǫ

2
1 +

1

2
k22ǫ

2
2

)

‖xa‖
2 +

k21
2ǫ21

‖X‖2 +
k22
2ǫ22

‖W‖2

≤ −α5 ‖xa‖
2 +

k21
2ǫ21

‖X‖2 +
k22
2ǫ22

‖W‖2 (D12)

where α5 = α4 − 1
2
k21ǫ

2
2 − 1

2
k22ǫ

2
2 > 0 if the constants ε1

and ε2 are chosen small enough so that α4 > 1
2
k21ǫ

2
1 +

1
2
k22ǫ

2
2 . Using Isidori (1999, Lemma 10.4.2, p. 21),V is thus

an ISS-Lyapunov function for the system

ẋa = f1

(

xa,

[

X

W

])

(D13)

(D14)

(D13) xa

W
X

W

Figure D. Illustration of the interconnections in the cascade described by Equation (D).
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where f1 is a nonlinear function adequately de ned.

According to Isidori (1999, Theorem 10.4.1, p. 21), the

system in Equation (D13) is thus ISS. At the beginning

of this proof, it has been shown that – for a speci c

class of bounded  nite energy disturbances d and e –

‖X‖2 is  nite and ‖X‖ converges to zero. Using a similar

approach to the previous case, there existsVX and strictly

positive constantsβ1,β2 such that V̇X (X ) ≤ −β1 ‖X‖2 +

β2 ‖W‖2. This function is an ISS-Lyapunov function to

the following system:

Ẋ = f2 (X,W ) (D14)

where f2 is a linear function adequately de ned.

Using Isidori (1999, Theorem 10.5.2, p. 34), it is possible

to conclude that the cascade of systems in Equation (D15)

is ISS. The cascade is illustrated on Figure 12. Note that in

case d = 0 and e = 0 and using Isidori (1999, Corollary

10.5.3, p. 35), the origin (xa,X ) = (0, 0) is GAS for the

cascade.









ẋa = f1

(

xa,

[

X

W

])

Ẋ = f2 (X,W )

(D15)

Using the relation between ISS and CICS property, as

stated in Terrell (2009, Theorem 16.4, p. 373), it comes

that the cascade in Equation (D15) is CICS. Hence, using

the theorem in Sontag (1989) (where CIBS property

is a weaker property than CICS), the origin (xa,X ) =

(0, 0) is GAS for the cascade. This concludes the

proof.
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ABSTRACT
In this paper, a new technique is proposed for trajectory tracking of a flexible spacecraft subject to angular
velocity constraints. The problem is addressed using an output to input saturation transformation (OIST)
which converts the prescribed bounds into state-dependent saturations on the control input signals. It is
shown that an interval observer can be used in combination with the OIST technique to ensure that the
constraints remain satisfied despite unmeasured flexible modes and torque disturbances. Some realistic
simulations conclude the paper and validate our approach.

1. Introduction

State constraints arise in numerous engineering applications.
Among several approaches summarised inGoodwin, Seron, and
de Dona (2004) and Glattfelder and Schaufelberger (2003), a
popular idea consists of modifying a nominal controller when-
ever the constraints are about to be violated. Following this line,
the output to input saturation transformation (OIST) approach
was recently proposed in Burlion (2012) andChambon, Burlion,
and Apkarian (2015a) to replace the state constraints by some
state-dependent control saturations. Such an approach is attrac-
tive because it enables use of the vast literature on control
saturation problems and may especially lead to consider anti-
windup loops which are now well understood (see e.g. Galeani,
Tarbouriech, Turner, & Zaccarian, 2009; Tarbouriech & Turner,
2009).

On the other hand, the spacecraft attitude pointing and
tracking control problems have been extensively studied in the
past decades (see e.g. Akella, Thakur, & Mazenc, 2015; Chen
& Huang, 2009; Di Gennaro, 2002; Gennaro, 2003; Lovera
& Astolfi, 2004; Tayebi, 2008; Trégouët, Arzelier, Peaucelle,
Pittet, & Zaccarian, 2015; Zhang & Cheng, 2012; Zhang, Wang,
& Trivailo, 2008, and the references therein). Of particular inter-
est are the studies carried out in Xiao, Yin, and Kaynak (2017)
and Xiao, Yin, and Wu (2017) where a nonlinear observer-
based attitude control was tailored to reject both external distur-
bances and flexible vibrations. The effectiveness of the approach
was verified through a testbed which uses thruster and reaction
wheels as actuators. However, reaction wheels’ rotation speed
limitations were not studied in these papers.

Most of the papers dealing with satellite attitude control sub-
ject to constraints use model predictive control (MPC) tech-
niques (see e.g. Gupta, Kalabic, Cairano, Bloch, &Kolmanovsky,
2015; Hegrenaes, Gravdahl, & Tondel, 2005). Although MPC
provides very efficient solutions, the full state is most of the time
assumed to be available. As an alternative to MPC, only a few
papers deal with state-constraints, especially with the problem

CONTACT Laurent Burlion Laurent.Burlion@onera.fr

of limiting the angular velocity of a spacecraft as in Hu (2009)
and Luzi, Peaucelle, Biannic, Pittet, andMignot (2014). This is a
significant problem because the limitations of the satellite reac-
tion wheels require a response with a limited speed when the
pointing error is too large (Biannic, Roos, & Pittet, 2011; Pittet
& Arzelier, 2006).

In this paper, the problem of spacecraft attitude reference
trajectory tracking is considered. To cope with angular velocity
limitations, a nominal controller is combined with the so-called
OIST methodology (Chambon, Burlion, & Apkarian, 2017).
Since in its preliminary form, this technique requires the full
state to be measured, an interval observer is proposed develop-
ing the ideas introduced in Chambon, Burlion, and Apkarian
(2015b) (note that this last paper did not prove the stability of
the resulting closed-loop system). Such an observer is here used
to compute the upper and lower bounds of the torque induced by
the unmeasured flexible modes and external disturbances. The
main contribution of the paper is to extend the OIST technique
(whichwas initially detailed for linear systems inChambon et al.
(2017)) to a nonlinear spacecraft model. Also, we establish the
closed-loop system stability by using an anti-windup recipe.

The paper is organised as follows. In Section 2, the math-
ematical model of the flexible spacecraft is recalled, while in
Section 3, the control problem is stated. In Section 4, a novel
OISTwhich uses a time-varying interval observer is proposed to
deal with the angular velocity constraints. The obtained closed-
loop saturated system is studied in Section 5: it is demonstrated
that asymptotic stability properties are achieved when a nonlin-
ear anti-windup loop is combined with a nominal control law.
Finally, the effectiveness of the proposed approach is illustrated
by numerical simulations in Section 6.

2. Preliminaries

2.1 Definitions and notation

Notation: The classical unit quaternion representation for satel-
lite orientation with respect to an inertial frame is denoted

©  Informa UK Limited, trading as Taylor & Francis Group
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q = [q0, qTv ]T , where q0 ∈ R is the scalar component and qv ∈
R3 is the vector component. The quaternion is unit when q20 +
qTv qv = 1. The inverse of q is denoted q−1 = [q0,−qTv ]T and the
product of two quaternions q1 and q2 is denoted q1∗q2. The fol-
lowing notation will be useful when developing the equations
for satellite attitude dynamics:

S(v ) =
⎡
⎣ 0 −v3 v2

v3 0 −v1
−v2 v1 0

⎤
⎦ E(q) =

[ −qTv
q0I3 + S(qv )

]

R(q) = (q20 − qTv qv )I3 + 2qvqTv − 2q0S(qv )

(1)

where v = [v1, v2, v3]T. Note that S(.) is the skew symmetric
operator and that E(q) ∈ R4×3 is classically used in the expres-
sion of q̇. Moreover, R(q) � SO(3) is the rotation matrix that
corresponds with q.

Notation: Given two vectors x1, x2 ∈ Rn, the relation x1 �
x2, is understood element-wise.

Notation: For any vector x ∈ Rn, and anymatrixA ∈ Rm×n,
|x| and |A| denote, respectively, the Euclidean norm of x and the
induced norm of A. The Frobenius norm is denoted by |A|F :=√
trace(ATA). Moreover, given any positive definite matrix Q,

λmin (Q) (resp. λmax (Q)) denotes the minimal (resp. maximal)
eigenvalue value of Q.

Definition 2.1: A squarematrixM = (Mij) ∈ Rn×n is said to be
Metzler ifMij � 0, �i � j.

Definition 2.2: Given two scalar functions u, u : R −→ R such
that ∀t, u(t ) ≤ u(t ), the following saturation operator with
time-varying bounds is defined:

∀u ∈ R, Satu(t )
u(t ) (u) = max{u(t ),min{u(t ), u}} (2)

When applied to a vector, this operator is understood
component-wise.

2.2 Flexible spacecraft modelling

In this paper, we consider the flexible spacecraft model used in
Di Gennaro (2002):

q̇e = 1
2
E(qe)ωe (3a)

Jmbω̇e = −N(ω, ωe, ze, ωb
r ) + u + d +Czze + Dzωe − Jmbω̇

b
r

(3b)

że = Azze + B1,zωe + B2,zω̇
b
r (3c)

where� qe = q ∗ q−1
r = [qe0 qTev ]T is the error between the space-

craft quaternion q and the reference quaternion qr� ωe = ω − ωb
r ∈ R3 is the error between the angular veloc-

ity of the spacecraft ω and ωb
r which is the reference angu-

lar velocity ωr expressed in the body-fixed frame. In other
words, ωb

r is defined by

ωb
r = R(qe)ωr = R(q)R(qr)Tωr (4)

� u ∈ R3 are the control inputs produced by gas jets.� d ∈ R3 are the torque disturbances.� ze = z − zr , where z = [η;ψ] = [η; η̇ + δω] (η ∈ RN

being the vector of the modal displacements) and zr :=
[ON,1; δωb

r ].� Jmb = J − δTδ is the main body symmetric inertia
matrix where J ∈ R3×3 is the symmetric inertia matrix of
the undeformed structure and δ ∈ RN×3 is the coupling
matrix between elastic and rigid dynamics� (Az, B1, z, B2, z, Cz, Dz) are matrices expressed with respect
to the damping (resp. stiffness) matrix C = diag{2ξ iωi, i
= 1, …, N} (resp. K = diag{ω2

i , i = 1, . . . ,N}) of the N
flexible modes:

Az =
[
ON IN
−K −C

]
, B2,z = −

[
ON
IN

]
δ, B1,z = AzB2,z

Cz = δT [K C], Dz = −δTCδ (5)� the function N is defined by the following relation:

∀e, f , g ∈ R3,∀z ∈ R2N,N(e, f , z, h)

= S(e)(Jmb f + Gzz + Jh) (6)

where Gz = [O3, N δT]

Remark 2.1: The expression retained for zr corresponds to the
absence of modal displacements. Indeed, zr can be rewritten as
zr := [ηr; η̇r + δωb

r ] where ηr = η̇r = ON,1. Moreover, consid-
ering the expressions of Az, B1, z and B2, z (5), it can be easily
shown that zr verifies żr = Azzr + B1,zω

b
r − B2,zω̇

b
r .

Remark 2.2: Control inputs u are merely produced by gas jets
in the retained model of Di Gennaro (2002). Considering addi-
tional control inputs like reaction wheels and magnetorquers is
postponed to future studies. However, being able to limit the
satellite angular velocity is of practical interest because it is a first
step before successfully dealing with the reaction wheels’ speed
limitations. See, for more details, Pittet and Arzelier (2006) and
Luzi et al. (2014).

3. Problem formulation

3.1 Main assumptions

In the remainder of the paper, the following ‘not so restrictive’
assumptions have been made:

(A1) Although it might be poorly damped, the spacecraft
structure is assumed strictly stable so that Az is Hur-
witz (all eigenvalues lie strictly inside the open left
half-plane),

(A2) The torque disturbance signal is bounded. More precisely,
we assume that

d ∈ L2 ∩ L∞ (7)

which implies

∃ d̄ > 0 / d(t ) ∈ [−d̄, d̄] (8)
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(A3) The initial state vector z(0) ∈ R2N associated to the flex-
ible modes is assumed to belong to a bounded interval.
Then, there exist z−

0 , z+
0 ∈ R2N such that z−

0 ≤ z(0) ≤ z+
0

or equivalently:

z(0) ∈ [z−
0 , z+

0 ] (9)

(A4) The reference angular velocity ωr and the acceleration ω̇r
are assumed to be bounded. More precisely, we will con-
sider:

ωr ∈ L∞ ; ω̇r ∈ L2 ∩ L∞ (10)

3.2 Problem statement

The starting point of the paper is the following nominal control
law which does not take into account the angular velocity con-
straints and requires the whole state to be measured:

Lemma 3.1: Under Assumptions (A2) and (A4) and further con-
sidering that the whole state is measurable, let the following static
state-feedback controller be applied to system (3a)–(3c)

u = unom(qe0, xe, ωb
r , ω̇

b
r )

= −kpqev − kdωe − Jmbq̇ev + N(ω, ωe, ze, ωb
r )

−Czze − Dzωe + Jmbω̇
b
r

(11)

where the controller gains kp and kd are strictly positive scalars.
Then, the error state xe = [qev; ωe; ze] asymptotically converges to
the origin for any initial condition x(0).

Proof: The control law is similar to the one ofDiGennaro (2002,
Theorem 1). There are two slight differences in the proof of the
result:

(1) in our modelling, we consider a torque disturbance d
which introduces an additional term in the derivative of
the Lyapunov functionV (see (8) and (9) in Di Gennaro,
2002). This is treated in the same manner that of the ω̇r
term. Indeed, using Assumption (A2), one can still con-
clude the proof by invoking Barbalat’s lemma.

(2) we do not impose any lower bound on kd since the proof
is unchangedwhen P is replaced by εPwhere the positive
real ε is an extra degree of freedom which can be chosen
sufficiently small so that Q > 0 no matter the value of kd
> 0 (see (11) in Di Gennaro, 2002)

�
Remark 3.1: Note that qev tends to 0 while qe0 is driven to ±1
which in all cases make R(qe) converge to the same rotation I3.
Akella et al. (2015) propose to adopt the notion of ‘almost’ global
asymptotic stability for this problem.

In this paper, the problem at hand is thus to redesign the
nominal full state feedback control law (11) in the case where� the modal displacements η and their time derivatives η̇ are

notmeasured, whichmeans that z is no longer available for
feedback,

� the angular velocity vector ω must satisfy the following
asymmetric constraints:

∀t, ω ≤ ω(t ) ≤ ω (12)

with

ω < 0 < ω (13)

4. Output to input saturation transformation

extended for robustness (OISTeR)

Before stating our main results and for clarity of presentation,
we first recall the OIST technique when both the full state and
the disturbance are measured. Then, we propose an extended
technique using the upper and lower bounds of the unmeasured
states which are thus provided by the interval observer. This new
technique calledOISTeRmeansOIST extendedwithRobustness
properties (with respect to both the uncertain initial condition
z(0) ∈ [z−

0 , z+
0 ] and uncertainties on d ∈ [−d̄, d̄]).

4.1 The ‘classical’ OISTmethodology

For clarity of presentation, let us first recall the OISTmethodol-
ogy when the full state and the disturbance d are measured.

Lemma 4.1: Let kO be a strictly positive real number. Let u ∈ L2.
Suppose that the whole state and the disturbance torque d are
available for feedback. Suppose that ω(0) ∈ [ω,ω] and consider
the following input saturated system:

Jmbω̇ = −N(ω, ω, z, 0) + OISat(u) + d +Czz + Dzω (14a)

ż = Azz + B1,zω (14b)

where

OISat(u) : = Jmb(SatkOω

kOω
(α + kOω) − kOω)

+N(ω, ω, z, 0) − d −Czz − Dzω (15)

with

α = J−1
mb (−N(ω, ω, z, 0) + u + d +Czz + Dzω) (16)

Then, ∀t ≥ 0, ω(t ) ∈ [ω,ω]

Proof: The proof is straightforward using the OIST technique
as defined in Burlion (2012) and Chambon et al. (2015a) in the
relative degree 1 case (i.e. whenu appears in the expression of the
first derivative ofω with respect to time). For clarity, we develop
the basic computations. Using (14a)–(15), it is readily seen that
ω undergoes the following dynamics:

ω̇ = SatkOω

kOω
(α + kOω) − kOω (17)

which implies that �t,

− kO(ω − ω) ≤ ω̇ ≤ −kO(ω − ω) (18)

from this, the result is easily deduced using the fact that ω(0) ∈
[ω,ω] and kO > 0. �
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Remark 4.1: ‘OISat(u)’ denotes a saturation of the control input
u. This notation is preferred to ‘Sat’ since it is a state-dependent
saturation element which comes from an OIST.

4.2 The OISTeRmethodology

The OISTeR methodology is now developed: it extends the
above result when neither z nor d are no longer measured. Fol-
lowing the preliminary ideas of Chambon et al. (2015b), we
first build an interval observer in order to obtain the lower and
upper bounds of themissing variables. Then, we propose a novel
‘OISat’ function which exploits these bounds. Note that the use
of an interval observer is the key idea to respect the angular
velocity constraints (using an estimation of z in combination
with the OIST methodology presented in Lemma 3.1 would not
be sufficient to make sure that these constraints are fulfilled).
The following result is then established:

Lemma 4.2: Let kO be a strictly positive real number. Let d ∈ L2.
Let Assumptions (A2) and (A3) hold and suppose that ω(0) ∈
[ω,ω]. Then, there exists a time-varying vector ēy taking its values
in R3

≥0 such that the input saturated system (14a)–(14b) with

OISat(u) := Jmb(Sat
k(t )ω−ey
k(t )ω+ey (α + k(t )ω) − k(t )ω)

+N(ω, ω, ẑ, 0) −Czẑ − Dzω (19)

and

α = J−1
mb

(−N(ω, ω, ẑ, 0) + u +Czẑ + Dzω
)

(20a)

k(t ) = kO + 2ey
ω − ω

(20b)

˙̂z = Azẑ + B1,zω (20c)

ẑ(0) = z−
0 + z+

0

2
(20d)

satisfies

∀t ≥ 0, ω(t ) ∈ [ω,ω] (21)

Proof: Let us denote ez = z − ẑ, where ẑ is defined by (20c) and
(20d).

Let us also note

ey = J−1
mb (−S(ω)Gzez +Czez + d) (22)

Using these notations, it is clear that (3b) can be rewritten as
follows:

Jmbω̇e = −N(ω, ωe, ẑe, ωb
r ) + u +Czẑe + Dzωe − Jmbω̇

b
r + Jmbey

(23)

Note that ey is thus the total disturbance torque induced by both
the disturbance d and the observation error. Then, as detailed in
Appendix 1, one can easily construct the lower bounds −ēy and
the upper bounds ēy of themissing variables ey using the interval
observer proposed in Mazenc and Bernard (2011).

Using (14a), (22) and (23), it is readily checked that ω under-
goes the following dynamics:

ω̇ = Satk(t )ω−ey
k(t )ω+ey (α + k(t )ω) − k(t )ω + ey (24)

when one applies the control action (19).
Note that here the saturation function is well defined because

(20b) implies that

∀t ≥ 0, k(t )ω − ey ≥ k(t )ω + ey (25)

it follows from (24) that

∀t ≥ 0, −k(t )(ω − ω) + ey + ey
≤ ω̇ ≤ ey − ey − k(t )(ω − ω) (26)

which implies that

∀t ≥ 0, −k(t )(ω − ω) ≤ ω̇ ≤ −k(t )(ω − ω) (27)

Recalling that ω(0) ∈ [ω,ω] and noting from (13) and (20b)
that k(t)� kO > 0, the final result (21) immediately follows from
(27) which concludes the proof. �

5. Main result: attitude tracking under velocity

constraints

Based on the notation introduced in the preceding section and
more specifically on equations, the flexible spacecraft model
(3a)–(3c) is now rewritten as follows:

q̇e = 1
2
E(qe)ωe (28a)

Jmbω̇e = −N(ω, ωe, ẑe, ωb
r ) + u +Czẑe + Dzωe + Jmb

(
ey − ω̇b

r
)

(28b)
˙̂ze = Azẑe + B1,zωe + B2,zω̇

b
r (28c)

ėz = Azez (28d)

with

ẑe = ẑ − zr (29)

ez = z − ẑ (30)

ey = J−1
mb (−S(ω)Gzez +Czez + d) (31)

and the main result of the paper, summarised in the following
theorem, may now be stated.

Theorem 5.1: Let kO, ka be strictly positive real numbers. Let d ∈
L2. Let Assumptions (A2)–(A4) hold and suppose that ω(0) ∈
[ω,ω]. Consider a closed-loop system consisting of the plant
(28a)–(28d) and the dynamic control law:
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u = OISat(ũn + ua) (32)

= Jmb

(
Satk(t )ω−ey

k(t )ω+ey (α + k(t )ω) − k(t )ω
)

+N(ω, ω, ẑ, 0) −Czẑ − Dzω (33)

q̇a = 1
2
E(qa)ωa := 1

2
E(qa)R(qe)R(qa)Tωbe

a (34)

Jmbω̇
be
a = (N(ω̃ + ωb

r , ω̃, ˆ̃z, ωb
r ) − N(ω, ωe, ẑe, ωb

r ))

+Czza + Dzω
be
a (35)

+ OISat(ũn + ua) − ũn (36)

ża = Azza + B1,zω
be
a (37)

with

ũn = unom(q̃0, ˆ̃x, ωb
r , ω̇

b
r ) (38a)

α = J−1
mb

(−N(ω, ω, ẑ, 0) + ũn + ua +Czẑ + Dzω
)

(38b)

ua = Jmb(−kaqav − k(t )ωbe
a ) + N(ω, ωbe

a , za, 0) −Czza − Dzω
be
a

(38c)

where� ˆ̃z = ẑe − za, ω̃ = ωe − ωbe
a , q̃ = qe ∗ q−1

a .� ey (resp.k(t)) is given by (A9) (resp. (20b)).

Then,∀t ≥ 0, ω(t ) ∈ [ω , ω] and there exists kO such that the
error xe = [qev ;ωe ; ze] is asymptotically stabilised to the origin for
kO ≥ kO.

Remark 5.1: Note that the dynamic part of the control law
described by Equations (34)–(37) is the anti-windup loop.

Proof: The proof of the result is divided into two parts. In the
first part, it is shown that the error system whose state x̃ =
[q̃v ; ω̃ ; z̃] asymptotically converges to 0. The second part of
the proof establishes that the anti-windup state denoted by xa =
[qav ; ωbe

a ; za] asymptotically converges to the origin as well. As
a consequence, the state of the error system xe = [qev ;ωe ; ze]
tends asymptotically to 0.

Part 1. Let us consider the error systemwhose state is x̃. After
straightforward computations, one obtains

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

˙̃q = 1
2
E(q̃)ω̃

Jmb ˙̃ω = −N(ω̃ + ωb
r , ω̃, ˆ̃z, ωb

r ) + unom
(
q̃0, ˆ̃x, ωb

r , ω̇
b
r
)

+Czz̃ + Dzω̃ + Jmb(ey − ω̇b
r )

˙̃z = Azz̃ + B1,zω̃ + B2,zω̇
b
r

(39)

Following the ideas of the proof of (Di Gennaro, 2002,
Theorem 1), we first consider the following Lyapunov

function:

V (t, x̃) = (kp + kd )[(1 − q̃0)2 + |q̃v |2]
+1
2
(q̃v + ω̃)T Jmb(q̃v + ω̃)

+ε

2
z̃TPzz̃ + γ eTz Pzez (40)

where ε, γ > 0 and Pz = PT
z > 0 is a solution to

PzAz + AT
z Pz = −2Qz (41)

for any fixedQz = QT
z > 0. (Pz exists because Az is strictly Hur-

witz stable).
Computing the derivative of V, one gets

V̇ (t, x̃) = −x̃TQx̃ − γ eTz Qzez + (q̃v + ω̃)T (ey − ω̇b
r ) (42)

with

Q =
⎡
⎣kpI3 O O

O kdI3 ε
2B

T
1,zPz

O ε
2PzB1,z εQz

⎤
⎦ (43)

which, for sufficiently small ε > 0, is positive definite.
Then, using (31) and the boundedness of ω (which fol-

lows from (33) and Lemma 4.2), there exist λ1, λ2, λ3 > 0
such that

V̇ (t, x̃) = −λmin(Q)|x̃|2 − γ eTz Qzez
+ λ1|x̃||ez| + λ2|x̃||d| + λ3|x̃||ω̇r| (44)

which, for γ > 0 chosen sufficiently large, yields

V̇ (t, x̃) ≤ −λmin(Q)

2
|x̃|2 − γ

2
eTz Qzez + λ2|x̃||d| + λ3|x̃||ω̇r|

(45)
where d, ω̇r ∈ L2 in virtue of Assumptions (A2) and (A4). The
proof of this part ends by invoking Barbalat’s lemma as in the
proof of [Theorem 1, Di Gennaro (2002)]. �
Remark 5.2: As a result, x̃ is uniformly bounded. Furthermore,
ω being bounded implies that ωb

a := ω − ω̃ − ωba
r is bounded.

From Assumption (A1) and Equation (37), it readily follows
that za is bounded. Moreover, qa being a unit quaternion, qav
is bounded. As a consequence, there exist well-defined positive
constants c̃, ca such that

∀t, |x̃(t )| ≤ c̃ |xa(t )| ≤ ca (46)

Part 2.
On the other hand, the nonlinear anti-windup loop (34)–(37)

is now rewritten as follows:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

q̇a = 1
2E(qa)(ωbe

a + �q)

Jmbω̇
be
a = (−N(ω, ωbe

a , za, 0) +Czza + Dzω
be
a

)
+OISat(ua) + �ω

ża = Azza + B1,zω
be
a

(47)
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Figure . Scenario : comparison of the angular velocities on each axis with the nominal, BLF-based and enhanced (OISTeR-based) control systems.

where

�q = (
R(q̃)T − I3

)
ωbe
a (48)

�ω = OISat(ua + ũn) − OISat(ua) − ũn + N(ω̃

+ωb
r , ω̃, ˆ̃z, ωb

r ) (49)

+ (
N(ω, ωbe

a , za, 0) − N(ω, ωe, ẑe, ωb
r )

)
(50)

OISat(ua) = Jmb

(
Satk(t )ω−ey

k(t )ω+ey (αa + k(t )ωbe
a ) − k(t )ωbe

a

)
(51)

+N(ω, ωbe
a , za, 0) −Czza − Dzω

be
a (52)

αa = J−1
mb

(−N(ω, ωbe
a , za, 0) + ua +Czza + Dzω

be
a

)
(53)

Substituting (52) in (47) results in the following subsystem:

⎧⎪⎨
⎪⎩

q̇a = 1
2E(qa)(ωbe

a + �q)

Jmbω̇
be
a = Jmb

(
Satk(t )ω−ey

k(t )ω+ey (αa + k(t )ωbe
a ) − k(t )ωbe

a

)
+ �ω

ża = Azza + B1,zω
be
a

(54)

Let us now apply the control law ua defined by (38c). It readily
follows from (53) and (54) that

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

q̇a = 1
2
E(qa)

(
ωbe
a + �q

)
Jmbω̇

be
a = Jmb

(
Satk(t )ω−ey

k(t )ω+ey (−kaqav ) − k(t )ωbe
a

)
+ �ω

ża = Azza + B1,zω
be
a

(55)

Now considering the time-varying bounds of the saturation
operator and substitute k(t) as in (20b), one obtains

⎧⎪⎪⎨
⎪⎪⎩
k(t )ω − ey = kOω + ω + ω

ω − ω
ey

k(t )ω + ey = kOω + ω + ω

ω − ω
ey

(56)

From (A4), (A8) and (A9), it readily follows that ˜̄y tends asymp-
totically to |J−1

mb |d̄. Thus, there exists T � 0 such that

∀t ≥ T, |J−1
mb |d̄ ≤ ey ≤ 2|J−1

mb |d̄ (57)
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Figure . Scenario : further comparison of the nominal and enhanced controllers through the tracking error (‖qev(t)‖), the activity of the flexible modes (‖η(t)‖) and the
control effort (‖u(t)‖).

Figure . Scenario : comparison of the angular velocities on each axis with the nominal, BLF-based and enhanced (OISTeR-based) control systems.
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Figure . Scenario : further comparison of the nominal and enhanced controllers through the tracking error (‖qev(t)‖), the activity of the flexible modes (‖η(t)‖) and the
control effort (‖u(t)‖).

which together with (56) implies that

∀t ≥ T,

⎧⎪⎨
⎪⎩
k(t )ω − ey ≥ kOω + ω + ω

ω − ω
|J−1
mb |d̄

k(t )ω + ey ≤ kOω + 2
ω + ω

ω − ω
|J−1
mb |d̄

(58)

Thus, choosing

kO > max
{
0,

1
ω

(
ka − ω + ω

ω − ω
|J−1
mb |d̄

)
,
−1
ω

(
ka + 2

ω + ω

ω − ω
|J−1
mb |d̄

)}
(59)

one gets

∀t ≥ T,

{
k(t )ω − ey ≥ ka
k(t )ω + ey ≤ −ka

(60)

As a consequence,

∀t ≥ T, Satk(t )ω−ey
k(t )ω+ey (−kaqav ) = −kaqav (61)

Hence, the solutions being bounded for all time in virtue of (46),
the asymptotic stability of xa is now proven by studying the fol-
lowing system on t � [T, +�[:

⎧⎨
⎩

q̇a = 1
2E(qa)(ωbe

a + �q)

ω̇be
a = −kaqav − k(t )ωbe

a + J−1
mb�ω

ża = Azza + B1,zω
be
a

(62)

To this aim, we consider the following function:

Va(t, xa) = ka[(1 − qa0)2 + |qav |2] + 1
2
|ωbe

a |2

+ε

2
zTa Pzza + μqTavω

be
a (63)

where ε is a small positive constant to be clarified next and μ >

0 is a tuning parameter.
From a simple completion of squares,

− μ

2
|qav |2 − μ

2
|ωbe

a |2 ≤ μqTavω
be
a ≤ μ

2
|qav |2 + μ

2
|ωbe

a |2 (64)

it is readily checked that Va is a Lyapunov candidate function
since it verifies

ka(1 − qa0)2 + ka
2

|qav |2 + 1
4
|ωbe

a |2 + ε

2
zTa Pzza ≤ Va

≤ ka(1 − qa0)2 + 3ka
2

|qav |2 + 3
4
|ωbe

a |2 + ε

2
zTa Pzza (65)

when 0 < μ ≤ min
{
ka, 1

2

}
.

Next, differentiating Va with respect to time and using (54)
yields �t � T

V̇a = kaqTav (ω
be
a + �q) + (ωbe

a + μqav )T

× (−kaqav − k(t )ωbe
a + J−1

mb�ω

) − εzTa Qzza (66)
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Figure . Scenario : comparison of the angular velocities on each axis with the nominal, BLF-based and enhanced (OISTeR-based) control systems.

+εzTa PzB1,zω
be
a + μ

2
(
(qa0I3 + S(qav ))ωbe

a
)T

ωbe
a (67)

≤ −μka|qav |2 − k(t )|ωbe
a |2 − εzTa Qzza − μk(t )qTavω

be
a (68)

+εzTa PzB1,zω
be
a + μ

2
|ωbe

a |2 + kaqTav�q + (ωbe
a + μqav )T J−1

mb�ω

(69)

Considering Equations (56) and (57), it is easily checked that

∀t ≥ T, kmin ≤ k(t ) ≤ kmax (70)

with

kmin = kO + 2
ω − ω

|J−1
mb |d̄ , kmax = kO + 4

ω − ω
|J−1
mb |d̄ (71)

Combining (69) with (70) yields �t � T:

V̇a ≤ −μka|qav |2 − kmin|ωbe
a |2 − εzTa Qzza + μkmax|qav ||ωbe

a |
(72)

+εzTa PzB1,zω
be
a + μ

2
|ωbe

a |2 + kaqTav�q + (ωbe
a + μqav )T J−1

mb�ω

(73)

≤ −xTa Qaxa + kaqTav�q + (ωbe
a + μqav )T J−1

mb�ω (74)

where

Qa =

⎡
⎢⎢⎢⎢⎣

μka
μkmax

2
O

μkmax

2
kmin − μ

2
−ε

2
PzB1,z

O −ε

2
PzB1,z εQz

⎤
⎥⎥⎥⎥⎦ (75)

which is positive definite for small values of μ and ε > 0.
Finally, it is convenient to bound the coupling terms between

the x̃ and xa subsystems, which is the scope of the following
lemma (its proof is detailed in Appendix 2)

Lemma 5.1: there exists λ > 0 such that �t � T

kaqTav�q + (ωbe
a + μqav )T J−1

mb�ω ≤ λ|xa|(|x̃| + |ez| + |ωr|)
(76)

Consequently, �t � T

V̇a ≤ −xTa Qaxa + λ|xa|(|x̃| + |ez| + |ωr|) (77)
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Figure . Scenario : further comparison of the nominal and enhanced controllers through the tracking error (‖qev(t)‖), the activity of the flexible modes (‖η(t)‖) and the
control effort (‖u(t)‖).

ωr (resp. x̃ and ez) being in L2 from Assumption (A4) (resp. from
the proof of part 1), it readily follows from the application of Bar-
balat’s lemma that xa asymptotically converges to the origin. The
proof is now completed.

6. Application to a flexible spacecraft attitude control

problem

A realistic application to a flexible spacecraft attitude control
problem of the proposed design methodology is now presented.

6.1 Numerical data

In this application, the spacecraftmodel described in Section 2.2
is considered with the following numerical data (borrowed from
Hu, 2009):

Jmb =

⎡
⎢⎣350 3 4

3 270 10
4 10 190

⎤
⎥⎦ kgm2

, δ =

⎡
⎢⎣ 6.46 1.28 2.16

−1.26 0.92 −1.67
1.12 2.49 −0.84

⎤
⎥⎦ kg1/2 m s−2

(78)

Table . Characteristics of the flexible modes.

Pulsation Damping ratio

Flexible mode #1 ω = . rad/s ξ  = .
Flexible mode #2 ω = . rad/s ξ  = .
Flexible mode #3 ω = . rad/s ξ  = .

The characteristics of the three flexible modes are summarised
in Table 1, and the angular velocity constraints are as follows:

ω = −ω = [
6 15 10

]T deg/s (79)

6.2 Scenarios

The simulation starts from the initial state below:

{
q(0) = [

0.173648 −0.263201 0.789603 −0.526402
]T

ω(0) = η(0) = η̇(0) = [
0 0 0

]T
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Figure . Scenario : comparison of the angular velocities on each axis with the nominal and enhanced (OISTeR-based) control systems.

We study four scenarios which are summarised in Table 2. In
the stabilisation mode, the flexible satellite attitude must be set
to qr = [

1 0 0 0
]T .

In the tracking mode, the flexible satellite attitude shall track
a reference signal qr(t) defined by its initial value qr(0) =[
1 0 0 0

]T and its time-domain variationωr generated by a two-
step response of a first-order filter Fr(s) = (1 + 0.3s)−1.

Moreover, in Scenarios 2 and 4, a periodic disturbance torque
is applied to the satellite:

d(t ) = [0.3 cos(0.01t ) + 0.1 0.15 sin(0.02t )
+ 0.3 cos(0.025t ) 0.3 sin(0.01t ) + 0.1TNm (80)

Table . Scenarios.

Mode Flexible modes Disturbance

Scenario #1 Stabilisation Measured Off
Scenario #2 Tracking Measured Off
Scenario #3 Stabilisation Unmeasured On
Scenario #4 Tracking Unmeasured On

In our interval observer design, we will then use the bound d̄ =[
0.5 0.5 0.5

]T Nm.

6.3 Controller gains tuning and Barrier Lyapunov

function-based controller design

For comparison purpose, we consider the nominal (state-
feedback) control law resulting from Lemma 3.1, the enhanced
(output-feedback) version resulting from Theorem 5.1 and
the design of another controller using a Barrier Lyapunov
function:� the nominal control law gains are simply chosen by poles

placement of the following system:

q̇ev = ωe (81a)

Jmbω̇e = −kpqev − kdωe (81b)

which simply consists of a linearisation of the rigid part
of the closed-loop system (3a)–(3c) and (11). Here, a
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Figure . Further comparison of the nominal and enhanced controllers through the tracking error (‖qev(t)‖), the activity of the flexible modes (‖η(t)‖) and the control
effort (‖u(t)‖).

satisfying pole placement was obtained for

kp = 0.25Jmb(1, 1), kd = 0.1Jmb(1, 1) (82)� our enhanced control law is tuned by choosing the
gains kO, ka > 0 which must satisfy inequalities (59).
Given d̄, ω, ω, we selected ka = 2 in order to obtain
kO�kd.� the last controller is designed, thanks to a widely used
method that is based on aBarrier Lyapunov function (BLF)
(detailed e.g. in Tee, Ge, & Tay, 2009); such a Lyapunov

function grows to infinity whenever the state reaches some
constraints. To facilitate reading this section, the design of
such a controller is detailed in Appendix 3.
The tuning gains kp, kd are those defined above; it remains
to choose the gainsχ > 0 and kbi > 0 (i� {1, 3}). According
to Appendix 3 and given a reference ωr which satisfies for
all time and for all i� {1, 3}, |ωr(i)| < ω̄r, these gainsmust
satisfy

∀i ∈ {1, 3}, 0 ≤ kbi + ω̄r + χ ≤ min{ω(i), ω̄(i)} (83)
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Figure . Scenario : interval observer (bounds detection on the unmeasured disturbance torque ey).

We then chooseχ = 0.1 to allow kbi being large and obtain

kbi = min{ω(i), ω̄(i)} − ω̄r − χ (84)

Note that the condition kbi � 0 limits the value of ω̄r and
so the reference to follow.

6.4 Nonlinear simulations results

The spacecraft model with both nominal and enhanced control
laws has been implemented in SIMULINKTM files. Following the
scenarios presented in Section 6.2, nonlinear simulations have
been performed on a time range from 0 to 120 s.

.. Scenario  (state feedback stabilisation in the absence
of a disturbance)
The results are presented in Figures 1 and 2.

Next, the angular velocities on the three axes are displayed
in Figure 1 where a comparison between the nominal, BFL and
enhanced controllers is proposed. As expected, every time a step
input is applied, the angular velocities exceed the constraints on
each axis when the nominal controller is used. This is however
no longer the case with both the BLF and enhanced control sys-
tems. In this case indeed, the velocities are always kept in the
prescribed limits. However, the limitations of the BLF synthesis
(6.4.4) impose choosingχ > 0 sufficiently small which increases
the time response. As a result, our enhanced controller (which
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is not subjected to such limitations) outperforms the BLF con-
troller.

.. Scenario  (state feedback reference tracking in the
absence of a disturbance)
The results are presented in Figures 3 and 4.
We can make the same comments as in Scenario 1. In addition,
note that onemore time the use of a BLF constrains the reference
to follow to be very small in virtue of (6.4.4).

.. Scenario  (output feedback stabilisation in the
presence of a disturbance)
The results are presented in Figures 5 and 6. Since now the
flexible modes z are unmeasured, all the controllers here use
ẑ (defined by Equation (20c)). This time the BLF controller
diverges: it is not robust to the disturbance and to the observa-
tion error. Note that our enhanced controller still continues to
give satisfactory responses.

.. Scenario  (output feedback reference tracking in the
presence of a disturbance)
As before, the results are presented in Figures 7 and 8. This sce-
nario appears to be the more demanding and deserves more
comments. Note that here the BLF controller is not applied;
indeed, as discussed before, it is not robust and cannot be applied
here because the use of a reference signal which can exceed the
ω limitations (for a while) cannot be taken into account with
such a method because of the limitations. As clarified in the
paper, the use of an interval observer of the unmeasured distur-
bance torque is essential in our approach to enforce the angular
rates constraints in Scenarios 3 and 4. Note that an additional
Figure 9 illustrates the behaviour of the interval observer. The
tightness of the computed bounds as a function of time is clearly
visualised.

The comparison of the nominal and enhanced controllers is
further investigated in Figure 8.� The first subplot (upper) illustrates the time-domain evo-

lution of the tracking error (via the norm of the quaternion
error ‖qev(t)‖). It is easily observed that the nominal con-
troller outperforms the OISTeR-based solution. But this is
not surprising since velocity constraints are not respected
in the first case. More precisely, when comparing both
plots, the price to pay for constraints satisfaction is clearly
visualised between t�50 s and t�65 s. During this time
interval, the reference quaternion is no longer tracked by
the enhanced system. Next, the error starts to decrease as
soon as the anti-windup loop becomes active.� The second subplot (middle) illustrates the activity of the
flexible mode. Quite interestingly, it is observed that the
excitation of the flexible modes is considerably lower when
the enhanced controller is used. Here again, this is not sur-
prising since the angular velocities are now controlled.� The last and third subplot (lower) illustrates the control
activity which, as expected also, is significantly lower when
the OISTeR-based system is used.

7. Conclusions

The problem of output-feedback trajectory tracking of flexible
spacecraft attitude under angular velocity constraints has been
addressed in this paper. Given a nominal controller which solves
the tracking problem in the full state-feedback case without
velocity constraints, it is proven that the general problem can be
solved by saturating the nominal controller by an output to input
saturation. Such a saturated control law is then applied in com-
bination with a nonlinear anti-windup loop. Note that one key
feature of this result is to use an interval observer not only to esti-
mate the flexible modes but also to provide at each instant their
lower and upper bounds, which is crucial to ultimately guaran-
tee the satisfaction of the velocity constraints.

As discussed earlier, limiting the angular velocity is a first step
towards using a more detailed spacecraft model incorporating
some reaction wheels. In future research, we plan to keep up our
efforts in this direction and thus to validate ourmethodology on
a benchmark of theDEMETER satellite (Pittet &Arzelier, 2006).
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Appendix 1. Construction of the lower and upper bounds

of themissing variables

First of all, let us introduce the following notation. Note that
this notation (which is very specific and merely used in this
appendix) was not given before to avoid breaking the flow of the
paper derivations.

Notation: we introduce the following two functions (as in
Mazenc & Bernard, 2010):

L(s) = max{0, s}, M(s) = min{0, s} (A1)

Then, given a time-varying matrix 
(t), we define


p(t ) = (L(
i, j(t ))), 
m(t ) = (M(
i, j(t ))), (A2)

As a consequence of |s| = L(s) − M(s), one has |
(t)|= 
p(t)
− 
m(t), such an equality being understood element-wise.

Let us now detail the procedure we applied to compute some
lower and upper bounds for the missing quantity ey defined by
(22).

Clearly, the observation error ez = z − ẑ undergoes the fol-
lowing dynamics:

ėz = Azez (A3)

Az being Hurwitz, an interval observer can be easily designed
for ez. Indeed, using the results of Mazenc and Bernard (2011),
there exists a change of coordinates ζ = Q(t)ez and a Hurwitz
Metzler matrixM such that the following is an interval observer
for ζ

{
ζ̇+ = Mζ+

ζ̇− = Mζ− (A4)

where ζ+(0) = ζ+
0 (resp. ζ−(0) = ζ−

0 ) are given by

⎧⎪⎪⎨
⎪⎪⎩

ζ+
0 = Qp(0)

z+
0 − z−

0

2
− Qm(0)

z+
0 − z−

0

2
= |Q(0)|z

+
0 − z−

0

2

ζ−
0 = Qm(0)

z+
0 − z−

0

2
− Qp(0)

z+
0 − z−

0

2
= −|Q(0)|z

+
0 − z−

0

2
(A5)

Then, it is possible to bound the output ey since

ey = J−1
mb (−S(ω)Gzez +Czez + d) (A6)

= J−1
mb

(
(−S(ω)Gz +Cz)Q(t )−1ζ + d

)
(A7)

:= 
(t, ω)ζ + J−1
mbd (A8)

Indeed, it is readily seen that ey ∈ [ey, ēy] where

{
ēy := 
p(t, ω)ζ+ + 
m(t, ω)ζ− + |J−1

mb |d̄
ey := 
m(t, ω)ζ+ + 
p(t, ω)ζ− − |J−1

mb |d̄
(A9)

which simplifies as follows:

{
ēy := |
(t, ω)|ζ+ + |J−1

mb |d̄
ey := −ēy

(A10)

Indeed, it readily follows from (A4) and (A5) that �t, ζ+(t) =
−ζ−(t).

Appendix 2. Proof of Lemma 5.1

The proof of Lemma 5.1 readily follows from the proofs of the
two following inequalities:

(1) there exists λ4, λ5, λ6 > 0 such that �t � T:

(ωb
a + μqav )T�ω ≤ λ4|xa||x̃| + λ5|xa||ez| + λ6|xa||ωr|

(B1)
(2) there exists λ7 > 0 such that

qTav�q ≤ λ7|xa||x̃| (B2)
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B Part 
Starting from Equation (50), we obtain (B4) by using (11),
(38a)–(38c) and (52) :

(ωb
a+μqav )T�ω = (ωb

a+μqav )T (OISat(ua+ũn)−OISat(ua)

−ũn + N(ω̃ + ωb
r , ω̃, ˆ̃z, ωb

r )

+ (
N(ω, ωbe

a , za, 0) − N(ω, ωe, ẑe, ωb
r )

)
)

(B3)
≤ 3(1 + μ)|xa|(λmax(Jmb)|�S| + |�̃|) (B4)

where

�S := Satk(t )ω−ey
k(t )ω+ey (α + k(t )ω) − Satk(t )ω−ey

k(t )ω+ey (αa + k(t )ωbe
a )

(B5)

�̃ := Jmb(−k(t )ω̃) −Czz̃ − Dzω̃ − ũn − N(ω, ω̃, ˆ̃z, ωb
r )

−Cz(zr − ez) − (Jmbk(t ) + Dz)ω
b
r (B6)

Looking at (38b)–(53), we observe that

α + k(t )ω = αa + k(t )ωbe
a + k(t )(ω̃ + ωb

r )

+ J−1
mb (N(ω, ωbe

a , za, 0) − N(ω, ω, ẑ, 0)
+ ũn +Cz(z̃ − ez + zr) + Dz(ω̃ + ωr)) (B7)

Substituting (B7) in (B5) and using the fact that Sat is 1-Lipschitz
yields

|�S| ≤ ∣∣k(t )(ω̃ + ωb
r ) + J−1

mb

(
N(ω, ωbe

a , za, 0) − N(ω, ω, ẑ, 0)
+ ũn +Cz(z̃ − ez + zr) + Dz(ω̃ + ωr)

)∣∣ (B8)

≤ ∣∣k(t )(ω̃ + ωb
r ) + J−1

mb

( − N(ω, ω̃ + ωb
r ,

ˆ̃z + zr, 0)
+ ũn +Cz(z̃ − ez + zr) + Dz(ω̃ + ωr)

)∣∣ (B9)

Looking at the expressions (6) (resp. (11)–(38a)) of N (resp. ũ)
and bearing in mind the fact that ω is bounded and k(t) is dom-
inated by a constant kmax > 0 for t � T, it is not difficult to see
that |�S| (resp. |�̃|) given by (B9) (resp. (B6) ) is Lipschitz with
respect to the variables x̃, ez and ωr for all t � T. The proof of
(B1) readily follows from this fact plus the use of (B4).

B Part 
Starting from Equation (48), one can successively prove that

qTav�q = qTav
(
R(q̃)T − I3

)
ωbe
a

= qTav
(
(q̃20 − q̃Tv q̃v − 1)I3 + 2q̃v q̃Tv − 2q̃0S(q̃v )

)
ωbe
a

= qTav
(−2q̃Tv q̃v I3 + 2q̃v q̃Tv − 2q̃0S(q̃v )

)
ωbe
a

= qTav
(
2S(q̃v )

2 − 2q̃0S(q̃v )
)
ωbe
a (B10)

= 2qTav
(
S(q̃v ) − q̃0I3)

)
S(q̃v )ω

be
a

≤ 2|qav |(
√
2|q̃v | + 1)

√
2|q̃v ||ωbe

a | (B11)

≤ 2(2 + √
2)|q̃v ||ωbe

a |
≤ 8|x̃||xa| (B12)

where (B10) is obtained by using the relation S(x)2 = −(xTx)I3
+ xxT, where (B11) is obtained by using the relation |S(qv )| ≤√
2|qv |2 = √

2|qv | which readily follows from the well-known
relation |A| ≤ |A|F =

√
trace(ATA) (substituting A for S(qv )).

The proof is thus completed for any λ7 � 8.

Appendix 3. Barrier Lyapunov function construction

Our Lyapunov-based control method is naturally compared
to the most used one known as barrier function Lyapunov
function-based control design. To the best of our knowledge,
such a method has been mainly used in the state feedback con-
text in the absence of disturbance. Of course, extending here
such a method is outside the scope of the present work.

Let us then consider the following error system:

q̇e = 1
2
E(qe)ωe (C1a)

Jmbω̇e = −N(ω, ωe, ze, ωb
r ) + u +Czze + Dzωe − Jmbω̇

b
r

(C1b)
że = Azze + B1,zωe + B2,zω̇

b
r (C1c)

(C1d)

Lemma 3.1 suggests using the following Lyapunov function in
the absence of angular velocity constraints:

V = (kp + χkd )((1 − q2e0) + |qev |2) + 1
2
(χqev

+ωe)
T Jmb(χqv + ωe) + ε

2
zTe Pzze (C2)

note that here we introduce an additional tuning parameter
χ > 0 which will be discussed below. (note that when χ = 1, one
finds again the Lyapunov function used in Lemma 3.1). After a
few computations, choosing the following control law:

u = −kpqev − kdωe − χ Jmbq̇ev + N(ω, ωe, ze, ωb
r )

−Czze − Dzωe + Jmbω̇
b
r (C3)

one obtains

V̇ ≤ − [
qev ωe ze

]
Q

[
qev ωe ze

]T (C4)

where matrixQ (given by (43)) is positive definite for ε > 0 suf-
ficiently small. As a result, the closed-loop system is GAS.

Following the ideas of Tee et al. (2009), the proposed design
procedure is the following one:� Step 1: redesign V as follows:

W = (kp + χkd )((1 − q2e0) + |qev |2)

+1
2

∑
i=1:3

Jmb(i, i)k2bi log

(
k2bi

k2bi − (χqev (i) + ωe(i))2

)

+ε

2
zTe Pzze (C5)

where kbi > 0 (i � {1, 3}).



INTERNATIONAL JOURNAL OF CONTROL 17� Step 2: computing the derivative of W, the control law is
finally designed as

u = B(qev , ωe)(−kpqev − kdωe) − χ Jmbq̇ev
+N(ω, ωe, ze, ωb

r ) −Czze − Dzωe + Jmbω̇
b
r

(C6)

where

B(qev , ωe)

= Jmb

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

k2b1 − (χqev (1) + ωe(1)2

k2b1 Jmb(1, 1)
0 0

0
k2b2 − (χqev (2) + ωe(2))2

k2b2 Jmb(2, 2)
0

0 0
k2b3 − (χqev (3) + ωe(3))2

k2b3 Jmb(3, 3)

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(C7)

Indeed, using such a controller one obtains

Ẇ ≤ − [
qev ωe ze

]
Q

[
qev ωe ze

]T (C8)

which proves that the closed-loop system is GAS.

� Step 3: according to Lemma 1 of Tee et al. (2009), we have

∀t > 0,∀i ∈ {1, 3}, |χqev (i) + ωe(i)| < kbi (C9)

provided such inequalities are satisfied at t= 0. So, given a
referenceωr(t) which satisfies�t,�i� {1, 3}, |ωr(i)| < ω̄r
where ω̄r > 0, it is clear that �t, �i � {1, 3}, |ωb

r (i)| ≤ ω̄r
and that

|ω(i)| < kbi + ω̄r + χ (C10)

since |qev(i)| � 1. Therefore, ω(i) will finally satisfy its con-
straints −ω(i) ≤ ω(i) ≤ ω̄(i) if:

0 ≤ kbi + ω̄r + χ ≤ min{ω(i), ω̄(i)}. (C11)
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Abstract: Some applications in control require the state vector of a system to be expressed in the appropriate coordinates so
as to satisfy to some mathematical properties which constrain the studied system dynamics. This is the case with the theory
of linear interval observers which are trivial to implement on cooperative systems, a rather limited class of control systems.
The available literature shows how to enforce this limiting cooperativity condition for any considered system through a
state-coordinate transformation. This study proposes an overview of the existing numerical techniques to determine such
a transformation. It is shown that in spite of being practical, these techniques have some limitations. Consequently, a
reformulation of the problem is proposed so as to apply non-smooth control design techniques. A solution is obtained in
both the continuous- and discrete-time frameworks. Interestingly, the new method allows to formulate additional control
constraints. Simulations are performed on three examples.

1 Introduction

To be applicable, many observation and control strategies applied
to linear systems are required to comply with some constraints on
the designed dynamics. These constraints are expressed through
mathematical properties which should be satisfied by the resulting
system state-space representation matrices. For example, consider-
ing the case of interval observers [1], a constructive cooperativity
condition [2] on the observation error dynamics is looked for,
which is linked to properties of the resulting state matrix. In the
continuous-time (CT) case, this matrix should be Metzler which
means that its off-diagonal elements should be positive. For a given
system, this property is rarely satisfied in the original state coor-
dinates. However, a change of coordinates can be calculated so
that cooperativity is satisfied in the new coordinates [3, 4]. Vari-
ous techniques – which are detailed in this paper – currently exist
to determine such a transformation. Their advantages lie in their
simplicity. However, they rely on ‘first guess’ and are hardly com-
patible with additional constraints related to control performance.
In the case of interval observers, it may be expected that the error
dynamics should satisfy to additional constraints like disturbances
rejection. To the authors opinion, the fact that the observer gain and
the state-coordinate transform cannot be simultaneously computed
to satisfy to the Metzler property and to an additional disturbance
rejection constraint is a limit to these methods.

An overview of the aforementioned existing techniques is pre-
sented in this paper. Their limitations motivate a reformulation
of the problem. This is presented in this paper both in the CT
and discrete-time (DT) frameworks. This leads to an optimisation
problem which is solved using non-smooth optimisation tech-
niques usually dedicated to control design. Using such techniques,
additional control constraints can be taken into account in the
determination of the appropriate state-coordinate transformation.
This paper extends the preliminary results presented in [5]. This
approach was motivated by the interval observers cooperativity
requirement, but it is expected to be generalisable to any prob-
lem requiring specific structures of the matrices of the studied
system. It is important to understand that no theoretical addition is
brought to the existing interval observer framework, but rather on a
computation-related sub-problem. Note that the use of time-varying
changes of coordinates [3] is not considered since our method is
not applicable in this case.

The core of the technique is to reformulate the mathematical
conditions on a matrix – like the Metzler requirement on the
state-matrix – into a stabilisation control problem. Using recent
theoretical results [6] of the structured controller synthesis field,
a control law synthesis is then performed on multiple models in
view of the specified control requirements. The approach is applied
to various examples of interval observer problems. Numerical and
simulation results are compared to the ones obtained using the
existing techniques.

This paper is organised as follows. The notations and defi-
nitions required to understand the motivations and the resulting
computation-related problems are presented in Section 2. The the-
ory of interval observers is recalled in Section 3. In the same
section, an overview of the existing techniques to compute the nec-
essary state-coordinate transformation is performed. This raises a
difficult numerical problem which is described in Section 4. A solu-
tion based on multiple models control law synthesis is proposed
in Section 5 for both the CT and DT frameworks. The approach
is then applied on various examples in Section 6 before concluding
in Section 7.

2 Notations and definitions

The Laplace transform is denoted s and the Z-transform is denoted
z. Let denote Z is the set of integers, R is the set of real numbers
and R+ is the set of positive real numbers. Let Z+ = Z ∩ R+. If
not otherwise stated, the indices (i, j, k , l, m, n) are integers in Z+.
The H2-norm of a transfer function T (s) (resp. T (z)) is denoted
‖T (s)‖2 (resp. ‖T (z)‖2) and is defined as

‖T (s)‖2 =
√

1

2π

∫∞

−∞
tr

[
T (jω)� T (jω)

]
dω

resp. ‖T (z)‖2 =
√

(1/2π)
∫π

−π tr
[
T

(
ejω

)�
T

(
ejω

)]
dω, where ‘tr’

is the trace operator and T (jω)� the conjugate transpose of T (jω).
The elements of a matrix A ∈ Rn×m are referred to using the lower-
case notation aij where i ≤ n and j ≤ m. The ordering operators >,
<, ≤ and ≥ are understood component-wise when applied to multi-
dimensional signals. Known (or computed) time-varying bounds on
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a multi-dimensional signal x ∈ Rn are denoted x(t) and x(t)

∀t, x(t) ≤ x(t) ≤ x(t) (1)

In this paper, only linear time-invariant (LTI) systems are consid-
ered. In the CT case, let an LTI system (G) be defined by

(G)

⎧⎪⎨⎪⎩
ẋ = Ax + B1u + B2d
y = Cx
x(0) = x0

(2)

where x ∈ Rn, u ∈ R, d ∈ R and matrices are of appropriate
dimensions.

Definition 1 (Interval observer, CT): Suppose quantities x0, x0 and
signals d(t), d(t) are known such that x0 ≤ x0 ≤ x0 and d(t) ≤
d(t) ≤ d(t), ∀t. Then, the dynamical system

(
G�

)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

ż = A�z + B�
1u + B�

2

[
d
d

]
∈ R2n[

x
x

]
= C�z with rank

(
C�

) = 2n

(3)

associated with the initial condition z0 = (
C�	C�

)−1 [
x0 x0

]	
,

where the newly defined matrices are of appropriate dimensions,
is a linear interval observer of the system (G) in (2) if, see [7,
Definition 4]:

i.
(
G�

)
is input-to-state stable.

ii. The solutions to (2) and (3) with, respectively, x0 and z0 as
initial conditions are defined ∀t ∈ R+ and fulfil

x(t) ≤ x(t) ≤ x(t), ∀t

iii. If
∣∣∣d(t) − d(t)

∣∣∣ is uniformly bounded then
∥∥x(t) − x(t)

∥∥
is also uniformly bounded and if d(t) = d(t), ∀t ∈ R+ then∥∥x(t) − x(t)

∥∥ → 0.

A similar definition is obtained in the DT case. This definition
means that any system can be an interval observer as long as the
two conditions are satisfied. However, this is quite hard in gen-
eral to find the required matrices A�, B�

1, B�
2 and C�. To do so,

some constructive assumptions are gradually made on the con-
sidered systems structures so as to easily satisfy both conditions.
For a given matrix A ∈ Rn×m, let define A+ = max(A, 0) and
A− = A+ − A. To determine matrices B�

2 and C�, the following
lemma will be used.

Lemma 1 (see [8, Lemma 1] and the associated proof): Let x ∈ Rn

s.t. x(t) ≤ x(t) ≤ x(t) and A ∈ Rm×n a constant matrix s.t. A =
A+ − A−. Then ∀t

A+x(t) − A−x(t) ≤ Ax(t) ≤ A+x(t) − A−x(t) (4)

The following definitions will be useful to define A� and obtain
interval observers on linear systems.

Definition 2 (Metzler matrix): Let A = (
aij

) ∈ Rn×n. The matrix A
is said to be Metzler if

∀i �= j, aij ≥ 0 (5)

Definition 3 (Non-negative matrix): Let Ad = (
aij

) ∈ Rn×n. The
matrix Ad is said to be non-negative if

∀ (i, j) , aij ≥ 0 (6)

The theory of cooperative systems is extensively used when design-
ing interval observers. Such systems have interesting properties as
far as trajectory ordering is considered. This is used to fulfil the
second condition in Definition 1 straightforwardly.

Definition 4 (Cooperative system, CT): An autonomous CT linear
system (G) is said to be cooperative if its state matrix A is a Metzler
matrix.

Remark 1: In the case of a CT linear system with inputs (and D =
0), it is said to be cooperative if A is Metzler, B ∈ Rn×l+ and C ∈
Rm×n+ . A cooperative CT system is thus a positive system.

Of course, DT systems can also be cooperative under slightly
different conditions.

Definition 5 (Cooperative system, DT): An autonomous DT linear
system (Gd) is said to be cooperative if its state matrix Ad is a
non-negative matrix.

3 Motivations

In many control applications, it is required to enforce specific prop-
erties on a system state-space representation. This is the case when
designing interval observers as defined in Definition 1.

3.1 Motivating problem

The linear interval observer framework and existing techniques to
compute a state-coordinate transformation such that the state-matrix
is Metzler or non-negative are now presented.

3.1.1 Interval observer literature: The theory of interval
observers was first introduced in [1, 9] as a deterministic state
‘framing’ method in the case of cooperative systems [2] disturbed
by unknown disturbances with known bounds. When the original
system is not cooperative, a state-coordinate transformation is con-
sidered. In [10], the authors show (on a precise class of systems)
exponential stability of a time-varying interval observer obtained
using a time-varying state-coordinate change. This is applied in [3]
on a broader class. A similar transformation is also proposed
in [11]. The approach is extended in [12] to linear time varying
(LTV) systems. In other works, a more classical approach leads to
time-invariant linear interval observers with weaker stability guar-
antees, but broader system classes. In [4], a time-invariant state
coordinate transform is used to obtain a cooperative observation
error dynamics on which an interval observer is designed. This
is extended to a class of non-linear and LPV (linear parameter
varying)/LTV systems in [8, 13]. Another formulation is pro-
posed in [14]. An extensive study of these techniques is available
in [15, 16].

The theory of interval observers applied to DT systems [17] is
very similar to the CT case. Extensions to DT LPV systems have
been proposed in [18]. An extension to CT systems with discrete
measurements is proposed in [16].

Note there exists other approaches based on internal positive
representations of systems [7, 17]. Those are not considered in this
paper.

In this paper, the considered systems are LTI systems and the
results in [4] are used.

3.1.2 Interval observer design using a classical observer:
Let consider an LTI CT system with a state-space representation
as in (2) where u ∈ R is the control signal, d ∈ R is an unknown
state disturbance and x0 ∈ Rn is the initial condition. The following
hypotheses are considered

Hypothesis 1: Couples
(
x0, x0

)
and

(
d, d

)
are known s.t. x0 ≤

x0 ≤ x0 and

∀t ≥ 0, d(t) ≤ d(t) ≤ d(t) (7)
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Hypothesis 2: The pair (A, C) in (2) is detectable.

To fulfil the first condition in Definition 1, a classical observer
of the system in (2) is used

(Gobs)

⎧⎪⎨⎪⎩
˙̂x = A x̂ + B1u + L (y − C x̂ )

ŷ = C x̂
x̂(0) = x̂0

(8)

where L ∈ Rn×m is defined such that A − LC is Hurwitz. The
underlying estimation error dynamics is deduced from both (2)
and (8)

(Ge)

{
ė = (A − LC) e + B2d
e0 = x0 − x̂0

(9)

where e = x − x̂. If A − LC is not Metzler, (Ge) is not cooperative
and it is not possible to fufil the second condition in Definition 1
without a state coordinate change. Under Hypothesis 1 one obtains
bounds on the initial error e0: e0 = x0 − x̂0 and e0 = x0 − x̂0.

Hypothesis 3: A state coordinate transformation P ∈ Rn×n is
known s.t. M = P (A − LC) P−1 is Metzler.

The error dynamics in (9) expressed in the new coordinates
becomes (

Gez

) {
ėz = Mez + B′

2d
ez(0) = Pe0

(10)

where ez = Pe and B′
2 = PB2. According to Definition 1 and using

Lemma 1 and Hypothesis 3, an interval observer
(
G�

)
on the

system in (10) is defined by the following dynamic system

(
G�

ez

)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

ėz = Mez + B′+
2 d − B′−

2 d

ėz = Mez + B′+
2 d − B′−

2 d

ez(0) = P+e0 − P−e0

ez(0) = P+e0 − P−e0

(11)

Let T = P−1. To obtain bounds in the original coordinates e = Tez ,
the following relations are used

{
e = T+ez − T−ez

e = T+ez − T−ez
(12)

which preserve state ordering under Lemma 1. Thus, for any e0 ∈[
e0, e0

]
the following framing is obtained

∀t ≥ 0, e(t) ≤ e(t) ≤ e(t) (13)

which in turn leads to

∀t ≥ 0, x(t) = x̂(t) + e(t) ≤ x(t) ≤ x̂(t) + e(t) = x(t) (14)

Using an appropriate state coordinate transformation, the state of
a generic disturbed LTI CT system can thus be bounded.

In the DT case, the formalism is very close to the CT case with
a slight difference on the properties to be satisfied by the state
matrix, since it should be Schur-stable and non-negative, as stated
in Definition 5:

Hypothesis 4: A state coordinate transformation P ∈ Rn×n is
known s.t. M = P (A − LC) P−1 is non-negative.

3.2 Overview of existing techniques to find an
appropriate state coordinate transform

In the framework presented in Section 3.1.2, Hypothesis 3 and 4
are strong hypotheses. In the case of high-order systems, choosing
a satisfying state coordinate transformation matrix P is not obvious:

Problem 1 (CT case): Find P ∈ Rn×n and L ∈ Rn×m such that
M = P (A − LC) P−1 is Hurwitz–Metzler.

Problem 2 (DT case): Find P ∈ Rn×n and L ∈ Rn×m such that
M = P (A − LC) P−1 is Schur-stable and non-negative.

In this section, the existing methods to determine a solution to
Problems 1 and 2 are presented along with their advantages and
limitations.

3.2.1 Real-constrained pole placement (trivial solution):
This trivial solution is obtained by noticing that diagonal matrices
satisfy to Definition 2. Supposing that the pair (A, C) is observable
(or that the unobservable eigenvalues are real negative, which is
stronger than simple detectability), the matrix L is chosen such that
A − LC only has negative real eigenvalues. Then, choosing P as the
matrix of the right-hand eigenvectors means M = P (A − LC) P−1

is diagonal hence is a Metzler matrix.
The advantage of this technique is its simplicity since it only

requires a pole placement and an eigenstructure determination
algorithm. Three main limitations can, however, be mentioned:

• placing real poles can result in very large observation gains L
resulting in sensitivity problems;
• an observer with complex poles may achieve better results;
• due to floating-point computations precision errors, the com-
puted matrix M is Metzler up to the machine precision.

Remark 2: In the DT case, the poles have to be placed on real
values between 0 and 1 to comply with the definitions of Schur-
stability and non-negativity.

3.2.2 Resolution of a Sylvester equation: To find a solu-
tion to Problem 1, another approach can be used

• choose M ∈ Rn×n to be a Metzler matrix;
• choose Q ∈ Rn×m, this will represent the matrix product PL;
• using algorithms, for example proposed in [19] or [20], solve
the following Sylvester equation in P

−MP + PA = PLC = QC (15)

If M and A have no common eigenvalues, this equation has a
unique solution for any Q.

One thus obtains a Metzler matrix M = P (A − LC) P−1 where
the observer gain is defined by L = P−1Q. This method was pro-
posed in [4] along with a constructive lemma [4, Lemma 1, p.
261] to solve the equation using observability criteria. However
this lemma is difficult to apply in case complex eigenvalues are
looked for since there is no trivial (i.e. diagonal or triangular) Met-
zler matrix M with complex eigenvalues. Numerical errors may
also occur in case of badly-conditioned matrices. A solution to the
Sylvester equation can be obtained, for example using [20].

Remark 3: In the DT case, Remark 2 is still valid here.

3.3 Conclusions on the interests of an alternative
approach

Both techniques proposed in the literature bring the advantage
of simplicity and only use built-in functions of any numerical
computation software. This will be sufficient in most considered
cases.
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However, in more complex cases – high-order systems, ill-
conditioned system matrices, additional constraints like observer
error dynamics decay rate optimisation and so on – it seems more
difficult to obtain satisfying results due to numerical precision prob-
lems as well as to the method philosophy. Indeed, the chosen
matrices M and Q could lead to non-optimal results in view of
other control constraints. Moreover, it seems difficult to obtain an
expression of a Metzler matrix from expected complex eigenvalues.

An alternative technique is hereby proposed which could com-
plement the existing methods by taking these more complex cases
into account.

4 Problems statement

In this section, the different problems which arise in the proposed
approach are exposed. As far as the state coordinate transforma-
tion determination is concerned, a reformulation into a control
law synthesis problem is proposed, as exposed in [5]. A numeri-
cal approach to find a solution simultaneously satisfying to these
problems is then proposed in Section 5. It uses existing controller
synthesis techniques as permitted by the reformulation.

4.1 State coordinate transformation determination

In Section 3, the design of interval observers has motivated the
need for state coordinate transformation determination methods.
This paper proposes a new approach based on solving a control
design problem.

4.1.1 Initial problem: Let recall the initial state coordinate
transformation problem as stated in Problem 1.

Problem 3 (Mathematical formulation): Given (A, C) detectable,
determine simultaneously P ∈ Rn×n and L ∈ Rn×m such that M =
P (A − LC) P−1 is

• Metzler and Hurwitz (CT case);
• non-negative and Schur-stable (DT case).

In other words, finding a solution to Problem 3 in the CT case
is equivalent to finding P and L under n(n − 1) positivity require-
ments on the off-diagonal elements of M = (

mij
) ∈ Rn×n. This

directly comes from Definition 2 of a Metzler matrix

mij ≥ 0, ∀i �= j ⇔ −mij ≤ 0, ∀i �= j

In terms of control theory, these last inequalities are reminiscent
of the stabilisation condition on a ‘fictitious’ mono-dimensional
system having its real pole located at −mij .

4.1.2 Reformulation into a control design problem: A
reformulation of Problem 3 into a control design problem is done
in the following proposition.

Proposition 1 (Equivalent control design problem, CT case): Let
(A, C) detectable and

mij (P, L) =
[
P (A − LC) P−1

]
ij

for P ∈ Rn×n and L ∈ Rn×m. If the following system

(Gc)

{
ẋ1 = (A − LC) x1

ẋij = −mij (P, L) xij ∀i �= j
(16)

is a Hurwitz stable for given P and L then P (A − LC) P−1 is
Metzler and Hurwitz.

Proof: Straightforward considering the definition of a Metzler
matrix, see Definition 2, and the definitions of the coefficients

mij (P, L). In particular, ensuring positiveness of mij (P, L) is
equivalent to stabilising ẋij = −mij (P, L) xij . �

The states xij ∈ R are called ‘fictitious’ states since they do
not have any physical meaning. For an initial matrix A ∈ Rn×n,
n (n − 1) ‘fictitious’ states are considered.

Remark 4: Proposition 1 is reminiscent of a structured control
design problem which is NP-hard in general. It is usually solved
using algorithms with local optimality certificates which are known
to work in practice. There is however no guarantee that the locally
optimal solution stabilises (16).

Remark 5: In the DT case, n2 ‘fictitious’ states are considered since
the diagonal elements of matrix M should also be non-negative.
However, due to the definition of Schur stability, using Proposi-
tion 1 would lead to −mij(P, L) ∈ [−1, 1] , ∀(i, j) which does not
comply with the definition of non-negativity. In that case, the
system in (16) is replaced by the following system

(
Gc,d

) {
x1,t+1 = (A − LC) x1,t

xij,t+1 = f
(−mij (P, L)

)
xij,t ∀ (i, j)

(17)

where f : R → R is a linear function which maps
[
−mmax

ij , 0
]

onto
[−1, 1] with mmax

ij > 0 a design parameter which will be useful
later

f (x) = 2

mmax
ij

x + 1 (18)

Using this function has proved to be effective in practice.

4.2 Adding control requirements: resulting
optimisation problem

As already mentioned in Section 3.3, choosing P and L simul-
taneously such that additional control constraints are fulfilled is
difficult. For example, considering the observation error dynamics
in (9), it may be beneficial in terms of estimation quality to min-
imise a normalised value of the H2-norm of the transfer from the
disturbance d to the observation error e

min max
P,L

{‖W (s)Td→e(s, L)‖2 , ‖T2(s, P, L)‖2 , ‖T3(s, P, L)‖∞ , . . .}
subject to Gc (P, L) ((16)) is stable.

(19)

where W (s) is an appropriate weighting and T2(s, P, L) and
T3(s, P, L) are additional design transfer functions. Note that the
cost function is non-smooth. This type of optimisation problem
is typical of the kind of problem encountered when synthesising
structured controllers against multiple requirements over multiple
models. The idea is thus to use such formalism to find at least a
local minimiser to this problem.

4.3 Structured controller synthesis

The synthesis of full-order controllers through H∞ methods has
been widely studied and used in the past two decades. Solutions to
the problem of H∞ synthesis in the case of multiple-input multiple-
output systems were provided, for example in [21, 22]. When
considering controllers with a fixed order much lower than the
original plant, the problem of finding a controller is a non-convex
optimisation problem. A local solution to this problem was pro-
posed in [23] and implemented in consecutive works [24]. Other
implementations for computing fixed-order controllers include [25].
More recent works [6, 26, 27] consider the case of finding a
controller satisfying to multiple requirements on multiple mod-
els. Considering these techniques, it appears possible to solve the
minimisation problem in (19).
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5 Non-smooth optimisation-based approach

In this section, the structured controller synthesis approach is
detailed to solve the optimisation problem in Section 4.2. An illus-
tration of the technique to determine an interval observer state
coordinate transformation is also proposed, which is then applied
to three examples in Section 6.

5.1 Structured controller synthesis algorithm

As mentioned in Section 4.2, it appears that the reformulation pro-
posed in Proposition 1 joined to additional control requirements
leads to a structured controller synthesis problem. As already men-
tioned, this problem has been solved in [6, 23]. In this article,
the systune function – along with the TuningGoal structure
– from the Matlab Robust Control Toolbox [28] is used to solve
the problem. This function uses non-smooth optimisation algo-
rithms to solve non-smooth non-convex optimisation problems.
The method is provably convergent and computes certified locally
optimal solutions from any remote starting point.

In the following sections, the models and requirements needed
to solve the optimisation problem in Section 4.2 using these tools
are detailed.

5.2 Models definition

As was already mentioned, recent control synthesis techniques
allow to set multiple requirements on multiple models, be they are
describing an existing physical system or mathematical constraints,
as is the case with the ‘fictitious’ states used in Proposition 1. In
the CT case, let define n(n − 1) fictitious systems(

Gij
M

)
ẋij = −mij (P, L) xij , ∀i �= j (20)

and, in the DT case, let define the following n2 fictitious systems:(
Gij

M ,d

)
xij,t+1 = f

(−mij (P, L)
)

xij,t , ∀ (i, j) (21)

The required synthesis models are enumerated here in the form of
collections of models. Note that some collections only apply to the
CT or DT case.

(C1–CT) n(n − 1) unidimensional fictitious systems
{

Gij
M

}
i,j,i �=j

as

defined in (20).
(C1–DT) n2 unidimensional fictitious systems

{
Gij

M ,d

}
i,j

as defined

in (21) with f a linear function mapping
[
−mmax

ij , 0
]

onto [−1, 1]

where mmax
ij is a design parameter playing the same role as

in (C2–CT) (see Remark 5).
(C2–CT) (optional) n(n − 1) unidimensional fictitious systems{

G
ij
M

}
i,j,i �=j

with state matrix mij(P, L) − mmax
ij ∈ R. This helps

to restrict the set of acceptable solutions when 0 < mmax
ij < +∞.

The initialising variables excursion is thus limited around a
smaller set of potential local optima.

(C3) Any other model in state-space representation, describing the
control or observation problem, thus including tunable controller
or observer parameters.

A series of requirements are now expressed on each collection.

5.3 Requirements

For each collection in Section 5.2, a set of requirements (or
constraints, see Section 4.3) is expressed.

(R1–CT) a requirement on the closed-loop poles location is
expressed on (C1–CT) in the form of a constraint on the min-
imum decay rate. This ensures negativity of −mij(P, L) hence
positivity of mij , ∀i �= j (CT case).

(R1–DT) similar requirement to (R1–CT), but expressed on the n2

models in (C1–DT).
(R2–CT) similar to previous requirements sets, but applied

on (C2–CT). This ensures negativity of mij − mmax
ij , ∀i �= j;

(R3) Any control requirement to enforce on (C3) like disturbance
rejection, closed-loop poles and so on.

6 Applications

In this section, the method proposed in Section 5 is applied to
three examples, including an unstable system, using the interval
observers formalism presented in Section 3. A comparison with
the methods proposed in the literature is also provided.

6.1 CT stable sixth-order example

The formalism of interval observers in the CT case is presented
in Section 3.1.2. The method presented in this paper proposes
to enforce Hypothesis 3 by computing P and L such that M is
Hurwitz–Metzler.

The following example is inspired from [3]. The considered
system dynamics is given by

{
ẋ = Ax + B1u
y = Cx + d

(22)

where x ∈ R6, u(t) = sin(t) and d(t) is an unknown but bounded
measurement disturbance with d = −2 ≤ d(t) ≤ 1 = d, ∀t. A ran-
dom number generator with limited range is used in simulation.
The system matrices are numerically given by

A =

⎡⎢⎢⎢⎢⎢⎣
−1 1 0 0 −1 0
−1 −2 0 −1 0 1
−2 0 −3 −2 0 0
−1 0 −2 −3 0 1
−1 0 2 0 −4 0
−1 −1 0 1 0 −1

⎤⎥⎥⎥⎥⎥⎦ ,

B1 =

⎡⎢⎢⎢⎢⎢⎣
−18
−13
−5
−4
−10
22

⎤⎥⎥⎥⎥⎥⎦ , C = [
1 0 0 0 0 0

]
(23)

The system is stable and it is initialised at x0 =[
20 10 6 20 30 40

]	
. The Luenberger observer is ini-

tialised at x̂0 = 0 and the initial state is supposed to lie in
[−x0, x0] where x0 = 50

[
1 1 1 1 1 1

]	
. Thus, the initial

observation error e0 lies in
[
e0, e0

] = [−x0 − x̂0, x0 − x̂0].
The observation error dynamics is defined by

{
ė = (A − LC)e − Ld
e0 = x0 − x̂0

(24)

which is not cooperative. Under Hypothesis 3, the following system
is an interval observer for the observation error dynamics in (24),
where P+

L = max(PL, 0) and P−
L = P+

L − PL

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

ez = Mez + P+
L d − P−

L d

ez = Mez + P+
L d − P−

L d

ez(0) = P+e0 − P−e0

ez(0) = P+e0 − P−e0

(25)
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Reverting back to the initial coordinates is done using (12). The
three following methods are considered to determine P and L:

• real pole placement allowing state matrix diagonalisation;
• resolution of a Sylvester equation;
• application of the non-smooth control-based method.

6.1.1 Existing techniques: The numerical results obtained
using existing techniques are presented here.

Real pole placement: The following pole placement gives rather
good results in simulation as far as the convergence speed of the
observer is concerned

p = [−4.7 −4.6 −2.1 −1.2 −1.1 −0.3
]

(26)

Using the pole placement and diagonalisation approach in
Section 6.3.1, one obtains the following P and L matrices (see
(27))

which leads to the following matrix M = P (A − LC) P−1

M =

⎡⎢⎢⎢⎢⎢⎣
−4.7000 0.0000 −0.0000 0.0000 0.0000 −0.0000
−0.0000 −4.6000 −0.0000 0.0000 0.0000 −0.0000
−0.0000 0.0000 −2.1000 0.0000 0.0000 0.0000
0.0000 −0.0000 −0.0000 −1.2000 −0.0000 0.0000

−0.0000 0.0000 0.0000 0.0000 −1.1000 −0.0000
−0.0000 0.0000 −0.0000 −0.0000 −0.0000 −0.3000

⎤⎥⎥⎥⎥⎥⎦
(28)

Due to numerical errors, the observation error dynamics is, how-
ever, not certified to be cooperative.

Sylvester equation: The approach in Section 3.2.2 is applied to the
considered system. The following upper-triangular Metzler matrix
M is proposed

M =

⎡⎢⎢⎢⎢⎢⎣
−4.7000 1.0000 1.0000 1.0000 1.0000 1.0000

0 −4.6000 1.0000 1.0000 1.0000 1.0000
0 0 −2.1000 1.0000 1.0000 1.0000
0 0 0 −1.2000 1.0000 1.0000
0 0 0 0 −1.1000 1.0000
0 0 0 0 0 −0.3000

⎤⎥⎥⎥⎥⎥⎦
(29)

along with Q = [
1 2 3 4 5 6

]	
. Solving (15) for these

values, one obtains

P =

⎡⎢⎢⎢⎢⎢⎣
11.1557 −23.0016 −41.8920 58.6245 −3.1677 54.8212
8.6278 −19.1428 −35.4258 48.3810 −2.9658 45.4833
15.8575 −28.1624 −53.0607 70.9787 −6.0558 71.5056
11.3015 −26.6410 −53.7302 70.7881 −3.8611 64.4377
1.8712 −16.6031 −28.5216 38.4000 −0.7267 32.0343

−0.8742 −15.2203 −24.0624 32.7206 0.2363 25.0003

⎤⎥⎥⎥⎥⎥⎦,

L =

⎡⎢⎢⎢⎢⎢⎣
0.0000

−1.2981
−1.1800
−1.0496
−0.0981
−0.3113

⎤⎥⎥⎥⎥⎥⎦ (30)

Table 1 Control-based approach parameters for the example described
in Section 6.1, p(A−LC) refers to the poles of the observer error
dynamics (24)

Syn. model Requirement Settings

(C1–CT) (R1–CT) –
(C2–CT) (R2–CT) mmax

ij = 200
(C3) (R3)-1 Re(pA−LC ) ∈ ]−∞, −3.10−3

]
(R3)-2

∥∥∥∥ 1
0.4

Td→e(s)

∥∥∥∥ ≤ 1

which leads to the following matrix M = P (A − LC) P−1

M =

⎡⎢⎢⎢⎢⎢⎣
−4.7000 1.0000 1.0000 1.0000 1.0000 1.0000
0.0000 −4.6000 1.0000 1.0000 1.0000 1.0000

−0.0000 −0.0000 −2.1000 1.0000 1.0000 1.0000
0.0000 −0.0000 0.0000 −1.2000 1.0000 1.0000

−0.0000 −0.0000 0.0000 −0.0000 −1.1000 1.0000
−0.0000 −0.0000 0.0000 −0.0000 0.0000 −0.3000

⎤⎥⎥⎥⎥⎥⎦
(31)

In this case, numerical errors also appear in the final result.

6.1.2 Control-based approach: The method proposed in
Sections 4 and 5 is used. The synthesis models and requirements
used are recalled in Table 1 and refer to notations used in Section 5.

Using the control law synthesis algorithm presented in
Section 5.1, a locally optimal solution is found in 287 s after 3
restarts and requiring 1107 iterations. The following results are
obtained, where M = P(A − LC)P−1 is Hurwitz–Metzler

M =

⎡⎢⎢⎢⎢⎢⎣
−0.9015 0.0000 22.5484 0.0002 0.0054 0.0001
0.0231 −2.5523 0.1372 0.0000 0.4259 0.0589
0.0000 0.0114 −1.4533 0.0001 0.0622 0.0000
0.0831 26.4981 0.0000 −4.4748 4.3388 2.7824
0.0000 0.0000 0.0050 0.5871 −3.4814 0.0335
1.3946 0.0000 0.5513 0.0010 0.0032 −1.0506

⎤⎥⎥⎥⎥⎥⎦,

P =

⎡⎢⎢⎢⎢⎢⎣
−0.5886 −0.9537 −1.2910 1.7496 0.3504 0.3355
0.0110 0.0364 −0.1391 0.1713 −0.0840 0.0965
0.0398 0.0055 −0.0037 0.0087 −0.0221 0.0337
1.4422 −0.3846 −0.7972 3.8482 −0.4497 2.3833
0.1262 0.0438 −0.8724 0.3191 0.2818 0.4526
0.2464 −1.0668 −0.7884 1.4262 −0.2453 2.5864

⎤⎥⎥⎥⎥⎥⎦ ,

L =

⎡⎢⎢⎢⎢⎢⎣
−0.0862
0.0583

−0.1903
0.0349
0.0366

−0.1631

⎤⎥⎥⎥⎥⎥⎦ (32)

6.1.3 Simulations and comparisons: The system is ini-
tialised at x0 and simulated over 40s using u(t) = sin(t) and a
random-number-generated signal d(t) ∈ [−2, 1]. Results are shown
in Figs. 1 and 2.

The results obtained using the control-based approach are highly
satisfying. Although the obtained interval observer seems slower
than the one obtained using real pole placement, it converges
closer to the system state. Additional requirements could be used
to deal with the convergence speed. The results obtained using the
Sylvester equation approach are very bad due to the difficulty of
selecting appropriate matrices M and Q. Moreover, P is used to
determine L while this is not the case in the other methods.

P =

⎡⎢⎢⎢⎢⎢⎣
−2.5932 1.9801 −9.9547 −12.1661 −3.7046 2.7530
−2.8007 2.1553 −9.4734 −12.2466 −4.6679 2.8031
1.6458 −0.1905 1.6282 −1.5989 −0.8662 1.6268

−20.6249 −16.3609 −11.6690 17.8681 7.3660 −7.5362
19.8606 16.2310 10.4293 −16.7563 −6.8485 5.2526
0.0250 0.4350 0.6878 −0.9352 −0.0068 −0.7146

⎤⎥⎥⎥⎥⎥⎦ , L =

⎡⎢⎢⎢⎢⎢⎣
−0.0000
−1.2981
−1.1800
−1.0496
−0.0981
−0.3113

⎤⎥⎥⎥⎥⎥⎦ (27)
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Fig. 1 In black, simulation results for the system in (22) and in grey solid
(resp. dashed/dashed-dotted) line, for the classical observer in (8) obtained
using the observer gain L in (32) [resp. (27) or (30)] produced by the
control-based approach (resp. real pole placement or Sylvester equation
resolution)

6.2 CT unstable third-order example

The following example is adapted from [4]. The considered system
dynamics is given by

{
ẋ = Ax + Bd
y = Cx

(33)

where x ∈ R3 and d(t) is an unknown, but bounded state distur-
bance with d(t) = −1 ≤ d(t) ≤ 1 = d(t), ∀t. The signal d(t) =
sin(2t) will be used in simulation. The system matrices are defined
as follows

A =
⎡⎣ 2 0 0

1 −4
√

3
−1 −√

3 −4

⎤⎦ , B =
⎡⎣−1

0
1

⎤⎦ , C = [
1 0 0

]
(34)

This system is unstable and detectable. The initial state is given
by x0 = [−2 1.5 −1

]	
and the initial observer state by x̂0 =

0. Bounds on the initial state are supposed to equal x0 =[−2 −2 −2
]	

and x0 = −x0. The initial observation error e0
lies in

[
e0, e0

] = [
x0 − x̂0, −x0 − x̂0

]
.

The observation error dynamics is defined by

{
ė = (A − LC) e + Bd
e0 = x0 − x̂0

(35)

which is not cooperative. Under Hypothesis 3, the following system
is an interval observer for the observation error dynamics in (35),

where P+
B = max (PB, 0) and P−

B = P+
B − PB

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

ez = Mez + P+
B d − P−

B d

ez = Mez + P+
B d − P−

B d

ez(0) = P+e0 − P−e0

ez(0) = P+e0 − P−e0

(36)

Reverting back to the initial coordinates is done using (12). The
two following methods are considered to determine P and L:

• application of [4, Lemma 1, p. 261];
• application of the non-smooth control-based method.

6.2.1 Application of the constructive lemma: In this
section, Lemma 1 in [4, p. 261] is used as a practical method
to solve the Sylvester equation presented in Section 3.2.2. At first,
one has to choose the observer gain so that A − LC is Hurwitz, for
example L = [

3 0 0
]	

. Then, a targeted matrix M is selected
such that it is Metzler and has the same eigenvalues as A − LC

M =
⎡⎣−3 2 0

0 −3 2
2 0 −3

⎤⎦ (37)

Using [4, Lemma 1, p. 261] with e1 = [
1 0 1

]	
and

e2 = [
1 1 0

]	
, one obtains

P =
⎡⎣ 0.4085 0.8660 0.5000

0.5915 −0.8660 0.5000
−0.0915 0.0000 −1.0000

⎤⎦ ,

M = P (A − LC) P−1 =
⎡⎣−3.0000 2.0000 −0.0000

−0.0000 −3.0000 2.0000
2.0000 0.0000 −3.0000

⎤⎦ (38)

6.2.2 Control-based approach: In this section, the
approach proposed in Sections 4 and 5 is used. The synthesis
models and requirements used, along with the settings values, are
presented in Table 2.

Using the control law synthesis algorithm presented in
Section 5.1, a locally optimal solution is found after 5 restarts
requiring less than 400 iterations each. The execution time rises to
15 s. The result is given below

P =
⎡⎣0.4622 −1.1708 −1.6588

0.3043 2.0962 −0.0391
0.0021 −0.0165 0.0372

⎤⎦ , L =
⎡⎣ 2.9830

1.2172
−1.2948

⎤⎦ ,

M =
⎡⎣−2.8253 2.0267 0.0000

0.0000 −3.1910 98.5812
0.0404 0.0000 −2.9666

⎤⎦ (39)

where M = P (A − LC) P−1 with no numerical error.

6.2.3 Simulations and comparisons: The system ini-
tialised at x0 is simulated over 10 s with d(t) = sin(2t). As
expected, the system state diverges. However, considering the
observation error e rather than the state x, the bounds e and
e obtained using the interval observer in (36) are expected to
converge. Simulation results are displayed in Figs. 3 and 4.

In this particular example, the results obtained using the pro-
posed control-based approach are better. The obtained matrix M
is certified to be Hurwitz–Metzler. By adding control requirements
and simultaneously synthesising P and L, the disturbance can be
better rejected.

IET Control Theory Appl., pp. 1–11
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Fig. 2 In black, simulation results for the system in (22) and in grey solid (resp. dashed/dashed-dotted) line, bounds of the interval observer obtained using
the control-based approach (resp. real pole placement/Sylvester equation resolution). The plots on the left are the same as the plots on the right but with
limited ordinate excursion

6.3 Discrete-time example

This example is adapted from [18]. The following DT system with
sample time Ts = 1 s is considered

{
xt+1 = Adxt + Bddt

yt = Cdxt
(40)

where xt ∈ R5 and dt is an unknown disturbance bounded by
[−1, 1] and which is simulated by a random number generator on
a limited range and with a time sampling of Ts. The numerical
values used for the system matrices are

Ad =

⎡⎢⎢⎢⎣
−0.54 0.45 0.36 0 0
0.63 0.45 0.18 0.36 0
0.09 0.45 0.27 0.09 0.18

0 0 0.25 0.25
√

2 −0.25
√

2
0 0 0 0.25

√
2 0.25

√
2

⎤⎥⎥⎥⎦ ,

Table 2 Control-based approach parameters for the example described
in Section 6.2, p(A−LC) refers to the poles of the observer error
dynamics (35)

Syn. model Requirement Settings

(C1–CT) (R1–CT) –
(C2–CT) (R2–CT) mmax

ij = 100
(C3) (R3)-1 Re(pA−LC ) ∈ [−10, −3.10−3

]
(R3)-2

∥∥∥∥ 1
0.8

Td→e(s)

∥∥∥∥ ≤ 1

Bd =

⎡⎢⎢⎢⎣
−1
0
0
0
1

⎤⎥⎥⎥⎦
	

, Cd =
[

1 0 0 0 0
0 0 0 1 0

]
(41)

The system is Schur stable. It is initialised at x0 =[−0.3 −0.5 0.6 0.9 −0.2
]	

. The Luenberger observer is

IET Control Theory Appl., pp. 1–11
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Fig. 3 In black, simulation results over 2s for the system in (33) and in
grey solid (resp. dashed) line, bounds of the interval observer obtained
using the control-based approach (resp. Lemma 1 in [4])

initialised at x̂0 = 0 and the initial state is supposed to lie in
[−x0, x0] where x0 = [

1 1 1 1 1
]	

. The initial observation
error e0 lies in

[
e0, e0

] = [−x0 − x̂0, x0 − x̂0]. The observation
error dynamics is defined by{

et+1 = (Ad − LCd)et + Bddt

e0 = x0 − x̂0
(42)

which is not cooperative for any value of L. Under Hypothesis 4,
the following system is an interval observer for the observation
error dynamics defined in (42), where P+

B = max(PBd, 0) and
P−

B = P+
B − PBd⎧⎪⎪⎪⎨⎪⎪⎪⎩

ez,t+1 = Mdez,t + P+
B dt − P−

B dt

ez,t+1 = Mdez,t + P+
B dt − P−

B dt

ez,0 = P+e0 − P−e0

ez,0 = P+e0 − P−e0

(43)

Reverting back to the initial coordinates is performed using (12).
In that case, the Sylvester method proposed in Remark 3 yields
very poor results with the chosen arbitrary pole placement and
non-negative matrix Md. The two remaining methods: real pole
placement as described in Remark 2 and the approach proposed in
this paper are compared.

6.3.1 Real pole placement and diagonalisation: A pole
placement is used as described in Remark 2 in Section 6.3.1. The
desired poles are chosen arbitrarily as real numbers inferior to 1
and positive

p3 = [
0.1 0.3 0.5 0.7 0.9

]
(44)

The following P and L matrices are thus obtained

P =

⎡⎢⎢⎢⎣
−0.4816 −1.3788 −0.8972 −0.5748 0.0763
−0.3375 −0.5564 0.0284 0.9356 −0.9400
−0.1471 −0.9124 0.8567 0.2861 −0.2092
0.5944 −1.4806 −0.7589 −0.4881 0.2457

−0.1690 0.0094 0.1658 0.2565 1.1357

⎤⎥⎥⎥⎦ ,

L =

⎡⎢⎢⎢⎣
−1.1993 −0.2234
0.6217 0.2992

−0.0161 0.2228
−0.0205 −0.4136
−0.0333 0.4069

⎤⎥⎥⎥⎦ (45)

Fig. 4 In black, simulation results over 20s for the system in (35) and in
grey solid line, bounds of the interval observer obtained using the control-
based approach. The results obtained using Lemma 1 in [4] are represented
in dashed lines

Table 3 Control-based approach parameters for the example described
in Section 6.3, Tdt →et (z) refers to the transfer function from et to dt ,
stability of the observation error dynamics is also ensured

Syn. model Requirement Settings

(C1–DT) (R1–DT) mmax
ij = 100

(C3) (R3)-1 Stab. (42)
(R3)-2

∥∥Tdt →et (z)
∥∥

2 ≤ 1

which leads to the following matrix M = P(A − LC)P−1

M =

⎡⎢⎢⎢⎣
0.9000 0.0000 −0.0000 0.0000 −0.0000

−0.0000 0.7000 −0.0000 0.0000 0.0000
−0.0000 −0.0000 0.1000 −0.0000 0.0000
0.0000 0.0000 0.0000 0.5000 −0.0000

−0.0000 −0.0000 0 −0.0000 0.3000

⎤⎥⎥⎥⎦
(46)

Due to numerical errors, the matrix M is not non-negative up to
the machine precision.

6.3.2 Control-based approach: The approach proposed in
Sections 4 and 5 is used, in the case of DT systems. The synthesis
models and requirements used are recalled in Table 3.

Using the control law synthesis algorithm presented in
Section 5.1, a local optimal solution is found after 3 restarts and
400 iterations at maximum. The execution time rises to 41 s. The
following matrices are obtained

Md =

⎡⎢⎢⎢⎣
0.1552 0.0166 0.0000 3.9459 0.0000
0.0108 0.3773 0.1110 0.0035 0.0240
0.0000 0.1725 0.0529 0.0281 0.0050
0.0000 0.0761 0.0877 0.1050 0.0000
0.4027 0.0181 0.1069 0.0066 0.4067

⎤⎥⎥⎥⎦ ,

P =

⎡⎢⎢⎢⎣
0.9952 0.4521 0.0923 0.2680 −0.0638

−0.3055 1.0187 0.1835 0.2143 −0.3359
−0.5536 0.0632 0.9009 0.1155 −0.5773
−0.0634 0.1535 0.1303 0.2667 −0.0216
0.1970 0.2770 0.2393 0.1984 1.2526

⎤⎥⎥⎥⎦ ,

L =

⎡⎢⎢⎢⎣
−0.5400 −0.9321
0.6300 0.1244

−0.0900 −0.4325
0.3536 0.3300

−0.3536 0.4908

⎤⎥⎥⎥⎦ (47)

IET Control Theory Appl., pp. 1–11
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Fig. 5 Left: in black, simulation results for system (40) and in grey solid (resp. dashed) line, for the DT formulation of the classical observer in (8)
obtained using the observer gain L produced by the control-based approach (resp. real pole placement). Right: bounds of the interval observer compared
to the simulated state

where Md = P(Ad − LCd)P−1 is Schur-stable and non-negative as
required.

6.3.3 Simulations and comparisons: The disturbance dt
used for the simulation is randomly generated with dt ∈ [−1, 1].
The simulation results are shown in Fig. 5.

The results obtained using the control-based approach are very
satisfactory. The simultaneous synthesis of P and L leads to a more
precise observer. An arbitrary choice of the poles is not required
anymore since it is included in the optimisation process.

7 Conclusions

In this paper, a new approach to compute an appropriate change
of coordinates for a system to be cooperative in these new coor-
dinates has been introduced following preliminary results in [5].
Both the CT and DT cases have been considered. An overview of
the existing techniques to determine such transformation has been
performed. The new approach has been applied on three examples
and compared with the existing techniques.

The proposed method is based on structured controller synthesis
techniques [6, 23]. It is used to enforce specific properties on the
state-space matrices of a system. The main addition of the method
in comparison with existing ones is the possibility to satisfy addi-
tional constraints dealing with the dynamics of the observer. Also,
in the case of interval observers, matrices P and L are determined
simultaneously while other methods require to choose a targeted
Metzler matrix M with the same eigenvalues as A − LC, which is
not an easy task from the authors point of view.

The current limitation of the method is the computation time
which increases with the order of the system. Also, it uses algo-
rithms which were not specifically designed for this task. The
consequence is a loss in computational efficiency. As far as the
theory of interval observers is concerned, the proposed method
currently only applies to determining a time-invariant change of
coordinates in the linear time-invariant case. A perspective of this
work could be to extend the approach to the time-varying case for
which theoretical results have been proposed [8].
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Chapitre 7

Analyse, synthèse ou observation
non linéaires pour l’atterrissage
basé vision de systèmes
aérospatiaux

Résumé du chapitre : nous présentons ici un problème particulier
d’atterrissage basé vision sous un angle qui nous a permis de propo-
ser quelques résultats originaux en terme d’observation, analyse ou
commande robustes.

— Dans un premier temps, nous effectuons un certain nombre de
rappels sur les asservissements visuels et posons le problème de
l’atterrissage automatique d’un Airbus en utilisant une caméra
et des capteurs inertiels embarqués.

— Dans un second temps, nous présentons des travaux d’ana-
lyse d’observabilité et de synthèse d’observateurs non linéaires
permettant d’estimer la profondeur de la scène observée par
la caméra.

— Enfin, nous présentons quelques travaux basés sur l’anti-
windup appliqué à la dynamique longitudinale du guidage basé
vision de l’avion lorsque la commande est saturée. Nous avons
notamment proposé trois solutions :
1. la synthèse d’une boucle anti-windup basée sur l’estimation

de la profondeur,
2. la synthèse d’une boucle anti-windup robuste à la mécon-

naissance de la profondeur,
3. l’analyse de stabilité d’une loi de guidage utilisant une

boucle anti-windup synthétisée pour une valeur "probable"
de la profondeur.
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7.1 Introduction

Nos travaux de recherche sur la commande basée vision ont commencé
en 2011 par l’encadrement de la thèse de Guillaume Sabiron (2011-2013) qui
consistait à utiliser des capteurs de flux optique pour l’atterrissage lunaire
autonome. Nous avons montré que de tels capteurs bas coûts et très légers
(quelques grammes) pouvaient apporter une solution de secours intéressante
en cas de défaillance des capteurs inertiels. Ensuite, nous avons developpé des
solutions de guidage basé vision pour la phase d’atterrissage d’aéronefs en
coordonnant le projet ANR VISIOLAND (2013-2017) et en co-encadrant la
thèse de Victor Gibert (2013-2016). Dans ces deux cas, le problème consistait
à utiliser dans une boucle de guidage des informations imprécises. L’impréci-
sion provenait de la profondeur de la scène qui est perdue lorsque l’espace 3D
est projeté sur le plan image 2D de la caméra. Sur le plan théorique cela si-
gnifiait qu’une grandeur incertaine et temps variant pouvait potentiellement
déstabiliser la boucle de guidage.

7.2 Contexte et positionnement de nos travaux

Comme nous allons le voir, c’est dans un double contexte industriel et
académique que se situent nos travaux de recherche en asservissements vi-
suels.

7.2.1 Utilisation de la vision dans l’industrie aéronau-
tique

La plupart des drones commerciaux sont aujourd’hui équipés d’une ou
plusieurs caméras. Celles-ci leurs permettent de réaliser un certain nombres
de tâches comme par exemple la fonction "follow-me". Enfin, la localisation et
cartographie simultanées, connue en anglais sous le nom de SLAM, contribue
actuellement à rendre les drones plus autonomes en leur permettant d’évoluer
dans un environnement incertain. Les méthodes basées sur l’apprentissage et
la vision sont aussi en train de prendre beaucoup d’importance dans le do-
maine des drones (voir par exemple [37, 104]).
L’industrie aéronautique n’est pas en reste et s’intéresse elle-aussi de plus
en plus aux systèmes de vision. En effet, l’utilisation d’une caméra pourrait
s’averer extrêmement utile pour réaliser des tâches de localisation, d’explo-
ration mais aussi d’évitement d’obstacles. En particulier, l’aviation civile et
militaire se sont intéressées à l’utilisation de la vision pour améliorer la phase
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d’atterrissage. Par exemple, les projets suivants et relativement récents ont
permis une collaboration étroite entre l’industrie et la recherche :

— le projet Européen PEGASE (2006-2009) [48, 99], coordonné par Das-
sault Aviation, s’est intéressé à l’atterrissage basé vision sur une piste
totalement connue,

— le projet ANR VISIOLAND (2013-2017) que nous avons coordonné
et monté à la demande d’Airbus s’est intéressé à l’atterrissage basé
vision sur une piste méconnue.

— Dans la continuité de VISIOLAND, Airbus a ensuite intensifié ses
travaux sur la vision et a lancé deux projets : EAGLE et ATTOL.
Le projet ATTOL, démarré en 2018, vise notamment à effectuer des
tests approfondis sur un A320 modifié et à certifier des logiciels de
vols utilisant des informations visuelles. Enfin, son projet de voiture
volante ’VAHANA’ emporte des caméras, lidars et radars pour réaliser
la tâche ’sense and avoid’.

— le projet Européano-Japonais VISION (2016-2019) vise à fusionner les
informations visuelles et inertielles d’un aéronef pour le rendre plus ro-
buste aux pannes ou lui permettre de détecter un obstacle surgissant.
Ce projet a pour partenaires industriels Airbus, Dassault Aviation,
Ricoh, Enri ou Mitsubishi Space Software.

Les travaux que nous avons menés dans le cadre du projet VISIOLAND s’ins-
crivent ainsi dans un contexte stimulant où l’utilisation de capteurs visuels
prend de plus en plus d’importance.

7.2.2 Asservissements visuels "classiques" puis "satu-
rés"

La commande référencée vision, aussi appelée asservissement visuel, consis-
te à contrôler les mouvements d’un système en utilisant des informations
issues d’un capteur vision. L’utilisation de la vision peut paraître de prime
abord naturelle mais il a fallu attendre que le traitement des images puisse se
faire en temps réel pour pouvoir utiliser des informations visuelles dans une
boucle de rétroaction. Ainsi, les premières utilisations de la vision dans un
système en boucle fermée datent des années 70 [106, 71] et ont d’abord per-
mis d’améliorer la précision des bras manipulateurs. Aujourd’hui, le contrôle
basé sur la vision est de plus en plus utilisé dans des environnements incer-
tains avec des applications automobiles et aérospatiales.
Les asservissements visuels appartiennent généralement à deux familles de
méthodes [72, 35, 36] selon que l’on cherche ou pas a reconstituer la POSE
(position et orientation) du système contrôlé à partir des images. En effet,
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— soit on reconstruit la POSE de manière à utiliser "telle quelle" la loi de
commande qui serait utiliser si on la connaissait précisement. On dit
alors que l’asservissement visuel est de type PBVS (pour Pose Based
Visual Servoing) ;

— soit on cherche à contrôler directement la position des indices visuelles
dans l’image observée de manière à superposer l’image courante et
l’image désirée. On dit alors que l’asservissement visuel est de type
IBVS (pour Image based Visual Servoing).

Des solutions intermédiaires [85, 47] existent aussi de manière à combiner ces
deux approches. C’est d’ailleurs sur cette voie que nous nous sommes engagés
dans le projet VISIOLAND puisque nous nous sommes demandés s’il était
nécessaire de reconstituer partiellement ou totalement la POSE relative entre
un aeronéf et sa piste d’atterrissage pour le faire atterrir automatiquement à
l’aide d’une caméra. En effet, il etait possible à partir d’une seule image et
des capteurs inertiels de reconstituer l’attitude relative ainsi que la position
relative à une grandeur près (ici la profondeur du champ de la caméra). La
question était alors d’estimer ou pas cette information manquante . Notons
ici qu’il s’agissait d’un problème d’estimation d’une grandeur qui apparaît
de manière non linéaire dans le système à étudier [1, 43, 76]. Nous avons
collaboré avec le LS2N (A. Chriette et F. Plestan) sur cette thématique.
Une autre question qui nous a amenés à effectuer un certain nombres de tra-
vaux de recherche était de savoir comment prendre en compte les saturations
des actionneurs (et/ou des contraintes de sorties) lorsque l’on utilise des in-
formations visuelles dans une boucle de commande et comment apporter des
garanties théoriques sur le système bouclé. Plusieurs chercheurs avaient déjà
étudié des schémas de commande saturée utilisant des informations visuelles
imprécises [40, 45, 46] mais les classes de systèmes non linéaires différaient de
celles que nous avions à traiter. Nous avons collaboré avec le LAAS CNRS
(S. Tarbouriech et L. Zaccarian) sur cette seconde thématique.
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7.3 Problématique

Le projet VISIOLAND dont l’ensemble des tâches a été décrit au chapitre
précédent nous a conduit à étudier la dynamique de guidage d’un avion
qui évolue à vitesse constante et doit s’aligner avec sa piste d’atterrissage
avant d’effectuer l’arrondi final (flare) lui permettant de se poser sur la piste.
Rappelons que le but du projet était de pouvoir se passer des équipements
au sol (type ILS, GLS) et d’utiliser seulement des capteurs embarqués (ici les
centrales inertielles et une simple caméra). Dans ce contexte, aligner l’avion
consiste à lui faire rejoindre et suivre à vitesse constante une pente d’approche
(ou glide) en utilisant uniquement ses capteurs embarqués. Le schéma suivant
donne les principales notations utilisées dans la discussion qui suit :

Figure 7.1 – Notations

— (E, e′1, e
′
2, e
′
3) est le repère piste positionné au point d’aboutissement.

La piste est supposée parfaitement plate.
— (G, e1, e2, e3) est le repère avion (G étant le centre de gravité de

l’avion)
— ∆ψ, γ, φ représentent respectivement le cap de l’avion par rapport à

la piste, la pente de l’avion (ou assiette) et le roulis de l’avion.
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— ∆X ,∆Y ,∆H sont les écarts de position entre l’avion et le point d’abou-
tissement exprimés dans le repère piste.

— ∆GS = ∆H − tan(γc)∆X représente l’écart vertical entre le glide et
l’avion (γc = 3deg est l’angle entre la piste et le glide)

— V est la vitesse constante de l’avion
Notons à présent ∆γ = γ − γc. Aligner l’avion signifie alors annuler les va-
riables ∆GS,∆Y ,∆γ,∆ψ, φ.
En utilisant les relations liant ces variables et en introduisant les entrées de
commande de la boucle de guidage de l’avion, l’alignement revient à stabiliser
autour de l’origine les deux systèmes suivants :

{
∆̇GS = V sin(∆γ) + V cos(∆γ + γc) sin(γc)(1− cos(∆ψ))

∆̇γ = u1
(7.1)





∆̇Y = V cos(∆γ + γc)sin(∆ψ)

∆̇ψ = g
V

tan(φ)

φ̇ = u2

(7.2)

Ces systèmes représentent les dynamiques de guidage longitudinal et latéral
de l’avion en phase d’approche. Nous remarquons qu’il y a des termes de
couplage entre ces deux dynamiques qui peuvent être negligés lorsque ∆ψ est
faible.
Nous remarquons aussi que les linéarisés tangents de ces deux systèmes sont
des chaînes d’intégrateurs :

{
∆̇GS = V∆γ

∆̇γ = u1
(7.3)





∆̇Y = V∆ψ

∆̇ψ = g
V
φ

φ̇ = u2

(7.4)

Ce problème de guidage peut sembler de prime abord simple ; pourtant, il
peut devenir relativement complexe lorsqu’on ne mesure pas tout l’état du
système et que l’on prend en compte les saturations des entrées de commande
u1 et u2.
En effet, il est possible de montrer [22] que l’utilisation d’informations vi-
suelles et de capteurs inertiels ’idéaux’ permet d’extraire les informations
suivantes :

Y =





∆GS

∆X

∆γ
∆Y

∆X

∆̇ψ

φ

(7.5)
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Autrement dit la première composante de l’état de chacun de ces systèmes
n’est connue qu’à un facteur d’échelle près et temps variant 1

∆X
. Le point

de départ de notre étude a été d’observer que les lois de guidage classiques
d’un airbus (synthétisées par placement de pôles sur les systèmes linéarisés)
peuvent déstabiliser ces systèmes lorsqu’on utilise non plus l’état du système
mais le vecteur des sorties Y et qu’on a un modèle d’avion complet pre-
nant en compte les saturations des entrées de guidage. D’un point de vue
opérationnel, déstabiliser les boucles de guidage revient à activer les lois de
protection puis à redonner la main au pilote humain : ce n’est donc pas
dramatique mais ça revient à abandonner notre objectif initial qui était de
réaliser automatiquement l’alignement.

7.4 Nos contributions

7.4.1 Estimation de la profondeur

La thèse de Victor Gibert nous a amené à étudier de près la synthèse
d’estimateurs de la grandeur non mesurée 1

∆X
. Plus précisément, nous avons :

— effectué un travail important sur l’analyse d’observabilité qui a per-
mis de définir les indices visuels utilisables dans l’image pour garantir
l’observabilité du système tout au long de la phase d’approche

— nous avons proposés et comparés plusieurs solutions d’estimation [75,
73, 76, 62, 61] de la grandeur manquante ∆X . Nous avons notamment
etudie la sensibilite de differents observateurs aux bruits de mesure et
erreurs de calibration de la camera.

— nous avons confrontés ces estimateurs à des mesures réalistes en uti-
lisant des images synthétiques ou des images enregistrées à bord d’un
Airbus d’essai.

Nous présentons une partie de ces travaux dans un article ci-joint et paru
dans la revue Control Engineering Practice en 2018 [63].

7.4.2 Analyse et commande de la dynamique longitudi-
nale

Les solutions PBVS s’avèrent préférables pour les applications indus-
trielles puisque les lois de guidage, d’ores et déjà validées par les autorités de
certification telles que l’EASA ou la FAA, peuvent être réutilisées et l’effort
de certification se limite seulement aux algorithmes d’estimation. Pourtant,
la synthèse d’estimateurs "seule" ne permettait pas de répondre à la problé-
matique initiale consistant à apporter des garanties théoriques sur la stabilité
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de la boucle fermée. C’est pour cette raison que nous avons ensuite effectué
un certain nombres de travaux de recherche sur la synthèse anti-windup.

— Partant d’un schéma d’estimation donné, nous avons pu démontrer
la stabilité de la boucle fermée en combinant la solution PBVS asso-
ciée avec une boucle d’anti windup. Nous avons démontré que le sys-
tème bouclé était globalement uniformément asymtotiquement stable
en utilisant la notion de iISS (stabilité intégrale entrée-état) [107].
En effet, le systeme bouclé n’était pas ISS (stabilité entrée-état) pour
une entrée (ici l’erreur d’estimation) bornée mais la propriété iISS a
permis de prendre en compte que cette erreur d’estimation tendait
asymptotiquement vers 0.

— Nous avons proposé un nouveau schéma d’anti-windup nous permet-
tant de stabiliser le système sans avoir à estimer ∆X et ce malgré la
mesure imprécise et la saturation de la loi de commande. Nous avons
demontre la convergence globale asymptotique et uniforme du sys-
teme bouclé en utilisant le principe d’invariance étendu aux systèmes
hybrides [65, 103].

— De nouveaux outils d’analyse basés sur des fonctions de Lyapunov a
paramètres dépendants (PDLF) ont aussi été développés pour valider
une loi de guidage basé vision (ne cherchant pas à estimer ∆X) en
temps asymptotique ou en temps fini. Le temps fini est particuliè-
rement intéressant dans notre contexte puisque nous devons aligner
l’avion avec la piste avant de commencer l’arrondi.

Nous présentons ces differents travaux dans les articles ci-joints et parus
respectivement à l’IFAC World Congress 2017 [22], Automatica 2019 [27]
et l’IFAC LPVS 2018 [13]. Ces travaux de commande ont été illustrés sur
la dynamique longitudinale de l’avion. Leur généralisation à la dynamique
latérale demandent encore quelques travaux de recherche.
Enfin, le guidage basé vision de l’avion en phase d’approche a fait l’objet
d’autres travaux (présentés dans le chapitre suivant). Ces derniers se basent
sur une technique de commande dénommée "Backstepping borné".
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A B S T R A C T

This paper presents a new scheme for the visual estimation of deviation of a system with respect to an object for
which no feature is known (position, dimensions, . . . ). This scheme is based on nonlinear observers and, thanks
to an adequate combination of the visual information, requires reduced computation for its design. It is evaluated
on a scenario describing the landing of an aircraft on an unknown runway and is validated with synthetic images.

1. Introduction

In future aircraft, Airbus wishes to develop automatic landing ‘‘ev-
erywhere and every time’’. The proposed solution based on cameras
would allow operation of an aircraft as a pilot would operate it nowa-
days in case of DGPS loss and ILS unavailability, i.e. in visual flight rules.
Then, the camera and observation scheme can be considered a sensor
in case of failure of other sensors, even if the conditions of visibility are
not ideal, thanks to infra-red or multimeter-waves cameras. The camera
coupled, in this paper, to an observer (called software sensor) is also very
interesting in the frame of data fusion and would appear as an additional
redundant sensor. In this case, it could be used to verify readings from
other measurement systems (GBAS/SBAS that equipped civil aircrafts,
IRS), to re-calibrate them versus camera informations, to detect sensors
failure or to ensure redundancy.

Not all airport runways are equipped with ILS (Instrument Landing
System) technology, and GPS (Global Positioning System) is not always
available; yet both of these systems are required to ensure automatic
landing. A solution to overcome the lack of external information con-
sists of using an embedded visual system for retrieving the deviation
information of the aircraft versus the runway. Given that camera sensors
and image processing algorithms have made large technological leaps
in the last few decades, visual informations coupled with IRS (Inertial
Reference System) measurements could induce a solution to perform
automatic landing. Then, the camera provides informations for the
control of the aircraft, which is called visual servoing. It consists of
using a vision sensor and computer vision algorithms in order to control
the motion of the system (see tutorial in Chaumette & Hutchinson,
2006). Note that, in civil aircraft applications, embedded sensors such as
accelerometer or gyros provide accurate information so that the attitude

* Corresponding author.
E-mail address: franck.plestan@ec-nantes.fr (F. Plestan).

(yaw, pitch, roll angles) and the motion of the aircraft can be considered
well-known; hence, the use of dynamics of visual features between
several images is sufficient to estimate deviations with respect to (w.r.t.)
the runway.

The first class of visual servoing control is named PBVS (Pose Based
Visual Servoing) and consists of using visual measurements in order to
estimate the pose of the camera, whereas the second class of control,
named IBVS (Image Based Visual Servoing), consists of controlling the
coordinates of visual features in the image plane.

IBVS solutions applied to the automatic landing of an aircraft have
been intensively studied during the last decade. Guidance solutions are
proposed in Azinheira and Rives (2008) and Le Bras, Hamel, Barat,
and Mahony (2009) in order to reach and track the desired trajectory
by using only lines coordinates detected in the image of the runway,
or in Coutard, Chaumette, and Pflimlin (2011) and Gibert and Puyou
(2013) in which the control is based on centerline and touchdown point
coordinates. Nevertheless, these scheme imply the development of new
guidance laws with a completely new structure (composed of image
capture, image processing and guidance algorithms) which might be
difficult to certify by the authorities and strongly increases the cost of
these solutions. In fact, the use of already certified guidance laws is
a key-point for aircraft manufacturers; it is the main reason why the
IBVS solution is not the ‘‘ideal’’ one. Therefore, it is desired to introduce
visual servoing, but without changing the control structure; this is why
the PBVS described in the sequel presents a great interest.

The PBVS scheme could be divided in two steps: the first one is to
estimate the deviations of the aircraft w.r.t. the runway, and, in the
second step, the estimated deviations are used in the certified guidance
laws. Note that a single camera provides a 2D view of the scene, but 3D
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deviation estimation is required for the control of a landing aircraft.
The estimation of the 3D deviations can be obtained by using more
than one camera (Trisiripisal, Parks, Abbott, Liu, & Fleming, 2006).
Nevertheless, stereo-vision appears difficult in civil aircraft application
because, when the landing operations start, the distance from runway
is important; thus, calibration of both the cameras must be very precise
which is a hard task in an industrial context. Another solution is based
on knowledge of objects (here, the runway) dimensions (Gui et al.,
2013). However, this paper considers a generic runway whose size and
markers are not known: geometric reconstruction solutions using these
informations cannot be applied. The last solution consists in using a
monocular camera by taking into account its motion (Dahl, Nyberg,
Holst, & Heyden, 2005; Giordano, De Luca, & Oriolo, 2008; Karagiannis
& Astolfi, 2005). Note that these preliminary results with such approach
are limited to the use of one single point in the image and there is not
application with a landing scenario.

This last solution is selected to solve the 3D estimation problem and
consists of using state observers. Thanks to this solution, the unknown
scale factor can be estimated, and an estimation of the 3D information
becomes available. Hence, there is a real interest to develop solutions in
order to estimate the deviations of the camera w.r.t. the runway. For this
purpose, the available information is the knowledge of attitude, veloc-
ities and accelerations provided by the Inertial Measurement Unit and
visual measurements; no geometric information of the runway is required.
The visual informations, provided by image processing algorithms,
correspond to the perspective projection of the 3D corners of the runway
in the image plane. To sum up, the problem remains to estimate a 3D
information from 2D measurements. The authors of the current paper
have already proposed estimation solutions of the deviations during an
aircraft landing scenario. In Gibert, Burlion, Chriette, Boada-Bauxell,
and Plestan (2015a), an extended observer solution of Karagiannis and
Astolfi (2005) using more than 1 point has been proposed, with a
detailed observability analysis of the system. In Gibert, Burlion, Chriette,
Boada-Bauxell, and Plestan (2015b), observer solutions based on high
gain approach and sliding mode theory have been designed in conditions
such that the observability along the landing is guaranteed. However,
these solutions do not have formal convergence proof, are quite complex
to design and have been tested in simulation but not by using real image
processing experiments.

The main contribution of this paper is to propose observation
solutions, based on a new simplified formulation thanks to the use
of a virtual frame. This new formulation provides a simple dynamic
system that makes the design of the observers easy and guarantees the
observability all along the landing trajectory. Then, a robust observer
based on sliding mode theory is designed and compared to a high gain
observer. Realistic results based on synthetic images and real image
processing are detailed; the aircraft landing is made assuming that
runway features are not known.

The paper is organized as follows. First, the problem under interest
is presented with its simplified formulation. Then, the new observation
scheme is presented by assuming that two points are tracked in the
image; sliding mode and high gain observers are designed. Finally,
results in realistic conditions thanks to synthetic images are proposed.

2. Problem formulation

The problem of range estimation based on a standard formulation in
the camera frame has been tackled with different observers (Giordano
et al., 2008; Karagiannis & Astolfi, 2005). However, it has been shown
in Gibert et al. (2015a) that, if the objective is to estimate the deviations
of the aircraft with respect to the runway, there are singularities of
observability during the landing phase, when only a single point of
the image is used. Therefore, a new problem formulation is proposed
by introducing a virtual frame that allows to simplify the problem
formulation and to get some interesting properties.

Fig. 1. Perspective projection of a point 𝑃 in the image plane.

2.1. Standard formulation in the camera frame

Consider the following notations (see Fig. 1)

∙ 𝑜 = (𝑂, 𝐢𝑜, 𝐣𝑜,𝐤𝑜) an inertial frame (in the current application, it
will be a frame linked to the runway);

∙ 𝐏𝐨 = (𝑃𝑜1, 𝑃𝑜2, 𝑃𝑜3) the 3D coordinates of a point 𝑃 in 𝑜;
∙ 𝑐 = (𝐶, 𝐢𝑐 , 𝐣𝑐 ,𝐤𝑐 ) the camera frame whose origin, 𝐶, is the optical

center of the camera;
∙ 𝐏𝐜 = (𝑃𝑐1, 𝑃𝑐2, 𝑃𝑐3) the coordinates of 𝑃 in the frame 𝑐 ;
∙ 𝜋 = (𝜋0, 𝐢𝜋 , 𝐣𝜋 ) the image frame whose origin 𝜋0 has coordinates

in 𝑐 , 𝜋0 = (0, 0, 𝑓 ) where 𝑓 is the focal length of the camera.
∙ 𝑝𝑥 = (𝑝𝑥0,𝐮, 𝐯) the pixellic frame whose origin is at the upper-

left corner of the image.

The standard expression for the dynamics of the point 𝑃 (that is fixed
in 0) in the camera frame 𝑐 is (Dahl et al., 2005):

⎡
⎢⎢⎣

𝑃̇𝑐1
𝑃̇𝑐2
𝑃̇𝑐3

⎤
⎥⎥⎦
= 𝑨𝒄 ⋅

⎡
⎢⎢⎣

𝑃𝑐1
𝑃𝑐2
𝑃𝑐3

⎤
⎥⎥⎦
+ 𝒃𝒄 (1)

with 𝑨𝒄 ∈𝑀3,3(R) and 𝒃𝒄 = [𝑏𝑐1 𝑏𝑐2 𝑏𝑐3]𝑇 ∈ R3 respectively representing
the skew matrix of the known rotational and translational velocities of
the camera in the camera frame 𝑐 .

The problem is that the state of (1) is not directly measured. Thanks
to the vision system based on perspective projection camera model
(Hartley & Zisserman, 2003), the available measurement of the 3D
coordinates of the point 𝑃 is a 2D vector 𝒚𝒄 expressed in the image
plane 𝜋 and given by

𝒚𝒄 =
[
𝑦𝑐1
𝑦𝑐2

]
= 𝑓 ⋅

[
𝑃𝑐1
𝑃𝑐3

𝑃𝑐2
𝑃𝑐3

]𝑇
(2)

with 𝑓 the focal length of the camera. For the rest of the paper, without
loss of generality, the focal length is considered equal to 1.

The objective of the paper is to get an estimate of the state vector
[𝑃𝑐1 𝑃𝑐2 𝑃𝑐3]𝑇 from the knowledge of 𝑨𝒄 , 𝒃𝒄 , and 𝒚𝒄 .

A necessary condition to design an observer for system (1) is that this
latter is observable. Given that observability condition (Karagiannis &
Astolfi, 2005) is fulfilled, solutions based on nonlinear observers have
been proposed (Chen & Kano, 2002; Dahl et al., 2005; Karagiannis &
Astolfi, 2005). However, in Gibert et al. (2015a), it has been shown
that, in the case of aircraft landing, if the tracked point is the aiming
guidance point on the runway, observability is not maintained all along
the landing phase.

Then, in order to ensure observability all along the landing phase,
a solution consists in using at least two points on the runway (i.e.
which belong to the runway plane). This way, if one of the points
is not providing observability, the second guarantees that the whole
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Fig. 2. Perspective projection of a point 𝑃 in the image plane 𝜋𝑐 , and in a virtual
plan 𝜋𝑣.

system is observable. For estimation, any point in the runway plane
can be considered and will provide the relative altitude of the aircraft
w.r.t. the runway. The depth estimation problem is then solved. But
the final objective is to guide the aircraft on a predefined trajectory,
the selected points should have a physical meaning with respect to the
guidance aiming point. Any points on the center line or symmetrically
located w.r.t. the center line (on side lines for example) provide enough
information for lateral control. However, for longitudinal control, the
points should be chosen w.r.t. the aiming point of the glide slope
trajectory. Selecting the two corners of the runway threshold, estimating
the deviation of the aircraft w.r.t. these points and knowing that the
aiming point is placed 400m after threshold, it is possible to estimate
the pose of the aircraft w.r.t. the glide slope trajectory aiming point.
The use of two points 𝑃 ′ and 𝑃 ′′ requires the use of two systems
(1), each of these systems having measurement vectors 𝒚′𝒄 ∈ R2 and
𝒚′′𝒄 ∈ R2 respectively for 𝑃 ′ and 𝑃 ′′. A solution consists of designing
two observers (one for each point) and in using a switching strategy
(El Tannoury, Moussaoui, Plestan, Romani, & Pita-Gil, 2013) between
both the observers. This strategy evaluates the observability for both
the dynamic systems describing the motion of 𝑃 ′ and 𝑃 ′′ in the camera
frame, and allows switching from one observer to the other one in case
of loss of observability. This strategy involves designing two observation
structures, and tuning a parameter allowing to evaluate the rate of
observability.

In order to reduce the tuning task, the solution proposed in the sequel
introduces a virtual frame in order to ‘‘link’’ 𝑃 ′ and 𝑃 ′′ using the fact
that the points belong to the runway plane ; as a consequence, a single
and simpler observation solution can be designed.

2.2. Simplified formulation in a virtual frame

In order to link the two points 𝑃 ′ and 𝑃 ′′, a virtual frame 𝑣 (see
Fig. 2) is introduced. This virtual frame has the same orientation as the
ground frame 𝑜 and its origin is placed in the center of the camera
𝐶 as 𝑐 . The use of this virtual frame is standard in cases of image
stabilization. However, the context of this paper makes its use original
given that the final objective is system observation and not image
stabilization.

In fact, the virtual frame can be viewed as a frame linked to a virtual
camera that will rotate in order to have a virtual image plane 𝜋𝑣 always
parallel to (𝑗𝑜, 𝑘𝑜)-plane of 𝑜. As a consequence, in 𝑣, the coordinates
of 𝑃 ′ and 𝑃 ′′ do not depend on the rotation of the camera. Furthermore,
recalling the context of aircraft landing, the points 𝑃 ′ and 𝑃 ′′ are located
on the runway and then, at least their coordinates along 𝑘𝑜-vector are
the same (by supposing that both the points have the same altitude).
All these features mean that the dynamics of the system expressed in
𝑣 are simpler and have a reduced dimension. This implies that the

design of the observation structure developed in the sequel is simplified.
Considering the Euler angles respectively the yaw 𝜓 , pitch 𝜃 and roll 𝜙
between the camera frame 𝑐 and the ground frame 𝑜, it is possible to
write the coordinates of these two points in the virtual frame.

Denoting [𝑃 ′
𝑣1 𝑃

′
𝑣2 𝑃

′
𝑣3]

𝑇 the coordinates of 𝑃 ′ in the virtual frame 𝑣
and [𝑃 ′

𝑐1 𝑃
′
𝑐2 𝑃

′
𝑐3]

𝑇 the coordinates of 𝑃 ′ in 𝑐 , one has1

⎡
⎢⎢⎢⎣

𝑃 ′
𝑣1

𝑃 ′
𝑣2

𝑃 ′
𝑣3

⎤
⎥⎥⎥⎦
= 𝑣𝑐

⎡
⎢⎢⎢⎣

𝑃 ′
𝑐1

𝑃 ′
𝑐2

𝑃 ′
𝑐3

⎤
⎥⎥⎥⎦

(3)

with 𝑣𝑐 the rotational matrix from 𝑐 to 𝑣, respecting ‘‘pitch-roll-yaw’’
Euler angles convention, defined as

𝑣𝑐 =
⎡
⎢⎢⎣

cos𝜓 − sin𝜓 0
sin𝜓 cos𝜓 0
0 0 1

⎤
⎥⎥⎦
⋅
⎡
⎢⎢⎣

cos 𝜃 0 sin 𝜃
0 1 0

− sin 𝜃 0 cos 𝜃

⎤⎥⎥⎦

⋅
⎡⎢⎢⎣

1 0 0
0 cos𝜙 − sin𝜙
0 sin𝜙 cos𝜙

⎤⎥⎥⎦
⋅
⎡⎢⎢⎣

0 0 1
1 0 0
0 1 0

⎤⎥⎥⎦

∶=
⎡⎢⎢⎣

𝑟11 𝑟12 𝑟13
𝑟21 𝑟22 𝑟23
𝑟31 𝑟32 𝑟33

⎤⎥⎥⎦
.

(4)

Introduce the vector 𝒚𝒗 called the virtual measurement vector as

𝒚𝒗 =

[
𝑃 ′
𝑣1
𝑃 ′
𝑣3

𝑃 ′
𝑣2
𝑃 ′
𝑣3

𝑃 ′′
𝑣1
𝑃 ′′
𝑣3

𝑃 ′′
𝑣2
𝑃 ′′
𝑣3

]𝑇
=
[
𝑦′1 𝑦′2 𝑦′′1 𝑦′′2

]𝑇 . (5)

As it is shown in the sequel, this vector can be written as a function of
only available measured variables. For example, the first component 𝑦𝑣1
of 𝒚𝒗 reads as

𝑦𝑣1 =
𝑃 ′
𝑣1
𝑃 ′
𝑣3

=
𝑟11𝑃 ′

𝑐1 + 𝑟12𝑃
′
𝑐2 + 𝑟13𝑃

′
𝑐3

𝑟31𝑃 ′
𝑐1 + 𝑟32𝑃

′
𝑐2 + 𝑟33𝑃

′
𝑐3

=
𝑟11

𝑃 ′
𝑐1
𝑃 ′
𝑐3

+ 𝑟12
𝑃 ′
𝑐2
𝑃 ′
𝑐3

+ 𝑟13

𝑟31
𝑃 ′
𝑐1
𝑃 ′
𝑐3

+ 𝑟32
𝑃 ′
𝑐2
𝑃 ′
𝑐3

+ 𝑟33

=
𝑟11𝑦′𝑐1 + 𝑟12𝑦

′
𝑐2 + 𝑟13

𝑟31𝑦′𝑐1 + 𝑟32𝑦
′
𝑐2 + 𝑟33

.

(6)

Remark 1. The virtual measurement vector 𝒚𝒗 can be seen as the
perspective projection of points 𝑃 ′ and 𝑃 ′′ in the virtual image frame
𝜋𝑣 (see Fig. 2). Contrary to the camera image frame 𝜋𝑐 that moves with
the camera rotation, the virtual image frame 𝜋𝑣 is always normal to
the vector 𝑖𝑜 in the 𝑜 frame, and is aligned with 𝑗𝑜, 𝑘𝑜 as depicted by
Fig. 2. ■

Remark 2. In the field of application considered in the paper, the
runway is coplanar to 𝑖𝑜 and 𝑗𝑜. Therefore, the two points 𝑃 ′ and 𝑃 ′′

belong to the same plane so that, in the virtual frame, 𝑣, 𝑃 ′
𝑣3 = 𝑃 ′′

𝑣3.
This assumption is weak since it is only assumed that the ruwway is at
a constant altitude. ■

When expressing the dynamics of 𝑃 ′ and 𝑃 ′′, the use of 𝑣 allows
the dynamics of both these points to be independent of the rotation
velocities of the camera. Then, given Remark 2, dynamics of 𝑃 ′ and 𝑃 ′′

in 𝑣 read as

⎡⎢⎢⎢⎢⎢⎢⎢⎣

̇𝑃 ′
𝑣1
̇𝑃 ′′
𝑣1
̇𝑃 ′
𝑣2
̇𝑃 ′′
𝑣2
̇𝑃 ′
𝑣3

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

= −

⎡
⎢⎢⎢⎢⎢⎣

𝑏𝑣1
𝑏𝑣1
𝑏𝑣2
𝑏𝑣2
𝑏𝑣3

⎤
⎥⎥⎥⎥⎥⎦

(7)

1 Similar equation can be obtained for [𝑃 ′′
𝑣1 𝑃

′′
𝑣2 𝑃

′′
𝑣3]

𝑇 , the virtual coordinates
of 𝑃 ′′.
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where 𝒃𝑣 =
[
𝑏𝑣1 𝑏𝑣2 𝑏𝑣3

]𝑇 is the known velocity vector of the camera
with respect to the ground expressed in the virtual frame; the velocities
𝑏𝑣1, 𝑏𝑣2 and 𝑏𝑣3 are known thanks to the IRS.

2.3. Estimation problem

It would be possible to design an observer for system (7)–(5) but
a similar formulation, as in Karagiannis and Astolfi (2005), is more
convenient because it shows up the observability condition, allows a
reduced order observer design and expresses the problem in a classical
nonlinear state formulation. Indeed, defining the unmeasurable variable
𝜂, the inverse of the altitude, as

𝜂 = 1
𝑃 ′
𝑣3
, (8)

the estimation problem of system (7)–(5) is equivalent to the estimation
problem of the following system

𝑦̇′1 = −(𝑏𝑣1 − 𝑏𝑣3𝑦′1)𝜂
𝑦̇′2 = −(𝑏𝑣2 − 𝑏𝑣3𝑦′2)𝜂
𝑦̇′′1 = −(𝑏𝑣1 − 𝑏𝑣3𝑦′′1 )𝜂
𝑦̇′′2 = −(𝑏𝑣2 − 𝑏𝑣3𝑦′′2 )𝜂
𝜂̇ = 𝑏𝑣3𝜂

2

(9)

where 𝒚𝒗 = [𝑦′1 𝑦
′
2 𝑦

′′
1 𝑦′′2 ]

𝑇 is the measured vector and 𝜂 is the single
state variable that must be estimated.

To summarize, consider the nonlinear system

̇𝒚𝒗 = 𝐹 (𝒃𝑣, 𝒚𝒗) ⋅ 𝜂
𝜂̇ = 𝑏𝑣3 ⋅ 𝜂

2 (10)

with 𝒚𝒗 ∈ R4 the measured output and 𝒃𝑣 ∈ R3 the control input; both
of these vectors are known. The state variable 𝜂 is not measured. Then,
an observer has to be designed in order to get an estimated value 𝜂̂ of 𝜂,
from the knowledge of 𝒚𝒗 and 𝒃𝑣.

Observability analysis.

Proposition 1. System (9) is observable if the condition

(𝑏𝑣1 − 𝑏𝑣3𝑦′1)
2 + (𝑏𝑣2 − 𝑏𝑣3𝑦′2)

2 + (𝑏𝑣1 − 𝑏𝑣3𝑦′′1 )
2 + (𝑏𝑣2 − 𝑏𝑣3𝑦′′2 )

2 > 0 (11)

is fulfilled. ■

It is obvious that, given (9), the state variable 𝜂 can be reconstructed
from one of the measured variables’ dynamics if condition (11) is
fulfilled. In the context of this paper, considering that two separated
point 𝑃 ′ and 𝑃 ′′ of the runway are chosen (see in the sequel), it has been
shown in Gibert et al. (2015a) that condition (11) is always respected
during a civil aircraft landing.

Estimation of 𝑃 ′
𝑐1, 𝑃

′
𝑐2 and 𝑃

′
𝑐3. Once the estimation 𝜂̂ of 𝜂 obtained, one

gets the estimation of 𝑃 ′
𝑣3 and 𝑃 ′′

𝑣3 from

̂𝑃 ′
𝑣3 =

̂𝑃 ′′
𝑣3 =

1
𝜂̂
.

Then, from 𝒚𝒗 (5), one gets

̂𝑃 ′
𝑣1 = 𝑦′1 ⋅

̂𝑃 ′
𝑣3,

̂𝑃 ′′
𝑣1 = 𝑦′′1 ⋅ ̂𝑃 ′′

𝑣3

̂𝑃 ′
𝑣2 = 𝑦′2 ⋅

̂𝑃 ′
𝑣3,

̂𝑃 ′′
𝑣2 = 𝑦′′2 ⋅ ̂𝑃 ′′

𝑣3.

Finally, from (3), one derives the estimated values of the coordinates
of 𝑃 ′ and 𝑃 ′′ in the camera frame, that are (only 𝑃 ′ is shown; similar
result is obtained for 𝑃 ′′)

⎡⎢⎢⎢⎣

̂𝑃 ′
𝑐1
̂𝑃 ′
𝑐2
̂𝑃 ′
𝑐3

⎤⎥⎥⎥⎦
= 𝑣−1

𝑐 ⋅

⎡⎢⎢⎢⎣

̂𝑃 ′
𝑣1
̂𝑃 ′
𝑣2
̂𝑃 ′
𝑣3

⎤⎥⎥⎥⎦
= 𝑣−1

𝑐 ⋅

⎡
⎢⎢⎢⎢⎣

𝑦̂′1 ⋅
̂𝑃 ′
𝑣3

𝑦̂′2 ⋅
̂𝑃 ′
𝑣3

1
𝜂̂

⎤⎥⎥⎥⎥⎦
. (12)

3. Observer design

In order to take into account the measurement of the two points 𝑃 ′

and 𝑃 ′′, an observer is designed and is based on a reduced form thanks
to a state coordinates transformation. Thus, one gets a simpler system
that induces the use of a reduced observer providing an estimation of 𝜂;
as previously displayed, the estimation of 𝜂 allows to get estimation of
𝑃𝑐1, 𝑃𝑐2 and 𝑃𝑐3.

3.1. Measurement combination

Suppose

H1. The measured vector 𝒚𝒗 and the control input vector 𝒃𝒗 are known
and sufficiently differentiable. ■

H2. Condition (11) is fulfilled. ■
Considering the measurement vector 𝒚𝒗 (5), define the variable 𝑧1 as

𝑧1 = 𝑏𝑣1𝑦
′
1 −

1
2
𝑏𝑣3𝑦

′2
1 + 𝑏𝑣2𝑦′2 −

1
2
𝑏𝑣3𝑦

′2
2 + 𝑏𝑣1𝑦′′1

− 1
2
𝑏𝑣3𝑦

′′2
1 + 𝑏𝑣2𝑦′′2 − 1

2
𝑏𝑣3𝑦

′′2
2 .

(13)

Then, the 𝑧1 dynamics read as

𝑧̇1 = 𝛥𝑦𝜂 + 𝛾(𝒚𝒗, 𝑏̇𝒗) (14)

with
𝛥𝑦 = (𝑏𝑣1 − 𝑏𝑣3𝑦′1)

2 + (𝑏𝑣2 − 𝑏𝑣3𝑦′2)
2 + (𝑏𝑣1 − 𝑏𝑣3𝑦′′1 )

2 + (𝑏𝑣2 − 𝑏𝑣3𝑦′′2 )
2

𝛾 = 𝑏̇𝑣1𝑦
′
1 −

1
2
𝑏̇𝑣3𝑦

′2
1 + 𝑏̇𝑣2𝑦′2 −

1
2
𝑏̇𝑣3𝑦

′2
2

+ 𝑏̇𝑣1𝑦′′1 𝑏̇𝑣3𝑦
′′2
1 + 𝑏̇𝑣2𝑦′′2 − 1

2 𝑏̇𝑣3𝑦
′2
2 .

(15)

Then, thanks to (13), system (9) can be reformulated as

𝑧̇1 = 𝛥𝑦𝜂 + 𝛾(𝒚, 𝒃̇𝑣)
𝜂̇ = 𝑏𝑣3𝜂

2 (16)

with 𝑧1 the measured variable. Given hypothesis H2, the function 𝛥𝑦 is
strictly positive; then, 𝑧1 being the measured variable of system (16), it
is obvious to conclude that this latter is observable.

3.2. Observer design

Note that, in system (16), the term 𝛾(𝒚, 𝒃𝑣) only depends on the
known variables. As shown in Moog, Plestan, Conte, and Perdon (1993)
and Plestan and Glumineau (1997), this term is not required for the
observer design, and can be removed thanks to an input–output injection
function −𝛾(𝒚, 𝒃𝑣) which does not change the observability property. It
follows that the system (16) is transformed into (with abuse of notation)

𝑧̇1 = 𝛥𝑦𝜂

𝜂̇ = 𝑏𝑣3𝜂
2.

(17)

Consider the transformation

𝛹 =
[
𝑧1
𝑧̇1

]
=
[
𝑧1
𝛥𝑦𝜂

]
(18)

𝛥𝑦 (15) can be re-written as 𝛥𝑦 = 2𝑏2𝑣1 + 2𝑏2𝑣2 − 2𝑏𝑣3𝑧1, one gets

𝛹 =
[

𝑧1(
2𝑏2𝑣1 + 2𝑏2𝑣2 − 2𝑏𝑣3𝑧1

)
𝜂

]
. (19)

Given that system (17) is supposed to be observable, then the previous
transformation is invertible and can be viewed as a state coordinates
one. Defining the new state vector 𝜉 = [𝑧1 𝑧̇1]𝑇 = [𝜉1 𝜉2]𝑇 , one gets

𝜉̇ =
[
0 1
0 0

]

⏟⏞⏟⏞⏟
𝐴

𝜉 +
[

0
𝛷2(𝜂, 𝒃𝑣, 𝒃̇𝒗, 𝒚)

]

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝛷(𝜂,𝒃𝒗 ,𝒃̇𝒗 ,𝒚)

.
(20)
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Fig. 3. Visual servoing diagram.

The matrix 𝛷(⋅) is supposed to be composed by a nominal part (known)
𝛷𝑁 and an uncertain part 𝛥𝛷 such that

𝛷(⋅) = 𝛷𝑁 + 𝛥𝛷. (21)

Proposition 2. An observer for system (20) reads as

̇̂𝜉 = 𝐴𝜉 +𝛷𝑁 (𝜂̂, 𝒃𝑣, 𝒃̇𝑣, 𝒚) + 𝜅(𝜉1, 𝜉1) (22)

with 𝜉 the estimated state of 𝜉, and the function 𝜅(𝜉1, 𝜉1) called ‘‘correction
term’’ that forces 𝜉 → 𝜉. ■

Notice that the correction term 𝜅(𝜉1, 𝜉1) only depends on the measured
variable 𝜉1 and estimated state vector 𝜉; it is not unique and can be
obtained by several different methods depending on the desired features
(robustness, finite time convergence, . . . ). Estimation error dynamics
reads as (with 𝑒 = 𝜉 − 𝜉)

𝑒̇ = 𝐴𝑒 +𝛷𝑁 (𝜂̂, 𝒃𝑣, 𝒃̇𝑣, 𝒚) −𝛷(𝜂, 𝒃𝑣, 𝒃̇𝑣, 𝒚) + 𝜅(𝜉1, 𝜉1). (23)

As previously introduced, 𝜅(𝜉1, 𝜉1) has to make the observer converge
to the system in spite of the initial error 𝑒(0) and the uncertain-
ties/perturbations 𝛥𝛷. From 𝜉 = 𝛹 (𝑧̂) (𝑧̂ = [𝑧̂1 𝜂̂]𝑇 ), one gets

̇̂𝜉 = 𝜕𝛹
𝜕𝑧̂

̇̂𝑧→ ̇̂𝑧 =
[ 𝜕𝛹
𝜕𝑧̂

]−1 ̇̂𝜉 (24)

with the Jacobian matrix 𝜕𝛹
𝜕𝑧̂ =

[
1 0

−2𝑏𝑣3 𝜂̂ 𝛥𝑦

]
. Then, as in El Tannoury et

al. (2013), an observer for system (17) reads as
[ ̇̂𝑧1
̇̂𝜂

]
=

[
𝛥𝑦𝜂̂

𝑏𝑣3𝜂̂
2

]
+
[ 𝜕𝛹
𝜕𝑧̂

]−1
𝜅(𝑧1, 𝑧̂1). (25)

The application of the inverse input–output injection transformation
allows one to get an observer for system (16)
[ ̇̂𝑧1
̇̂𝜂

]
=

[
𝛥𝑦𝜂̂ + 𝛾(𝒚, 𝒃̇𝑣)

𝑏𝑣3𝜂̂
2

]
+
[ 𝜕𝛹
𝜕𝑧̂

]−1
𝜅(𝑧1, 𝑧̂1). (26)

To summarize, the observer (26) allows one to obtain

𝜂̂ = 1
̂𝑃 ′
𝑣3

= 1
̂𝑃 ′′
𝑣3

.

As previously detailed in Section 2.3, from the estimated state and the
measured vector 𝒚𝒗 (5), one gets, for both the points 𝑃 ′ and 𝑃 ′′,

⎡
⎢⎢⎢⎣

̂𝑃 ′
𝑐1
̂𝑃 ′
𝑐2
̂𝑃 ′
𝑐3

⎤
⎥⎥⎥⎦
= 𝑣−1

𝑐 ⋅

⎡⎢⎢⎢⎢⎢⎢⎢⎣

𝑦̂′1
𝜂̂
𝑦̂′2
𝜂̂
1
𝜂̂

⎤⎥⎥⎥⎥⎥⎥⎥⎦

and
⎡⎢⎢⎢⎣

̂𝑃 ′′
𝑐1
̂𝑃 ′′
𝑐2
̂𝑃 ′′
𝑐3

⎤⎥⎥⎥⎦
= 𝑣−1

𝑐 ⋅

⎡⎢⎢⎢⎢⎢⎢⎢⎣

𝑦̂′′1
𝜂̂
𝑦̂′′2
𝜂̂
1
𝜂̂

⎤⎥⎥⎥⎥⎥⎥⎥⎦

. (27)

A positive feature of the proposed observer structure is that the ‘‘most
intensive’’ computation is the inversion of 𝛹 -Jacobian; this is not a hard
task given the reduced dimension of this matrix (2 × 2). In the sequel,
the correction term 𝜅(𝑧1, 𝑧̂1) is detailed, the objective being to propose
both nonlinear solutions: the first one being based on high gain approach
whereas the second one is based on sliding mode theory.

High-gain observer (Gauthier, Hammouri, & Othman, 1992). The ob-
server (26) for the system (17) admits a correction term 𝜅(𝑧1, 𝑧̂1) defined
as

𝜅(𝑧1, 𝑧̂1) = 𝛬−1𝐾(𝑧1 − 𝑧̂1) (28)

with the observer gain matrix 𝐾 defined as

𝐾 =
[
𝐾1
𝐾2

]
(29)

so that 𝐴 −𝐾𝐶 is Hurwitz with 𝐶 = [1 0], and

𝛬 =
[
𝜏 0
0 𝜏2

]
(30)

with 𝜏 strictly positive. ■

Second-order sliding-mode observer (Levant, 2003). This solution is pro-
posed in order to obtain an accurate and robust estimation of 𝑧1 and
𝜂, and is based on high-order sliding-mode differentiation. Consider
the system (22) and suppose that |𝛷(⋅)| ≤ 𝐿𝛷 with 𝐿𝛷 being the
known Lipschitz positive constant. Then, an observer based on high-
order sliding-mode (Levant, 2003, 2012) for system (22) reads as

̇̂𝜉1 = 𝜉2 + 𝑎1 𝐿
1
2
𝛷 | 𝜉1 − 𝜉1|

1
2 sign(𝜉1 − 𝜉1)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝛾1

̇̂𝜉2 = 𝛷2𝑁 (⋅) + 𝑎2 𝐿𝛷sign(𝛾1).

(31)

Coefficients 𝑎1 and 𝑎2 must be fixed as proposed in Levant (2003)

𝑎1 = 1.5, 𝑎2 = 1.1. (32)

A finite time convergence of the estimation 𝜉− 𝜉 to the vicinity of 0 (see
Theorem 6 in Levant (2003)) can be proven by rewriting (31) using the
differential inclusion. Then, the observer (26) for the system (17) admits
a correction term 𝜅(𝑧1, 𝑧̂1) defined as

𝜅(𝑧1, 𝑧̂1) =
⎡⎢⎢⎢⎣

𝑎1𝐿
1
2
𝛷 |𝜉1 − 𝜉1|

1
2 sign(𝜉1 − 𝜉1)

𝑎2𝐿𝛷sign
(
𝑎1𝐿

1
2
𝛷 |𝜉1 − 𝜉1|

1
2 sign(𝜉1 − 𝜉1)

)
⎤⎥⎥⎥⎦
. ■ (33)

Remark 3. For sake of clarity, the problem considered previously is
just using two points. It is the minimal amount of information in order
to theoretically guarantee observability. Nevertheless, the proposed
observer could easily be extended to more than two points. ■

4. Civil aircraft landing application

The final objective is the use of visual servoing for the landing of
an aircraft without knowledge of the runway features. Visual servoing
is composed of different blocks (Fig. 3) that are image acquisition,
image processing, estimation and guidance. The estimation block has to
estimate the deviation of the aircraft with respect to the runway while
the guidance algorithms force the aircraft to track a desired trajectory
called ‘‘glide path’’.

In Fig. 3, the estimation algorithms based on previously described
state observers are included in the control loop, which is its final
goal. However, in the current paper, the estimation solutions will
be not included in the control loop, but will be evaluated in an
‘‘open-loop’’ context (the system is controlled by a standard way,
and the estimator is evaluated through its capability to estimate the
unmeasured state variables but without providing information to the
controllers).2

In the sequel, results obtained from the previously displayed obser-
vation solutions are presented in order to estimate the deviation of the
aircraft with respect to the runway; they are based on image processing
algorithms that have been applied on synthetic images derived from
a scenario of an Airbus civil aircraft landing at Toulouse Airport,
France.

2 The introduction of the estimator in the closed loop will be the subject of
future works.
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Fig. 4. Reference trajectory (glide path) and deviation notations.

4.1. Context and tests conditions

During the final approach of the aircraft towards the runway, the
glide path ends on the runway at a point 𝐸 attached to the runway frame𝑜. One solution would be to estimate the position of the aircraft with
respect to the aiming point 𝐸; however, in this case, when the aircraft
is aligned on the desired trajectory, observability is not respected and
the estimation of the 3D-coordinates of 𝐸 is not possible from its
perspective projection in the image frame (Gibert et al., 2015a, b). In
these previous references, it has been shown that the minimal required
image information is two points, which can be the two first corners of
the runway 𝑃 ′ and 𝑃 ′′ (see Fig. 4). From the estimation of 𝑃 ′ and 𝑃 ′′

in the virtual frame and knowing the position of 𝐸 from the threshold
of the runway (300 m along the runway axis), the position of 𝐸 (whose
the coordinates in the virtual frame are denoted [𝐸𝑣1 𝐸𝑣2 𝐸𝑣3]𝑇 ) can be
easily computed without knowing the width of the runway.

The results presented in the sequel are based on a conventional
landing trajectory with initial real positions defined as (in m)

[𝐸𝑣1 𝐸𝑣2 𝐸𝑣3]𝑇 = [5000 − 200 220]𝑇 (34)

whereas the sliding mode/high gain observers will be initialized from
(in m)

[𝑃 ′
𝑣1 𝑃

′
𝑣2 𝑃

′′
𝑣1 𝑃

′′
𝑣2 𝑃

′
𝑣3]

𝑇 = [7500 − 340 7500 − 260 330]𝑇 (35)

which make an important initial estimation error (50% relative error).3

Simulation scenarios. Before using image processing algorithms and
in order to validate the observers behavior, one first supposes that
this processing is ideal (this scenario will be called ‘‘Ideal images’’),
that the measurement 𝒚 is perfect with respect to the real deviations
[𝐸𝑣1 𝐸𝑣2 𝐸𝑣3]𝑇 , and that it is expressed in the virtual frame 𝑣.

In this frame, in Gibert et al. (2015a, b), it has been shown that the
minimal required image information is two points, which can be the two
first corners of the runway 𝑃 ′ and 𝑃 ′′. See Fig. 5.

From the knowledge of both these points coordinates in the image
frame (2), the expression of these coordinates in the virtual frame (5) is
possible but requires the knowledge of the rotation between 𝑐 and 𝑣.
The bank angle 𝜙 and the pitch angle 𝜃 are very precisely known in a
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difference 𝛥𝜓 can be obtained by knowing the runway heading or by
using the image coordinates of the vanishing point of the runway side
lines.4 Thus, in the following simulations, the rotation matrix 𝑣𝑐

3 The initial values of 𝑃 ′
𝑣2 and 𝑃 ′′

𝑣2 have been arbitrary chosen for the biggest
runway width (i.e. 80 m). However, Toulouse airport runway width is 60 m.

4 Indeed, even if there is no information concerning the runway, as detailed
in Gibert et al. (2015a), thanks to center or sides lines detection by image
processing, and the use of roll and pitch angles to estimate the horizontal line
in the image, the vanishing point of the runway can be evaluated. From the
image coordinates of the vanishing point, it is possible to retrieve the heading
difference between aircraft and runway. Then, the roll, pitch and yaw angles
can be used to determine the rotation matrix between 𝑐 and 𝑣.

Fig. 5. Runway corners 𝑃 ′ and 𝑃 ′′.

between 𝑐 and 𝑣 is assumed to be known which is not a strong
assumption.

Other required information includes the dynamics of the camera and
is provided by the IRS and is assumed to be available for all time and
with sufficient accuracy. This information is expressed through (9) and
is used in the observers.

4.2. Results with ‘‘ideal images’’

Results obtained with the observers based on (26) (which are
sliding mode (33) and high gain (28) ones) are displayed in Figs. 6–
7. The results show convergence of both the observers even in spite
of significant initial estimation errors of the observers (see (34) and
(35)). Note that the high gain observer induces a static estimation error
close to zero whereas the sliding mode observer presents a reduced
phenomenon of chattering (high frequency oscillations). For the sake
of clarity, the estimation errors during the transient phase are shown in
Fig. 7.

Of course, the interesting results are the estimated deviations of
the aircraft with respect to the runway along the glide path, which
are presented in Fig. 8. One gets a fast and efficient convergence to
real values, which validates the observers design on a conventional
trajectory with perfect measurement.

4.3. Results with synthetic images including image processing

In order to get more realistic evaluations of estimation schemes
performances, simulations based on synthetic images and real image
processing algorithms are now presented. The synthetic images are
created by Oktal-SE and based on trajectories used in the previous
subsection. They provide a good representation of the Toulouse Airport
runway as shown in Fig. 9. The results of image processing algorithms
applied to these synthetic images are used by the observers to estimate
the deviations of the aircraft with respect to the runway.

Remark 4. Image processing is a critical point for detection, tracking
and extraction of features. The used algorithms are not discussed in
this paper; if necessary, the reader could refer to Dickmanns, Schubert,
Boada-Bauxell, and Gibert (2015) and Schertler (2014). These algo-
rithms are able to extract, from each image of a sequence, visual features
which are linked with the runway (centerline, border, markers) and are
used in the estimation process. ■

Remark 5. Some other robustness evaluations have been made by con-
sidering noisy measurements, bias on velocities and camera calibration
errors ; a detailed analysis (not appearing here due to a lack of space)
with several different estimation procedures has been made in Gibert
(2016) and shows that the estimation process provides acceptable results
in the presence of bias. ■
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Fig. 6. Left. State variable 𝑧1 (m) and its estimations (m) versus time (s). Right. State variable 𝜂 (m−1) and its estimations (m−1) versus time (s).

Fig. 7. Left. Error between state variable 𝑧1 (m) and its estimation (m) versus time (s). Right. Error between state variable 𝜂 (m−1) and its estimation (m−1) versus
time (s).

Fig. 8. Top. 𝐸𝑣1 (m) and its estimations versus time (s). Middle. 𝐸𝑣2 (m) and its estimations versus time (s). Bottom. 𝐸𝑣3 (m) and its estimations versus time (s).

The measurements obtained by the image processing algorithms are
presented in Fig. 10 and are compared to the expected ones computed
from the knowledge of the real trajectory. The accuracy of image
processing results is good ; the obtained coordinates are tracking the
expected ones all along the landing. Notice a reduced noise (less than

3 pixels) between 30 and 40 s. The frequency used for the image
acquisition is 25 Hz.

Fig. 11 displays the estimation of the deviations obtained by both
observers (26)–(33) and (26)–(28), using the measurements issued from
image processing (Fig. 10). It is shown that the observers converge to the
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Fig. 9. Oktal-SE synthetic landing in Toulouse Airport runway 32L.

Fig. 10. Coordinates (pixel) in the image of points 𝑃 ′ (𝑦′1 and 𝑦′2) and 𝑃 ′′ (𝑦′′1 and 𝑦′′2 ) versus time (s) obtained from real values (dotted line) and image processing
algorithm (solid line).

real values. The high gain observer static error is in the vicinity of zero
whereas the sliding mode observer maintains some oscillating behavior
due to its sensitivity to the noisy measurements due to image processing.
These results show the feasibility of the observer design w.r.t estimating
the deviations of the aircraft.

5. Conclusion

In this paper, two new observers based on a high gain approach and
sliding mode theory are designed and applied to a vision-based landing
solution for civil aircraft. The proposed scheme guarantees observability
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Fig. 11. Top. 𝐸𝑣1 (𝑚) and its estimates versus time (s). Middle. 𝐸𝑣2 (𝑚) and its estimates versus time (s). Bottom. 𝐸𝑣3 (𝑚) and its estimates versus time (s).

thanks to an adequate combination of coordinates of specific points
in the image, and allows a simple design solution. The results have
been validated in simulation of an aircraft landing scenario by including
image processing algorithms on synthetic images.

This work is only a first step on the way towards real applications
and future works are numerous. A short-term objective is the applica-
tion of the estimation scheme to real images, and then the use (and
stability analysis) of the observers in the control closed loop. Another
research direction is to study the behavior of the observation scheme
with temporarily missing or unavailable measurements. The use of
observers as redundant sensors (thanks to data fusion algorithm with
other measurements) is also a key point in order to ensure sensor
redundancy, detect sensors failure, etc. Then, analysis of the behavior of
the observation solutions in more complete scenarios, such as imposed
for certification, will be necessary.
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Vision based anti-windup design with application to
the landing of an Airliner
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Abstract: In this article, we present a novel anti-windup method for vision based control. Technically
speaking, this method aims at controlling a second order chain of integrators with the first component
being known up to an unknown, time-varying scaling factor, and including control saturations. This
complex problem is of pratical relevance since it appears naturally in the context of vision-based control,
the position of an object being determined from bi-dimensional images, so that it is known up to a factor.
Saturations are also obviously present in such a context. To address this issue, we combine a tailored
observer together with an anti-windup scheme. Uniform global asymptotic stability of the closed loop
system is proven. Finally, simulation results demonstrate the effectiveness of the method.

Keywords: Saturated systems, anti-windup, vision-based control, range identification, nonlinear
observers.

1. INTRODUCTION

1.1 Motivation

In order to cope with control saturations, a number of anti-
windup techniques have been developped Tarbouriech and
Turner (2009); Galeani et al. (2009); Zaccarian et al. (2011).
They are aiming at recovering stability and performance under
saturation. Among these methods, we have retained the Model
Recovery Anti-Windup (MRAW), whose key idea Teel and
Kapoor (1997) is to combine a nominal control law with a
global one. The nominal one is also called local, since it is
designed so as to show optimized performance in the absence of
saturation. On the other hand, the global one guarantees Global
Stability properties with the saturation. With this approach, the
desirable performances of the nominal control laws are recov-
ered when the saturation limits are not reached.
Much effort has been undergone to apply the MRAW design
technique in different contexts, not only to deal with control
saturation Forni et al. (2012); Galeani et al. (2007); Forni and
Galeani (2010); Herrmann et al. (2010) but also in different
areas like active vibration isolation Teel et al. (2006), input al-
location Zaccarian (2009), output saturated plants Sassano and
Zaccarian (2015) or output constraints Chambon et al. (2015).

Plant uncertainties issues have also been dealt with through
MRAW design Turner et al. (2007),Prempain et al. (2009),Roos
and Biannic (2008). Among these works, a switching adap-
tation algorithm has been defined in order to make the Anti-
Windup compensator more robust in the presence of large un-
certainties on constant parameters Bruckner et al. (2013).

The use of vision in the control loops often leads to challeng-
ing control problems. Thus, in most works, the control satu-
rations are neglected, assuming the saturation limits will not
be reached, although no mechanism is implemented to force it,
and although no proof is provided that it will, indeed, not hap-
� This work was partly supported by ANR VISIOLAND project ANR-13-
CORD-0012 dedicated to VISIOn based aircraft LANDing techniques

pen. An important distinction which is often made Chaumette
and Hutchinson (2006, 2007) distinguish Position Based Visual
Servoing (PBVS) a set of techniques where the 3D position
information is recovered from the image information- and Im-
age Based Visual Servoing (IBVS) where the control loops
are directly fed with the visual inputs without an explicit 3D
reconstruction. As for the PBVS, estimating the range of the
visual features is an important issue for which number of works
have been completed Jankovic and Ghosh (1995); Karagiannis
and Astolfi (2005); Aguiar and Hespanha (2006); Dahl et al.
(2010); Vasconcelos et al. (2010); Gibert et al. (2015b)). In-
deed, with a single videocamera, this piece of information is
not directly available. On the other hand, convergence proofs
for PBVS schemes under input saturations have almost never
been addressed. Also, the observability conditions necessary to
recover a fine estimate has almost never been addressed. In such
situations, the problem can be tackled by changing the control
law to optimize the observation process Spica et al. (2014) but
at the price of more complexity.

1.2 Purpose

This paper will study a vision based control design problem
in the presence of control saturation. More specifically, we
propose a novel solution to the MRAW design problem for a
double integrator when the first component of the state is known
up to a time varying scaling factor which is, again, the case of
visual-based landing. As compared to other saturated control
schemes de Plinval et al. (2012, 2017), an anti-windup problem
is addressed where the local control dynamics is pre-specified
(it is here an image based PID controller). Here, we propose
an observer based MRAW approach because of the fact that
the classical MRAW approach requires use of plant dynamics
which is here partially unknown due to the image projection,
which hides the depth information. Then the closed loop system
stability was studied.

The paper is organized as follows. In section 2, we expose the
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Stability properties with the saturation. With this approach, the
desirable performances of the nominal control laws are recov-
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location Zaccarian (2009), output saturated plants Sassano and
Zaccarian (2015) or output constraints Chambon et al. (2015).

Plant uncertainties issues have also been dealt with through
MRAW design Turner et al. (2007),Prempain et al. (2009),Roos
and Biannic (2008). Among these works, a switching adap-
tation algorithm has been defined in order to make the Anti-
Windup compensator more robust in the presence of large un-
certainties on constant parameters Bruckner et al. (2013).

The use of vision in the control loops often leads to challeng-
ing control problems. Thus, in most works, the control satu-
rations are neglected, assuming the saturation limits will not
be reached, although no mechanism is implemented to force it,
and although no proof is provided that it will, indeed, not hap-
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pen. An important distinction which is often made Chaumette
and Hutchinson (2006, 2007) distinguish Position Based Visual
Servoing (PBVS) a set of techniques where the 3D position
information is recovered from the image information- and Im-
age Based Visual Servoing (IBVS) where the control loops
are directly fed with the visual inputs without an explicit 3D
reconstruction. As for the PBVS, estimating the range of the
visual features is an important issue for which number of works
have been completed Jankovic and Ghosh (1995); Karagiannis
and Astolfi (2005); Aguiar and Hespanha (2006); Dahl et al.
(2010); Vasconcelos et al. (2010); Gibert et al. (2015b)). In-
deed, with a single videocamera, this piece of information is
not directly available. On the other hand, convergence proofs
for PBVS schemes under input saturations have almost never
been addressed. Also, the observability conditions necessary to
recover a fine estimate has almost never been addressed. In such
situations, the problem can be tackled by changing the control
law to optimize the observation process Spica et al. (2014) but
at the price of more complexity.

1.2 Purpose

This paper will study a vision based control design problem
in the presence of control saturation. More specifically, we
propose a novel solution to the MRAW design problem for a
double integrator when the first component of the state is known
up to a time varying scaling factor which is, again, the case of
visual-based landing. As compared to other saturated control
schemes de Plinval et al. (2012, 2017), an anti-windup problem
is addressed where the local control dynamics is pre-specified
(it is here an image based PID controller). Here, we propose
an observer based MRAW approach because of the fact that
the classical MRAW approach requires use of plant dynamics
which is here partially unknown due to the image projection,
which hides the depth information. Then the closed loop system
stability was studied.
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problem of the vision based landing of an aicraft in presence
of an actuator saturation. In section 3, we select an existing
image-based observer and show that the observability is guar-
anteed all along the descent by using a well chosen visual cue.
Our observer based MRAW solution is then proposed and the
GUAS property of the closed-loop system is proved in section
4. Lastly, section 5 applies the result to a numerical example.

Notation Function | · | denotes the Euclidean norm. Given a
scalar La > 0, the notation satLa refers to the classical symmet-
ric saturation function defined as follows:

∀u ∈ R, satLa(u) := max{−La,min{La,u}} (1)

2. A SATURATED CONTROL PROBLEM

2.1 Context and main assumptions

In this preliminary work, we will focus on the glide slope phase
(see Figure 1) during which the autopilot system must maintain
a constant slope γ0 = −3deg and a constant airspeed despite
external perturbations.

V = 70ms−1 (2)
Deviations from the nominal trajectory are usually provided

RUNWAY

Glide phase

Flare & Align phase

Taxiingγ
0

z

x

γ

GLIDE SLOPE 

Fig. 1. Landing phases

by the ILS. In our context they are derived by image processing
from a body fixed monocular camera thanks to which the slope
γ is available as a novel output:

y1 = γ =
z
x

(3)

another output is extracted from each image:

y2 =
w
x

(4)

where w is the runway width. To avoid breaking the flow of
reading, we explain in the appendix how these two outputs can
be obtained by using the attitude of the aircraft (given by the
IMU 1 ) plus some visual features which are extracted from the
images. Moreover, it is assumed that all the required visual
features remain in the field of view of the camera all along the
descent (see for example Burlion and de Plinval (2013) for an
illustration of how to enforce it).

Assuming that an inner-loop controller enables to track the
vertical acceleration 2 az = z̈ = satLa(u), and that, under low
wind conditions, the horizontal speed verifies the approxima-
tion ẋ ≈V , the studied open-loop system initially reduces to:

ẋ = V (5a)
z̈ = satLa(u) (5b)

1 Inertial Measurement Unit
2 provided that it remains below a given range |z̈| ≤ La

2.2 Preliminary Closed-loop model

Using the first vision-based output y1 and considering that the
vertical speed ż (via the IMU) is also available for feedback, the
following PID controller may be defined:{

ẋi = x0(y1 − γ0)
uc = −kixi − kpx0(y1 − γ0)− kd(ż− γ0V )

(6)

where the gains kp > 0 and kd > 0 are tuned such that, at
the beginning of the glide phase (approximately starting at
x0 = −5000m), the system is well-damped and the slope is
tracked with a response time below 20s:{

kp = ω2 , ω = 0.2
kd = 2ηω , η = 0.75 (7)

Moreover, ki > 0 is tuned such that any steady state error will
be cancelled. Typically, one chooses:

ki =
kp

20
(8)

Let us now define the following change of variable:{
ξ1 = z− γ0x
ξ2 = ∆vz = ż− γ0V (9)

Then, the closed-loop system, combining equations (5b) and
(6), reads: 




ẋi =
x0

x
ξ1

ξ̇1 = ξ2

ξ̇2 = satLa

(
−kixi − kp

x0

x
ξ1 − kd ξ2

) (10)

As claimed in the introduction, the use of vision-based outputs
introduces a time-varying term:

λ (t) =
x0

x(t)
(11)

which may destabilize the system. From equation (5a), it is
easily checked that, during the landing phase this varying term
is increasing:

λ̇ (t) = −V
x0

λ (t)2 > 0 (12)

In this paper, we focus on the final part of the glide phase,
just before switching to the flare mode. This phase during
which the position x of the aircraft is varying in the interval
[−5000m,−400m], is critical since the parameter λ (t) will
significantly increase. Indeed, from (31), (11) and (12), one
computes the following intervals:

{ λ (t) ∈ [1 , 12.5]

λ̇ (t) = 0.014λ (t)2 ∈ [0.0014 , 0.218]
(13)

2.3 Problem statement

The combined effects of the saturation, integral term and the
parametric variations λ (t) in (10) may destabilize the system
as discussed further in the numerical results section. To retrieve
some good stability properties, we propose to redesign this
preliminary control law by:

• synthetizing a vision based observer in order to estimate
the unknown term x and to replace x0 by its estimate x̂ in
the control law

• designing an anti-windup solution to guarantee the sta-
bility of the closed loop system (especially during the
transient of the observer error)
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Plant uncertainties issues have also been dealt with through
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and Biannic (2008). Among these works, a switching adap-
tation algorithm has been defined in order to make the Anti-
Windup compensator more robust in the presence of large un-
certainties on constant parameters Bruckner et al. (2013).

The use of vision in the control loops often leads to challeng-
ing control problems. Thus, in most works, the control satu-
rations are neglected, assuming the saturation limits will not
be reached, although no mechanism is implemented to force it,
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deed, with a single videocamera, this piece of information is
not directly available. On the other hand, convergence proofs
for PBVS schemes under input saturations have almost never
been addressed. Also, the observability conditions necessary to
recover a fine estimate has almost never been addressed. In such
situations, the problem can be tackled by changing the control
law to optimize the observation process Spica et al. (2014) but
at the price of more complexity.

1.2 Purpose

This paper will study a vision based control design problem
in the presence of control saturation. More specifically, we
propose a novel solution to the MRAW design problem for a
double integrator when the first component of the state is known
up to a time varying scaling factor which is, again, the case of
visual-based landing. As compared to other saturated control
schemes de Plinval et al. (2012, 2017), an anti-windup problem
is addressed where the local control dynamics is pre-specified
(it is here an image based PID controller). Here, we propose
an observer based MRAW approach because of the fact that
the classical MRAW approach requires use of plant dynamics
which is here partially unknown due to the image projection,
which hides the depth information. Then the closed loop system
stability was studied.
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designed so as to show optimized performance in the absence of
saturation. On the other hand, the global one guarantees Global
Stability properties with the saturation. With this approach, the
desirable performances of the nominal control laws are recov-
ered when the saturation limits are not reached.
Much effort has been undergone to apply the MRAW design
technique in different contexts, not only to deal with control
saturation Forni et al. (2012); Galeani et al. (2007); Forni and
Galeani (2010); Herrmann et al. (2010) but also in different
areas like active vibration isolation Teel et al. (2006), input al-
location Zaccarian (2009), output saturated plants Sassano and
Zaccarian (2015) or output constraints Chambon et al. (2015).

Plant uncertainties issues have also been dealt with through
MRAW design Turner et al. (2007),Prempain et al. (2009),Roos
and Biannic (2008). Among these works, a switching adap-
tation algorithm has been defined in order to make the Anti-
Windup compensator more robust in the presence of large un-
certainties on constant parameters Bruckner et al. (2013).

The use of vision in the control loops often leads to challeng-
ing control problems. Thus, in most works, the control satu-
rations are neglected, assuming the saturation limits will not
be reached, although no mechanism is implemented to force it,
and although no proof is provided that it will, indeed, not hap-
� This work was partly supported by ANR VISIOLAND project ANR-13-
CORD-0012 dedicated to VISIOn based aircraft LANDing techniques

pen. An important distinction which is often made Chaumette
and Hutchinson (2006, 2007) distinguish Position Based Visual
Servoing (PBVS) a set of techniques where the 3D position
information is recovered from the image information- and Im-
age Based Visual Servoing (IBVS) where the control loops
are directly fed with the visual inputs without an explicit 3D
reconstruction. As for the PBVS, estimating the range of the
visual features is an important issue for which number of works
have been completed Jankovic and Ghosh (1995); Karagiannis
and Astolfi (2005); Aguiar and Hespanha (2006); Dahl et al.
(2010); Vasconcelos et al. (2010); Gibert et al. (2015b)). In-
deed, with a single videocamera, this piece of information is
not directly available. On the other hand, convergence proofs
for PBVS schemes under input saturations have almost never
been addressed. Also, the observability conditions necessary to
recover a fine estimate has almost never been addressed. In such
situations, the problem can be tackled by changing the control
law to optimize the observation process Spica et al. (2014) but
at the price of more complexity.

1.2 Purpose

This paper will study a vision based control design problem
in the presence of control saturation. More specifically, we
propose a novel solution to the MRAW design problem for a
double integrator when the first component of the state is known
up to a time varying scaling factor which is, again, the case of
visual-based landing. As compared to other saturated control
schemes de Plinval et al. (2012, 2017), an anti-windup problem
is addressed where the local control dynamics is pre-specified
(it is here an image based PID controller). Here, we propose
an observer based MRAW approach because of the fact that
the classical MRAW approach requires use of plant dynamics
which is here partially unknown due to the image projection,
which hides the depth information. Then the closed loop system
stability was studied.

The paper is organized as follows. In section 2, we expose the
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problem of the vision based landing of an aicraft in presence
of an actuator saturation. In section 3, we select an existing
image-based observer and show that the observability is guar-
anteed all along the descent by using a well chosen visual cue.
Our observer based MRAW solution is then proposed and the
GUAS property of the closed-loop system is proved in section
4. Lastly, section 5 applies the result to a numerical example.

Notation Function | · | denotes the Euclidean norm. Given a
scalar La > 0, the notation satLa refers to the classical symmet-
ric saturation function defined as follows:

∀u ∈ R, satLa(u) := max{−La,min{La,u}} (1)

2. A SATURATED CONTROL PROBLEM

2.1 Context and main assumptions

In this preliminary work, we will focus on the glide slope phase
(see Figure 1) during which the autopilot system must maintain
a constant slope γ0 = −3deg and a constant airspeed despite
external perturbations.

V = 70ms−1 (2)
Deviations from the nominal trajectory are usually provided

RUNWAY

Glide phase

Flare & Align phase

Taxiingγ
0

z

x

γ

GLIDE SLOPE 

Fig. 1. Landing phases

by the ILS. In our context they are derived by image processing
from a body fixed monocular camera thanks to which the slope
γ is available as a novel output:

y1 = γ =
z
x

(3)

another output is extracted from each image:

y2 =
w
x

(4)

where w is the runway width. To avoid breaking the flow of
reading, we explain in the appendix how these two outputs can
be obtained by using the attitude of the aircraft (given by the
IMU 1 ) plus some visual features which are extracted from the
images. Moreover, it is assumed that all the required visual
features remain in the field of view of the camera all along the
descent (see for example Burlion and de Plinval (2013) for an
illustration of how to enforce it).

Assuming that an inner-loop controller enables to track the
vertical acceleration 2 az = z̈ = satLa(u), and that, under low
wind conditions, the horizontal speed verifies the approxima-
tion ẋ ≈V , the studied open-loop system initially reduces to:

ẋ = V (5a)
z̈ = satLa(u) (5b)

1 Inertial Measurement Unit
2 provided that it remains below a given range |z̈| ≤ La

2.2 Preliminary Closed-loop model

Using the first vision-based output y1 and considering that the
vertical speed ż (via the IMU) is also available for feedback, the
following PID controller may be defined:{

ẋi = x0(y1 − γ0)
uc = −kixi − kpx0(y1 − γ0)− kd(ż− γ0V )

(6)

where the gains kp > 0 and kd > 0 are tuned such that, at
the beginning of the glide phase (approximately starting at
x0 = −5000m), the system is well-damped and the slope is
tracked with a response time below 20s:{

kp = ω2 , ω = 0.2
kd = 2ηω , η = 0.75 (7)

Moreover, ki > 0 is tuned such that any steady state error will
be cancelled. Typically, one chooses:

ki =
kp

20
(8)

Let us now define the following change of variable:{
ξ1 = z− γ0x
ξ2 = ∆vz = ż− γ0V (9)

Then, the closed-loop system, combining equations (5b) and
(6), reads: 




ẋi =
x0

x
ξ1

ξ̇1 = ξ2

ξ̇2 = satLa

(
−kixi − kp

x0

x
ξ1 − kd ξ2

) (10)

As claimed in the introduction, the use of vision-based outputs
introduces a time-varying term:

λ (t) =
x0

x(t)
(11)

which may destabilize the system. From equation (5a), it is
easily checked that, during the landing phase this varying term
is increasing:

λ̇ (t) = −V
x0

λ (t)2 > 0 (12)

In this paper, we focus on the final part of the glide phase,
just before switching to the flare mode. This phase during
which the position x of the aircraft is varying in the interval
[−5000m,−400m], is critical since the parameter λ (t) will
significantly increase. Indeed, from (31), (11) and (12), one
computes the following intervals:

{ λ (t) ∈ [1 , 12.5]

λ̇ (t) = 0.014λ (t)2 ∈ [0.0014 , 0.218]
(13)

2.3 Problem statement

The combined effects of the saturation, integral term and the
parametric variations λ (t) in (10) may destabilize the system
as discussed further in the numerical results section. To retrieve
some good stability properties, we propose to redesign this
preliminary control law by:

• synthetizing a vision based observer in order to estimate
the unknown term x and to replace x0 by its estimate x̂ in
the control law

• designing an anti-windup solution to guarantee the sta-
bility of the closed loop system (especially during the
transient of the observer error)
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3. IMAGE BASED OBSERVER DESIGN

The second vision based output y2 is now used for the observer
design.
Let us note χ = − 1

x > 0, one has:
{

ẏ2 = V y2χ
χ̇ = V χ2 (14)

Then, given λ > 0 we may select the following estimator χ̂ of
χ: {

ξ̇ =
(
V −λV 2y2

2
)

eξ+β (y2)

χ̂ = eξ+β (y2) (15)

where

β (y2) =
λ
2

V y2
2 (16)

Lemma 1. Suppose for all t,x(t) < 0, then for any λ > 1
V y2

2
,

limt−→∞ χ̂(t)−χ(t) = 0

proof: the proof of the result readily follows the result of
(Sassano et al. (2010), proposition 1). To be able to apply this
proposition however, there is an observability condition to be
verified (a nonnegative scalar function satisfying an inequality)
: in our case, this condition boils down to verifying that:

V −λV 2y2
2 < 0 (17)

which is ensured by our selection of λ . �
Remark 1. Such an observer is of interest from our control
since the observability is always guaranteed. (up to the standard
assumption in vision based control that x does not change its
sign)
Remark 2. The runway width w being typically inside the
interval [30m,60m], λ must verify in our application:

λ >
x2

V w2 ≥ 50002

70.302 = 1.7 103 (18)

4. ANTI-WINDUP COMPENSATOR DESIGN

Let us consider the observer (15) and let us note x̂ = − 1
χ̂ . The

unconstrained controller is now selected as follows:{
ẋi = x̂(y1 − γ0)
uc (xi, x̂(y1 − γ0),ξ2) = −kixi − kpx̂(y1 − γ0)− kdξ2

(19)

Moreover, the following global controller ug(z, ż) is chosen for
the constrained dynamics (5b)

ug(z, ż) = −k1ϕ1(z)− k2Sat1(ż) (20)

where ϕ1(z) = 2
π arctan(k1zz) with k1z > 0 is chosen as a

differentiable saturation function
where k2 > k1 > 0, k2 + k1 ≤ La.
This control law is inspired from (de Plinval et al. (2012)) and
has the following property
Lemma 2. the closed-loop system (5b)-(20) is GAS.

Proof: Consider the following candidate Lyapunov function

V1 = k1

∫ z

0
ϕ1(s)ds+

1
2

ż2 (21)

Computing its derivative, one gets:
V̇1 = −k2żSat1(ż) ≤ 0 (22)

The GAS property is simply obtained by invoking LaSalle’s
invariance Theorem. �

Then, we propose the following MRAW (Model Recovery
Anti-Windup) design to combine the control law uc and ug
into a unique controller which achieves the desirable local
performance induced by uc and the global stability induced by
ug. To this end, we suggest the following compensator:





u = uc

(
ξi, x̂

ξ1

x
− za,ξ2 − ża

)
+ug(za, ża)

ξ̇i = x̂
ξ1

x
− za

z̈a = satLa(u)−uc

(
ξi, x̂

ξ1

x
− za,ξ2 − ża

)
(23)

Theorem 1. (main result) Let xmin < xmax < 0. Suppose for all
t,xmin ≤ x(t) ≤ xmax < 0, then for any λ > 1

V y2
2
, the closed-loop

system (5b)-(15)-(23) is Globally Uniformly Asymptotically
Stable (GUAS).

Sketch of the proof. The proof is divided into several parts:

Part A: Study of the observation error.

Let us first introduce the following notation:

δ =
x̂
x
−1 =

χ
χ̂
−1 (24)

from (15), it is readily checked that δ undergoes the following
dynamics:

δ̇ = fo(t,δ ) (25)

with fo(t,δ ) = −V χ(λV y2
2 − 1)δ = − V

x(t)

(
λV w2

x2(t) −1
)

δ . We

then consider Ve = 1
2 δ 2 and easily show that there exists αe > 0

such that:
V̇e ≤−αeVe (26)

As a consequence, ∫ ∞

0
|δ (s)|ds < ∞ (27)

Part B: Study of X̃

Using (19) and the notation (25), the local control law of (23)
is rewritten as follows:{

ξ̇i = ξ1 − za +δξ1
uc = −kiξi − kp(ξ1 − za)− kd(ξ2 − ża)− kpδξ1

(28)

Let us now note X̃ = [ξi,ξ1 − za,ξ2 − ża]
T and Xa = [za, ża]

T .
From (5b)-(23)-(28), it can be checked that X̃ undergoes the
following dynamics:

˙̃X = AX̃ +δ
(
BX̃ +BaXa

)
(29)

where:

A =

[ 0 1 0
0 0 1
−ki −kp −kv

]
B =

[0 1 0
0 0 0
0 −kp 0

]
Ba =

[ 1 0
0 0

−kp 0

]

(30)
Since ki,kp and kv are strictly positive, A is strictly Hurwitz ; as
a consequence, there exist P = PT > 0,Q > 0 such that AT P+
PA = −Q. We then define the following candidate Lyapunov
function :

V0(X̃) = X̃T PX̃ (31)
which will be used in Part D.

Part C: Study of the anti-windup state Xa

Let us now consider the anti-windup loop whose state is Xa =
[za, ża]

T . Observe that the last equation of (23) can be rewritten
as follows:

z̈a = ug(za, ża)+δu (32)
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where:

δu = satLa(u)−uc

(
ξi, x̂

ξ1

x
− za,ξ2 − ża

)
−ug(za, ża) (33)

|ug| being bounded by La it is clear that there exists ca,c1,c2,c3 >
0 such that:

|δu| ≤ ca|uc (ξi,(ξ1 − za)+δξ1,ξ2 − ża) | (34)

≤ (c1 + c2|δ |)|X̃ |+ c3|δ ||Xa| (35)

Consider Va(Xa) = k1
∫ za

0 ϕ1(s)ds+ 1
2 ż2

a +κ1ϕ1(za)ϕ1(ża) which
can be easily shown to be definite positive for any κ1 > 0 suffi-
ciently small (see (de Plinval et al. (2012), Appendix) for more
details). Such a function can be interpreted as the strictification
of V1 . We compute its derivative using (20)-(32):

V̇a = −(κ1k1∂ϕ1(ża))ϕ1(za)
2 − k2żaSat1(ża)

+κ1 [∂ϕ1(za)ϕ1(ża)ża − k2ϕ1(za)∂ϕ1(ża)Sat1(ża)]

+[ża +κ1ϕ1(za)∂ϕ1(ża)]δu (36)

with ∂ϕ1(s) =
2k1z

π(1+k2
1zs2)

.

Part D: Study of the full state [X̃T ,XT
a ]T

Finally, we consider the full state [X̃T ,XT
a ]T and the following

candidate Lyapunov function:
W = log(1+V0(X̃)+ εVa(Xa)) (37)

where ε > 0. Using the preceding computations and some
majorations, it can be shown that for ε sufficiently small, there
exists a continuous positive definite function α : R≥0 −→ R≥0
and γ > 0 such that:

Ẇ ≤−α(|[X̃T ,XT
a ]T |)+ γ|δ | (38)

it follows from (Angeli et al. (2000)) that [X̃T ,XT
a ]T is iISS with

respect to the input δ which satisfies (27). Following (Sontag
(1998), proposition 6), it can be shown that the closed-loop
system (5b)-(15)-(23) is (GUAS).

�

5. NUMERICAL RESULTS

The saturation bound is La = 0.3.
The novel anti-windup compensator (23) is now illustrated on
the vision based automatic landing problem of an autonomous
fixed-wing aircraft. For this specific problem, we consider the
global controller ug:

ug(za, ża) = −2k1

π
arctan(k1zza)− k2Sat1(ża) (39)

with k1z = 0.12, k1 = 0.7La/1.7 = 0.12 and k2 = La/1.7 = 0.17.
It is fair to say that the potential of the method is illustrated
on an example which goes beyond what is proven in this
paper: indeed, due to the physical limitation x < 0 and to the
saturations limits, no control law can succeed to make the
airplane follow its reference trajectory for any initial error.
However, the advantages of the anti-windup can be illustrated
on several initial points. For instance, we consider an error of
15m at a distance of 5000m.

The anti-windup law (23) was compared then with the nominal
PID control law (6) which motivated the anti-windup design
and with the local control law (14) which uses the observer (15).

As shown on figure (2) and (3), the windup phenomenon is
observed when one applies control laws (6) or (14) : the control

Fig. 2. Numerical results when one uses the controller (6)

Fig. 3. Numerical results when one uses controller (19)

input is continuously trying to act beyond its limits and undesir-
able input and output oscillations occur. Note that the observer
works well and is able to estimate x within 30s. As expected
and as shown in figure (4), the ’Anti-windup’ augmentation
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Fig. 4. Numerical results when one uses controller (23)

succeeds to eliminate the oscillations of the response of the
position error which occur when the control law reaches several
times its magnitude limit.

6. CONCLUSION

A novel MRAW design problem was defined and solved for
a second order chain of integrators when the first component
of the state is known up to a time-varying scaling factor. The
major difficulty is that the plant model is not fully known. The
main Theorem of our paper shows that a MRAW design in
combination with a vision based observer is suitable for this
class of systems. The simulation results show the effectiveness
of the method on the vision based control problem design of a
landing aircraft. Future work will be devoted to apply such a
result on a more complex modelling of the landing aircraft.

7. APPENDIX: ABOUT THE EXTRACTION OF THE TWO
VISION OUTPUTS

For simplificity, consider that the video camera frame is the
aicraft body frame and that the camera focal length equals 1.
Then the vision outputs are computed as follows:

(1) the runway is detected and then tracked in each image (5).
(2) the visual cue dF is computed. As explained in (Gibert

et al. (2015a), equation (15)), the heading difference be-
tween the runway and the aircraft δψ can be computed by
using dF . The aicraft pitch angle θ and roll angle φ being
obtained from the IMU measurements, the rotation matrix

R(φ ,θ ,δψ ) between the aicraft body frame and the runway
inertial frame is thus fully known.

Fig. 5. illustration inspired from (Gibert et al. (2015a), figure 5)

(3) To each 2D image point (u,v) corresponds a 3D point
(1,u,v) (the focal length being equalled to 1). Then, we
apply the following transformation to each image point
(u,v) 




[x1
u1
v1

]
= RT

φ ,θ ,δψ

[1
u
v

]

[
u2
v2

]
=

1
x1

[
u1
v1

] (40)

and obtain a novel image (6) whose points coordinates are
(u2,v2). Such a transformation which we call ’derotation’
enables to visualize the runway in the case the camera
frame would be the inertial frame.

Fig. 6. Our figure (5) after the ’derotation’

(4) On the image (6), it is rather easy to compute the desired
vision based outputs. Let us draw a line parallel to the
horizon and passing through the touch down point: this
line intersects the runway borders line at LE and Re.
Then, from the coordinates (uLe ,vLe) (resp. (uRe ,vRe)) of
LE (resp. RE ) in the ’derotated’ image, one can easily
compute the desired quantities:





y1 = −uLe =
z
x

y2 = −vLe + vRe =
w
x

(41)
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A discontinuous model recovery anti-windup technique is proposed for a double integrator with
the output measurement corrupted by a time-varying scaling factor. This challenging measurement
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1. Introduction

Anti-windup deals with the problem of stability and per-
formance degradation due to control saturation (Galeani, Tar-
bouriech, Turner, & Zaccarian, 2009). Model Recovery
Anti-Windup (MRAW) merges a local control law (that should
be followed before saturation) with a global one (guaranteeing
global stability despite control saturation). MRAW designs are
perhaps the only effective architectures in the presence of sat-
urated plants that are not linear time-invariant (see Todeschini,
Formentin, Panzani, Corno, Savaresi, and Zaccarian (2016) and
references therein for some examples). Visual servoing is in
general challenging enough, so that most works conducted in this
area have assumed no control saturation. Most vision-based con-
trol papers distinguish between Position Based Visual Servoing
(PBVS), where the image information is used to recover 3D posi-
tion information (Aguiar & Hespanha, 2006; Jankovic & Ghosh,
1995; Karagiannis & Astolfi, 2005 and references therein), and
Image Based Visual Servoing (IBVS) where the visual information
is directly used in the control loops (Chaumette & Hutchinson,
2007 and references therein). The second approach offers more

✩ First author’s work was partly supported by ANR, France VISIOLAND project
ANR-13-CORD-0012. The material in this paper was not presented at any
conference. This paper was recommended for publication in revised form by
Associate Editor Zongli Lin under the direction of Editor Daniel Liberzon.
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E-mail addresses: laurent.burlion@rutgers.edu (L. Burlion),

zaccarian@laas.fr (L. Zaccarian), henry.de_plinval@onera.fr (H. de Plinval),
tarbour@laas.fr (S. Tarbouriech).

robustness against camera calibration errors with reduced design
complexity (Hamel & Mahony, 2002) unless control saturation
needs to be considered from the design phase (de Plinval, Morin,
& Mouyon, 2017).

Saturated IBVS design with an anti-windup approach is the
contribution of this paper. We propose (1) a robust local sta-
bilizer, (2) a robust global stabilizer (both of them extending
previous results) and, most importantly, (3) a novel solution to
the MRAW design problem for a double integrator with measure-
ment corrupted by a time-varying scaling factor. As compared to
other saturated IBVS schemes (de Plinval et al., 2017), an anti-
windup problem is addressed where the local control dynamics
is pre-specified—a key feature of the proposed approach.

The paper is organized as follows. In Section 2, we introduce
the problem and in Section 3 we give our main results. A visual
landing example is discussed in Section 4 and proofs are reported
in Section 5.

Notation: Function |·| denotes the Euclidean norm. Given a scalar
δ > 0, the classical symmetric saturation function is: satδ(w) :=

max{−δ,min{δ, w}}, ∀w ∈ R.

2. System description and assumptions

Consider the input-saturated plant:

ṗ = v

v̇ = us := sat ū(u),
y =

[
m(t)p

v

]
(1)

where p, v, u ∈ R. x = [ p
v ] is the state, u ∈ R is the control input

and y :=
[ y1
y2

]
∈ R2 is the measurement output. In this model,

https://doi.org/10.1016/j.automatica.2019.02.049
0005-1098/© 2019 Elsevier Ltd. All rights reserved.
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y1 is obtained from a video-camera, so that function t ↦→ m(t) is
a continuously differentiable function equal to the reverse of the
uncertain image depth due to the image projection. With video-
camera measurements, function m is not available, but we can
measure the time variation of its inverse, corresponding to the
time variation vd of the depth (where we select t0 = 0 without
loss of generality):

vd(t) :=
d
dt

m−1(t) = −
ṁ(t)
m2(t)

, |vd(t)| ≤ vmax, ∀t ≥ 0. (2)

For the previous property to make sense, a typical assumption
enforced on function m is that it has constant positive upper and
lower bounds (λ0, λm) (as for the helicopters in de Plinval et al.
(2017)). We consider here less conservative time-varying bounds
possibly arising from a better knowledge of the plant dynamics.
For example, time-varying bounds may arise from some worst
case analysis based on the measurement in (2):

0 < λ0 ≤ λ1(t) ≤ m(t) ≤ λ2(t) ≤ λm, ∀t ≥ 0. (3)

Indeed, if m−1(0) ∈ [1/λ2(0), 1/λ1(0)], then one computes λi(t) =
λi(0)

1+λi(0)
∫ t
0 vd(s)ds

where i ∈ {1, 2}, by integrating (2). Based on the
above, we make the following assumption.

Assumption 1. There exist (possibly unknown) positive scalars
(λ0, λm, vmax) and accessible functions t ↦→ λ1(t), t ↦→ λ2(t),
t ↦→ vd(t) satisfying (2) and (3).

Remark 1. These models and assumptions come from a chal-
lenging application illustrated in Section 4: a vision-based auto-
matic aircraft landing problem, where m(t) corresponds to the
inverse of the distance to the runway. This is why its inverse
derivative is bounded, because it corresponds to the aircraft ve-
locity, which may be estimated or proven to be between two
measurable bounds (Burlion & de Plinval, 2015). ⌟

An interesting consequence of Assumption 1, arising from (3)
is that the following bound holds for all t ≥ 0:
λ0

λm
≤

m(t)
λm

≤
m(t)
λ2(t)

≤ 1 ≤
m(t)
λ1(t)

≤
m(t)
λ0

≤
λm

λ0
(4)

Remark 2. Using (2), it is readily checked that system (1) can be
rewritten as the following time-varying dynamics with full state
measurement:

ẏ1 = m(t)(v − vdy1), v̇ = sat ū(u) (5)

where y1 denotes the first component of y. However the repre-
sentation (1) is more convenient for our derivations. ⌟

3. Main results

Towards providing a globally bounded stabilizer of the origin
for (1) the anti-windup approach is based on merging a local and
a global controller, in the spirit of Teel and Kapoor (1997), even
though those results are inapplicable because m is not accessible.
The following local controller stabilizes the origin of (1) from
us (namely disregarding saturation). We propose the following
discontinuous law:

us = uc(t, y) := −kpγ (t, y)y1 − kvv (6a)

γ (t, y) :=

{
1

λ1(t)
, if y1v ≥ 0

1
λ2(t)

, otherwise,
(6b)

The discontinuous term γ deals with the inaccurate knowledge
of the distance while ensuring stability, in the sense of the gen-
eralized solutions discussed in Goebel, Sanfelice, and Teel (2012,
Ch. 4) as certified by the following lemma, whose proof is given
in Section 5.

Fig. 1. The proposed model recovery anti-windup architecture for merging the
local and global components.

Lemma 1. Under Assumption 1, consider any gain values kp, kv >

0. Then, the static output feedback (6), ensures that the origin of the
closed loop with (1) is robustly globally asymptotically stable (GAS)
in the sense of Goebel et al. (2012, Def. 7.5).

The following global controller stabilizes the origin of (1) from
u (namely accounting for saturation) but is typically associated
with poor small signal performance (thereby motivating the anti-
windup approach). We use the following nonlinear output feed-
back stabilizer

u = ug (t, y) := −sat ūp (k
g
pγ (t, y)y1) − sat ūv (k

g
vv), (7)

with γ as in (6b), kgp, kgv > 0 are scalar gains and scalars ūp >

0, ūv > 0 satisfy the bound:

ūp + ūv < ū. (8)

The next lemma establishes stability with the global stabilizer
while parameter tuning is discussed in Remark 3.

Lemma 2. Under Assumption 1, consider any values ūp > 0, ūv >

0 satisfying (8) and any pair of positive gains kgp, kgv > 0. Then, the
static feedback stabilizer u = ug , with ug defined in (7), (6b), ensures
robust GAS of the origin for (1).

Remark 3. The controller parameters ūp, ūg , k
g
p, kgv > 0 can

be tuned following the state-feedback procedure, i.e. replacing
γ (t, y)y1 by p. Then, there exist many strategies to stabilize
system (1) (see e.g. Rao and Bernstein (2001) or the twisting con-
troller (Levant, 2003)). Indeed it is possible to make our controller
exactly match some of these controllers when the saturations are
active. For instance, the classical twisting controller being of the
form:

utwisting = −
ū

1 + χ
(sign(p) + χsign(v)), χ ∈]0, 1[, (9)

we may choose ūp =
ū

1+χ
and ūv =

χ ū
1+χ

. Finally, the gains kgp and
kgv can be tuned, for instance, by pole placement. ⌟

The proposed anti-windup solution for controlling (1) com-
bines the above local and global controllers into a unique con-
troller achieving the desirable local performance induced by uc
and the desirable global stability (on the saturated plant) induced
by ug . To this end, as shown in Fig. 1, we suggest this input
selection for saturated plant (1):

u(t, y − yaw, yaw) = uc(t, y − yaw) + ug (t, yaw), (10)

where signal yaw is the state of the following novel form of
anti-windup compensator:

ẏ1,aw = m̂(t, y, yaw)(vaw − vdy1,aw)
v̇aw = sat ū(u(t, y − yaw)) − uc(t, y − yaw),

(11)
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and where we used

m̂(t, y, yaw) :=

{
λ1(t), if [ kp κ ] ỹ(vaw − vd(t)y1,aw) ≤ 0
λ2(t), otherwise

yaw :=

[
y1,aw
vaw

]
, ỹ := y − yaw.

(12)

The only parameter to be chosen in (10)–(12) is the scalar gain κ ,
which should satisfy the two inequalities below:

κ <
√
2kpλ0,

κ

λ0
+

κ2λm

2kpλ0

(
vmax +

kv

λ0

)2

< kv. (13)

The novelty of this approach is to use function m̂ to account for
the unknown time-varying term m appearing in (1). This may
be seen as an adaptive MRAW solution (m(t) being replaced by
m̂(t)) and is a peculiar dynamical interconnection of the local and
global controllers by way of filter (11), as shown in Fig. 1. Note
that the plant depends on the unknown term m(t) and that both
controllers use the time-varying bounds Λ(t) = [λ1(t), λ2(t)].
The anti-windup filter allows merging the two actions. To this
end, not only it uses the term sat ū(u) − uc but also y, which
is necessary to compute m̂(t). This fact often characterizes anti-
windup schemes for nonlinear systems. To highlight this fact, the
arrow coming from y is drawn in bold. Our main result below is
proven in Section 5 using Lemmas 1 and 2.

Theorem 1. Suppose that Assumption 1 holds. Consider any
selection of the local and global stabilizers uc and ug in (6) and (7)
satisfying the assumptions of Lemmas 1 and 2, respectively. Then for
any value κ > 0 satisfying bounds (13), the control law (10)–(12),
ensures that the origin of the saturated closed loop with plant (1) is
GAS.

Remark 4. An important outcome of the Lyapunov-based ap-
proach adopted in this work is that it paves the road for possible
extensions and enhancements of the proposed MRAW
solution. As an example, one may consider the need of using extra
dynamics in the local controller (6) of the following form:

uc(t, y) = −kpγ (t, y)y1 − kvv − Kcxc
ẋc = Acxc + Bcv

where xc ∈ Rnc and Ac is Hurwitz, and then generalizing the
construction of function V0 presented later in (23), in our proofs
section. In particular, V0 will be chosen as

V0(x) = kp
1
2
p2 +

1
2
v2

+
1
2
xTc Pcxc

where Pc = PT
c > 0 satisfies PcAc + AT

c Pc ≤ −2Inc . The local
controller will be:

uc(t, y, xc) = −kpγ (t, y)y1 − kvv − BT
c Pcxc

It is not difficult to see that the proof of the main result can still
be done in this case with slight modifications. For the application
study considered in Section 4, this extra dynamics is not neces-
sary and it is therefore omitted for the sake of conciseness. ⌟

4. Numerical example

We consider a vision-based automatic landing problem of
an autonomous fixed-wing aircraft. The guidance objective is
to make the aircraft follow a reference glide slope knowing its
velocity plus a quantity which is proportional to the position
error with respect to the desired trajectory (Burlion & de Plinval,
2015) (see Remark 1). Using the notation of Burlion and de Plinval

Fig. 2. Numerical results when x(0) = [20, −1]T and ∆X (0) = 3000.

Fig. 3. Numerical results when x(0) = [1, −3]T and ∆X (0) = 3000. Local and
Anti-windup controllers give the same response.

(2015), the guidance problem boils down to stabilizing a system
of the form (1) where

p = ∆Z − tan(γ c)∆X , v = V (γ − γ c),
u = gulon, ū = gūlon, m(t) =

1
∆X

, vd = V (14)

with ∆X and ∆Z being the horizontal and vertical deviations be-
tween the aircraft and the runway touchdown point (see Burlion
and de Plinval (2015) for details). The longitudinal control ulon
is the vertical load factor (the vertical acceleration divided by
acceleration due to gravity). At the beginning of the simulation,
we assume that ∆X (0) ∈ [3000 m, 15000 m]. In other words,
m(0) is known up to a scaling factor of 5. Using a constant speed
vd = ∆̇X = −20 m/s, it is thus necessary that each simulation
stops before t = 3000/20 = 150 s to respect Assumption 1
on this practical application (since m = +∞ when the aircraft
touches the runway). We decide to stop our simulations before
t = (3000− 400)/20 = 130 s since the (next) flare phase usually
starts when ∆X = 400 m. We thus choose: λ0 =

1
15000 and λm =

1
400 . For this example, the most challenging situation is when
m(t) = λ2(t). Indeed, in this case, |y1| = |m(t)p| is maximum at
each time for a given position error p and the actuator saturation
occurs more often. Given ū = 1, we choose the following control
gains: kp = 0.7, kv = 1.2, ūp = 0.52, kgp = 0.18, ūv = 0.47 and
kgv = 1.63. We then solve inequalities (13) and obtain 0 < κ <
9.1 10−5.

In Figs. 2 and 3, we compare the anti-windup controller from
Theorem 1 to the local and global controllers from Lemmas 1 and
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2 in a large signal and a small signal response. From Fig. 2, the
‘‘Anti-windup’’ law (solid) eliminates the oscillations of the large
signal position error exhibited by the local control law (dotted).
The anti-windup solution gives however a slower large signal
response than that of the global controller (dashed). However,
Fig. 3 shows that the anti-windup scheme fully recovers the local
controller response when facing small signals, thus achieving a
good tradeoff between the local and global control laws.

5. Proofs

We report here the proofs of our main results in Lemmas 1
and 2 and Theorem 1. Special care is taken with our discontinuous
dynamics, which may be generically represented as:

ξ̇ = f (ξ, t), ξ (t0) = ξ0, (15)

where f may be discontinuous. To characterize stability properties
of (15) we insist on generalized solutions and Krasovskii regular-
izations (see, e.g., Hermes (1967), Goebel et al. (2012, Ch. 4)). In
particular, we introduce the regularized dynamics:

ξ̇ ∈ F (ξ ), ξ (t0) = ξ0, (16)

such that all solutions to (15) are also solutions to (16) (this is
ensured by imposing f (ξ, t) ∈ F (ξ ) for all ξ and for all t), and
that the set-valued mapping F in (16) is sufficiently regular to
guarantee existence and well-posedness of solutions (in the sense
of Goebel et al. (2012, Ch. 6)). Based on the above, the robust
GAS stated in Lemmas 1, 2 and Theorem 1 will be proven by
focusing on the regularized dynamics (16) and using the follow-
ing result from Seuret, Prieur, Tarbouriech, Teel, and Zaccarian
(2017), together with the equivalence between robust and non-
robust versions of asymptotic stability established in Goebel et al.
(2012, Thm 7.21).

Proposition 1 (Seuret et al., 2017). Consider system (16) where F
is locally bounded (namely compact sets are mapped to compact
sets (Goebel et al., 2012, Def. 5.14)) and outer semi-continuous
(namely, it has a closed graph), with F (x) nonempty and convex
for each value of its argument. Assume that there exists a locally
Lipschitz function V , positive definite and radially unbounded, which
is a non-strict Lyapunov function for (16), namely assume that:

V̇ (ξ ) := max
f∈F (ξ ),v∈∂V (ξ )

⟨v, f ⟩ ≤ 0, ∀ξ ∈ Rn, (17)

where ∂V (ξ ) denotes the generalized gradient (Clarke, 1990) of V at
ξ . Assume also that no complete solution to (16) keeps V constant
and nonzero, namely no solution ξ exists satisfying V (ξ (t)) =

V (ξ (0)) ̸= 0, for all t ≥ 0. Then the origin is robustly GAS for (16).

For constructing the regularized dynamics (16), given the two
positive scalars λ0, λm > 0 introduced in Assumption 1, let us
introduce the following set-valued maps1 M,MI , ∆M : R ⇒
R, essentially capturing the worst case values of pair (t,m(t))
satisfying the stated assumption (4). We denote by ‘‘s’’ a generic
argument of these functions.

M(s) :=

⎧⎨⎩
λm, if s > 0
[λ0, λm] , if s = 0
λ0, if s < 0

MI (s) :=

⎧⎪⎪⎨⎪⎪⎩
1
λ0

, if s > 0[
1

λm
, 1

λ0

]
, if s = 0

1
λm

, if s < 0

∆M (s) := [λ0, λm] × MI (s) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

[
1 , λm

λ0

]
, if s > 0[

λ0
λm

, λm
λ0

]
, if s = 0[

λ0
λm

, 1
]
, if s < 0

(18)

1 The double arrow notation ⇒ distinguishes a set-valued mapping from a
function (Goebel et al., 2012).

These mappings are (locally) bounded and outer semi-continuous
(because their graphs are closed). For each value of s they are non-
empty and convex. Another property of M and ∆M , which will be
used in our proofs, is the following:

max
ξ∈M(s)

{(
1 −

ξ

m(t)

)
s
}

≤ 0, max
ξ∈∆M (s)

{(1 − ξ )s} ≤ 0. (19)

We are now ready to prove our main results.

Proof of Lemma 1. Let us recall that x = [ p
v ]. To properly define

the solutions to the closed-loop system (1), (6), we introduce the
following set-valued mapping Ξ : R2 ⇒ R2:

Ξ (x) =

{[
v

−kpξp − kvv

]
: ξ ∈ ∆M (pv)

}
(20)

where ∆M is defined in (18). By composition (see Rockafellar and
Wets (2009, Prop. 5.52)), mapping Ξ is locally bounded, outer
semicontinuous, and for each x it is non-empty and convex.

Using the property in (4) implied by Assumption 1, we get

m(t)γ (t, y) ∈ ∆M (m(t)pv) = ∆M (pv), ∀t ≥ 0, (21)

where the second equality follows from the fact that m(t) ≥ λ0 >

0 for all times. Then the solutions to the closed-loop (1), (6) are
also solutions to the following differential inclusion

ẋ =

[
ṗ
v̇

]
∈ Ξ (x), (22)

therefore establishing GAS of the origin for (22) implies GAS
of the origin for (1), (6). To this end, consider the candidate
Lyapunov function

V0(x) := kp
1
2
p2 +

1
2
v2 (23)

Computing its derivative along the solutions to (22) gives:

V̇0(x) ≤ kppv − kvv
2
+ max

ξ∈∆M (pv)

{
−kpξpv

}
≤ −kvv

2, (24)

where we used the right bound in (19). The proof is then com-
pleted by applying Proposition 1 using V0. Indeed, to see that
no complete solution keeps V0 constant and nonzero, note that
from (24) the only possibility for such a solution to exist is that v

be identically zero, which is only possible for the trivial solution
x(t) ≡ 0 along which we have V0(x(t)) ≡ 0. □

Proof of Lemma 2. First, using (8), it is readily checked that
sat ū(ug ) = ug . Then, the closed-loop system (1)–(7) is equivalent
to the following system:

ṗ = v, v̇ = −sat ūp (k
g
pγ (t, y)y1) − sat ūv (k

g
vv). (25)

Proceeding in similar ways to the proof of Lemma 1, define now
the set-valued mapping Π : R2 ⇒ R2 as:

Π (x) =

{[
v

−sat ūp (k
g
pξp) − sat ūv (k

g
vv)

]
: ξ ∈ ∆M (pv)

}
, (26)

where ∆M is defined in (18). By composition, the mapping Π is
outer semi-continuous, non empty and convex for all x. Using
Assumption 1 and its implications in (21), we easily verify that
the solutions to the closed-loop system (25) are also solutions to
the differential inclusion: ẋ ∈ Π (x). Let us consider the candidate
Lyapunov function:

V1(x) =

∫ p

0
sat ūp (k

g
pτ ) dτ +

1
2
v2. (27)
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The derivative of V1 along the solutions of ẋ ∈ Π (x) reads

V̇1 ≤ sat ūp (k
g
pp)v + max

ξ∈∆M (pv)
{−(sat ūp (k

g
pξp) + sat ūv (k

g
vv))v}

≤ −vsat ūv (k
g
vv), (28)

where the last inequality follows from similar reasoning to those
behind the right inequality in (19). From (28), the proof is com-
pleted using Proposition 1 as in Lemma 1. □

Proof of Theorem 1. Let us use incremental coordinates

xaw :=

[
paw
vaw

]
:=

[ y1,aw
m(t)
vaw

]
, x̃ := x − xaw, (29)

which are compatible with the definition of ỹ = y − yaw in (12).
Then (similar to Morabito, Teel, and Zaccarian (2004)), consider
the closed-loop coordinate representation (x̃, x). These dynamics
are simplified by using the following incremental quantities:

δ(t, y, yaw) := (m(t) − m̂(t, y, yaw))(vaw − vd(t)y1,aw), (30)

δu(t, ỹ, y) := sat ū(u(t, ỹ, y − ỹ)) − ug (t, y). (31)

The advantage of the coordinate representation (x̃, x) is that the
discontinuous term δ(t, ỹ, yaw) only appears in the x̃ subsystem.
Indeed, we get, after some simplifications:

˙̃x =

[
ṽ +

1
m(t)δ(t, y, yaw)
uc(t, ỹ)

]
, ẋ =

[
v

ug (t, y) + δu(t, ỹ, y)

]
, (32)

which corresponds to a peculiar interconnection of the two
closed-loop systems analyzed in Lemmas 1 and 2, by way of
coupling terms represented by the perturbation functions δ and
δu introduced in (30)–(31).

The rest of the proof is carried out by showing that the origin
is robustly GAS for the closed-loop dynamics (32). For clarity,
the proof of the result is divided into three parts. In part 1,
we establish the exponential convergence properties of the x̃
dynamics, regardless of the perturbation term δ. Then in part 2,
we analyze a modified system where the x̃ component is replaced
by a suitable upper bound, which enables applying the invariance
principle of Proposition 1. Finally, in part 3, we combine the
derived bounds to obtain global asymptotic stability of the origin
for (32).

Part 1. Global exponential stability of the x̃ subsystem. Let us
focus on the dynamics of the x̃ component of the overall state in
(32). Following similar constructions to the ones proposed before,
we obtain that all solutions to (32) have an x̃ component that is
also a solution to the following time-varying differential inclusion
(note that the signals generated by the second substate x are seen
here as a time-varying input):

˙̃x ∈ F̃ (t, x̃)

:=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

⎡⎣ṽ +
m(t) − m̂

m(t)
(vaw(t) − vd(t)y1,aw(t))

−kpξ p̃ − kv ṽ

⎤⎦ where

m̂ ∈ M((kpỹ1 + κṽ)(vaw(t) − vd(t)y1,aw(t)))
ξ ∈ ∆M (p̃ṽ)

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ .

(33)

Proceeding as in the proof of Lemma 1 (but adding an extra term
to strictify the weak Lyapunov function V0 in (23)) we get

W0(t, x̃) := V0(x̃) + κ p̃
ṽ

m(t)
. (34)

In view of a few computations, which involve bounding m(t)−1,
completing squares and using the left inequality in (13), we

obtain that W0 is uniformly positive definite with respect to x̃.
Indeed, it can be easily shown that ∀x̃,

W0(t, x̃) ≥ c0|x̃|
2

:= min
{
kp −

κ2

2λ20
, 1

2

}
|x̃|2

W0(t, x̃) ≤ c0|x̃|
2

:= max
{
kp +

κ2

2λ20
, 3

2

}
|x̃|2.

(35)

We then compute the derivative ofW0 along the solutions to (33).
Let us briefly note s = (kpỹ1 + κṽ)(vaw − vzy1,aw). In particular,
using the left bound in (19), implying that sm(t)−m̂

m(t) ≤ 0 for all
s ∈ R and m̂ ∈ M(s), we obtain

Ẇ0 ≤
1

m(t)
max
m̂∈M(s)

(
m(t) − m̂

m(t)
s

)
+ max

ξ∈∆M (p̃ṽ)

(
kp (1 − ξ) p̃ṽ

)
+ max

ξ∈∆M (p̃ṽ)

(
−κkp

ξ

m(t)
p̃2
)

− kv ṽ
2
+ κ

ṽ2

m(t)

− κkv

p̃
m(t)

ṽ + κvdp̃ṽ

≤ −κ

(
kp
λ0

− ε1

)
p̃2 −

[
kv −

κ

λ0
−

κ2

4ε1

(
vmax +

kv

λ0

)2]
ṽ2,

(36)

where the last inequality uses Assumption 1 and Young’s inequal-
ity with the free parameter ε1 > 0. In particular, by selecting
ε1 as ε1 :=

kp
2λ0

, using (35), it is readily checked with α0 =

1
c0

min
{
κ

kp
2λ0

, kv −
κ
λ0

−
κ2λ0
2kp

(
vmax +

kv
λ0

)2}
> 0 that Ẇ0 ≤

−α0W0. By standard comparison theory, we obtain W0(t, x̃(t)) ≤

e−α0(t−t0)W0(t0, x̃(t0)) for all t ≥ t0, and for all solutions to (33),
which establishes GAS of (33).

Part 2. Construction of an auxiliary LTI inclusion. From the
exponential bound of Part 1, we now replace the first component
x̃ of the overall state of (32) by an exponentially decaying state w0
representing the interconnection with the time-varying dynamics
(33), by way of a time-invariant equivalent form. To this end,
consider δu in (32) and (31), and add and subtract ug (t, yaw) =

sat ū(ug (t, yaw)) to get

δu(t, ỹ, y) = sat ū(uc(t, ỹ) + ug (t, yaw)) − sat ū(ug (t, yaw))

+ug (t, yaw) − ug (t, y) (37)
= δu0(t, ỹ, y) + δup(t, ỹ, y),

where

δu0(t, ỹ, y) := sat ū(uc(t, ỹ) + ug (t, yaw)) − sat ū(ug (t, yaw))
+ sat ūv (k

g
vv) − sat ūv (k

g
v(v − ṽ))

δup(t, ỹ, y) := sat ūp (k
g
pγ (t, y)m(t)p)

− sat ūp (k
g
pγ (t, yaw)m(t)paw)

We may now use the global Lipschitz property of the saturation
function and the bounds in (4) to prove that

|δu0(t, ỹ, y)| ≤ |uc(t, ỹ)| + |kgv ||ṽ| ≤ cδ|x̃|, (38)

where cδ := kp λm
λ0

+kv+kgv > 0. About the second term in (37), we
may use inclusion (21) to embed it in a larger but more regular
set-valued map independent of t:

δup(t, ỹ, y) ∈ Υ (x̃, x) (39)

:=

{
δp = sat ūp (k

g
pζµp) − sat ūp (k

g
pζawµ(p − p̃)),

ζ ∈ MI (pv), ζaw ∈ MI ((p − p̃)(v − ṽ)), µ ∈ [λ0, λm]

}
.
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A useful property enjoined by map Υ defined above is clarified
in the following technical lemma, whose proof simply arises from
brute force enumeration of all possible cases and can be found
in Burlion, Zaccarian, de Plinval, and Tarbouriech (2017).

Lemma 3. For any selection of (x̃, x) = (p̃, ṽ, p, v) ∈ R4, it holds
that

max
δp∈Υ (x̃,x)

vδp ≤ kgp
λm

λ0

(
2|x̃||v| + |x̃|2

)
+ 3ūp|x̃|. (40)

In light of the decomposition in (37), we study (32) using the
time-invariant differential inclusion (where we use xa := (pa, va)
and subscript ‘‘a’’ stands for ‘‘auxiliary’’):[

ẇ0
ẋa

]
∈ Θ

([
w0
xa

])
, (41a)

where the definition of Θ generalizes (26) due to the presence of
an extra disturbance input:

Θ(
[

w0
xa

]
) :=

⎧⎪⎪⎪⎨⎪⎪⎪⎩

⎡⎣ −
α0
2 w0
va

−sat ūp (k
g
pξpa) − sat ūv (k

g
vva) + δ0 + δp

⎤⎦ ,

for all |δ0| ≤ cδ|w0|, δp ∈
⋃

x̃: |x̃a|≤|w0|
Υ (x̃a, xa)

and ξ ∈ ∆M (pava)

⎫⎪⎪⎪⎬⎪⎪⎪⎭
(41b)

where cδ := kp λm
λ0

+ kv + kgv > 0.

Part 3. Global asymptotic stability of the auxiliary inclusion.
The advantage of dynamics (41) as compared to (32) is that it
is time-invariant, so that we may use the invariance principle of
Proposition 1 to prove GAS of the origin. To this end, consider the
Lyapunov function V1 introduced in (27). Using (28) and (40), we
obtain:

V̇1 ≤ −vasat ūv (k
g
vva) + ϕ(|w0|, |va|), with (42)

ϕ(|w0|, |va|) :=

(
cδ + 2kgp

λm

λ0

)
|va||w0| + kgp

λm

λ0
|w0|

2

+ 3ūp|w0| (43)

≤ kϕ

(
|w0||va| + |w0|

2
+ |w0|

)
:= ϕ̄(|w0|, |va|),

where kϕ := max
{
cδ + 2kgp λm

λ0
, 3ūp

}
, and where ϕ (or its upper

bound ϕ̄) can be seen as a perturbation term as compared to the
analysis of Lemma 2.

Let us now consider the following positive definite and radially
unbounded function

W1(w0, xa) := log (1 + V1(xa)) + η

(
2
√
U1(w0) + U1(w0)

)
.

where U1(w0) =
1
2w

2
0 and where η > 0 is selected below. Note

that due to the square root, W1 is not differentiable in the set
where w0 = 0, but it is locally Lipschitz. Using (42), as long as
w0 ̸= 0, the gradient of W1 is well defined and we may compute
the derivative of W1 along the solutions of (41):

Ẇ1 ≤
−vasat ūv (k

g
vva) + kϕ

(
|w0||va| + |w0|

2
+ |w0|

)
1 + V1(xa)

−η

(
α0
√
2
|w0| +

α0

2
|w0|

2
)

≤ −
vasat ūv (k

g
vva)

1 + V1(xa)
−

(
η

α0
√
2

− kϕ

(
1

√
2

+ 1
))

|w0|

−

(
η

α0

2
− kϕ

)
|w0|

2, (44)

where we used
⏐⏐⏐ 2|va|
2+|va|2

⏐⏐⏐ ≤
1

√
2
. For the remaining set where

w0 = 0, it is easily checked that the non-differentiable part of

W1 satisfies2 ∂
√
U1(w0)

⏐⏐
w0=0 =

[
−

1
√
2
, 1

√
2

]
, and then, keeping

in mind that ẇ0 = −
α0
2 w0 (which is zero at zero) that term gives

a zero contribution to Ẇ1. This implies that bound (44) holds
globally. Choosing the free parameter η :=

2
α0

max{1+kϕ, kϕ( 1
√
2
+

1)} > 0, we obtain:

Ẇ1 ≤ −
vasat ūv (k

g
vva)

1 + V1(xa)
− |w0|

2, ∀(w0, xa), (45)

which provides a non-strict decrease of W1 along the solutions.
Global asymptotic stability of the origin for the time-invariant
dynamics (41) then follows from the Lipschitz version of the
invariance principle given in Proposition 1, noticing that no so-
lution exists, except for the trivial one, which keeps W1 constant.
Indeed, any solution except for those at the origin necessarily
keeps revisiting areas where va ̸= 0. Due to the equivalences
in Goebel et al. (2012, Thm 7.12) we then have a class K L bound
for all solutions. Performing some class K∞ transformations, this
implies the existence of a function β ∈ K L such that all
solutions to (41) satisfy

|xa(t)|2 + |w0(t)|2 ≤ β(|xa(0)|2 + |w0(0)|2, t), ∀t ≥ 0. (46)

Part 4. Global K L stability of the closed loop. We conclude by

proving that bound (46) for solutions of (41) implies a class K L

bound for the solutions to the original dynamics (32). To this end,
consider any solution t ↦→ (x̃(t), x(t)) of (32). We prove below
that there exists a solution t ↦→ (w0(t), xa(t)) to the auxiliary
dynamics (41) starting from (w0(0), xa(0)) =

(√
c0
c0

|x̃(0)|, x(0)
)
,

where (c0, c0) comes from (35), such that xa(t) = x(t) for all
t ≥ 0. To prove this fact, first note that (35) implies

|w0(0)|2 =
c0
c0

|x̃(0)|2 ≥
1
c0

W0(0, x̃(0)). (47)

Moreover, solution w0 to the linear dynamics in (41) is w0(t) :=

e−
α0
2 tw0(0), and function W0(·, x̃(·)) satisfies W0(t, x̃(t)) ≤

e−α0tW0(0, x̃(0)), because of comparison theory. Then (47) with
(35) gives:

|w0(t)|2 = e−α0t |w0(0)|2 ≥
1
c0

W0(t, x̃(t)) ≥ |x̃(t)|2, ∀t ≥ 0. (48)

As a consequence of (48), for each t ≥ 0 there exists a selection
of δ0(t) and δp(t) in (41b) such that:

δ0(t) = δu0(t, ỹ(t), y(t)) ≤ cδ|x̃(t)| ≤ cδ|w0(t)|,
δp(t) = δup(t, ỹ(t), y(t)) ∈ Υ (x̃(t), x(t))

⊂

⋃
x̃a: |x̃a|≤|w0(t)|

Υ (x̃a, x(t)).

Thus it holds that xa(t) = x(t) for all t ≥ 0, as claimed above.
The proof is completed by noting that (48), together with

bound (46), implies:

|x(t)|2 + |x̃(t)|2 ≤ |xa(t)|2 + |w0(t)|2

≤ β

(
|x(0)|2 +

c0
c0

|x̃(0)|2, t
)

,

which establishes a uniform class K L bound on all solutions to
(32), establishing GAS. □

6. Conclusions

The MRAW design problem was defined and solved for a
second order chain of integrators when the first component of

2 One way to recognize this is to keep in mind that the generalized gradient
is the convex hull of all the proximal gradients (Clarke, 1990, page 11, eq. (4)).
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the state is known up to a time-varying scaling factor. The main
difficulty is that the plant state is not accessible. Our main the-
orem establishes desirable properties of a novel MRAW design
using a discontinuous term. Simulation results show the effec-
tiveness of the method on a vision-based landing aircraft control.
Future work will be devoted to extending this novel anti-windup
architecture to a larger class of systems.
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Abstract: In contrast to standard ILS-based landing control systems, vision-based strategies
rely on specific measures that introduce non-linearities into the control laws. Moreover, during
the landing phase high gains are often used to improve performances at the expense of
stability which is then degraded. This is not much an issue since both final approach and
flare segments are short-time maneuvers. However, high gains induce saturations which in turn
lead to performances degradation. For these reasons, vision-based landing systems design and
tuning require a specific attention which generally involves a time-consuming trial-and-error
process. The latter could certainly be fasten and improved with the help of adapted analysis
tools providing a reliable estimate of the finite-time performance level of the aforementioned
saturated nonlinear closed-loop system. As observed in Biannic and Burlion (2017), it can be
rewritten as a saturated Linear Parameter Varying (LPV) system for which many tools exist
or can be extended. In this contribution, original discrete-time extensions are then proposed
to characterize finite-time performance indexes for a vision-based landing system including an
anti-windup device.
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1. INTRODUCTION

Many airports are now equipped with Instrument Landing
Systems (ILS) that significantly secure the landing phase
in poor visibility conditions. However, the installation and
maintenance of such equipment remain very expensive
and is not always available. This is generally the case
for small airports and especially for unprepared runways,
which could, however, be used for emergency landings. In
such cases (but not only) vision landing systems offer an
attractive and inexpensive alternative. This is why such
solutions have been studied in recent years (see for exam-
ple: Bourquardez and Chaumette (2007); Azinheira and
Rives (2008); Le Bras et al. (2009); Huh and Shim (2010))
and are currently being explored further by the aviation
industry (see: Gibert and Puyou (2013); Dickmanns et al.
(2015); Gibert et al. (2015)). Despite the very promising
results obtained in simulations with IBVS (Image-Based
Visual Servoing) or PBVS (Pose-Based Visual Servoing)
or a combination of both, there are still some obstacles
before these solutions can be used on commercial aircraft:

• thorough evaluations under real conditions must be
carried out using ”true” images captured from video
sequences,

� This work was partly supported by ANR VISIOLAND project
ANR-13-CORD-0012 dedicated to VISIOn based aircraft LANDing
techniques

• the computational requirements must be carefully
evaluated to check compatibility with on-board com-
puters,

• a specific validation process must be defined for
certification needs.

Based on the Finite-Time-Stability (FTS) concept for
Linear Time Varying (LTV) systems (see Dorato (1961);
Garcia et al. (2009)), preliminary results of Biannic and
Burlion (2017) are extended here to provide reliable es-
timates of finite-time performance indexes for saturated
parameter-varying systems. As was indeed clarified in
Biannic and Burlion (2017), unlike ILS-based controllers,
the vision-based landing control system introduces in the
closed-loop plant a specific nonlinearity that can be re-
placed by a varying parameter which constantly grows
during the landing phase until flare is activated. More-
over, during this critical phase, high gains tend to be
used to maintain the aircraft on its nominal path with
a good accuracy despite perturbations. This however in-
duces saturations. The development of specific tools for
analysis of saturated LPV systems along given parametric
trajectories is then very useful in the context of vision-
based control assessment and improvement. The solution
proposed in Biannic and Burlion (2017) provides an initial
response without however taking into account the finite-
time horizon property of the problem which is essential
here. The proposed extension detailed in this paper is
based on a discrete-time reformulation as described in
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industry (see: Gibert and Puyou (2013); Dickmanns et al.
(2015); Gibert et al. (2015)). Despite the very promising
results obtained in simulations with IBVS (Image-Based
Visual Servoing) or PBVS (Pose-Based Visual Servoing)
or a combination of both, there are still some obstacles
before these solutions can be used on commercial aircraft:

• thorough evaluations under real conditions must be
carried out using ”true” images captured from video
sequences,

� This work was partly supported by ANR VISIOLAND project
ANR-13-CORD-0012 dedicated to VISIOn based aircraft LANDing
techniques

• the computational requirements must be carefully
evaluated to check compatibility with on-board com-
puters,

• a specific validation process must be defined for
certification needs.

Based on the Finite-Time-Stability (FTS) concept for
Linear Time Varying (LTV) systems (see Dorato (1961);
Garcia et al. (2009)), preliminary results of Biannic and
Burlion (2017) are extended here to provide reliable es-
timates of finite-time performance indexes for saturated
parameter-varying systems. As was indeed clarified in
Biannic and Burlion (2017), unlike ILS-based controllers,
the vision-based landing control system introduces in the
closed-loop plant a specific nonlinearity that can be re-
placed by a varying parameter which constantly grows
during the landing phase until flare is activated. More-
over, during this critical phase, high gains tend to be
used to maintain the aircraft on its nominal path with
a good accuracy despite perturbations. This however in-
duces saturations. The development of specific tools for
analysis of saturated LPV systems along given parametric
trajectories is then very useful in the context of vision-
based control assessment and improvement. The solution
proposed in Biannic and Burlion (2017) provides an initial
response without however taking into account the finite-
time horizon property of the problem which is essential
here. The proposed extension detailed in this paper is
based on a discrete-time reformulation as described in
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1. INTRODUCTION

Many airports are now equipped with Instrument Landing
Systems (ILS) that significantly secure the landing phase
in poor visibility conditions. However, the installation and
maintenance of such equipment remain very expensive
and is not always available. This is generally the case
for small airports and especially for unprepared runways,
which could, however, be used for emergency landings. In
such cases (but not only) vision landing systems offer an
attractive and inexpensive alternative. This is why such
solutions have been studied in recent years (see for exam-
ple: Bourquardez and Chaumette (2007); Azinheira and
Rives (2008); Le Bras et al. (2009); Huh and Shim (2010))
and are currently being explored further by the aviation
industry (see: Gibert and Puyou (2013); Dickmanns et al.
(2015); Gibert et al. (2015)). Despite the very promising
results obtained in simulations with IBVS (Image-Based
Visual Servoing) or PBVS (Pose-Based Visual Servoing)
or a combination of both, there are still some obstacles
before these solutions can be used on commercial aircraft:

• thorough evaluations under real conditions must be
carried out using ”true” images captured from video
sequences,
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• the computational requirements must be carefully
evaluated to check compatibility with on-board com-
puters,

• a specific validation process must be defined for
certification needs.

Based on the Finite-Time-Stability (FTS) concept for
Linear Time Varying (LTV) systems (see Dorato (1961);
Garcia et al. (2009)), preliminary results of Biannic and
Burlion (2017) are extended here to provide reliable es-
timates of finite-time performance indexes for saturated
parameter-varying systems. As was indeed clarified in
Biannic and Burlion (2017), unlike ILS-based controllers,
the vision-based landing control system introduces in the
closed-loop plant a specific nonlinearity that can be re-
placed by a varying parameter which constantly grows
during the landing phase until flare is activated. More-
over, during this critical phase, high gains tend to be
used to maintain the aircraft on its nominal path with
a good accuracy despite perturbations. This however in-
duces saturations. The development of specific tools for
analysis of saturated LPV systems along given parametric
trajectories is then very useful in the context of vision-
based control assessment and improvement. The solution
proposed in Biannic and Burlion (2017) provides an initial
response without however taking into account the finite-
time horizon property of the problem which is essential
here. The proposed extension detailed in this paper is
based on a discrete-time reformulation as described in
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section 2. Next, the main performance analysis results are
detailed in section 3 and applied to the evaluation of a
vision-based landing system in section 4. The interest of an
anti-windup device is clearly demonstrated there. Finally
concluding comments and future directions are proposed
in section 5.

2. A BOUNDED-HORIZON TIME-VARYING
ANALYSIS PROBLEM WITH SATURATIONS

2.1 System description & preliminary analysis

As detailed in Biannic and Burlion (2017), we focus on the
glide slope phase illustrated in Figure 1 during which the
autopilot system must maintain a constant slope γ0 = −3o

and a constant airspeed V despite external perturbations.

RUNWAY

Glide phase

Flare & Align phase

Taxiingγ
0

z

x

γ

GLIDE SLOPE 

Fig. 1. Landing phases

It is assumed that an inner-loop controller has been defined
to track the vertical acceleration z̈ as long as it remains
bounded (|z̈| ≤ La). Moreover, under low wind conditions,
the horizontal speed verifies the approximation ẋ ≈ V , so
that the studied open-loop system reduces to:{

ẋ = V

z̈ = satLa
(u)

(1)

In a vision-based landing context (see for example Gibert
et al. (2015) for further details) this system is initially con-
trolled by a nonlinear proportional-derivative controller:

u0 = kp

( z
x
− γ0

)
− kd(ż − γ0V ) (2)

whose gains kp > 0 and kd > 0 are tuned such that, at the
beginning of the glide phase, the system is well-damped
and the desired slope is rapidly reached. The non-linearity
γm = z/x is introduced by the visual features. After a
variable change ξ1 = z−γ0x and ξ2 = ∆vz = ż−γ0V , one
obtains a linear time-varying (LTV) system:{

ξ̇1 = ξ2

ξ̇2 = satLa
(−λ(t)ξ1 − kdξ2)

(3)

with:
λ(t) = −kp/x(t) (4)

The above system has been studied in Biannic and Burlion
(2017) with kd = 0.3 and an increasing parameter λ(t)
such that:

λ(t) ∈ [0.1 , 0.5] , λ̇(t) = 0.35λ(t)2 (5)

which corresponds to the final approach phase starting
approximately 2000m before the runway threshold with
a constant speed V = 70ms−1. This preliminary study

has revealed that the combined effects of the parametric
variations with the saturated acceleration were responsible
for a severe performance degradation.

2.2 Model-Recovery Anti-Windup (MRAW) design

In this section, it is proposed to enhance the control law
(2) with an anti-windup augmentation defined as follows:

• if λ were known, a conventional model-recovery anti-
windup scheme Zaccarian and Teel (2011) would
consist in choosing:

u = −λ(ξ1 − ξ1,aw) − kd(ξ2 − ξ2,aw) + uaw (6)



ξ̇1,aw = ξ2,aw

ξ̇2,aw = satLa(u) − (u− uaw)

uaw = −k1,aw. ξ1,aw − k2,aw. ξ2,aw

(7)

• in the case λ is unknown (which is our case), Burlion

and de Plinval (2017) used an estimate λ̂ in its anti-
windup scheme and proved that the closed-loop sys-
tem was stable using a well-chosen Lyapunov func-
tion. Here, we propose to use a more intuitive anti-
windup loop which uses a constant value λa. Doing so,
the anti-windup design is simple but one needs new
analysis techniques (especially in the finite-time case)
to guarantee that the closed-loop system remains
stable.

We thus consider the following control law:

u = −λξ1 + λaξ1,aw − kd(ξ2 − ξ2,aw) + uaw (8)

with 



ξ̇1,aw = ξ2,aw

ξ̇2,aw = satLa
(u) − (u− uaw)

uaw = −k1,aw. ξ1,aw − k2,aw. ξ2,aw

(9)

Let us choose λa = 0.3, which corresponds to the mean
value of the set to which λ(t) belongs.

The gains k1,aw and k2,aw of this anti-windup device are
tuned according to a low gain strategy as exposed in Lin
(1998). For the considered parameter-varying application
they were chosen as k1,aw = 0.1 and k2,aw = 0.7. Next, the
global closed-loop system is discretized and the saturation
is replaced by a deadzone operator. The following fourth-
order system is then obtained:

ξk+1 =




1 τ 0 0

−τλk 1 − 0.3τ 0.2τ −0.4τ

0 0 1 τ

0 0 −0.1τ 1 − 0.7τ




︸ ︷︷ ︸
Ak

ξk +




0

τL

0

τL




︸ ︷︷ ︸
Bk

φ(vk)

vk =
(

λkL
−1

0.3L
−1 −0.2L

−1
0.4L

−1
)

︸ ︷︷ ︸
Ck

ξk

(10)

with ξ = [ξ1 ξ2 ξ1,aw ξ2,aw]′ and where φ(.) denotes
the standard, normalized deadzone operator and τ is the
sampling time.

2.3 A preliminary simulation-based analysis

A preliminary simulation-based analysis of the above sys-
tem is now performed with the initial condition ξ0 =
[0 2 0 0]′ and τ = 0.3.
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Fig. 2. A preliminary simulation-based analysis: phase
portraits illustration.

Phase portraits are plotted in Figure 2 where the discrete-
time values λk of the varying parameter starting from
0.1 are computed according to equation (5). The effect
of the anti-windup system (whose response is visualized
by the dash-dotted line) is clearly visible. The phase-
portrait trajectory is indeed very close to the origin at the
end of the considered horizon [0 N ] for which λN = 0.5
and the control system is about to switch to the flare
mode. Without anti-windup device, it is observed that the
acceleration remains saturated (switching from L to −L)
on large portions of the trajectory.

The next plots, visualized in Figure 3, show the evolution
of ‖ξ‖, the norm of the state vector as a function of time
for the same three configurations as above (unconstrained,
constrained without anti-windup and constrained with
anti-windup). From this simulation, it can be concluded
for the given initial state, that the vision-based control
system, equipped with the anti-windup filter, is able to
precisely track the glide slope trajectory despite a limited
vertical acceleration capacity.
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Fig. 3. A preliminary simulation-based analysis: time-
domain results

However, the above simulation results do not provide any
guarantees at least for different initial conditions. The
remainder of the paper is then devoted to the evaluation
of a guaranteed performance level without intensive simu-
lations.

3. FINITE-TIME PERFORMANCE ANALYSIS
RESULTS

Extending the infinite-horizon and continuous-time anal-
ysis results of Biannic and Burlion (2017) to a finite-time
horizon analysis, the core of this paper is based on the
study of discrete-time saturated LTV systems. The main
result, presented next in Theorem 1 generalizes to the
bounded horizon and time-varying case a previous result
of Gomes da Silva Jr. and Tarbouriech (2006).

3.1 Main result

Theorem 1. (Finite-Time Performance of a Discrete-Time
Saturated LTV System). Consider the discrete-time sat-
urated LTV system, defined on the bounded-horizon
{0, 1, . . . , N} by:{

ξk+1 = Akξk + Bkφ(zk) , k = 0 . . . N
zk = Ckξk

(11)

where φ(.) denotes a normalized deadzone function. If
there exist a set of positive definite matrices Qk ∈ Rn×n,
a set of diagonal matrices Sk ∈ Rm×m, a set of matrices
Zk ∈ Rm×n and a positive real r such that:




Qk+1 AkQk BkSk

QkA
′
k Qk Z ′

k

SkB
′
k Zk 2Sk


 > 0 , k = 0 . . . N (12)

(
Qk Z ′

k + QkC
′
k

Zk + CkQk 1

)
> 0 , k = 0 . . . N (13)

Q0 > ξ0ξ
′
0 (14)

QN < ρI (15)

then, any trajectory ξk of system (11) starting from the
ellipsoidal set E0 that contains the initial vector ξ0:

E0 = {ξ ∈ Rn/ξ′Q−1
0 ξ ≤ 1} � ξ0 (16)

will verify:

ξk ∈ Ek, i.e. ξ′k Q−1
k ξk ≤ 1 , k = 1 . . . N (17)

and
‖ξN‖ <

√
ρ (18)

�

Sketch of proof: This theorem is easily established with
the help of a time-varying quadratic Lyapunov function
Vk = ξ′kPkξk. The matrix inequality (12) in which Qk =

P−1
k clearly implies: Vk+1 < Vk. The same auxiliary vari-

ables Sk et Zk as those introduced in the continuous-time
case Biannic and Burlion (2017) are used. This variables
are a direct consequence of the use of the modified sector
condition originally proposed by Gomes da Silva Jr. and
Tarbouriech (2005). The set of inequalities (13) are also
linked to the sector conditions and the same formulation
is observed in the continuous-time case. The inequality
(14) enforces the inclusion of the initial state vector ξ0
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0.1 are computed according to equation (5). The effect
of the anti-windup system (whose response is visualized
by the dash-dotted line) is clearly visible. The phase-
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The next plots, visualized in Figure 3, show the evolution
of ‖ξ‖, the norm of the state vector as a function of time
for the same three configurations as above (unconstrained,
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However, the above simulation results do not provide any
guarantees at least for different initial conditions. The
remainder of the paper is then devoted to the evaluation
of a guaranteed performance level without intensive simu-
lations.

3. FINITE-TIME PERFORMANCE ANALYSIS
RESULTS

Extending the infinite-horizon and continuous-time anal-
ysis results of Biannic and Burlion (2017) to a finite-time
horizon analysis, the core of this paper is based on the
study of discrete-time saturated LTV systems. The main
result, presented next in Theorem 1 generalizes to the
bounded horizon and time-varying case a previous result
of Gomes da Silva Jr. and Tarbouriech (2006).

3.1 Main result

Theorem 1. (Finite-Time Performance of a Discrete-Time
Saturated LTV System). Consider the discrete-time sat-
urated LTV system, defined on the bounded-horizon
{0, 1, . . . , N} by:{

ξk+1 = Akξk + Bkφ(zk) , k = 0 . . . N
zk = Ckξk

(11)

where φ(.) denotes a normalized deadzone function. If
there exist a set of positive definite matrices Qk ∈ Rn×n,
a set of diagonal matrices Sk ∈ Rm×m, a set of matrices
Zk ∈ Rm×n and a positive real r such that:




Qk+1 AkQk BkSk

QkA
′
k Qk Z ′

k

SkB
′
k Zk 2Sk


 > 0 , k = 0 . . . N (12)

(
Qk Z ′

k + QkC
′
k

Zk + CkQk 1

)
> 0 , k = 0 . . . N (13)

Q0 > ξ0ξ
′
0 (14)

QN < ρI (15)

then, any trajectory ξk of system (11) starting from the
ellipsoidal set E0 that contains the initial vector ξ0:

E0 = {ξ ∈ Rn/ξ′Q−1
0 ξ ≤ 1} � ξ0 (16)

will verify:

ξk ∈ Ek, i.e. ξ′k Q−1
k ξk ≤ 1 , k = 1 . . . N (17)

and
‖ξN‖ <

√
ρ (18)

�

Sketch of proof: This theorem is easily established with
the help of a time-varying quadratic Lyapunov function
Vk = ξ′kPkξk. The matrix inequality (12) in which Qk =

P−1
k clearly implies: Vk+1 < Vk. The same auxiliary vari-

ables Sk et Zk as those introduced in the continuous-time
case Biannic and Burlion (2017) are used. This variables
are a direct consequence of the use of the modified sector
condition originally proposed by Gomes da Silva Jr. and
Tarbouriech (2005). The set of inequalities (13) are also
linked to the sector conditions and the same formulation
is observed in the continuous-time case. The inequality
(14) enforces the inclusion of the initial state vector ξ0
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inside the ellipsoidal set E0. One has indeed: ξ′0P0ξ0 <
1 ⇔ Q0 > ξ0ξ

′
0. Finally, the last inequality (15) QN < ρI

also reads PN > ρ−1I, from which one obtains ξ′NξN =
‖ξN‖2 < ρ.ξ′NPNξN . The result claimed by inequality (18)
stems from the following fact: VN = x′

NPNxN < 1 since,
by assumption, V0 ≤ 1 and also from (12) which implies
Vk+1 < Vk. �

3.2 Numerical complexity and resolution aspects

From a numerical viewpoint, the results stated in Theorem
1 are of high practical interest since they correspond to the
minimization of the positive scalar ρ (i.e a linear objective)
under linear matrix inequalities (LMI) constraints. How-
ever, both the number of constraints:

Nc = 2(N + 2) (19)

and the number of scalar decision variables:

Nv = 1 + (1 +
n

2
)(1 + n)(1 + N) (20)

may grow rapidly with the order n of the plant and the
number of samples N . At the expense of precision, the
latter (N) can be slightly reduced to some extent by
increasing the sampling time. But the main options are
based on relaxation strategies detailed next.

Reduction in the number of variables. The best option to
limit complexity in the LMI optimization problem involved
in Theorem 1 is to reduce the number of variables. This is
rather easily performed here since the time-varying system
matrices depend on a scalar parameter λ. The inequalities
(12)- (15) can thus be rewritten:

(
Q(λk+1) � �

Q(λk)A
′(λk) Q(λk) �

S(λk)B
′(λk) Z(λk) 2S(λk)

)
> 0 , k = 0 . . . N (21)

(
Q(λk) �

Z(λk) + C(λk)Q(λk) 1

)
> 0 , k = 0 . . . N (22)

Q(λ0) > ξ0ξ
′
0 (23)

Q(λN ) < ρI (24)

and the variables can be chosen, for example, as polyno-
mial functions with respect to λ. Let np denote the order
of such polynomials, the total number of scalar decision
variables now reduces to:

Nv = 1 + (1 +
n

2
)(1 + n)(1 + np) (25)

Reduced number of constraints. A trivial approach to
reduce the number of constraints consists in increasing the
sampling time in the discretization process to decrease N .
This is however infeasible without a possibly significant
loss of accuracy. Based on the above characterization,
using parameterized functions, there is yet a possible
alternative which consists in gridding the parameter space.
Then, in inequalities (21) and (22), the index k will no
longer evolve in the set {0, 1, . . . , N} but in a much smaller
subset {i0, i1, . . . , iNr} such that i0 = 0, iNr = N and of
course Nr � N . As a result, the number of constraints
reduces to:

Nc = 2(Nr + 2) (26)
The validity of the inequalities (21) and (22) on the entire
set must however be checked a posteriori on the initial
set and additional constraints must then be considered in
case of failure which leads to a (possibly time-consuming)
iterative process...

A specialized algorithm for affine parametrically dependent
systems. As it can be noticed from equation (10),
the state-space data Ak = A(λk), Bk = B(λk) and
Ck = C(λk) of the considered time-varying system depend
affinely 1 on the parameter λ at each sampling time. In
the context of LMI optimization, such a property is useful
to guarantee that a parameter-dependent inequality holds
by only testing the vertices of the parametric domain.
This property forms the basis of the following algorithm
with which both the number of variables (without using
polynomial expressions) and the number of constraints
can be simultaneously limited. As proposed above the
algorithm is essentially based on a selection of sampling
times:

IR = {i0, i1, . . . , iNr} (27)

with i0 = 0 and iNr
= N . Next, for each interval

Ik = [ik ik+1] (with k = 0 . . . Nr − 1), piecewise constant
Lyapunov functions Vk = x′

kPkxk and relaxation variables
Zk and Sk are used. Then, the 2(N + 2) inequalities (21)-
(24) become:




Qk 
 

QkA

′(λik) Qk 

SkB

′(λik) Zk 2Sk


 > 0 , k = 0 . . . Nr − 1 (28)




Qk 
 

QkA

′(λik+1−1) Qk 

SkB

′(λik+1−1) Zk 2Sk


 > 0 , k = 0 . . . Nr − 1 (29)




Qk+1 
 

QkA

′(λik+1
) Qk 


SkB
′(λik+1

) Zk 2Sk


 > 0 , k = 0 . . . Nr − 1 (30)

(
Qk 


Zk + C(λik)Qk 1

)
> 0 , k = 0 . . . Nr − 1 (31)

(
Qk 


Zk + C(λik+1
)Qk 1

)
> 0 , k = 0 . . . Nr − 1 (32)

Q0 > ξ0ξ
′
0 (33)

QNr
< ρI (34)

Remark 2. Since an affine parametric dependence is as-
sumed here, the above inequalities, by a standard convex-
ity argument, imply that (21) and (22) are satisfied with
Q(λ) = Qk, S(λ) = Sk and Z(λ) = Zk if λ ∈ [ik ik+1[.

Algorithm 1. Finite time performance analysis of affine
parametrically dependent systems.

(1) Define a subset IR = {i0, i1, . . . , iNr
}

(2) Solve the LMI optimization problem:

min ρ / (28), (29), (30), (31), (32)

(3) Go back to step (1) and update IR to possibly reduce
ρ otherwise stop the algorithm.

Remark 3. The number of constraints and variables in-
volved in the above algorithm are respectively reduced to:

Nc = 5Nr + 2 (35)

and

Nv = 1 + (1 +
n

2
)(1 + n)Nr (36)

Remark 4. The use of a piecewise constant Lyapunov
function possibly leads to conservative results when there

1 Note that B(λk) is even a constant, but this additional property
will not be exploited in the proposed algorithm.
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are not enough points in the selected subset. In such as
case, as is proposed in Algorithm 1, a new (denser) set
must be provided at the expense of a higher computational
burden. An alternative option consists of using piecewise
affine functions:

Q(λ) =
λk+1 − λ

λk+1 − λk
Qk +

λ− λk

λk+1 − λk
Qk+1 (37)

with λ ∈ [λk λk+1]. In this case the matrix inequalities
(28)-(32) are now second-order polynomials in λ and must
then be checked a posteriori to establish their validity
for each interval Ik. An efficient alternative option to
ensure their validity a priori can also be proposed with the
help of additional constraints to enforce a multi-convexity
property (see Apkarian and Tuan (2000)).

4. APPLICATION TO THE VISION-BASED
LANDING ANALYSIS PROBLEM

The proposed finite-time performance characterizations
are now applied to evaluate the vision-based landing
system detailed in Section 2. The total order of the system
including anti-windup augmentation is limited to n = 4.
Moreover, the studied horizon is bounded by T = 25 s
and N is thus no larger than 80 (with sampling time
τ = 0.3 s). For these moderate dimensions, the main
result stated by Theorem 1 is directly applicable. As
emphasized in equations (19) and (20), the LMI problem
to be solved involves around 160 constraints and 1200
decision variables.

The results of the application of Theorem 1 are visual-
ized in Figure 4. The problem is solved iteratively over
increasing time horizons Ti from 3 s to 24 s. In each case,
a guaranteed upper-bound ρ(Ti) (visualized by a magenta
star) is computed as well as an ellipsoidal set of initial
conditions that includes ξ0. As in subsection 2.3, the latter
is fixed to ξ0 = [0 2 0 0]′. The lower-bound, represented
by the blue solid line curve is simply obtained by the
discrete-time trajectory starting from the initial condition
ξ0.
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Fig. 4. Finite-time performance analysis: a simulated
lower-bound and guaranteed upper-bounds

As one could expect, the conservatism of the proposed
characterization in Theorem 1 is reasonably low. At the
end of the studied horizon, the gap between upper and
lower bounds is very tight indeed and the analysis tech-
nique thus captures the beneficial effects of the anti-
windup system after 15 s. Unfortunately, this approach is
limited to moderate dimensions problems. The computa-
tional burden may however be significantly reduced with
the help of Algorithm 1 which has also been applied on the
same study case for various subset IR with growing size.
The results are summarized in Table 1.

Nr 10 20 30 Theorem 1

Nc 62 102 152 160

Nv 166 316 466 1196

ρ infeasible 1.89 0.478 0.396

Table 1. Application of Algorithm 1

The good compromise between accuracy and computa-
tional complexity is obtained here with Nr = 30. Note
that for this choice, the number of constraints is not sig-
nificantly reduced in comparison with theorem 1. However
the number of variables is much smaller. As suggested in
Remark 4, less conservative results can be obtained with
piecewise affine functions.

5. CONCLUSION AND FUTURE WORK

New performance analysis results have been presented
in this paper for time-varying saturated systems over a
bounded horizon. The proposed characterization has been
successfully tested to evaluate the performance of a land-
ing system with an anti-windup loop. Thanks to well-
chosen relaxation techniques the computational complex-
ity can be limited which makes the proposed approach
applicable to higher order systems than those considered in
this paper. Moreover, extensions (possibly using the IQC
framework as proposed in Fry et al. (2017); Seiler et al.
(2017)) may also be investigated to introduce robustness
aspects with respect to parametric uncertainties. On the
application level, more complex vision-based landing con-
trol systems, including the flare phase, will also be studied
with similar tools in a near future.
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Chapitre 8

Commande et observation de
systèmes aérospatiaux à
dynamique non linéaire

Résumé du chapitre : Ce chapitre présente des travaux de re-
cherche portant uniquement sur la commande par Backstepping.
Nous présentons des résultats lorsque 1) la commande est échantillon-
née, 2) des dynamiques méconnues (des modes souples) affectent le
système contrôlé ou 3) des mesures sont imprécises (comme dans le
problème de l’atterrissage basé vision étudié dans le chapitre précé-
dent).
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8.1 Introduction

Nos travaux de recherche sur la commande ou l’observation des systèmes
à dynamique non linéaire ont démarré en 2003 avec notre stage de DEA :
nous avons utilisé la commande par backstepping et différents observateurs
non linéaires pour piloter un planeur sous-marin [19]. Nos travaux de thèse
(2003-2006) se sont ensuite focalisés sur le problème de la commande échan-
tillonnée des systèmes non linéaires : nous avons notamment proposé une
nouvelle méthodologie basée sur une approximation de Taylor Lie pour amé-
liorer la performance de plusieurs types de commandes non linéaires (Backs-
tepping, Forwarding et Backstepping adaptatif) lorsqu’on les échantillonne
[16, 18, 100]. Par la suite, nos encadrants ont continué à travailler sur ce
thème des systèmes échantillonnés en dimension finie puis infinie : nous avons
régulièrement collaboré avec eux sur des problèmes d’estimation lorsque les
sorties mesurées sont échantillonnées ou retardées [56, 2, 3].

En 2011, peu de temps après notre arrivée à l’Onera, nous avons repris
des travaux sur le Backstepping et nous avons proposé et coencadré la thèse
d’Elodie Duraffourg qui consistait à examiner comment nous pouvions appli-
quer et étendre le Backstepping à des systèmes aeérospatiaux flexibles [49].
Un peu plus tard, nos travaux portant sur l’atterrissage basé vision nous ont
permis de travailler sur le backstepping borné et de proposer des solutions
complémentaires aux travaux d’observation ou de commande anti-windup
décrits dans le chapitre précédent.

Enfin, les deux dernières thèses que nous avons coencadrées se sont aussi
intéressées à la commande de systèmes à dynamique non linéaire :

— Torbjørn Cunis a proposé des solutions d’analyse et de commande
d’un aéronef qui a décroché. Il a notamment utilisé des techniques
d’analyse et de synthèse en utilisant la programmation semi-définie
basées sur la positivité de polynômes (SOS) [41, 42],

— Anthony Bourdelle a conduit des travaux de recherche en modélisa-
tion, estimation et commande afin de compenser le couple perturba-
teur induit par les ballottements d’ergol à bord des satellites d’ob-
servation. Nous avons travaillé sur un modèle non linéaire puisque
la dynamique des ballottements dépendait du mouvement du corps
rigide [14].
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8.2 La commande par Backstepping

8.2.1 Principe de la méthode

La commande par Backstepping [28, 78, 74] est aujourd’hui une méthode
de commande non linéaire standard permettant de stabiliser globalement et
asymtotiquement des systèmes sous forme "strict-feedback" ayant une struc-
ture récurrente bien particulière de la forme suivante :





ẋ1 = f1(x1) + x2

ẋ2 = f2(x1, x2) + x3
...

ẋn = fn(x1, . . . , xn) + u

(8.1)

où les xi et u sont des vecteurs de même dimension. Si les fonctions fi sont
suffisamment régulières, il est alors possible de construire la loi de com-
mande de manière récursive en partant du premier sous-système à stabiliser
(ẋ1 = f1(x1)+x2, dont l’entrée de commande est temporairement x2). L’idée
clef est alors de rajouter un intégrateur et de remonter après un nombre suf-
fisant d’intégrateur à la commande u. Cette méthode permet notamment de
résoudre un certain nombres de problèmes de robustesse ou de commande
adaptative [81, 82].

8.2.2 Positionnement de nos travaux

Nos travaux sur la commande par Backstepping ont porté sur deux as-
pects (qui se sont avérés être étroitement liés) :

— l’extension de la commande par Backstepping à d’autres classes de
systèmes. Par exemple, au cours de notre thèse, nous nous sommes
demandé comment étendre la commande par Backstepping au cas où
la commande est échantillonnée. Nous nous sommes alors intéressés
au discretisé exact du système continu et avons considéré les classes de
systèmes obtenus en l’approximant par des séries de Taylor-Lie [9]. Le
discrétisé exact pouvait alors être de plus en plus finement approximé
par une telle série mais la structure en cascade du système (nécessaire
à la synthèse par backstepping) était alors perdue lorsque l’ordre de
cette série dépassait un.

— l’application du Backstepping aux systèmes aéronautiques et spatiaux.
Le Backstepping s’applique en effet aux modèles cinématiques d’en-
gins pilotés comme les drones [10, 52, 38, 12] (quitte à supposer une
séparation des échelles de temps pour simplifier la synthèse) puisque
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la position est contrôlée par la vitesse, la vitesse par l’accélération
etc...Le Backstepping était d’ailleurs un bon candidat pour le guidage
basé vision puisque le modèle est alors cinématique (à ceci près qu’on
ne mesure pas tout l’état du système comme nous l’avons vu dans le
chapitre précédent). Pourtant, la synthèse des lois de guidage-pilotage
des engins aérospatiaux se fait souvent sur des modèles non pas ciné-
matiques mais dynamiques prenant en compte les effets aéroélastiques
(forces aérodynamiques et structurelles) ; nous nous sommes alors de-
mandés comment appliquer le Backstepping dans un tel contexte.

8.3 Nos contributions

8.3.1 Backstepping et commande échantillonnée

Nos travaux de thèse ont porté sur le redesign du Backstepping en pré-
sence de l’échantillonnage de la commande. En effet, en appliquant la mé-
thode proposée dans [9] nous pouvions approximer le discretisé exact du
système par une série de Taylor Lie si toutefois le pas d’échantillonnage est
suffisamment petit. Le problème de cette approche provenait du fait qu’un
système sous forme strict-feedback perdait sa structure particulière lorsque
l’ordre de la série était supérieur à 1. Pour y remedier, nous avons synthétisé
une loi de commande par Backstepping basée elle-aussi sur une série de Tay-
lor [18]. Nous avons ensuite considéré le problème des paramètres incertains ;
nous avons alors étendu le Backstepping adaptatif au cas échantillonné : cette
fois, nous avons du non seulement redesigner le Backstepping comme précé-
demment mais avons du aussi "reparamétriser" le système (au sens de [97])
à cause de l’apparition de puissances des paramètres incertains [100]. Nous
donnons à titre d’illustration la publication [18] en fin de chapitre.

8.3.2 Backstepping et modes souples

Le Backstepping peut perdre ses bonnes propriétés en présence de dy-
namiques négligées : par exemple, la thèse de M. Arcak s’est intéressée à
la dynamique des actionneurs et a proposé de robustifier la commande par
Backstepping lorsqu’on prend en compte les actionneurs [8].
Un autre problème d’importance est celui des modes souples ou vibrations in-
désirables que l’on trouve sur les systèmes aérospatiaux. Ces systèmes n’ont
souvent pas d’actionneurs dédiés à l’amortissement des modes souples. Le
domaine de la robotique présente d’ailleurs une large litérature de systèmes
sous-actionnés a contrôler [53, 98]. Seulement ces résultats ne sont pas tou-
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jours transposables au domaine de l’aérospatial (présence des forces aérody-
namiques, incertitudes paramétriques ou absence de mesure de l’état complet
du système).
Partant de quelques travaux de commande non linéaire de systèmes aérospa-
tiaux flexibles [54, 70] (ces derniers prenaient en compte les modes flexibles
dans la preuve de stabilite du systeme bouclé mais ne cherchaient pas forcé-
ment à amortir ces modes), nous avons cherché a modifier le Backstepping
qu’on synthétiserait sur le modèle rigide de manière a amortir davantage les
modes flexibles. Nous avons dénommé notre approche Backstepping flexible
[51]. Nous avons montré comment appliquer le Backstepping à deux classes
de systèmes non linéaires pouvant représenter des systèmes aérospatiaux [23].
Enfin, nous nous sommes aussi intéressés aux problèmes des incertitudes pa-
ramétriques et de la synthèse d’observateurs dans ce contexte. Par exemple,
nous avons combiné l’observation d’état et l’estimation paramétrique de ma-
nière à obtenir en temps fini l’estimation de quelques paramètres et de l’état
complet d’un lanceur [50]. Ces travaux se sont appuyés sur une méthode d’es-
timation algébrique [55]. Les publications [23, 50] sont données à la suite de
ce chapitre. La suite logique de ces travaux est la thèse d’Anthony Bourdelle
qui nous a permis d’étudier cette fois des modes de ballottement d’ergol dans
un satellite d’observation.

8.3.3 Backstepping borné et atterrissage basé vision

Durant très longtemps, la communauté scientifique pensait que la tech-
nique d’ajout d’integrateurs ne permettait pas d’obtenir une loi de commande
bornée. Les premiers travaux qui ont permis d’obtenir une telle propriété
datent de la fin des années 90. [57, 110]. Ces résultats ont fait ensuite l’ob-
jet d’extensions notamment pour contrôler des systèmes non autonomes [92].
Des retards ont même été introduits de manière à se passer du fait de calculer
les dérivées successives des pseudo-controleurs dans la synthèse de la com-
mande par Backstepping [93, 95]. C’est ce dernier point qui a retenu toute
notre attention lorsque nous avons travaillé sur notre problème d’atterrissage
basé vision. En effet, nous ne disposions que d’une information partielle de
l’état à cause de la projection perspective et ne souhaitions donc pas avoir
à determiner les dérivées successives des pseudo-contrôleurs dans la synthèse
d’une commande par Backstepping. Nous avons alors entamé une collabo-
ration avec l’Inria (F. Mazenc) et l’Université d’état de la Louisiane (M.
Malisoff) sur ce thème [94, 90] et avons ainsi proposé une nouvelle méthode
permettant de réaliser le guidage basé vision d’un aéronef sans avoir à esti-
mer la profondeur de champ de la caméra [89, 88]. Nous avons notamment
étudié ce problème lorsque les mesures provenant de l’image sont retardées
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et échantillonnées à cause de l’acquisition et du traitement des images : [88]
a été récemment acceptée à la revue Systems & Control Letters et est don-
née ci-après. Enfin, nous avons aussi pu nous passer du découplage guidage
longitudinal/latéral grâce à ce type de méthode [88].
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In this paper, we study the stabilization of non-linear sampled-data feedback control systems.
Our controller design is based on a backstepping procedure applied on the higher order
approximations of the exact discretized associated systems.

1. Introduction

This paper deals with the stabilization problem

of non-linear sampled-data feedback control systems.

Non-linear sampled-data feedback control systems

consist of a non-linear plant (described by a system of

first order ordinary differential equation) and a digital

controller. Thus, they mix continuous and discrete

variables and therefore, belong to the large class of

hybrid systems. Moreover, when we use a discretized

dynamical feedback and add the control in the state

variables, the sampled-data system is included into the

subclass of the time-dependent impulsive dynamical

systems as explained in Ye et al. (1998) and Burlion

et al. (2004).
There exist two main methods to design controllers

for sampled-data systems: the first one is known as

the ‘CTD’ method (also called emulation) and

involves discretizing a continuous controller (see for

instance Hermann et al. (1999) and Burlion et al.

(2004)); the second method is called the ‘DTD’ method

and involves designing a controller for an approxima-

tion of the exact discretized system (see for instance

Nesic et al. (1999), Nesic and Teel (2001) and Arcat

and Nesic (2004)), which is unknown most of the time.

The CTD method does not need the exact knowledge
of the sampling period and can achieve global
asymptotic stabilization. The DTD method based on
approximation can only achieve semi-global stabiliza-
tion but takes into account the sampling time value in
the controller design. Of course, both these methods
require that the sampling time is small enough to
work. Indeed, very high frequencies are required in
order to preserve the properties of the continuous con-
troller in the CTD method and to obtain good approx-
imations of the discretized system in the DTD method.
In this paper, we use the DTD method. In the last
few years, when people used this method, they only
considered the first order approximation of the exact
discretized system which was due to the difficulty of
the computations and to the appearance of some
power series of the controller that render the design
very difficult by changing the structure of the continuous
non-linear system. For instance, the Euler approxima-
tion is used in Nesic and Teel (2001) because it preserves
the feedback structure of the continuous-time plant.

More recently, the higher order approximations have
been introduced in the control design of sampled-
data systems (Nesic and Grüne 2005, Burlion et al.
2005) and this new technique paves the way for several
extensions.

We address the problem of extending the backstep-
ping procedure used in Nesic and Teel (2001) to the
higher order approximation of some non-linear*Corresponding author. Email: burlion@lss.supelec.fr
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sampled-data systems. As we shall see, although the
higher order approximations of the discretized system
seem to destroy the initial structure of the system at
first glance, it is still possible to apply a kind of
Backstepping design by assigning to the pseudo-
controllers and finally to the controller a specific struc-
ture based on some powers extension of the sampling
period.
The paper is organized as follows: we first discuss the

control design problem for one dimensional non-linear
sampled systems. In the x3, we address the problem for
a class of higher dimensional non-linear systems by
using a backstepping procedure. We finally illustrate
our result by an example and some numerical results.

1.1 Notations and mathematical preliminaries

We introduce the multi-index notations

. Ik :¼ ði0, . . . , ikÞ

. jIkj :¼ i0 þ � � � þ ik:

We denote by Newton’s multinomial formula the
following expression:

Xr
i¼0

ai

 !n

¼
X

Ir2f0, 1grþ1

jIr j¼n

n!

i0! . . . ir!
ai00 . . . a

ir
r :

We recall the notation of Lie derivative (i.e derivative of
a function along a vector field)

. Lf hðxÞ :¼ d=dt½hðxðtÞÞ�j _x¼fðxÞ ¼ @h=@x � fðxÞ

. LgLfhðxÞ :¼ LgðLfhðxÞÞ:

A function �: Rþ�
�!R

þ� is of class K1 if it is contin-
uous, cancels at zero and is strictly increasing and
unbounded.
As in Nesic and Grüne (2005), we say that a real func-

tion R(T, x) is of order T r and we write RðT, xÞ ¼ OðTrÞ

if whenever R is defined, there exist T,� > 0, � 2 K1

such that

8T,x s:t T 2 ½0,T �,kxk��, ¼)jRðT,xÞj�Tr�ðkxkÞ:

2. Stabilization of one-dimensional

sampled-data systems

Since the first controlled systems were analog, continu-
ous-control theory has been widely developed and the
simplest way to design a controller for a sampled-data
system (now digital controllers prevail) is to use contin-
uous-time controller design tools and to discretize the
controller using fast sampling. As explained in the
introduction, this method is called CTD method or
Emulation.

This technique is limited and completely ignores
sampling which is why alternative techniques based on
approximation of the exact discretized systems have
been developed. These techniques are the DTD methods
(the reader interested in a more complete introduction
on sampled-data systems can find more details in
Nesic et al. (1999), Laila (2005) and Chen and
Francis (1995)).

In this paper, we use the DTD method and propose to
adapt a well known control design technique for contin-
uous control theory named backstepping to the DTD
designs. In this section, we consider one-dimensional
sampled-data systems and we give the ideas that will
be used in our result.

Given a fixed sampling period T>0, we consider the
following non-linear sampled-data system: 8k 2 N,
8t 2 ½kT, ðkþ 1ÞT½

_x ¼ f1ðxÞ þ uk, ð1Þ

where x 2 R, u :¼ uk 2 R are the state and input
variables and f1 is an analytic function. The notation
‘uk’ means that the controller u is constant on each sam-
pling interval ½kT, ðkþ 1ÞT½.

For a given initial condition x0, the solution
t 7 �! xðx0, tÞ of (1) coincides with the solution of the
exact discretized system at each time t ¼ kT, k 2 N.
We note this solution xk ¼ xðx0, kT Þ. The exact
discretized system associated to (1) is

xkþ1 ¼ xk þ

Z ðkþ1ÞT

kT

f1ðxðsÞÞ þ ukds: ð2Þ

In order to prove that the state x(t) in (1) tends to 0
(for a given initial condition x0 and a sampling
period T ) as t tends to þ1, we only need to prove
that x(kT) tends to 0 as k�! þ1 when the dynamics
of the system are sufficiently smooth. Indeed, in this
case there exists h 2 K1 such that

8k 2 N, 8t 2 ½kT, ðkþ 1ÞT½, kxðtÞk� hðkxðkT ÞkÞ:

This last inequality is satisfied by using Gronwall’s
lemma and smooth properties of the functions govern-
ing the dynamic of the continuous state x(t). So, if we
succeed in proving that x(kT ) tends to 0 as
k�! þ1, we prove that x(t) tends to þ1 which was
the initial goal.

That is why DTD methods only deal with discrete
systems. Since the exact expression of (2) cannot be
computed in general, we consider Taylor series. There
exists T > 0 such that for all T 2 ½0,T½

xkþ1 ¼ xk þ T f1ðxkÞ þ ukð Þ þ
Xi¼2

1

Ti

i!
xðiÞðkTþÞ:
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We can now give a simple result which is at the root of
many extensions and which has spurred the next section.

Lemma 1: For all r 2 N
�, there exist � 2 R

þ�, a con-
troller uk :¼ ukðxðkÞ, r,�Þ such that the solution of (1)
taken at the sampling times satisfies

xðkT Þ ¼ ð1� �T Þ
kxð0Þ þ OðTrþ1Þ:

Hence, if T 2�0, minfT, 1=�g½, the system (2) is stabilized
to 0þOðTr þ 1Þ.

Proof: To simplify the notations, in the remaining of
the paper, we will use the notation x (resp. xþ, resp. u)
instead of x(kT ) (resp. xððkþ 1ÞT Þ, resp. uk). These
notations are often used for difference equations.
Considering the sampled-data system (1), there exists

T > 0 such that for all T 2 ½0,T½, its exact discretized
system coincides with

xþ ¼ xþ Tð f1ðxÞ þ uÞ þ
Xr
i¼2

Ti

i!
xðiÞ þ OðTrþ1Þ, ð3Þ

where OðTr þ 1Þ contains the remaining higher order
terms.
Since _uk ¼ 0 on ½kT, ðkþ 1ÞT½, one can express xðiÞ,

by using Lie derivatives,

xðiÞ :¼
X

fk1,..., kig2f0, 1g
i

ðLgk1
. . .Lgki

xÞujKij,

where jKij :¼ k1 þ � � � þ ki, g0 :¼ f1 and g1 :¼ 1.
Thus, noting

hij :¼
X

fk1,..., kig2f0, 1g
i

jKi j¼j

ðLgk1
. . .Lgki

xÞ,

one can express xðiÞ in the following form in powers of u:

xðiÞ :¼
Xi
j¼0

hijðxÞu
j: ð4Þ

Then, we apply the following controller:

u ¼
Xr
i¼1

Ti�1

i!
ui: ð5Þ

Using equations (3), (4) and (5) we have

xþ ¼ xþ Tðu1 þ f1ðxÞÞ

þ
Xr
i¼2

Ti

i!
ui þ

Xi
j¼0

hijðxÞ
Xr
i¼1

Ti�1

i!
ui

 !j !
þOðTrþ1Þ:

So, using Newton’s multinomial formula in order to
collect the terms in powers of the sampling period T,
one obtains an expression of the form

xþ ¼ xþ
Xr
i¼1

Ti

i!
ðui þ fiðx, u1, . . . , ui�1ÞÞ þ OðTrþ1Þ:

Then, one chooses the control in this way,

u1 ¼ �f1ðxÞ � �x

u2 ¼ �f2ðx, u1Þ

..

.

ur ¼ �frðx, u1, . . . , ur�1Þ,

8>>>><
>>>>:

where � 2 R
þ�.

Thus, the closed loop system is

xþ ¼ ð1� �T ÞxþOðTrþ1Þ:

Therefore, by a recursive procedure, we obtain

xðkT Þ ¼ ð1� �T Þ
kxð0Þ þ OðTrþ1Þ:

The power expansion of the exact discretized system is
convergent for all T 2�0,T½ and ð1� �T Þ

k converges to
0 for jTj < 1=�. Hence, the result. œ

3. Backstepping design for higher-dimensional

sampled-data systems

The idea of the first part stated for one dimensional
systems has already been developed in the work of
Nesic and Grüne (2005) for higher dimensional systems,
indeed, in Theorem 3.1 of that paper, a similar
expansion in powers of the sampling period was
obtained in the difference of a Lyapunov function
between two successive sampling points. Similarly to
our Lemma 1, considering the class of n-dimensional
sampled-data systems of the form

_x ¼ g0ðxÞ þ g1ðxÞuk

and given a Lyapunov function V, Nesic and Grüne
(2005) obtained an expression of the form

VðxþÞ ¼VðxÞþTðLg0VðxÞþLg1VðxÞu1Þ

þ
Xr
i¼2

Ti

i!
ðLg1VðxÞuiþ fiðx,u1, . . . ,ui�1ÞÞþOðTrþ1Þ:
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This expression was used to redesign controllers for
sampled-data systems but it was observed that the
controller can not in general cancel the higher order
terms since it is too strong to assume that each
fiðx, u1, . . . , ui�1Þ can be divided by Lg1VðxÞ and there-
fore cancelled by ui. So they proposed to minimize
each term ðLg1VðxÞui þ fiðx, u1, . . . , ui�1ÞÞ.
The purpose of the next result is to show that for one

special class of high dimensional non linear systems
named strict feedback systems, the ui’s can be computed
in order to ‘cancel’ exactly the remaining higher order
terms of the higher order approximations of the exact

discretized systems.
Let r 2 N be fixed. Given a fixed sampling period

T>0, we consider the following form of non-linear
sampled-data system, 8k 2 N, 8t 2 ½kT, ðkþ 1ÞT½

_� ¼ fð�Þ þ gð�Þ�

_� ¼ uk,

�
ð6Þ

where � 2 R
n, � 2 R, uk 2 R, and f, g are analytic

functions. Its associated exact discretized system is

�þ ¼ �þTð fð�Þ þ gð�Þ�Þ þ
Pr

i¼2

Ti

i!
�ðiÞðkT Þ þOðTrþ1Þ

�þ ¼ �þTu:

8<
:
Computations of the derivatives �ðiÞ’s show that they
can be expressed as functions of ð�, �, uÞ. We note that
�ðiÞðkT Þ :¼ �ið�, �, uÞ. The above discrete system is then
rewritten in the following form:

�þ ¼ �þ Tðfð�Þ þ gð�Þ�Þ þ
Xr
i¼1

Ti

i!
�ið�, �, uÞ þ OðTrþ1Þ

ð7Þ

�þ ¼ � þ Tu: ð8Þ

Theorem 1: Let us first consider the subsystem (7)
and let us suppose that there exists T such that for all
T 2�0,T½, for any function uT: ð�, �Þ 7�!

Pr�1
i¼1 ðT

i�1=i!Þ �
uið�, �Þ þ OðTrÞ sufficiently smooth, there exists
�Tð�Þ ¼

Pr
i¼1 ðT

i�1=i!Þ�ið�Þ (where �i is a differential
operator of ðu1, . . . , ui�1, �1, . . . , �i�1Þ) such that by substi-
tuting � :¼ � in (7) we obtain

�þð�Þ ¼ �þ Tf sð�,T Þ þ OðTrþ1Þ

and (7) is equivalently rewritten as

�þ ¼ �þ Tf sð�,T Þ þ Tð� � �ÞRð�,T, � � �Þ þ OðTrþ1Þ

and such that the following properties hold.

1. There exists a positive definite function W and a
function �T 2 K1

�W :¼ Wð�þð�ÞÞ �Wð�Þ � � �Tð�Þ þ OðTrþ1Þ:

2. There exist M�,M�, �T > 0 such that

Then, considering the full system (7), (8), for all

T 2�0,T½, there exist a controller uT: ð�, �Þ 7�!Pr
i¼1ðT

i�1=i!Þuið�, �Þ þ OðTrÞ (where ui is a differential

operator of (u1, . . . , ui�1, �1, . . . , �i�1)), M0>0, some

positive constant real numbers MT, c > 0, a function

� 2 K1 such that 8�0 2 f�,Vð�Þ �M0g, 8�0 2 f�, j��
�ð�0Þj �M�g, 8k 2 N

�VðkÞ :¼ Vð�ððkþ 1ÞT ÞÞ � Vð�ðkT ÞÞ � � �Tð�ðkT ÞÞ

þ �TM�ð1� cT Þ
k�ðj�0 � �ð�0ÞjÞ þ OðTrþ1Þ

and

�ðkT Þ � �ð�ðkT ÞÞ �!
k�!þ1

0þOðTrþ1Þ

where Vð�Þ :¼ lnð1þWð�ÞÞ (it is also a definite
positive function) and the expression of R is given by

the proof.

Remarks:

. The last inequality amounts to saying that

Vð�ðkT ÞÞ �!
k�!þ1

0þOðTrþ1Þ:

. Every notation of the form cT denotes a form like

cT :¼
P

ðTi=i!Þci so it is not unbounded as T�! 0:
. In this theorem, according to the hypothesis, �i is

a differential operator of ðu1, . . . , ui�1, �1, . . . , �i�1Þ,

note that there is no contradiction in building a

controller where ui is a differential operator of

ðu1, . . . , ui�1, �1, . . . , �iÞ. Indeed, given �1 one first

computes u1, then it is possible to compute �2, then
u2 is computed and so on.

Vð�Þ �M� þOðTrþ1Þ

j� � �ð�Þj �M� þOðTrþ1Þ

(
¼) kRð�,T, � � �Þk� �Tð1þ j� � �jÞð1þ Vð�ÞÞ þ OðTrþ1Þ:
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Proof: Let T 2�0,T½.

Step 1 (controller design). We note that �þð�Þ ¼ �þ
Tð f sð�,T ÞÞ þ OðTrþ1Þ.
We then consider

�þð�Þ ¼ �þTðfð�Þþ gð�Þ�Þþ
Xr
i¼2

Ti

i!
�ið�,�,uÞþOðTrþ1Þ

¼ �þTðf sð�,T ÞÞþTgð�Þð�� �Þþ
Xr
i¼2

Ti

i!

�
�
�ið�,�,uð�,�ÞÞ��ið�,�,uð�,�ÞÞ

�
þOðTrþ1Þ

¼ �þTðf sð�,T ÞÞþ ð�� �Þ

�

�
Tgð�Þþ

Xr
i¼2

Ti

i!

Z 1

0

@�i

@�

����
�¼ð�,�þsð���Þ,uð�,�þsð���ÞÞÞ

ds

�

þOðTrþ1Þ

:¼ �þTð f sð�,T ÞÞþTð�� �ÞRð�,T,�� �Þ

þOðTrþ1Þ:

By using, the decomposition in power expansions of T,
uT ¼

Pr
i¼1 ðT

i�1=i!Þui, � ¼
Pr

i¼1 ðT
i�1=i!Þ�i, and by

decomposing the expression of �þð�Þ in power expan-

sions of T, one obtain the following form:

�þ ¼ �þ Tf sð�,T Þ þ Tgð�Þð� � �Þ

þ
Xr
i¼2

Ti

i!
Gi

�
�, �, u1ð�, �Þ, . . . , ui�1ð�, �Þ

�

þ
Xr
i¼2

Ti

i!
Hi

�
�, �1, . . . , �i�1, u1ð�, �1Þ,

@u1
@�

ð�, �1Þ, . . . ,

@i�1u1
@�i�1

ð�, �1Þ, . . . , ui�2ð�, �1Þ,
@ui�2

@�
, ui�1ð�, �1Þ

�

þOðTrþ1Þ,

where the Hi ,Gi’s are sufficiently smooth and obtained
by computations. Moreover, the same can be done

for �ð�þÞ

�
þ
:¼ �ð�þÞ

¼ �ð�Þ þ
Xr
i¼1

Ti

i!
Mi

�
�, �, u1ð�, �Þ, . . . , ui�1ð�, �Þ

�

þ
Xr
i¼1

Ti

i!
Ni

�
�, �1, . . . , �i, u1ð�, �1Þ,

@u1
@�

ð�, �1Þ, . . . ,

@i�1u1
@�i�1

ð�, �1Þ, . . . , ui�2ð�, �1Þ,
@ui�2

@�
, ui�1ð�, �1Þ

�
þOðTrþ1Þ

:¼ �ð�Þ þ T�� þOðTrþ1Þ, ð9Þ

where the Mi’s and Ni’s are sufficiently smooth and
obtained by computations.

We then use the controller

u ¼ �cð� � �Þ þ��, ð10Þ

where c>0 and verifies cT < 1.

Remark: More exactly, if we look at the decomposition
in powers of T, we obtain:

u1 ¼ �cð� � �1Þ þM1ð�, �Þ þN1ð�, �1Þ

ui ¼
8i2f2,..., rg

c�i þMi

�
�, �, u1ð�, �Þ, . . . , ui�1ð�, �Þ

�

þNi

�
�, �1, . . . , �i, u1ð�, �1Þ,

@u1
@�

ð�, �1Þ, . . . ,

@i�1u1
@�i�1

ð�, �1Þ, . . . , ui�2ð�, �1Þ,
@ui�2

@�
, ui�1ð�, �1Þ

�

so, we compute u1, then �2, then u2 and so on.

Step 2 (Proof of the convergence). Let us first
consider � � �.

By computing �þ � �
þ
and by using the controller (10),

we obtain

�þ � �ð�þÞ ¼ ð1� cT Þð� � �ð�ÞÞ þ OðTrþ1Þ:

Hence, since 0 < cT < 1,

�ðkT Þ � �ð�ðkT ÞÞ ¼ ð1� cT Þ
k
ð�0 � �ð�0ÞÞ

þ OðTrþ1Þ �!
k�!þ1

0þOðTrþ1Þ:

ð11Þ

Let us now consider �.
We choose the following candidate Lyapunov

function:

Vð�Þ :¼ lnð1þWð�ÞÞ:

Stabilization of sampled-data non-linear systems 1091
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We choose this function because it has an interesting
property: indeed, j@V=@�j � 1

Vð�þÞ�Vð�Þ ¼V
�
�þTf sð�,TÞþT ð�� �ÞRð�,T,�� �Þ

þOðTrþ1Þ
�
�Vð�Þ

¼V
�
�þTf sð�,TÞþT ð�� �ÞRð�,T,�� �Þ

þOðTrþ1Þ
�
�Vð�þTf sð�,T ÞÞ

þVð�þTf sð�,TÞÞ�Vð�Þ

¼Vð�þTf sð�,TÞÞ�Vð�Þ

þ

�Z 1

0

@V

@�

����
�¼�þTf sð�,T Þþ�Tð���ÞRð�,T,���Þ

d�

�

�Tð�� �ÞRð�,T,�� �ÞþOðTrþ1Þ

� ��Tð�ÞþT jð�� �ÞRð�,T,�� �ÞjþOðTrþ1Þ

� ��Tð�ÞþT�Tj�� �jð1þj�� �jÞ

� ð1þVð�ÞÞþOðTrþ1Þ: ð12Þ

The last inequality is obtained by assuming that

Vð�Þ �M� þOðTrþ1Þ ð13Þ

j� � �ð�Þj �M� þOðTrþ1Þ: ð14Þ

The assumption (14) is easily verified by considering
equation (11) plus the assumption �0 2 f�, j��
�ð�0Þj �M�g.
By using (12) and (11), we define �T 2 K1 by

�Tðj�0 � �0jÞ ¼ �Tj�0 � �0jð1þ j�0 � �0jÞ:

In particular, 8k 2 N

Vð�ððkþ 1ÞT ÞÞ � Vð�ðkT ÞÞ

� ð1� cT Þ
kT�Tðj�0 � �0jÞð1þ Vð�ðkT ÞÞÞ þ OðTrþ1Þ:

Hence,

Vð�ððkþ 1ÞT ÞÞ þ 1

Vð�ðkT ÞÞ þ 1
� 1þ ð1� cT Þ

kT�Tðj�0 � �0jÞ

þ OðTrþ1Þ

lnðVð�ððkþ 1ÞT ÞÞ þ 1Þ

� lnðVð�0Þ þ 1Þ þ
Xk
j¼0

ln
�
1þ T�Tðj�0 � �0jÞð1� cT Þ j

�
þOðTrþ1Þ

� lnðVð�0Þ þ 1Þ þ
Xk
j¼0

T�Tðj�0 � �0jÞð1� cT Þ
j

þOðTrþ1Þ

� lnðVð�0Þ þ 1Þ þ
Xþ1

j¼0

T�Tðj�0 � �0jÞð1� cT Þ
j

þOðTrþ1Þ

¼ lnðVð�0Þ þ 1Þ þ
1

c
�Tðj�0 � �0jÞ:

Hence, 8k 2 N

Vð�ðkT ÞÞþ1�
�
Vð�0Þþ1

�
exp

�
1

c
�Tðj�0� �0jÞ

�
þOðTrþ1Þ:

Thus, by choosing M0 such that

�
M0 þ 1

�
exp

�
1

c
�Tðj�0 � �0jÞ

�
�M�

the assumption (13) is always verified i.e starting
from the subset Vð�0Þ �M0, V(�) will always satisfy
Vð�Þ �M�.

Moreover, by using these last inequalities and (12), we
finally obtain the expected result i.e

Vð�ððkþ 1ÞT ÞÞ � Vð�ðkT ÞÞ

� � �Tð�ðkT ÞÞ þ �TM�ð1� cT Þ
k�ðj�0 � �ð�0ÞjÞ

þ OðTrþ1Þ: &

4. Example and numerical results

4.1 Example

Let us consider the following example of two dimen-
sional strict-feedback systems:

_� ¼ �2 þ �

_� ¼ u:

�
ð15Þ

A classical backstepping design gives the following con-
tinuous controller:

ucð�, �Þ ¼ �2�� �2 � � � ð2�þ 1Þð� þ �2Þ:

When the controller is blocked on some intervals of
time by a zero order hold, the performances were
shown (Nesic and Teel 2001) to be better by using a con-
troller based on the Euler approximation of the dynamic

uEulerT ð�, �Þ ¼ ucð�, �Þ �
1

2
T �2 þ � � �þ 2ð� þ �2Þ2
� �

:
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Thanks to this controller, the system was semi-globally
stabilized to a ball of a given real radius (independent
of T). Thanks to our method, we achieve a stabilization
toward a ball of radius tending to 0þOðT3Þ.

Proposition 1: If T 2�0, 1½, the system (15) is stabilized
to 0þOðT3Þ by the controller

u ¼ �2�3 � 2�2 � 2�� � �� 2�

þ T ��4 þ 2�3 � 2��2 þ
3

2
�2 þ 2�� � �2 þ

1

2
�

� �
:

Proof: Considering the system (15), its exact discre-
tized system is written

�þ ¼ �þ Tð�2 þ �Þ þ
T2

2
ð2�3 þ 2�� þ uÞ þ OðT3Þ

�þ ¼ � þ Tu:

8<
:

We note that � ¼ �1 þ ðT=2Þ�2 and uð�, �Þ ¼ u1ð�, �Þ þ
ðT=2Þu2ð�, �Þ. Considering the subsystem

�þ ¼ �þ Tð�2 þ �Þ þ
T2

2
ð2�3 þ 2�� þ uð�, �ÞÞ þ OðT3Þ

¼ �þ Tð�2 þ �1Þ þ
T2

2
ð�2 þ 2�3 þ 2��1 þ u1ð�, �1ÞÞ

þ OðT3Þ:

We choose

�1 ¼ ��2 � �

�2 ¼ �2�3 � 2��1 � u1ð�, �1Þ ¼ 2�2 � u1ð�, �1ð�ÞÞ:

(

We then have

�þ ¼ ð1� T Þ�þ Tð� � �Þ þ
T2

2

�
2�ð� � �Þ þ u1ð�, �Þ

� u1ð�, �Þ
�
þOðT3Þ:

Hence

�
þ

1 ¼ �1 þ T
@�1
@�

�
� �þ � � �

�
þ T2 @�1

@�
�ð� � �Þ þ

T2

2

@�1
@�

ðu1ð�, �Þ � u1ð�, �ÞÞ

þ
T2

2

@2�1
@�2

�
� �þ � � �

�2
þOðT3Þ

�
þ

2 ¼ �2 þ T
@�2
@�

�
� �þ � � �

�
þOðT2Þ:

Hence

u1 ¼ �ð� � �1Þ þ
@�1
@�

ð��þ � � �1Þ

¼ �2�3 � 2�2 � 2�� � �� 2�: ð16Þ

Hence

�2 ¼ 2�2 � u1ð�, �1ð�ÞÞ

¼ 2�2 þ 2�3 þ 2�2 þ 2�ð��2 � �Þ þ �þ 2ð��2 � �Þ

¼ ��: ð17Þ

Moreover

u2 ¼ �2�
@�1
@�

�2þ 2
@�1
@�

�ð�� �1Þþ
@�1
@�

ðu1ð�,�Þ� u1ð�,�1ÞÞ

þ
@2�1
@�2

�
��þ �� �1

�2
�
@�2
@�

ð��þ �� �Þ

¼ �2�ð2�þ 1Þ
�
� �2� 2ð�� �1Þ

�
�2
�
� �þ �� �1

�2
�ð��þ �� �Þ

¼���ð2�þ 1Þ
�
�� 2ð�þ �þ �2Þ

�
�2
�
�þ �2

�2
�ð�þ �2Þ

¼�2�4þ 4�3� 4��2þ 3�2þ 4��� 2�2þ �:

Hence, the controller

u ¼ u1 þ
T

2
u2 ¼ �2�3 � 2�2 � 2�� � �� 2�

þ T ��4 þ 2�3 � 2��2 þ
3

2
�2 þ 2�� � �2 þ

1

2
�

� �
: &

We computed a controller of order 2 and its design
required many computations. Since the computations
are more and more huge as the order increases, it is
difficult to use our technique and this is its weakness.
However, to deal with this drawback, one can imple-
ment the algorithm on Maple software. For instance,
going up to the order 3, the controller would be

u ¼ �2�3 � 2�2 � 2�� � �� 2�

þ T ��4 þ 2�3 � 2��2 þ
3

2
�2 þ 2�� � �2 þ

1

2
�

� �

þ T2

�
1

3
��2 þ

13

6
�2 þ

2

3
��3 þ

3

2
�4 þ

1

3
�5 þ

1

2
�3

þ
11

3
��2 þ

5

6
�� þ

1

6
�2
�
:

4.2 Numerical results

T ¼ 0:5, uNT denotes the controller of Nesic and
Teel (2001). uhot denotes our controller (which according
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to our method can be refined by using higher order
terms in the control design and then it is possible to
obtain better results at the sake of more computations).
For figures 1–3, the upper graphs are the results

obtained by using the controller uNT and whereas the
graphs below illustrate the results obtained with
controller unot method. It seems that our controller is
a bit faster and most of the time with less overshoot.

5. Conclusion and future work

In this paper, we have used higher order approximations
of the exact-discretized system of a given one dimen-
sional sampled-data system and we have deduced a
way to design a stabilizing feedback with a given
precision. This precision improves as the order of the
approximations of the exact-discretized system increases
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Figure 1. ð�ð0Þ, �ð0ÞÞ ¼ ð1:6, 0:5Þ.
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Figure 2. ð�ð0Þ, �ð0ÞÞ ¼ ð�1, �10Þ.
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but this is at the price of more computations in order to
obtain the controller terms. The main idea of decompos-
ing the controller into a series in powers of the sampling
time T has then been applied to a class of higher order
non-linear sampled-data systems and we have proposed
a kind of new backstepping design for this specific
class. However, the proposed design requires many
computations and we suggest the use of computer
algebra softwares to systematically get the higher order
terms of the controller.
Further extensions of the method are currently under

investigation. Other classes of non-linear sampled-data
systems can be considered and further research may
also be carried out in the field of robust and adaptive
control of non linear sampled-data systems.
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Global asymptotic stabilization for some nonlinear models of flexible
aerospace vehicles

Laurent Burlion1, Elodie Duraffourg1, Tarek Ahmed-Ali2 and Françoise Lamnabhi-Lagarrigue3

Abstract— New strategies are proposed to design GAS con-
trollers for two significant classes of nonlinear flexible systems.
Inspired by a non affine control technique, we have designed
some novel nonlinear control laws which use the full state in
order to enhance the damping of the flexible modes: this new
design is all the more interesting than the classes of considered
systems belong to non triangular nonlinear systems. Finally, the
effectiveness of our approach is illustrated on simplified models
of a flexible launcher and spacecraft.

I. INTRODUCTION
In the last years the stabilization problem of flexible

nonlinear systems has received a great attention. This interest
is motivated by the fact that flexible modes can generate
a very bad transient even if the system is a minimum-
phase one. Several results concerning this topic exist in the
literature : a typical design is to combine a nominal nonlinear
controller with a vibration absorber controller.
This ’vibration absorber’ is often based on the well known
method of Input Shaping [1], [2], [3], [4] which has the major
advantage to require merely relatively good approximation of
modeling coefficients instead of direct measurements of the
flexible modes : however, this useful method is by nature a
linear method which can be used when the initial conditions
are known and when the interaction between the flexible state
and rigid ones is linear (although a few results exist in the
nonlinear case e.g [5]). Another approach is to combine a
nonlinear controller with a linear controller which uses the
flexible modes and (only) locally damps them out [6], [7].
Open loop or robust feedforward methods can also be used
to design a reference trajectory for the rigid state such
that the oscillations of the flexible modes remain relatively
low [8], [5], [9] but it seems tricky to apply these methods
on a large nonlinear operating domain when the systems
parameters are uncertain and when there is a lot of flexible
modes.
Recently, new nonlinear Lyapunov based approaches have
been proposed for the stabilization problem of flexible
aerospace systems when there is a large number of flexible
modes and a strong nonlinear coupling between flexible and
rigid modes [10], [11], [12], [13] : technically speaking, al-
though these systems are minimum phase, they belong to the

1 L. Burlion and E. Duraffourg are with Onera - The French Aerospace
Lab, F-31055 Toulouse, France. Laurent.Burlion (at)
onera.fr Elodie.Duraffourg (at) onera.fr

2 T. Ahmed-Ali is with Ecole Nationale Supérieure d’Ingénieurs de Caen
(ENSICAEN), 6 boulevard du Marchal Juin 14050 Caen Cedex 4, France.
tarek.ahmed-ali (at) greyc.ensicaen.fr

3 F. Lamnabhi-Lagarrigue is with L2S-CNRS, Supélec, 3 rue
Joliot Curie, 91192 Gif-sur-Yvette, France. lamnabhi (at)
lss.supelec.fr

class of underactuated non triangular nonlinear systems [15],
which renders tedious the twofold objective of stabilizing
the system and damping out the oscillations of the flexible
modes. In this paper, we propose to enlarge these results
by either adding more damping to the flexible dynamics
[10], [12], [13] either studying larger classes of systems [11].
The control schemes developed in this paper are based on the
result of [16] which is a systematic design approach to add
Lyapunov decrease to non affine nonlinear systems whose
free dynamics are stable. Moreover, the major difference
of our approach compared to classical methods is the fact
that the controllers are first designed to stabilize the flexible
modes (i.e the zero dynamics) and then extended to stabilize
the full state.
The present paper is organized as follows : in section II, the
class of nonlinear systems studied here are presented and
motivated by some examples of flexible nonlinear systems.
Then, we briefly recall the result of [16] used to determine
the new control laws proposed in this paper : we show how
one can both globally stabilize these classes of systems and
add damping to the flexible dynamics. The two following
sections illustrate our results on a flexible launch vehicle
and a spacecraft model. We finally give our conclusions and
some future research directions.

A. Notations
Let m∈N . Throughout the paper, the following notations

will be used:
• ‖.‖ is the Euclidean norm in Rm

• Given a smooth function V : R2m −→R and a vector
field g : R2m −→ R2m, LgV := ∂V

∂x g denotes the Lie-
derivative of V with respect to g

• a continuous function σ : R>0−→R>0 belongs to class
K it is monotonic increasing and σ(0) = 0

• a continuous function σ of class K belongs to class
K∞ if it is unbounded

• given a symmetric matrix P, its minimal (resp. maximal)
eigenvalue is denoted by λmin(P) (resp. λmax(P))

II. PROBLEM FORMULATION
In this paper, we consider the stabilization problem of the

following classes of minimum-phase nonlinear systems :

A. Class I


ẋ1 = x2
ẋ2 = u
η̇1 = η2
η̇2 = Aη η +Bη u+P1

η(x1)+P2
η(x1)x2

(1)
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This class of systems satisfies the following properties :
• x1,x2,u ∈R and η := [η1;η2] ∈R2m, m ∈N

•

[
0 Im
Aη

]
is a real Hurwitz matrix and its eigenvalues are

all complex conjugates
• η1 is a vector whose coordinates are called the flexible

modes
• the dynamics of x = [x1;x2] (resp. [η1;η2]) is called the

rigid (resp. flexible) dynamics
• all the eT

i P1
η , i ∈ {1,m} are polynomials of degrees ≤

d1 , where d1 ∈N . Moreover, each eT
i P1

η , i ∈ {1,m}
vanishes at 0.

• all the eT
i P2

η , i∈ {1,m} are polynomials of degrees ≤ d2
, where d2 ∈N

B. Class II


ẋ1 = x2
ẋ2 = u
η̇1 = η2
η̇2 = Aη η +Bη u+ fη(x1)+gη(x1,η1)x2

2

(2)

which verifies the following properties:
• x1,x2,u ∈R and η := [η1;η2] ∈R2m, m ∈N

•

[
0 Im
Aη

]
is a real Hurwitz matrix and its eigenvalues are

all complex conjugates
• η1 is a vector whose coordinates are called the flexible

modes
• the dynamics of x = [x1;x2] (resp. [η1;η2]) is called the

rigid (resp. flexible) dynamics
• fη (resp.gη ) is a smooth and globally k f -(resp.

kg)Lipschitz function and all the eT
i Pη , i ∈ {1,m} are

polynomials of degrees ≤ l , where l ∈N

It has to be noticed that there exist several flexible aerospace
vehicles which are described by the above two classes of
nonlinear systems. We can cite for instance :
• the rotational dynamics of a flexible hypersonic vehicle

belongs to class I (see for more details the modeling
in [17] and some changes of coordinates leading to the
class I form in [11]).

• the longitudinal dynamics of a flexible launch vehicle
belongs to class I (see [18])

• the model of a spacecraft with a flexible attachment
belongs to class II (see [14])

• the rotational dynamics of space vehicles with propel-
lant sloshing mode belongs to class II (see [12], [13]
when ax = az = 0)

It is well-known that if the zero dynamics of the above
systems are supposed asymptotically stable and by con-
sidering the state x1 as output, then there exist several
classical methods(e.g Backstepping [19] and Input/Output
Linearization [20]), which solve the global asymptotic sta-
bilization problem of these classes of systems. The most
important drawback of these methods is that they do not
integrate the zero dynamics in the design of the proposed

controllers. This fact generates bad performances of the zero
dynamics transients, which means that the flexible modes
of several aerospace vehicles will exhibit some undesired
oscillations. In the present work, we shall design some
nonlinear controllers which simultaneously ensure a global
asymptotic stability in closed loop and also improve the tran-
sient dynamics of the flexible modes. The major difference
of the proposed schemes compared to the classical methods
is in the fact that the controller is at first designed to stabilize
the zero dynamics. This fact induces an improvement of the
flexible modes behavior quality.

III. MAIN RESULTS

Before presenting our main results, we need to give the
following important technical result which is largely derived
from the work of [16] :
Lemma 1[Wei Lin, [16]] : Consider a single-input non affine
nonlinear system of the following form :

ż = f0(z)+g0(z)u+
l

∑
i=2

gi(z)ui (3)

where u ∈ R, gi : R2m −→ R2m, 2 ≤ i ≤ l, are smooth
functions. Suppose the unforced dynamics f0 is such that
there exists a function V : R2m −→R, α0 of class K , and
α1,α2 of class K∞ such that ∀z

α1(‖z‖)≤V (z)≤ α2(‖z‖) (4)

V̇|u=0 =
∂V
∂ z

f0(z)≤−α0(z) (5)

then the unforced system is GAS and the following control
law

u(z) = ϕ(z) :=
−β

1+‖∂V/∂ z‖2ρ(z)2
Lg0V (z)

1+(Lg0V (z))2 (6)

where

ρ(z)≥
l

∑
i=2

1+‖gi(z)‖2 (7)

and β ∈]0,1[ still renders system (3) GAS such that :

V̇ ≤ V̇|u=0−
(1−β )

1+‖∂V/∂ z‖2ρ(z)2
(Lg0V (z))2

1+(Lg0V (z))2 ≤ V̇|u=0

(8)
In this case, we say that u adds damping to system (3)
since it achieves more Lyapunov decrease.

Now, we are able to give the following propositions:

A. Stabilization of Class I

Proposition 1: let us consider the class of systems (1),
then there exists a nonlinear feedback control law which
simultaneously ensures the global asymptotic stability of the
origin of the closed loop system and improves the transient
of its corresponding zero dynamics.

Proof:

4231



In order to prove the above proposition, let us consider the
following change of coordinates:{

η̄1 = η1−Bη x1
η̄2 = η2−Bη x2

(9)

then, we obtain :
ẋ1 = x2
ẋ2 = u
˙̄η1 = η̄2
˙̄η2 = Aη η̄ +P1

η̄
(x1)+P2

η̄
(x1)x2

(10)

where :

P1
η̄(x1) := P1

η(x1)+Aη

[
Bη

0

]
x1

P2
η̄(x1) := P2

η(x1)+Aη

[
0

Bη

]
From this, we can easily see that system (10) is a non-
triangular nonlinear system non affine in x1 but affine in
x2 according to the classification of underactuated nonlinear
systems proposed in [15]. In order to remove x2 in the flexi-
ble dynamics, let us use the following change of coordinates:

z1 = η̄1

z2 = η̄2−
[∫ 1

0 P2
η̄
(sx1)ds

]
x1

:= η̄2−P3
η̄
(x1)x1

(11)

Indeed, one can check that :
d
dt

P3
η̄(x1)x1 = P2

η̄(x1)x2

and that P3
η̄
(x1)x1 is a polynomial of degree ≤ d2, then we

obtain 
ẋ1 = x2
ẋ2 = u
ż1 = z2 +P3

η̄
(x1)x1

ż2 = Aη z+P4
η̄
(x1)

(12)

where

P4
η̄(x1) = Aη

[
0

P3
η̄
(x1)x1

]
+P1

η̄(x1)

is of degree ≤max{d1,d2}.
Let us set z = [z1;z2]. As we can see from (12), the z-
dynamics of the above system can now be viewed as a non
affine triangular nonlinear system with respect to the input x1.

Since
[

0 Im
Aη

]
is Hurwitz, then there exists Pz = PT

z ,Qz > 0

such that : [
0 Im
Aη

]T

Pz +Pz

[
0 Im
Aη

]
≤−Qz. (13)

We thus propose to use Vz = zT Pzz and we compute ϕ

according to (6) where :

V := Vz

g0(z) = g0 =

[
P3

η̄
(0)

d
dx1

P4
η̄
(0)

]

gi(z)
∀i∈{2,l}
= gi =

(i−1)! di−1

dxi−1
1

P3
η̄
(0)

i! di

dxi
1
P4

η̄
(0)

 (14)

We choose
δ1 = x1−ϕ(z) (15)

Using (8) and the fact that :

∀i ∈N , xi
1 = [ϕ +δ1]

i = ϕ
i +

i−1

∑
k=0

Ck
i ϕ

k
δ

i−k
1

then we have

V̇ ≤ −zT Qzz−
(1−β )

1+‖∂V/∂ z‖2ρ(z)2
(Lg0V (z))2

1+(Lg0V (z))2

+

(Lg0V )+ ∑
2≤i≤l

0≤k≤i−1

Ck
i ϕ

k(LgiV )δ i−k−1
1

δ1

Now, in order to design our controller, we shall use the
classical Backstepping design [19] and consider the following
Lyapunov function:

W1 =V (z)+
1
2

δ
2
1 +

1
2

δ
2
2 (16)

where δ2 := x2− x̄2 and

x̄2 =−k1δ1 + ϕ̇−

(Lg0V )+ ∑
2≤i≤l

0≤k≤i−1

Ck
i ϕ

k(LgiV )δ i−k−1
1


(17)

where k1 > 0. If we choose the following control law :

u =−δ1− k2δ2 +
d
dt
(x̄2) (18)

where k2 > 0, then we obtain

Ẇ1 = −zT Qzz−
(1−β )

1+‖∂V/∂ z‖2ρ(z)2
(Lg0V (z))2

1+(Lg0V (z))2

−k1δ
2
1 − k2δ

2
2 (19)

which means the origin is GAS. This ends the proof.

B. Stabilization of Class II

Proposition 2: let us consider the class of systems (2)
and define a bounded C1 function χ and a positive constant
Mχ > 0 such that ∀x1,{

|χ(x1)| ≤ Mχ min(|x1|,1)
x1χ(x1) ≤ −Mχ‖x1‖

(20)

then there exists a nonlinear feedback control law which
simultaneously ensures the global asymptotic stability of the
origin of the closed loop system and improves the transient
of the corresponding zero dynamics.

Proof:
Let us give step by step the control law design:

1) Firstly, as for the above proposition, let us introduce a
change of coordinates to eliminate u from the flexible
dynamics: {

η̄1 = η1−Bη x1
η̄2 = η2−Bη x2

(21)
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in order to obtain a non linear system of the following
form :

ẋ1 = x2
ẋ2 = u
˙̄η1 = η̄2
η̇2 = Aη η̄ + f̄η(x1)+ ḡ2x2 + ḡη(x1, η̄1)x2

2
(22)

where ḡ2 := Aη

[
0

Bη

]
, f̄η(x1) = fη(x1)+Aη

[
Bη

0

]
and

ḡη(x1, η̄1) = g(x1,η1).
It is worth noting that such a system is a nontriangular
nonlinear system non affine in x1 and x2 according to
the classification of underactuated nonlinear systems
proposed in [15].

2) Let us note z = [x1; η̄1; η̄2] and let us use the fact
that x2 = χ(x1)+ (x2− χ(x1)). Then, let us write the
dynamics of z :

ż = f0(z)+g0(z)(x2−χ(x1))+g2(z)(x2−χ(x1))
2

(23)
where:

f0(z) =


χ(x1)
η̄2
Aη η̄ + f̄ (x1)+ ḡ2χ + ḡη(x1, η̄1)χ

2

g0(z) =

 1
0
ḡ2 +2ḡη(x1, η̄1)χ(x1)

g2(z) =

 0
0
ḡη(x1, η̄1)

3) then, given Pz = PT
z ,Qz > 0 satisfying (13), we pro-

pose:

V = log
(
1+ η̄

T Pzη̄
)
+

c1

2
x2

1

:= log(1+Vη̄)+
c1

2
x2

1 (24)

where c1,c2 > 0 are given below.
From this we obtain :

V̇ =
−η̄T Qzη̄

1+Vη̄

+ c1x1χ(x1)

+2
η̄T Pz

1+Vη̄

(
f̄ (x1)+ ḡ2χ(x1)+ ḡη(x1, η̄1)χ

2(x1)
)

+(Lg0(z)V )(x2−χ(x1))+(Lg2(z)V )(x2−χ(x1))
2

(25)

4) Using the fact that 2 η̄T Pz
1+Vη̄

= 2η̄T P1/2
z

1+(P1/2
z η̄)T (P1/2

z η̄)
P1/2

z and

the assumptions on f̄ , ḡ, and χ , then we have :∥∥∥∥2
η̄T Pz

1+Vη̄

f̄ (x1)

∥∥∥∥ =

∥∥∥∥∥
(

2η̄T P1/2
z

1+Vη̄

)
P1/2

z f̄ (x1)

∥∥∥∥∥
≤ k f λmax

(
P1/2

z

)
‖x1‖ (26)∥∥∥∥2

η̄T Pz

1+Vη̄

ḡ2χ(x1)

∥∥∥∥ ≤ Mχ‖g2‖λmax

(
P1/2

z

)
‖x1‖

(27)

∥∥∥∥2
η̄T Pz

1+Vη̄

ḡη χ
2(x1)

∥∥∥∥ ≤ M2
χ λmax

(
P1/2

z

)
‖x1‖

+2kgMχ‖x1‖ (28)

So, let us choose c1 > 0 such that :

c1 =
c̄1 +(k f +Mχ‖g2‖+ kgM2

χ)λmax

(
P1/2

z

)
+2kgMχ

Mχ

(29)
with c̄1 > 0, then we obtain,

V̇ ≤ −η̄T Qzη̄

1+Vη̄

− c̄1‖x1‖+(Lg0(z)V )(x2−χ(x1))

+(Lg2(z)V )(x2−χ(x1))
2 (30)

5) then we use x2− χ(x1) = (x2− χ(x1)−ϕ(z))+ϕ(z)
where ϕ is given by (6). After a few computations,
we obtain :

V̇ ≤ −η̄T Qzη̄

1+Vη̄

− c̄1‖x1‖

− (1−β )

1+‖∂V/∂ z‖2ρ(z)2
(Lg0V (z))2

1+(Lg0V (z))2

+
[
(Lg0V )+2ϕ(z)Lg2V +(Lg2V )δ2

]
δ2

(31)

where
δ2 := x2−χ(x1)−ϕ(z) (32)

6) finally, if we use the following Lyapunov candidate
function :

W2 =V +
1
2

δ
2
2 (33)

and by choosing the following control law :

u = −k2(x2−χ(x1))− (Lg0V )−2ϕ(z)Lg2V

−(Lg2V )δ2 +
d
dt
(χ(x1)+ϕ(z)) (34)

where k2 > 0, we derive that :

V̇ ≤ −η̄T Qzη̄

1+Vη̄

− c̄1‖x1‖− k2δ
2
2

− (1−β )

1+‖∂V/∂ z‖2ρ(z)2
(Lg0V (z))2

1+(Lg0V (z))2

(35)

from this we conclude that the origin of system (2) is
GAS.

IV. APPLICATION TO A NONLINEAR MODEL OF A
FLEXIBLE LAUNCH VEHICLE

A. Mathematical Model

From the full Mathematical model of a flexible launch
vehicle obtained by using the Lagrange equations, we extract
the rotational ’fast’ dynamics (for more details, see ([18])):

ψ̇ = q

q̇ = − laero

IL
L(ψ)+

T
IL
(LT r−h)η1 +

T LT

IL
β

η̈1 = −ω2η1−2ξ ωη̇1 +hrT η1 +hT β

(36)
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where ψ,η1 belong to R (We only consider the first flexible
mode which is known to be the only one to be relevant to
consider in the control design) and β ∈R is the control.
where the lift is a non-linear function of the attitude, given
by:

L(ψ) = q̄S
(
C1

Lψ +C2
Lψ

2)= L̄(ψ)ψ

B. Controller design
First we use the notation :

u :=− laero

IL
L(ψ)+

T
IL
(LT r−h)η1 +

T LT

IL
β

By noting x1 = ψ,x2 = q, η̇1 = η2, we obtain a model which
belongs to the Class I :

ẋ1 = x2
ẋ2 = u
η̇1 = η2

η̇2 = −ω̄2η1−2ξ ωη2 +
hlaero

LT
L(x1)+

hIL
LT

u

(37)

with ω̄2 := ω2 +
hT
LT

(LT r−h)−hrT .

Applying the design method described in the proof of
proposition 1, then we obtain : the following dynamics :

ẋ1 = x2
ẋ2 = u
ż1 = z2−2ξ ω

hIL
LT

x1

ż2 = −ω̄2z1−2ξ ωz2 +
h

LT

(
4ξ 2ω2IL− ω̄2IL

+laeroq̄SC1
L

)
x1 +

hlaero
LT

q̄SC2
Lx2

1

We then numerically solve the Lyapunov equation by con-
sidering the equality (instead of the inequality) associated to
(13). We obtain :

V = zT Pzz (38)

we then compute ϕ according to (6) ; in this case, we use :

g0 =
h

LT

[
−2ξ ωIL

4ξ 2ω2IL− ω̄2IL + laeroq̄SC1
L

]
(39)

g2 =
h

LT

[
0

laeroq̄SC2
L

]
(40)

Then, given two gains k1,k2 > 0 the proposed controller is :

u =−(x1−ϕ(z))− k2(x2− x̄2)+
d
dt

x̄2 (41)

where:

x̄2 = −k1(x1−ϕ(z))+ ϕ̇−Lg0V

−(Lg2V )(x1−ϕ(z))−2ϕ(z)(Lg2V )

= −k1(x1−ϕ(z))+ ϕ̇−Lg0V − (Lg2V )(x1 +ϕ(z))

(42)

This law is compared to the following ’nominal’ Backstep-
ping law :

u0 = −x1− k2(x2− x̄20)+
d
dt

x̄20

:= −x1− k2(x2 + k1x1)−
d
dt
(k1x1)

= −(1+ k1k2)x1− (k1 + k2)x2 (43)

C. Numerical results

The damping of the flexible mode is chosen very low
(0.01) and the simulations are performed under the initial
conditions ψ(0) = 20 deg, q(0) = 20 deg/s far from the
origin.
Figure (1) shows in blue (resp. in orange) the evolution of
both ψ and η1 when the controller u (resp. u0) is applied
to the system. We observe that controller u enhances the
transient of the flexible mode.

V. APPLICATION TO A NONLINEAR MODEL OF A
FLEXIBLE SPACECRAFT

A. Mathematical Model

We consider the following model of a flexible attachment
to a spacecraft which has been obtained after a partial
feedback linearization [14]

ẋ1 = x2
ẋ2 = u
η̇1 = η2
η̇2 = −ω2η1−2ξ ωη2 +η1x2

2−αu

(44)

B. Controller design

Applying the design method described in the proof of
proposition 2, we first use the following change of coor-
dinates :

z =

 x1
η̄1
η̄2

:=

 x1
η1 +αx1
η2 +αx2

(45)

We then numerically solve the Lyapunov equation by con-
sidering the equality (instead of the inequality) associated to
(13). We obtain :

Vη̄ = η̄
T Pzη̄ (46)

Then we choose (for instance)

χ(x1) =−Mχ tanh(x1) (47)

where Mχ > 0 and we rewrite the dynamics as follows :

ż = f0(z)+g0(z)(x2−χ(x1))+g2(z)(x2−χ(x1))
2

= f0(z)+g0(z)ϕ(z)+g2(z)ϕ2 +g0(z)δ2

v+2g2(z)ϕ(z)δ2 +g2(z)δ 2
2 (48)

we then compute ϕ according to (6) ; in this case, we use :

V = log(1+Vη̄)+
1
2

c1x2
1

f0 =


χ(x1)
η̄2
−ω2η̄1−2ξ ωη̄2 +ω2αx1
+2ξ ωαχ(x1)+(η̄1−αx1)χ

2(x1)

g0 =

 1
0
2ξ ωα +2(η̄1−αx1)χ(x1)

g2 =

 0
0
η̄1−αx1
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Our control law is finally given by (41) and compared to the
following ’nominal’ Backstepping control law :

u0 = −k2(x2−χ(x1))+ χ̇(x1)

= −k2(x2 +Mχ tanh(x1))−Mχ(1− tanh2(x1))x2

(49)

C. Numerical results

In order to give more importance to the nonlinear term
in x2

2, we used a high coupling coefficient α = −1 (by
comparison to the very small value of a real model [14]).
Moreover, the damping of the flexible mode is chosen
very low (0.01) and the simulation model is run under the
following initial conditions x1(0) = 45 deg, x2(0) = 0 deg/s
far from the origin. Figure (2) clearly shows the damping
enhancement of the flexible mode when we apply our novel
controller (in blue).

VI. CONCLUSIONS

New strategies have been proposed to design GAS con-
trollers for two significant classes of nonlinear minimum
phase systems. Inspired by a non affine control method
[16], we have designed some novel nonlinear control laws
which take into account the zero dynamics of the considered
systems. In future work, we will extend our results to systems
with uncertain parameters and unmeasured flexible states.

VII. FIGURES

Fig. 1. Application 1 : evolution of ψ(t) and η1(t) (below)
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Article

Finite-time observer-based backstepping
control of a flexible launch vehicle

Elodie Duraffourg1, Laurent Burlion1 and Tarek Ahmed-Ali2

Abstract

In this paper, a longitudinal model of a space launch vehicle was developed using the Lagrange mechanism and a free–free

Euler–Bernoulli beam model. The aim was to propose a model including one flexible mode plus a nonlinear aerodynamic

coefficient for nonlinear control design. We then studied the output feedback problem raised by using such a nonlinear

model. The main achievement is to propose a new finite-time state observer when the measured outputs are corrupted

by an unidentified flexible mode. This effect may destabilize a classical backstepping control law applied to the rigid

model. To achieve this, a backstepping control law was redesigned to damp out the flexible mode, once measured and

characterized. Hence a new adaptive finite time observer was developed. Closed-loop simulations show the effectiveness

of the observer in combination with a redesigned backstepping control law when sensors and the launcher nozzle are

collocated.

Keywords

Nonlinear control, backstepping, observer design, flexible modes

1. Introduction

The problem of finite-time observation for linear and
nonlinear systems has been widely investigated over the
past decades. Two classes of observers emerge in the
series of methods that achieve finite-time convergence.
The first one, based on the use of delay, has deserved
a lot of attention (Engel and Kreisselmeier, 2002;
Menold et al., 2003). Recently, in Karafyllis and
Jiang (2011), a novel hybrid dead-beat observer which
uses delays has been proposed. The history of the
output is used in order to estimate the state of the
system. Sliding mode observers, widely researched in
the literature, make up the second class (see Ahmed-
Ali and Lamnabhi Lagarrigue, 1999; Shtessel et al.,
2010, for instance). More recently, homogeneous
finite-time observers have been developed for a specific
class of nonlinear system in Perruquetti et al. (2008).
Most of these approaches make the assumption that the
system structure and parameters are known.

In this paper we propose to design a finite-time
observer for a space launch vehicle which belongs to
the class of uncertain nonlinear systems. Researchers
have recently investigated this subject in the field of
nonlinear control. Several solutions have been pro-
posed. Some of them, on the one hand, addressed

the problem of unknown parameters and uncertainties
using a direct-adaptive, (Fiorentini et al., 2009; Hu
et al., 2012), or time varying controller (Hervas and
Reyhanoglu, 2012). Nevertheless, only rigid states (atti-
tude angle and pitch rate) are used in these proposed
methods. A great deal of further effort has been
devoted to stabilize uncertain nonlinear systems with
disturbances (Pan et al., 2015a; Yu et al., 2015). Such
control methods are also applied to vehicle suspension
systems (Pan et al., 2015b; Sun et al., 2016). Current
active research in the field of flexible robots also aims
at achieving robustness to model uncertainties and dis-
turbances (see, e.g., De Luca, 2015, and references
therein).

On the other hand, estimating the flexible states is
often necessary for control design purposes: for
instance, Hu (2009) uses them to actively reduce the
vibrations of a flexible spacecraft. Using a sliding
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mode state observer, Shtessel et al. (2010) estimate the
flexible states (mode shape coordinates and their time
derivatives) in order to remove the undesirable dynamics
from the measurements. These approaches unfortunately
require a strong knowledge of the mathematical model
of the system, in particular parameters for the flexible
modes (natural frequency and damping of the bending
modes). However, to the best of our knowledge, the
design of a finite-time observer has not been achieved
on uncertain nonlinear aerospace models.

Due to mass constraints, space vehicles tend to have
lightweight and flexible structures with low natural fre-
quencies, distorting sensor measurements and adding
stability problems during flight. Indeed, sensor meas-
urements deliver rigid launcher motion plus flexible dis-
placements at the location of the sensor. Consequently,
the location of the sensors has a significant importance
(Frosch and Vallely, 1967). Notch-filters are usually
used to overcome this stability problem by filtering
the bending mode and reverting to rigid body behavior.
However, this no longer works if the flexible natural
frequency is very low because of interaction with rigid
dynamics. Another proposed solution consists in esti-
mating the flexible states to filter the outputs.

As far as we are concerned, we recently designed a
Lyapunov-based nonlinear controller, which uses the
flexible states, to ensure control objectives of both ref-
erence path tracking and bending mode damping for a
class of nonlinear flexible systems (Burlion et al., 2013);
(Duraffourg et al., 2013a); (Duraffourg et al., 2013b).
Assuming that the whole state is available, this control
law has been applied to the rotational dynamics
of a space launch vehicle in Duraffourg et al. (2013c).
Such assumptions do not hold in practical applica-
tions since flexible states are generally not measured.
Consequently, we need to estimate the flexible states.
Besides, noting that flexible parameters are subject to
uncertainties or variation during flight, this paper aims
to extend existing theory by proposing an indirect
adaptive hybrid observer that no longer requires
system parameter knowledge. The proposed approach,
which extends the preliminary conference paper of
Duraffourg et al. (2014) consists of estimating flexible
parameters (natural frequency and damping) and initial
state conditions, using the algebraic tools of Fliess and
Sira-Ramirez (2003). The first ones improve the accur-
acy and the robustness of the observer through the
indirect adaptive feature. The second ones are used to
regularly update the estimated state and so guarantee a
finite-time convergence.

This paper is organized as follows. Section 2 formu-
lates the mathematical model of the flexible launch
vehicle using the Lagrange mechanism and a free–free
Euler–Bernoulli beam model. In Section 3, the control
problem is stated. A nonlinear control law, using the

unmeasured flexible states, and achieving control
objectives of stability and bending mode damping, is
presented. Since flexible states are required, Section 4
develops a flexible parameter estimator and a flexible
state observer which are then mixed to design a hybrid
adaptive finite-time observer. Simulation results are
given in Section 5. In section 6, the blending of the
finite-time observer and nonlinear control law is dis-
cussed in addition to the closed-loop simulations.
Closed-loop stability properties are also analyzed.
Finally, Section 7 contains our conclusions and future
research directions.

1.1. Useful notation

Useful notation is reported in Table 1.

Table 1. Nomenclature.

Notation Meaning Unit

 Deviation angle around axis w.r.t

the guidance attitude refer-

ence angle

rad

� Thruster angle of deflection rad

� Mode shape temporal

coordinate

q Pitch rate rad/s

y Drift m

hT Thruster flexible displacement m

rT Thruster flexible rotation rad

rci Inertial unit flexible rotation rad

rgy Rategyro flexible rotation rad

T Thrust kg m/s2

L Lift kg m/s2

D Drag kg m/s2

GL Launcher center of mass

CT Gimbal joint

FL Aerodynamic center

IL Launcher body inertia kg m2

ML Launcher body mass kg

LT Algebraic distance from GL to CT m

laero Algebraic distance from FL to GL m

�q Dynamic pressure Pa

S Reference area of the vehicle m2

! Natural frequency of the first

bending mode

rad/s

Rn Frame (Gn, xn, yn) linked to the

reference trajectory

� Natural damping of the first

bending mode

RL Frame (GL, xL, yL) linked to the

launcher
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2. Modeling of a flexible launch vehicle

This section states the longitudinal dynamics of a
launch vehicle during its atmospheric flight.

2.1. Launch vehicle

We consider a flexible, static (masses and inertia
stay constant) and symmetric space vehicle moving
around its center of mass GL, as shown in Figure 1.
The launcher is propelled thanks to a thrust force T
oriented by a deflection angle �. The launcher dynamics
is formulated in the fixed and non-Galilean frame
Rn¼ (Gn, xn, yn) linked to the reference trajectory. Let
us note RL¼ (GL, xL, yL) the frame attached to the
launcher body,  the deviation angle around the body
axis with respect to the guidance attitude reference and
y the position along the yn axis.

To capture flexible effects, we assume that the
launcher body can be identified with a free–free Euler–
Bernoulli beam model on which the separation prin-
ciple has been applied. Solving the Euler–Lagrange
equation gives a general solution (in the free vibration
case) which depends on the so-called displacements
solutions. It is assumed that the control synthesis can
be achieved considering merely the lower frequency dis-
placement solution (also called the first bending mode),
the remaining flexible modes being ignored. Indeed,
it is well known that this assumption is satisfactory

if the closed-loop bandwidth is below a critical limit.
The launcher flexible displacements along the lateral
axis yL caused by the first bending mode is given by

uðx, tÞ ¼ hðxÞ�ðtÞ ð1Þ

where h(x) is the first mode shape and �(t) is the tem-
poral mode shape coordinate. Let us also define the
mode shape derivative with respect to the launcher axis
coordinate (that corresponds to a flexible rotation) by

rðxÞ ¼
dhðxÞ

dx
ð2Þ

Figure 2 illustrates flexible displacements at a given
instant t, along the launcher axis for the first bending
mode and gives a schematic representation of the mode
shape. The following notations are considered

rT ¼ rðxTÞ hT ¼ hðxTÞ rci ¼ rðxciÞ

ragy ¼ rðxagyÞ rbgy ¼ rðxbgyÞ

ð3Þ

where xT, xci, x
a
gy and xbgy respectively are the coordin-

ates of the gimbal joint, inertial unit, rate-gyro ‘‘a’’ and
rate-gyro ‘‘b’’ on the launcher body axis xL.

Figure 1. Flexible launch vehicle schematic representation.
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2.2. Mathematical model

The launcher mathematical model is extracted from the
Lagrangian mechanism. As in Clement (2001) and
Clement et al. (2001), this model is a deviation model
with respect to a reference model. The Lagrangian gen-
eralized coordinates are referred to as k¼ (y,  , �) and
the Lagrangian takes the form L ¼ Lð�, _�Þ. Dynamic
equations of the flexible launch vehicle are given by

d

dt

@L

@ _y
�
@L

@y
¼ �y ð4Þ

d

dt

@L

@ _ 
�
@L

@ 
¼ � ð5Þ

d

dt

@L

@ _�
�
@L

@�
þ
@R

@ _�
¼ �� ð6Þ

where R ¼ �! _�2 is a Rayleigh dissipation function
introduced to consider natural energy dissipation of
the bending mode and �j is the generalized force rela-
tive to Lagrangian coordinate j2 fy,  , �}.

Aerodynamic forces (lift L and drag D), thrust T,
and inertial forces (since the fixed frame is not
Galilean) make up the external forces applied to the
launch vehicle. Their generalized forces are formulated
as follows

�y ¼ D sin þ L cos þ T sinð þ �þ rT�Þ

� ¼ �Llaero þ TLT sinð�þ r�Þ � ThT� cosð�þ rT�Þ

�� ¼ hTT sinð�þ rT�Þ

ð7Þ

We compute kinetic and potential energies of the
launcher in order to apply the energetic formulation
of the Lagrange mechanism. Kinetic energies of the

launch vehicle T L and the shape mode T f are expressed
as follows

T L ¼
1

2
MLð _x

2 þ _y2Þ þ
1

2
IL _ 2 ð8Þ

T f ¼
1

2
_�2 ð9Þ

The bending mode is identified as a mass-spring system
whose stiffness is linked to its natural frequency k¼!2.
Thus, the elastic potential energy is

Vf ¼
1

2
!2�2

Note that Vf is the total potential energy of the devi-
ation model with respect to the reference model, which
takes into account the potential energy due to gravity.

Then, the Lagrangian is stated as the difference
between the kinetic and the potential energies. That is

L ¼ T L þ T f � Vf ð10Þ

Applying Lagrangian formalism (4)–(6) with the
generalized forces (7), the equations of motion of the
launch vehicle are obtained

ML €y ¼ D sin þ L cos þ T sinð þ �þ rT�Þ

IL € ¼ �Llaero þ TLT sinð�þ rT�Þ

�ThT� cosð�þ rT�Þ

€� ¼ �!2�� 2�! _�þ hTT sinð�þ rT�Þ

8>>><
>>>:

ð11Þ

The spacecraft is equipped with two rate-gyros and
an inertial unit that delivers measurements corrupted
by flexible mode shape, as shown in Figure 1,

Figure 2. Schematic view of the first mode shape.
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where y1 does not exactly match with  

y1 ¼  þ rci�

y2 ¼ qþ rgy _�

�
ð12Þ

where rgy is equal to r agy or r bgy depending on whether
rate-gyro ‘‘a’’ or ‘‘b’’ is considered. These two separate
cases will be studied in Section 7.

3. Problem statement

Due to the classical time-scale separation principle,
throughout the remainder of the paper, we focus only on
fast dynamics (that is, rotational dynamics), and make the
assumption of small angles for the actuator and flexible
rotations. In other words, we only consider the two last
equations of (11) where the trigonometric functions have
been linearized. The control input is the thruster angle of
deflection �. Using the notation q for the pitch rate, the
considered equations of motion are given by

_ ¼ q

_q ¼ � laero
IL

Lð Þ þ CNNþ dN�

_N ¼ ANNþ BN�

8><
>: ð13Þ

with N ¼ ½�, _��T and

AN ¼
01

�!2 þ hTrTT� 2�!

� �
; BN ¼

0

hTT

� �

CN ¼
T
IL
ðLTrT � hTÞ 0

� �
; dN ¼

TLT

IL

In the remainder of the paper, ( , q) are referred to
as rigid states while ð�, _�Þ are referred to as flexible
states. As stated in Fiorentini et al. (2009), for a hyper-
sonic aircraft lift L( ) is classically described by a poly-
nomial function (see also Boiffier (1998) for more
details on aerodynamics coefficients)

Lð Þ ¼ �qSðC1
L � C2

L 
2Þ ð14Þ

Consider system (13). Our objective is twofold:

. to steer the attitude angle to zero so that the vehicle
keeps the guidance reference trajectory;

. to add damping to the bending mode.

The challenge consists in considering this problem when:

. the model possesses a polynomial nonlinearity (here
L( ));

. the natural damping and pulsation of the flexible
mode are unknown;

. we do not measure the full state of the system (we
only measure (12).

We address this problem under the following
assumptions:

Assumption 1. All parameters are supposed to be known,
except � and ! which are only bounded.

Remark 1. The parameters which account for flexible
dynamics are usually known with a higher level of uncer-
tainty than those which account for rigid dynamics.
Therefore, the project focused on studying the uncertain-
ties in damping ratio � and the natural frequency ! of
the flexible mode. To be more thorough, we should also
consider uncertainties of rT, hT, rci and rgi. This would
certainly greatly complicate the proposed observer syn-
thesis and is postponed to future studies.

Remark 2. An additional persistence of excitation (PE)
assumption, detailed in Section 5, boils down to the fact
that the output signals are sufficiently ‘‘rich’’ to estimate
the unknown flexible parameters. See Subsection 6.3.2
for more details.

A nonlinear control law which achieves the control
objectives has been developed in Duraffourg et al.
(2013a). This controller is referred to as ‘‘flexible back-
stepping,’’ since it uses the flexible states and minimizes
the impact of the rigid dynamics on the transience
of the flexible one. Despite this, this control law consists
in a full-state feedback and requires knowing flexible
states and parameters. That’s why we here propose
to build a dedicated adaptive observer in order to esti-
mate the flexible states together with the unknown
parameters.

3.1. Nonlinear control law design
for the rotational dynamics

Before giving the observer synthesis, we firstly show
how one can build a state-feedback nonlinear controller
which achieves the control objectives when the flexible
parameters are known.

Let us note

c� ¼
ILhT
LT

ð15Þ

We firstly rewrite system (13), applying the following
change of coordinates to the flexible dynamics

z ¼
�

_�

� �
� c�

 

q

� �
ð16Þ
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It yields

_ ¼ q

_q ¼ � laero
IL

Lð Þ þ CNNþ dN�

_z ¼ Azzþ Fð Þ þGq

ð17Þ

with

Az ¼ AN � c�
0 0

CN

� �

Fð Þ ¼ c� AN

 

0

� �
þ
laero
IL

0

Lð Þ

� �� �

G ¼ c� AN

0

1

� �
�

1

0

� �� �

The remaining q-term inz_ suggests the following second
change of coordinates

Z ¼ z�G ð18Þ

We obtain a nonlinear system in lower triangular form

_Z ¼ AzZþHð Þ 

_ ¼ q

_q ¼ � laero
IL

Lð Þ þ CNNþ dN�

8><
>: ð19Þ

where H( )9F( )þAzG

Proposition 1. Consider system (19) with the following
feedback control law

�fð , q,NÞ ¼
c�
hTT

�
_qcmd þ

laero
IL

Lð Þ

� CNN�
1

cf3
cf1 þ lq�q
� 	
 ð20Þ

with lq> 0, l > 0 and where

qcmd ¼ �
1

cf1

�
l  þ cf2Hð Þ

TPzZ
�

; �q ¼ q� qcmd

ð21Þ

control parameters cfi i 2 f1, 2, 3g are positive (tuning)
constants and Pz2R

2�2 is a symmetric positive definite
matrix defined hereafter.

So, the closed-loop system is globally asymptotically
stable at the origin. This proposed controller also leads to
global asymptotic stability (GAS) of the closed-loop
system composed by (13) and (20).

Proof. Az being Hurwitz, flexible backstepping control
law can be applied to system (17) (see Duraffourg

et al., 2013a,b), considering the following Lyapunov
function

Vf ¼
cf1
2
 2 þ

cf2
2
ZTPzZþ

cf3
2
�2q ð22Þ

where cfi are positive constants (i2 f1, 2, 3}), Pz2R
2�2

is the positive and symmetric matrix which verifies

Az
TPz þ PzAz ¼ �2Qz ð23Þ

with Qz a positive and symmetric matrix of R
2�2.

Choosing control law (20), the Lyapunov function
time derivative is given by

_V ¼ �l  2 � cf2Z
TQzZ� lq�2q � 0 ð24Þ

that ensures GAS of the origin of the closed-loop
system. At that point the convergence to zero of  , Z
and dq is ensured. Thanks to the changes of coordinates
(16),(18) and (21), the flexible states N and the pitch
rate q also converge to zero.

Remark 3. When cf2 ¼ 0, one gets the classical backstep-
ping controller. (In this case, the term CNN represents an
exogenous disturbance which must be dominated. Note
that such an unmeasured disturbance may even destabil-
ize the system). When cf2 4 0, this controller is referred
to as flexible backstepping since it clearly acts on the
oscillations of the dynamics associated with the under-
actuated degree of freedom. Indeed, (24) yields

cf2Z
TQzZ � � _V ð25Þ

By integration one gets

Z þ1
0

ZTðsÞQzZðsÞ ds �
1

cf2
Vð0Þ ð26Þ

This means that increasing cf2 enables to limit the oscil-
lations of the dynamics of Z. Coming back to the original
system (13), one can check by numerical simulations that
the control law adds damping to the dynamics of the
flexible mode �.

Remark 4. This ‘‘flexible backstepping’’ controller �f
depends on the full state and requires the knowledge of
the unknown parameters. To better understand this fact,
we propose to note this control law as follows

�f :¼ �f ð , q,N, �2�!, � �!Þ ð27Þ

where �! ¼ !2 � hTrTT.
Indeed, �f depends on � and ! since it depends on Pz,

which in turn depends on Azð�2�!, � �!Þ through the
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relation (23). To ensure all control objectives and make
the use of this law possible, we propose a dedicated esti-
mation scheme in the following section.

4. Main result: An adaptive finite time
observer design

Since the bending mode is not measured and flexible
parameters are generally distorted, we develop in this
section a method to estimate flexible states and para-
meters and so to make the use of our nonlinear control
law possible.

4.1. State observer design with known
parameters (ideal case)

Flexible states � and _� must be estimated. They are
described by linear differential equations which result
from system (13). Since outputs (12) involve both rigid
and flexible states, the idea is to consider the augmented
state X ¼  � _�

� 	T
instead of just the required flex-

ible states. It is important to note that this system is
linear, contrary to the original nonlinear one (13).

Working with this augmented state gives the possi-
bility to design a linear observer, by focusing on

_X ¼ AXþ Byy2 þ B��
y1 ¼ CX

�
ð28Þ

where y2 acts as an input and

A ¼

0 0 �rgy

0 0 1

0 � �!2 �2�!

0
B@

1
CA By ¼

1

0

0

0
B@

1
CA

B� ¼

0

0

hTT

0
B@

1
CA C ¼ 1 rci 0

� 	

with �! ¼ !2 � hTrTT.
Observability conditions hold for the pair (A, C) and

estimated state X̂ ¼ ð  ̂ �̂ _̂� Þ
T is given by the clas-

sical Luenberger observer

_̂
X ¼ AX̂þ Byy2 þ B��þ Loð y1 � CX̂Þ ð29Þ

where Lo2R
3�1 is chosen such that A�LoC is

Hurwitz.

4.2. Parameters estimation

Bending mode natural damping and pulsation are gen-
erally subject to uncertainties and variations during
flight. Besides, since our flight control law intends to
attenuate the oscillations of the bending mode—that is,

to add damping—it is important to know these param-
eters accurately.

Moreover, the accuracy and convergence time of the
state observer can be improved by a better knowledge
of the initial state conditions.

In this way we choose to estimate the following
parameters

� ¼

�1

�2

�3

�4

0
BBB@

1
CCCA ¼

�2�!

� �!2

y3ð0Þ

_y3ð0Þ � _y2ð0Þ þ 2�!y3ð0Þ

0
BBB@

1
CCCA ð30Þ

where y3 ¼ _y1 ¼ y2 þ ðrci � rgyÞ _�.
The first two parameters (�1 and �2) give the natural

damping and pulsation of the bending mode. The flex-
ible initial state conditions depend on the four param-
eters �

�ð0Þ ¼
1

�2

�
�4 þ �1y2ð0Þ

rci � rgy
� hTT�ð0Þ

�

_�ð0Þ ¼
�3 � y2ð0Þ

rci � rgy

rci being small, we use the first initial output to approxi-
mate the state initial condition (IC)  (0)

 ð0Þ ¼ y1ð0Þ � rci�ð0Þ ’ y1ð0Þ ð31Þ

The flexible initial state conditions must be estimated
through the outputs and their time derivatives. Noting
that _� ¼ _y1�y2

rci�rgy
, it is the following equation that links the

outputs and their time derivatives to the input deriva-
tive, and consists in the basic equation of the parameter
estimation

y
ð3Þ
1 ¼ �2ð _y1 � y2Þ þ �1ð €y1 � _y2Þ þ hTTðrci � rgyÞ _�þ €y2

ð32Þ

An algebraic methodology for parameter identifica-
tion is described in Fliess and Sira-Ramirez (2003). This
approach was used here to estimate �. The main steps
are presented here.

1. Take the Laplace transformation of (32) to reveal
the four parameters to be estimated. So

�1
�
�s2Y1 þ s

�
Y2 þ y1ð0Þs

	
� y2ð0Þ

�
þ �2

�
�sY1 þ Y2 þ y1ð0Þ

�
� s�3 � �4

Duraffourg et al. 7
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¼ hTTðrci � rgyÞ
�
sB� �ð0Þ

�
� s3Y1

þ s2
�
Y2 þ y1ð0Þ

�
� sy2ð0Þ ð33Þ

where s represents the Laplace variable and Yi (resp.
B) is the Laplace transformation of signal yi(i2 f1, 2})
(resp. �).

2. Take derivatives with respect to s, (three times) to
get unknown parameters as equations.

3. Multiply by s�3 both sides to avoid time derivations.
4. Come back to the time domain using inverse

transformations.
5. Note that the system of time-varying linear equa-

tions can be expressed in matrix form as

PðtÞ� ¼ QðtÞ ð34Þ

where P2R
4�4 andQ2R

4�1 (details of the matrices
in Appendix 1).

The usual way to conclude the algebraic estimation
technique is to use the inverse of matrix P to define �.
But, as P is time varying, it is likely to vanish at some
instants. To avoid this problem we make the following
assumption

Assumption 2. PE condition: 9� > 0 such that

8 t � 0,

Z tþ�

t

PðsÞTPðsÞds4 0 ð35Þ

Remark 5. In view of matrix P coefficients detailed in the
Appendix 1, it is clear that the PE condition depends on
outputs y1, y2 and on the input � of the system.

Under Assumption 2, � is finally given by

� ¼

Z tþ�

t

PðsÞTPðsÞds

� ��1 Z tþ�

t

PðsÞTQðsÞds

� �
ð36Þ

Since � is unknown, we compute estimated param-
eters �̂ and then Â and X̂0 at discrete time instants �k
where f�kg

þ1
k¼0 is a partition of R

þ, using

�̂ð�kÞ ¼

Z �k

0

PðsÞTPðsÞds

� ��1 Z �k

0

PðsÞTQðsÞds

� �
ð37Þ

Âð�kÞ ¼ Âk ¼

0 0 �rgy

0 0 1

0 �̂2ð�kÞ �̂1ð�kÞ

0
B@

1
CA ð38Þ

X̂0ð�kÞ ¼

y1ð0Þ

1

�̂2ð�kÞ

�
�̂4ð�kÞ þ �̂1ð�kÞ y2ð0Þ

rci � rgy
� hTT�ð0Þ

�

�̂3ð�kÞ � y2ð0Þ

rci � rgy

0
BBBBBB@

1
CCCCCCA
ð39Þ

Remark 6. It is important to note that Â and X̂0 are not
completely described by estimated parameters. Parameters
rgy, rci, hT and T are supposed to be known, as stated in
Assumption 1.

4.3. Adaptive finite-time observer

Mixing the results of the last subsections, it is now possible
to design an observer where the parameters are unknown.

Estimated parameters and IC are used to improve
the accuracy of the observer. In particular, �̂1 and �̂2 are
used in the design such that the observer no longer
depends on the natural damping and pulsation of the
bending mode, that are subject to variations.

Proposition 2. Under Assumption 2, the following hybrid
observer converges in finite-time

8t 2 ½�k, �kþ1½

_̂
X ¼ ÂkX̂þ Byy2 þ B��þ Lkð y1 � CX̂Þ

when t ¼ �k

X̂ð�kÞ ¼ eÂk�k X̂0ð�kÞ þ

Z �k

0

eÂkð�k�sÞ
h
Byy2ðsÞ þ B��ðsÞ

i
ds

8>>>>>><
>>>>>>:

ð40Þ

At each �k, the state is updated and the dynamics (Âk)
as well.

Lk is chosen such that Âk�LkC is Hurwitz.

Proof. Using the notations ~X ¼ X� X̂ and Ã¼A� Âk,
it comes

_~X ¼ AX� ÂkX̂� LkC~X ¼ ðÂk � LkCÞ~Xþ ~AX ð41Þ

Because of the PE condition, algebraic parameter
estimation converges in finite-time. Thus, there exists
k* such that �k� 4 �4 0 and

8 k4 k�, �̂ð�kÞ ¼ � ð42Þ

Consequently 8 k> k*, Âk¼A and Lk¼Lo. The esti-
mation error satisfies

8 t � ��k ,
_~X ¼ ðA� LoCÞ~X ð43Þ

A�LoC being Hurwitz, the estimation error ~X con-
verges asymptotically to zero.

Besides, the estimated state X̂ðtÞ is updated on X̂ð�kÞ
at each �k verifying �k 4 �k�

8t � ��k , X̂0ðtÞ ¼ X0ðtÞ ie X̂ð�kÞ ¼ Xð�kÞ ð44Þ
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Estimation error is then given by

8t � ��k ,
~XðtÞ ¼ ~Xð�kÞe

ðA�LoCÞðt��kÞ ¼ 0 ð45Þ

Finally the estimation error vanishes in finite-time.

Remark 7. The proposed observer (40) was inspired by
the work of Karafyllis and Jiang (2011). We’ve added
the gain Lk to account for possible measurement noise.
Consider that we measure y1þ d1 and y2þ d2 where d1
and d2 are measurement noise. This gives: 8t2 [�k, �kþ1[

_~X ¼ ðÂk � LkCÞ~Xþ ~AX� Byd2 � Lkd1 ð46Þ

This is an input to state stable (ISS) system, since it can
be seen as an asymptotically stable linear system driven by
the input ÃX�Byd2�Lkd1. Note that the term ÃX dis-
appears once matrix Ã is correctly estimated (however,
contrary to the above discussion, it might not disappear in

case of noisy measurements). Note that when Lk¼ 0, the
observation error dynamics is not an ISS system since Âk

is marginally stable according to equation (38).

5. Simulation results

5.1. Parameters estimator

Figure 3 shows in blue (resp. in red) the evolution of
flexible estimated parameters (�̂1, �̂2) and initial state
conditions X̂0 ¼  ̂ð0Þ �̂ð0Þ _̂�ð0Þ

� 	
when the sensors

give ideal (resp. noisy) measurements. The red curve
was obtained applying a zero-mean periodic noise on
signals y1 and y2. The simulation has been performed
with the following parameters

�1 ¼ �1:2 �2 ¼ �35  ð0Þ ¼ 20�

�ð0Þ ¼ 10 _�ð0Þ ¼ 5

Figure 3. Estimated parameters.
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Remark 8. With noisy measurements, estimated param-
eter _̂�ð0Þ is biased and the estimation error ~_� ¼
_�ð0Þ � _̂�ð0Þ is quite important (about 1.5). This problem
is detailed in the following subsection.

5.2. Robustness improvement of the observer
with respect to noisy measurements

An estimation bias appears in simulation on
estimated parameter _̂�ð0Þ when measurements are
noisy (solid red curve on the last plot of Figure 3).
It is given by

~_�ð0Þ ¼ _�ð0Þ � _̂�ð0Þ ¼
�3 � �̂3
rci � rgy

ð47Þ

This bias term is due to the low values of rci� rgy which
accentuates the (low) difference between �3 and �̂3.
This section proposes a way to identify this estimation
bias ~_�ð0Þ and thus to correct X̂0ð�kÞ.

From system (28), we have

y1ðtÞ ¼ CeAtX0ðtÞ þ C

Z t

0

eAðt�sÞ
h
Byy2ðsÞ þ B��ðsÞ

i
ds

ð48Þ

Similarly, with the estimated state

X̂ðtÞ ¼ eÂktX̂0ðtÞ þ

Z t

0

eÂkðt�sÞ
h
Byy2ðsÞ þ B��ðsÞ

i
ds

ð49Þ

Under the PE condition, algebraic parameter estima-
tion still converges in finite-time. Thus, there exists
k*> 0 such that for all k� k*

Âk ¼ A and X̂0 ¼  ð0Þ �ð0Þ _�ð0Þ � ~_�ð0Þ
� 	T

ð50Þ

This last equation underlines the fact that only the esti-
mated IC _� is biased. Then

8t4 tk� y1ðtÞ � CX̂ðtÞ ¼ CeAte3 ~_�ð0Þ ð51Þ

with e3 ¼ 0 0 1
� 	T

. That can be written as

Z t

0

ðCeAse3Þ
2ds ~_�ð0Þ ¼

Z t

0

CeAse3

h
y1ðsÞ � CX̂ðsÞ

i
ds

ð52Þ

Supposing that
R t

0 ðCe
Ase3Þ

2ds 6¼ 0, estimation error is
given by

~_�ð0Þ ¼

R t

0 CeAse3

h
y1ðsÞ � CX̂ðsÞ

i
dsR t

0 ðCe
Ase3Þ

2ds
ð53Þ

This term is added on the last simulation. The result
is represented by the dashed red line on Figure 3.

5.3. Finite time observer

Figure 4 compares this finite-time observer that updates
the state from the knowledge of the IC (in blue) with
the same Luenberger observer without any update
of the estimated state (in green). In the two cases, the
observer parameter Lo is the same. Moreover, the ICs
of the classical Luenberger observer have been chosen
very close to the estimated parameters, so that the
comparison is fair. This figure shows how the observer
convergence time is improved. The dramatic slope on
the blue curve corresponds to the moment where the
estimated state is updated.

6. Closed-loop simulations

In this section, the adaptive finite-time observer is
blended with the flexible backstepping law and closed-
loop simulations are realized for separate locations of
sensors.

6.1. Closed-loop system

Before reaching the convergence time ��k , asymptotic
stability of the closed-loop system, composed of
system (17) and the flexible backstepping law, is not
guaranteed. For that reason, the final control law is
designed as a switch between:

. classical backstepping law applied to the sole rigid
dynamics and consisting of an output-feedback con-
troller, assuming that  (resp. q) approximately cor-
responds to output y1 (resp. y2), before reaching
convergence time;

. flexible backstepping controller using estimated flex-
ible states and parameters as soon as convergence
time is reached.

Using the notation (27), this switching controller is
summarized as follows

� ¼
�cð y1, y2Þ when t5 ��k

�̂f :¼ �fð y1 � rci�̂, y2 � rgy _̂�, N̂, �̂1, �̂2Þ else

(
ð54Þ
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�c is the backstepping controller designed on the
sole rigid-dynamics, which is in strict-feedback
form (Duraffourg et al., 2013c). This control law corres-
ponds to the flexible backstepping (20) without flexible
states (the expression of �c is detailed hereafter (55)).

The closed-loop system is illustrated in Figure 5.

6.2. Closed-loop simulation for a collocated
rate-gyro sensor

Collocation occurs if the dynamics between the actu-
ator and sensor show a repeating sequence of anti-
resonances and resonances, with the consequence that
the phase never drops below �180�, which is beneficial
for stability. For noncollocated actuators and sensors
this repeating sequence is not guaranteed (for more
details see, for instance, Frosch and Vallely, 1967;
Spector and Flashner, 1990; Spong, 1996; Olfati-
Saber, 2000; Preumont, 2011).

Figure 2 illustrates the location of

1. a collocated rate-gyro (gyro ‘‘a’’): y2 ¼ qþ r agy _�
2. a noncollocated rate-gyro (gyro ‘‘b’’): y2 ¼

qþ r bgy _�

This study only considered the collocated case for two
reasons:

1. The following assumption was numerically
validated:

Assumption 3. the linearized closed-loop system has all
its eigenvalues with strictly negative real parts.

2. Using assumptions 1 and 3, it is possible to
prove that the closed-loop system (13)–(54) possesses
(at least) a region of attraction around zero. (This is
discussed in the following section.)

Figure 4. Observation errors.
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The switching controller (54) is now denoted by
Observer Flexible Backstepping. It was compared with:

. the ‘‘Classical backstepping control’’ law �c (54)
which use the ouputs y1 and y2;

. an ideal full-state feedback flexible backstepping law
given by (20), assuming the flexible states N and the
parameters � and ! are known.

This last controller has demonstrated good perform-
ance in terms of stability and bending mode damping.
Consequently, it corresponds to a reference law and
enables us to judge the efficiency of the designed switch-
ing output-feedback controller.

Figure 6 shows the evolution of attitude, pitch
rate and flexible states with time. The simulation was
performed with natural damping equal to 0.005 and a
natural frequency equal to 6 rad.s�1. Control param-
eters have been tuned so that the time responses are
the same.

The three controllers converge asymptotically to the
origin.

As expected (see Remark 3), full state-feedback flex-
ible backstepping improves the damping of the bending
mode compared to classical backstepping. Moreover, it
is remarkable that observer flexible backstepping is able
to damp out the bending mode when the flexible states
are unmeasured and flexible parameters � and ! are
uncertain.

6.3. Further discussions on the estimation phase

6.3.1. Closed-loop stability. Thanks to the finite time con-
vergence property of the observer (40), the controller
defined by (54) switches once at t ¼ ��k . Such a switch
occurs when the parameters � (30) have converged.

The closed-loop system defined by (17), (40) and (54)
inherits the GAS property proved in Proposition 1

when t � ��k . Meanwhile, it is necessary to prove that
this closed-loop system remains stable for t 2 ½0, ��k ½.

Let us consider system (13).
For t 2 ½0, ��k ½, the following feedback control law is

applied

�cð y1, y2Þ ¼
c�
hTT

h
�

1

cf1
l y2 þ

laero
IL

Lð y1Þ �
1

cf3
ðcf1y1 þ lq�y2Þ

i
ð55Þ

with tuning gains lq 4 0, l 4 0, cfi i 2 f1, 2g and
where

y2, cmd ¼ �
1

cf1
l y1; �y2 ¼ y2 � y2, cmd ð56Þ

Considering equations (12), (14) and (55), it is clear that

�cð y1, y2Þ ¼ �cð , qÞ þ C�Nþ gð �, �2Þ ð57Þ

where

C� ¼ �
c�
hTT

1
cf
3

cf1 þ
l lq
cf
3

� �
rci

l 
cf
1

þ
lq
cf
3

� �
rgy

� �
ð58Þ

gð �, �2Þ ¼ �
c�laero
hTTIL

�qSC2
Lrcið2 �þ rci�

2Þ ð59Þ

Therefore, the closed-loop system (13)–(20) is rewritten
as follows

_ ¼ q

_q ¼ �
laero
IL

Lð Þ þ CNyNþ dNð�cð , qÞ þ gð �, �2ÞÞ

_N ¼ ANyNþ BNð�cð , qÞ þ gð �, �2ÞÞ

8>>><
>>>:

ð60Þ

Figure 5. Block diagram of the closed-loop system.
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where

ANy ¼ AN þ BNC�; CNy ¼ CN þ dNC� ð61Þ

Discussion:

1. Let us suppose assumptions 1 and 3 hold. The
closed-loop system (60) is Locally Asymptotically
Stable by virtue of Lyapunov’s indirect method
(for more details, see Theorem 3.7 in Khalil (1996).
In other words, this means a region of attraction
exists around zero.

2. Consider:

Assumption 4.

rci ¼ 0 ð62Þ

In this case the nonlinear term g( �, �2)) disappears!
Under Assumptions 1, 3 and 4 (plus some mild assump-
tions) one can apply the results of Arcak and
Kokotovic (2000) to redesign the backstepping control-
ler �c and prove GAS of the closed-loop system (60)

(For more details, see Theorem 1 in Arcak and
Kokotovic, 2000.)
3. Finally, when rci 6¼ 0 and when Assumptions 1 and 3

hold, the aforementioned redesigned controller
might not be able to globally stabilize system (60)
because of the nonlinear term g( �, �2)) (which is
also changed by the redesign technique). In this
case, a region of attraction might be computed.
Future research may be devoted to show that the
estimation of the region of attraction is enlarged
once the backstepping controller �c is redesigned.
This point will be addressed in the future.

6.3.2. Closed-loop observability. As remarked before
(see Remark 5), Assumption 2 depends on the trajec-
tories followed by y1(t) and y2(t). (It also depends on �c,
which in turn depends on y1(t) and y2(t) in a closed
loop)

Thus, another problem consists of using the observer
(40) within the transition phase of the closed-loop
system (17), (54). Indeed, one must guarantee that the
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Figure 6. Closed-loop comparison.
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excitation condition (35) is satisfied. Note that this PE
condition is our Assumption 2, which can reasonably
be made in open loop. In our closed-loop simulations,
this condition was respected.

However, when this assumption is not satisfied, it is
necessary to make the system outputs y1(t), y2(t) track
sufficiently exciting reference signals yr1ðtÞ, y

r
2ðtÞ (which

are set to 0 when t � ��k).
Few results deal with the link between the design of

such exciting reference signals and the closed-loop PE
condition. For a further discussion on this topic, the inter-
ested reader is referred to Adetola and Guay (2006),
Adetola and Guay (2008) and the references therein.

This is another possible future research direction.

7. Conclusion

A mathematical model for a flexible launch vehicle has
been formulated, using the Lagrange mechanism and a
free–free Euler–Bernoulli beam model. Next, a full state
flexible backstepping controller, which both guarantees
GAS of the closed-loop nonlinear system and improves
the bending mode damping, was proposed. Then, an
adaptive finite-time observer that enables estimation
of flexible states with unknown flexible parameters
has been specifically designed in order to blend with
this control design method. Numerical simulations
have been performed in the case of collocation between
sensors and actuator: They have clearly shown the effi-
ciency of the designed controller in conjunction with
the proposed observer.

For our future work, uncertainties on mode shapes
and aerodynamics coefficients will be considered.
Moreover, this novel work on using a model of the flex-
ible launch vehicle possessing a nonlinear aerodynamic
coefficient in the control design has raised several issues
which need further investigation: For example, the esti-
mation of the closed-loop system’s region of attraction,
the use of noncollocated outputs, and the consideration
of several flexible modes. Finally, we plan to apply the
flexible backstepping design method to a highly repre-
sentative flexible satellite simulator. We would also
like to experimentally test this method on a flexible
robotic arm.
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Appendix 1. P and Q matrices

Once back in the time domain, the following relation is
used to make the implementation easier (Fliess and
Sira-Ramirez, 2003)

Z t

0

Z tv�1

0

	 	 	

Z t1

0

�	xð�Þdtv�1 	 	 	dt1d� ð63Þ

¼

Z t

0

ðt� �Þv�1

ðv� 1Þ!
�	xð�Þd� ð64Þ

Matrices P and Q are then expressed as

PðtÞ ¼

P11ðtÞ P12ðtÞ 0 0

P21ðtÞ P22ðtÞ 0 0

P31ðtÞ P32ðtÞ P33ðtÞ 0

P41ðtÞ P42ðtÞ 0 P44ðtÞ

0
BBB@

1
CCCA ð65Þ

QðtÞ ¼ Q1ðtÞ Q2ðtÞ Q3ðtÞ Q4ðtÞ
� 	T

ð66Þ

with

P11ðtÞ ¼

Z t

0

�
�
ðt� sÞ3

3
sþ
ðt� sÞ2

2
s2
�
y2ðsÞds

þ

Z t

0

�
ðt� sÞ3

3
þ 2ðt� sÞ2s� ðt� sÞs2

�
y1ðsÞds

P12ðtÞ ¼

Z t

0

ðt� sÞ3

6
s2y2ðsÞds

þ

Z t

0

�
ðt� sÞ3

3
s�
ðt� sÞ2

2
s2
�
y1ðsÞds

P21ðtÞ ¼

Z t

0

�
ðt� sÞ3

2
s2 �
ðt� sÞ2

2
s3
�
y2ðsÞds

þ
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ðt� sÞ3s� 3ðt� sÞ2s2 þ ðt� sÞs3

�
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P22ðtÞ ¼

Z t
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�
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6
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�
�
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P31ðtÞ ¼

Z t
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6
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P33ðtÞ ¼ �
t4
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Z t
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We provide a new output feedback control design for a chain of saturating integrators with imprecise
output measurements where the outputs can also contain delays and sampling. Using a backstepping
approach that leads to pointwise delays in the control and a dynamic extension, we prove input-to-
state stability using a new dynamic extension approach. We utilize our main result to solve a problem
in the visual landing of aircraft in the glide phase in the presence of delayed and sampled image
processing.
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1. Introduction

This paper continues our development of more effective out-
put feedback stabilization methods for cases where only delayed,
imprecise, or sampled output measurements are available. We
began by providing a novel backstepping approach in [1,2], where
pointwise delays were present in the feedback even if current
state values are available. Our work [3,4] then used the preceding
backstepping approach to solve an output feedback control prob-
lem for a chain of saturated integrators with imprecise output
measurements using an unbounded control and sampling. In the
present work, we utilize our backstepping approach to solve a
more challenging output stabilization problem for a chain of sat-
urating integrators with imprecise measurements, output delays,
and output sampling using a new dynamical extension; see the
end of Sections 2 and 3.1 for detailed discussions on the potential
advantages of this work compared with [3,4].

The work in this paper is a new development in a long his-
tory of research on stabilization under delays, bounded controls,
and sampling. Some earlier work on bounded feedback controls
includes the semi-global state and output feedback stabilization

✩ Malisoff was partly supported by US National Science Foundation grant
1711299. A special case (Burlion et al. (2019)) of this work will appear in the
Proceedings of the 58th IEEE Conference on Decision and Control; see Section 1
below for a comparison of this work with (Burlion et al. (2019)).
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results [5], which employ linear control laws inside saturations.
For some linear and nonlinear systems, crucial regional [6] sta-
bility results were presented in [7] (using LMI methods [8,9]).
Earlier bounded backstepping and forwarding methods lead to
globally asymptotically stabilizing controls for some nonlinear
systems; see [10] for bounded backstepping, and see [11,12] for
forwarding methods. The delay systems literature consists largely
of emulation methods (where the feedback control is designed
without taking the delays in the state or output observations into
account, and where one then studies the effects of state or output
delays on the performance of the feedback control) and either
reduction or prediction methods (which both use information
about the measurement delays in the control design). However, a
potential challenge in implementing standard prediction methods
is that the methods usually lead to distributed terms in controls,
which are terms involving an integral of past control values (but
see [13] for sequential predictor or other alternative prediction
methods that are free of distributed terms).

The backstepping designs from [1,2] circumvent the prob-
lem of determining Lie derivatives of the fictitious controls by
introducing artificial delays in the control (which are called ar-
tificial because they are present even if current state values
are available for measurement), and therefore are significantly
different from prior backstepping methods. The artificial delays
approach removes the smoothness requirement on the fictitious
control that was present in previous backstepping approaches.
The advantages of [1] are also present in the present work, which
adapts the approach from [1] to solve a control problem for
a chain of saturating integrators for a dynamics with outputs
that occurs in the vision based [14] landing of aircraft. Since

https://doi.org/10.1016/j.sysconle.2019.104574
0167-6911/© 2019 Elsevier B.V. All rights reserved.
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only imprecise, delayed, or sampled measurements of the two
first state variables are available in this application, the regional
or semi-global results mentioned above do not apply, nor can
we apply [1] or extensions such as [2]. This motivates our new
control, which is inspired by the forwarding theory from [15]. Our
controls in the present work ensure input-to-state stability with
respect to additive uncertainties in the output measurements
using a saturated output feedback. Also, for a positive constant ū,
we can ensure that our control is bounded by ū. This contrasts
with our prior work [3,4] on chains of saturating integrators,
where no amplitude constraints on the output feedback control
could be satisfied and where the overshoot in the input-to-state
stability estimate depends on both the additive uncertainty on the
control and the maximum delay in the output measurements. See
Section 3.1 for more discussion on the connections between this
work and [3].

This paper improves on our preliminary conference version
[16], which did not allow sampling or delays in the outputs and
did not include complete proofs. Allowing delays or sampling
in the outputs is motivated by the image processing in visual
landing problems; see our illustration section below. However,
methods such as those in [17,18], or [19] for quantifying the
effects of sampling in feedback controls would not apply here,
in part because of the saturations in the dynamics and imprecise
output measurements (with a multiplicative uncertainty) which
place our dynamics outside the scope of existing methods for
control affine systems.

The notation will be simplified whenever no confusion would
arise given the context. Given any constant T > 0, Cin denotes
the set of all continuous functions φ : [−T , 0] → Rn, which
we call the set of all initial functions. We define Ξt ∈ Cin by
Ξt (s) = Ξ (t + s) for all Ξ , s ≤ 0, and t ≥ 0 such that
t + s in the domain of Ξ . The usual Euclidean norm and the
corresponding matrix norm are denoted by |·|, and |·|S (resp.,
|·|∞) denotes the corresponding supremum over any set S (resp.,
essential supremum). For each constant L > 0, we use the usual
saturation function satL(x) = max{−L,min{L, x}}. We use the
standard definitions of input-to-state stability and class KL and
K∞ functions, as defined in [20, Chapter 4], and M is the set of all
functions of the form γ+c where γ ∈ K∞ and c ≥ 0 is a constant.
Let zi denote the ith entry of any vector z for each index i.

2. Problem statement

The following system plays a valuable role in the study of the
visual landing of aircraft:{ ẋ1 = satL1 (x2)

ẋ2 = satL2 (x3)
ẋ3 = satL3 (u),

(1)

where x = (x1, x2, x3) is valued in R3, the input u is valued in
R, and Li > 0 is a known constant for i = 1, 2, 3. The available
output measurements are

y1(t) = η(t)x1(σ (t)) + δ1(t)
y2(t) = x2(σ (t)) + δ2(t)
y3(t) = x3(t),

(2)

where δ1, δ2 and η are unknown but piecewise continuous func-
tions for which there are known constants η > 1, δ1 ≥ 0, and
δ2 ≥ 0 such that for all t ≥ 0, we have

η(t) ∈ [1, η] and |δi(t)| ≤ δi for i = 1, 2 (3)

and the known piecewise continuous nondecreasing right con-
tinuous function σ : R → R admits a constant σ ≥ 0 such that

t − σ ≤ σ (t) ≤ t for all t ≥ 0 and so can model measurement
delays and sampling, e.g., by taking σ of the form σ (t) = ti − σ̄a
for all t ∈ [ti, ti+1) and i ≥ 0, where the times ti are such that
t0 = 0 and such that there is a constant ϵ0 > 0 such that
ϵ0 ≤ ti+1 − ti ≤ σ b for all i ≥ 0, and where the nonnegative
constants σ̄a and σ̄b are such that σ̄a + σ̄b ≤ σ̄ ; see Section 4.
In particular, the delayed state components x1 and x2 are not
assumed to be available for measurement (because in addition
to delays, our y1 and y2 formulas allow sampling and additive
or multiplicative uncertainty), so the available measurements are
not simply the delayed states. This justifies calling (2) outputs,
and calling our feedbacks output feedbacks. The assumption that
x3 is available for measurement is justified because only the
first two state components are subjected to the sampling and
uncertainties from image processing in the aerospace application;
see Section 4. The additive uncertainties δi can be used to model
the effects of uncertainty in the sample times ti or in the delay
σ̄a.

Given an appropriate positive constant ū, our goal is to design
a control u that is valued in [−ū, ū] and that can be computed
from the outputs (2) and that renders (1) input-to-state stable
with respect to δ = (δ1, δ2). Choosing ū ∈ (0, L3) allows us to
avoid the saturation in (1). Since the state space for (1) is R3,
this implies as a special case that when δ = 0, all solutions of
(1) for all constant initial states x(0) ∈ R3 will converge to 0 as
t → ∞. Also, the input-to-state stability estimate will hold for
all choices of the initial state. Our control will be a dynamic one
that can be expressed the form U(yt , zt ), where the state z(t) of
the dynamic extension is computed using values y of the output,
so we use an output feedback control. This contrasts with [4],
which also studied (1) with the outputs (2), because in [4], the
control was not required to be bounded, and also, [4] required the
more stringent condition δ̄2 < L1(1 − e−1)2/(40(1 + 2e−1

+ e−2))
and [4] only proved the weaker conclusion that the closed loop
system was input-to-state stable with respect to (δ1, δ2, σ ), which
produced a positive overshoot in the stability estimate even if
the δi’s are zero. See also Section 4 for more on how this work
is less restrictive than [4]. Hence, this paper provides potential
advantages over [4], using a new dynamic extension which was
not present in [4].

Requiring η(t) ≥ 1 for all t ≥ 0 is not restrictive because in
practice, η will have known positive upper and lower bounds,
and then we can divide the formula for the output component
y1 in (2) by inf{η(ℓ) : ℓ ≥ 0} so the rescaled η and δ1 are such
that the rescaled η is bounded below by 1. Also, the outputs (2)
are equivalent to assuming that the available measurements are
y1(t) = η(σ (t))x1(σ (t)) + δ1(t), y2(t) = x2(σ (t)) + δ2(t), and
y3(t) = x3(t), because when the σ is also present in η, then we can
define the new uncertainty ηnew(t) = η(σ (t)) to obtain outputs
of the form (2). Throughout this work, we assume that the initial
functions are constant at the initial time t0 = 0, so xi(t) = xi(0)
for all t ≤ 0 for i = 1, 2, 3 and similarly for the other states.

3. Stabilization of the system (1)

3.1. Statement of main result

This section provides formulas for our output feedback control
that we described in Section 2. Our construction improves on the
main result from [3], because [3] did not allow sampling or delays
in the outputs, and because [3] did not provide a way to satisfy
input constraints on u, and because [3] only asserted a weaker
ultimate boundedness result (without proof) and in particular did
not prove convergence to the equilibrium when δ = 0. Given
the positive constant saturation levels L1, L2, and L3 from (1),
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and the constant σ̄ ≥ 0 from our requirement on σ from our
output measurements (2), and the given bounds η̄, δ̄1, and δ̄2
from our conditions (3), our control design will introduce several
constants. These additional constants p1, p2, T , k, L4, α1, and β1
will be required to satisfy additional conditions (7); see Section 4
for an illustration where (7) are satisfied, and Section 3.2 about
the existence of solutions, and about how our conditions simplify
in the significant special case where σ (t) = t which is the case
where there is no sampling or delays in the outputs.

Theorem 1. Consider the system with outputs (1)–(2). Let the
constants σ̄ ≥ 0, δ̄1 ≥ 0, δ̄2 ∈ [0, L1), L1 > 0, L2 > 0, L3 > 0, and
η̄ > 0 satisfy the requirements from Section 2. Choose the control

u(t) =

⎧⎪⎨⎪⎩
0, t ∈ [0, 2T )
−satL4

(
x3(t) − v1(zt ) − β(t)

)
+v2(yt , zt ) + v3(yt , zt ), t ≥ 2T

, where (4a)

v1(zt ) =
k

(1−e−kT )2
(
z1(t) − z2(t) − 2e−kT z1(t − T )

+ e−kT z2(t − T ) + e−2kT z1(t − 2T )
)
,

(4b)

v2(yt , zt ) =
k2

(1−e−kT )2
(
− 2z1(t) + z2(t) + 4e−kT z1(t − T )

− e−kT z2(t − T ) − 2e−2kT z1(t − 2T )
+ φ(t) − 2e−kTφ(t − T ) + e−2kTφ(t − 2T )

)
, and

(4c)

v3(yt , zt ) =
k

1−e−kT

(
− z3(t) + e−kT z3(t − T ) + ω(t)

− e−kTω(t − T )
) (4d)

where the zi’s are the states of the dynamic extension⎧⎨⎩ ż1(t) = k[−z1(t) + φ(t)]
ż2(t) = k[−z2(t) + z1(t) − e−kT z1(t − T )]
ż3(t) = k[−z3(t) + ω(t)]

(5)

with the initial condition z(ℓ) = 0 for all ℓ ∈ [−2T − σ , 0], and
where

φ(t) = −
α1

p1
satp1

(
y1(t)

)
and

ω(t) = −
β1

p2
satp2

(
y2(t) − α(σ (t))

)
and

(6a)

α(t) =
z2(t) − e−kT z2(t − T )

(1 − e−kT )2
and

β(t) =
z3(t) − e−kT z3(t − T )

1 − e−kT ,

(6b)

and where the positive constants p1, p2, T , k, L4, α1, and β1 and the
model parameters are assumed to satisfy

β1 + α2 < L2 (7a)

σβ1 + 2α1 + δ2 < L1 (7b)

L4 + α3 + β2 < L3 (7c)

η(σ + T )α1 + δ1 < p1 (7d)

α1η
2(2T + σ ) < p1 (7e)

(σ + T )β1 + δ2 < p2 (7f)

2β1(T + σ ) < p2 (7g)

α1η

p1
(2T + σ )

(
α1 + ξ⋆ +

α1

p1
δ1

)
+ ξ⋆ +

α1

p1
δ1 <

α1

η
(7h)

where

ξ⋆ =
δ̄2

(
β1(T + σ ) + p2

)
p2

√
1 −

2
p2
β1(T + σ )

, α2 =
2kα1

1 − e−kT ,

α3 =
4k2α1

(1 − e−kT )2
, and β2 =

2kβ1

1 − e−kT .

(8)

Then the following conclusions hold: (a) The control u in (4a) is
bounded by L4 + α3 + β2 and (b) the system (1) in closed loop
with the control (4a) satisfies an input-to-state stability estimate
with respect to δ = (δ1, δ2) for all initial states x(0) ∈ R3.

3.2. Consistency of conditions (7), existence of solutions, and special
cases

This section explains how to satisfy (7), how (7) reduces to
the type of conditions from [3] in the case σ (t) = t , and why the
existence of solutions of the closed loop system is assured. For
given constants σ̄ , L1, L2, L3, η̄, δ̄1, and δ̄2 in our theorem, we can
satisfy (7) using the following three step process. First, choose any
positive constants k and T . Second, choose the positive constants
α1, β1, and L4 to be small enough so that (7a)–(7c) are satisfied,
which can be done because of our assumption that δ2 < L1 and
because of our formulas for ᾱ3 and β̄2 from (8). Finally, choose the
positive constants p1 and p2 to satisfy the remaining conditions
from (7), which can be done when δ̄2 is small enough, because of
the way p1 and p2 appear in denominators in (7h) and (8); see
Section 4. The existence of a unique solution for each constant
initial state (such that the solution is defined for all t ≥ 0) follows
because of the linear growth of the right side of closed loop
dynamics, the boundedness of the nonlinear terms, and standard
existence and uniqueness results from basic theory of differential
equations.

Since Theorem 1 ensures input-to-state stability, it provides
robustness with respect to slight modifications of the system
(such as the image processing method in the application). In the
special case where there is neither sampling nor delays, we can
pick σ (t) = t for all real t and therefore σ̄ = 0 in (7). However,
our method does not allow us to choose T = 0, because (4b)–(4d),
(6b), and (8) would not be defined for T = 0, and because our
choices of α and β in (6b) are essential for producing a system
in new variables that lends itself to proving stability results; see
(15). Hence, the only simplifications in our control when there
is no sampling or delays in (2) are that (i) we replace σ (t) by t
in (2) and in our formula for the function ω in (6a) and (ii) we
replace σ̄ by 0 in (7)–(8). In particular, the control design does
not significantly simplify in the absence of delays or sampling.
Then our conditions in Theorem 1 are similar to those of [3] (and
we recover conditions from [16] in the limit as σ̄ → 0), but [3]
only asserted a weaker ultimate boundedness result. Another
important case is where the δi’s are zero, in which case we can
set δ̄1 = δ̄2 = 0 in (7) and we can conclude that the closed
loop system is uniformly globally asymptotically stable on R3.
This highlights a distinction between the delay T > 0 in our
control design and the output delay that can be represented by
our function σ in (2), which is that T is an artificial delay that
is introduced in the control (and cannot be removed) and that T
does not correspond to a delay in engineering system that is being
modeled, while σ can model a delay in the engineering system.

3.3. Key lemmas needed for proving Theorem 1

A key idea in our proof of Theorem 1 is to show that for large
enough times, the saturations in our system and in our control



4 L. Burlion, M. Malisoff and F. Mazenc / Systems & Control Letters 135 (2020) 104574

can be removed, because their arguments will lie in the intervals
in which the saturations agree with the identity function. To
make this idea precise, and to help readers grasp the technical
steps of our proof of Theorem 1, we first state lemmas, for which
we provide proofs in the appendices below. Our first lemma is as
follows, whose conclusions (9a) and (9c) can be combined to give
the bound L4 + α3 + β2 on our control u:

Lemma 1. In terms of the notation from Theorem 1, we have

u(t) = −satL4
(
x3(t) − α̇(t) − β(t)

)
+ α̈(t) + β̇(t), (9a)

α(t) =
k2

(1 − e−kT )2

∫ t

t−T

∫ m

m−T
ek(ℓ−t)φ(ℓ)dℓdm,

β(t) =
k

1 − e−kT

∫ t

t−T
ek(ℓ−t)ω(ℓ)dℓ,

(9b)

|α(t)| ≤ α1, |α̇(t)| ≤ α2, |α̈(t)| ≤ α3,

|β(t)| ≤ β1, and |β̇(t)| ≤ β2
(9c)

for all t ≥ 2T .

The next lemma follows from the Fundamental Theorem of
Calculus, so we omit its proof:

Lemma 2. Let k and T be any positive constants. Then the relations∫ t

t−T

∫ m

m−T
ek(ℓ−t)dℓdm =

1
k2

(1 − e−kT )2 and∫ t

t−T
ek(ℓ−t)dℓ =

1
k
(1 − e−kT )

(10)

hold for all t ≥ 0.

To realize our goal of eliminating the effects of the saturations,
we will find class M functions T so that certain scalar variables
q(t) stay within suitable intervals [−M̄, M̄] for all t ≥ T (|q(T0)|)
and suitable times T0, which will be useful for realizing our
strategy of removing saturations in the course of our proof. The
following lemma will allow us to find the required class M
functions, and we prove this lemma in Appendix B:

Lemma 3. Let G : R2
→ R be a bounded continuous function

that admits positive constants g0, T0, and M̄ and a function g :

R → [0,∞) such that G(t, q) = g(t)q for all t ≥ T0 and all
q ∈ [−M̄, M̄] and such that G(t, q)sign(q) ≥ g0 holds for all
t ≥ T0 and q ∈ R \ [−M̄, M̄]. Let H : [0,∞) → R be a bounded
continuous function that admits constants T̄ > T0 and H̄ > 0 such
that |H(t)| ≤ H̄ for all t ≥ T̄ and such that H̄ < g0. Then there exists
a function T∗ ∈ M such that for each C1 solution q : [T0,∞) → R
of

q̇(t) = −G(t, q(t)) + H(t), (11)

we have |q(t)| ≤ M̄ for all t ≥ T∗(|q(T0)|) and therefore also
q̇(t) = −g(t)q(t) + H(t) for all t ≥ T∗(|q(T0)|).

Finally, we need this variant of Halanay’s inequality, which
generalizes [21, Lemma 4.2] to allow nonzero values of ∆1, and
which we prove in Appendix C and which is used in our Lyapunov
analysis in Section 3.4.2:

Lemma 4. Consider a continuous function v : [−h,+∞) →

[0,+∞) with h > 0 being a constant. Assume that there are
constants ∆1 ≥ 0, c1, and c2 satisfying c1 > c2 > 0 such that the
inequality

v̇(t) ≤ −c1v(t) + c2 sup
m∈[t−h,t]

v(m) +∆1 (12)

is satisfied for all t ≥ 0. Choose cs > 0 to be the unique positive
value such that cs = c1 − c2ecsh, and let lv > 0 be a constant such
that lve−cst > v(t) −∆1/(c1 − c2) for all t ∈ [−h, 0]. Then

v(t) ≤ lve−cst +
∆1

c1 − c2
(13)

holds for all t ≥ 0.

3.4. Proof of Theorem 1

The proof is arranged as follows. In the first step, we use
a change of variables that produces a useful cascaded system
with a globally asymptotically stable subsystem; see (16). In the
second step, we perform a Lyapunov function analysis for this
new system. In the third step, we use results from the first two
steps to find useful bounds on the states of the original system. In
the last step, we use linear growth properties of the closed loop
system to transform the preceding estimates into the required
input-to-state stability estimate.

3.4.1. First step: system in new variables with asymptotically stable
subsystem

We use the new variable ξ = (x1, ξ2, ξ3), where

ξ2(t) = x2(t) − α(t) and ξ3(t) = x3(t) − α̇(t) − β(t). (14)

Direct calculations then transform (1) into the new system

ẋ1(t) = satL1 (α(t) + ξ2(t)),
ξ̇2(t) = satL2 (β(t) + ξ3(t) + α̇(t)) − α̇(t),
ξ̇3(t) = satL3 (u) − α̈(t) − β̇(t).

(15)

Notice that the system (15) in closed-loop with (4a) is forward
complete, by the forward completeness of our dynamic extension
(5), meaning, all of its solutions are defined for all t ≥ 0 for
all constant initial functions at the initial time t0 = 0 (which
follows from the boundedness of the nonlinear terms in (5)). Also,
(9c) and (7c) imply that |u(t)| = |−satL4 (ξ3(t)) + α̈(t) + β̇(t)| ≤

L4 + α3 + β2 < L3 holds for all t ≥ 2T . As an immediate
consequence, the system (15) in closed loop with the feedback
defined in (4a) admits the representation

ẋ1(t) = satL1 (α(t) + ξ2(t)),
ξ̇2(t) = satL2 (β(t) + ξ3(t) + α̇(t)) − α̇(t),
ξ̇3(t) = −satL4 (ξ3(t))

(16)

for all t ≥ 2T . Since the ξ3 subsystem of (16) is globally asymp-
totically stable to 0 on R, we deduce from (7a) and the bounds
(9c) that there is a class M function Tb : [0,+∞) → [2T ,+∞)
(depending on β̄1 and ᾱ2) such that for all t ≥ Tb(|ξ (0)|), we have
|β(t) + ξ3(t) + α̇(t)| ≤ β1 + α2 + |ξ3(t)| < L2. Hence, we obtain
the system

ẋ1(t) = satL1 (α(t) + ξ2(t)), ξ̇2(t) = β(t) + ξ3(t) (17)

for all t ≥ Tb(|ξ (0)|). Using the formulas y1(t) = η(t)x1(σ (t)) +

δ1(t) and y2(t)−α(σ (t)) = x2(σ (t))+ δ2(t)−α(σ (t)) = ξ2(σ (t))+
δ2(t) for our output components (which follow from (2) and (14)),
and also using our formulas for φ and ω from (6a) and (9b), we
can then rewrite (17) as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẋ1(t) = satL1

(
−

k2α1

(1 − e−kT )2p1

×

∫ t

t−T

∫ m

m−T
ek(ℓ−t)satp1

(
η(ℓ)x1(σ (ℓ))

)
dℓdm

)
+J1(t)

ξ̇2(t) = −
β1k

p2(1−e−kT )

∫ t

t−T
ek(ℓ−t)satp2

(
ξ2(σ (ℓ))

)
dℓ+ J2(t),

(18a)
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where J1(t) = satL1

(
−

k2α1

(1 − e−kT )2p1

×

∫ t

t−T

∫ m

m−T
ek(ℓ−t)satp1

(
η(ℓ)x1(σ (ℓ)) + δ1(ℓ)

)
dℓdm + ξ2(t)

)
− satL1

(
−

k2α1
(1−e−kT )2p1

∫ t

t−T

∫ m

m−T
ek(ℓ−t)satp1

(
η(ℓ)x1(σ (ℓ))

)
dℓdm

)
and J2(t) =

β1k
p2(1 − e−kT )

×

∫ t

t−T
ek(ℓ−t) [satp2 (ξ2(σ (ℓ)))− satp2

(
ξ2(σ (ℓ)) + δ2(ℓ)

)]
dℓ

+ ξ3(t)

(18b)

for all t ≥ Tb(|ξ (0)|). The formulas (18a) will play an important
role in what follows, because we will use the ξ̇2(t) formula from
(18a) to find an upper bound for |ξ2(t)| in terms of |(δ̄1, δ̄2)| and
an additional term that converges to 0, and then we will use the
ẋ1(t) formula from (18a) to obtain an analogous bound for |x1(t)|;
see (31). This will lead to the desired conclusion for the system
in the original variables.

By (7b), we have α1 < L1, and satp1 is bounded by p1, so (18a)
and the first equality in (10) give

ẋ1(t) = −
k2α1

(1 − e−kT )2p1

×

∫ t

t−T

∫ m

m−T
ek(ℓ−t)satp1

(
η(ℓ)x1(σ (ℓ))

)
dℓdm + J1(t)

(19)

for all t ≥ Tb(|ξ (0)|). Finally, since saturations have the global
Lipschitz constant 1, we can check that

|J2(t)| ≤ |ξ3(t)| +
β1

p2
δ2 and |J1(t)| ≤ |ξ2(t)| +

α1

p1
δ1

for all t ≥ Tb(|ξ (0)|),
(20)

by (10). We next analyze the stability properties of the system
(18a).

By adding and subtracting (β̄1/p2)satp2 (ξ2(t)) on the right side
of the ξ̇2(t) formula in (18a) and then using the second equality
in (10), it follows that, for all t ≥ Tb(|ξ (0)|) + σ + T ,

ξ̇2(t) = −
β1
p2
satp2 (ξ2(t))+ R1(t) + J2(t), where (21a)

R1(t) =
β1k

p2(1 − e−kT )

×

∫ t

t−T
ek(ℓ−t)

[
satp2 (ξ2(t))− satp2

(
ξ2(t) −

∫ t

σ (ℓ)
ξ̇2(s)ds

)]
dℓ.

(21b)

Moreover, by (9c) and (17), we have |ξ̇2(t)| ≤ |ξ3(t)| + β1. As a
consequence, for all t ≥ Tb(|ξ (0)|) + T + σ , we have

|R1(t)| ≤
β1k

p2(1 − e−kT )

×

∫ t

t−T
ek(ℓ−t)(t − σ (ℓ))dℓ

(
|ξ3|[t−T−σ ,t] + β1

)
≤

β1

p2
(T + σ )

×
(
|ξ3|[t−T−σ ,t] + β1

)
(22)

where the last inequality in (22) used (10) and the bounds ℓ−σ̄ ≤

σ (ℓ) to get t −σ (ℓ) ≤ t − ℓ+ σ̄ ≤ T + σ̄ for all ℓ ∈ [t − T , t]. The

second inequality in (22) and the first inequality in (20) yield

|R1(t)| + |J2(t)| ≤
β1

p2

[
(T + σ )

(
|ξ3|[t−T−σ ,t] + β1

)
+ δ2

]
+|ξ3(t)|

(23)

for all t ≥ Tb(|ξ (0)|) + T + σ . Since the ξ3 subsystem is globally
asymptotically stable to 0, we deduce from (23) and (7f) that
there is a class M function Tc : [0,+∞) → [0,+∞) and a
constant δ0 > 0 such that

sup
ℓ≥Tc (|ξ (0)|)

(
|R1(ℓ)| + |J (ℓ)|

)
≤
β1

p2

[
(T + σ )β1 + δ2

]
+ δ0 < β1.

(24)

Hence, by (21a), there is a class M function Td : [0,+∞) →

[0,+∞) such that Td(s) ≥ Tb(s) + T + σ̄ for all s ≥ 0 and such
that |ξ2(t)| < p2 for all t ≥ Td(|ξ (0)|), because ξ̇2 > 0 (resp., < 0)
when ξ2(t) ≤ −p2 (resp., ≥ p2). Then for all t ≥ Td(|ξ (0)|), we
have satp2 (ξ2(t)) = ξ2(t), so (21a) gives the reduced order system⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

ẋ1(t) = −
k2α1

(1 − e−kT )2p1

×

∫ t

t−T

∫ m

m−T
ek(ℓ−t)satp1

(
η(ℓ)x1(σ (ℓ))

)
dℓdm + J1(t)

ξ̇2(t) = −
β1

p2
ξ2(t) + R1(t) + J2(t)

(25)

in the new variables from (14) for all t ≥ Td(|ξ (0)|). This follows
by applying Lemma 3 to the system (21a), by choosing q = ξ2,
G(t, q) = (β̄1/p2)satp2 (q), g(t) = β̄1/p2, M̄ = p2, and H = R1+J2
in the lemma, and using the fact that |ξ | ≥ |ξ2|.

3.4.2. Second step: Lyapunov analysis for reduced order system (25)
in new variables

This step will use the candidate Lyapunov function Υ (ξ2) =
1
2ξ

2
2 . By (21b) and the second equality in (10), we get

|R1(t)| ≤
β1k

p2(1 − e−kT )

∫ t

t−T
ek(ℓ−t)

∫ t

σ (ℓ)
|ξ̇2(s)|dsdℓ

≤
β1

p2

∫ t

t−T−σ

|ξ̇2(s)|ds

(26)

for all t ≥ Td(|ξ (0)|), because satp2 has the Lipschitz constant 1.
By using (18a) to upper bound |ξ̇2(s)| in (26), we deduce from the
second inequality in (26) that for all t ≥ Td(|ξ (0)|), we have

|R1(t)| ≤
β

2
1k

p22(1 − e−kT )

∫ t

t−T−σ

∫ s

s−T
ek(ℓ−s)dℓds

× sup
m∈[t−2T−2σ ,t]

|ξ2(m)| +
β1

p2

∫ t

t−T−σ

|J2(s)| ds

≤
β

2
1(T + σ )

p22
sup

m∈[t−2T−2σ ,t]
|ξ2(m)|

+
β1(T + σ )

p2

(
β1

p2
δ2 + |ξ3|[t−T−σ ,t]

)
,

(27)

where the last inequality is a consequence of the second equality
in (10) and of the first inequality in (20). By using the first
inequality in (20) and (27) to bound R1 and J2 from (25), we
easily deduce from the asymptotic stability of the ξ3 subsystem
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of (16) that for any constant ω0 > 0, we have

Υ̇ (t) ≤
β1

p2

(
−ξ 22 (t) +

β1(T + σ )
p2

sup
m∈[t−2T−2σ ,t]

ξ 22 (m)

+ |ξ2(t)|
[{(

β1

p2
(T + σ ) + 1

)
δ2

}
+ µ(|ξ (0)|, t)

])
≤
β1

p2

(
−Υ (ξ2(t)) +

2β1(T + σ )
p2

× sup
m∈[t−2T−2σ ,t]

Υ (ξ2(m)) +
1
2
B∗(t)

)
,

(28)

along all solutions of (25) for all t ≥ Td(|ξ (0|)) + T + σ , where

B∗(t) = (1 + ω0)
(
β1

p2
(T + σ ) + 1

)2

δ
2
2

+

[(
1 +

1
ω0

)
µ2(|ξ (0)|, t)

]
,

(29)

and where the last inequality in (28) used the triangle inequality
ab ≤

1
2a

2
+

1
2b

2 with a = |ξ2(t)| and b being the quantity
in squared brackets in (28) (followed by a use of the relation
(r + s)2 ≤ (1 + ω0)r2 + (1 + (1/ω0))s2 where r is the quantity
in curly braces in (28) and s = µ(|ξ (0)|, t)), and where µ is a
class KL function. Since µ ∈ KL, we can then find a class M
function T ♯d : [0,+∞) → [0,+∞) such that T ♯d(s) ≥ Td(s) + T for
all s ≥ 0 and such that µ(|ξ (0)|, t) ≤ ω0 for all t ≥ T ♯d(|ξ (0)|),
and therefore such that the quantity in squared brackets in (29)
is bounded above by ω0 + ω2

0 for all t ≥ T ♯d(|ξ (0)|). Therefore, for
any constant ϵ > 0, we can choose ω0 > 0 small enough (with
ω0 depending on ϵ and the other parameters) such that√

B∗(t)β1/(p2(c1 − c2))

≤

(√
1 + ω0

(
β̄1

p2
(T + σ̄ ) + 1

)
δ̄2 +

√
ω0 + ω2

0

)
×

√
β̄1

p2(c1 − c2)
< ξ⋆(1 + ϵ)

(30)

for all t ≥ T ♯d(|ξ (0)|), where ξ⋆ is from (8), c1 = β̄1/p2, c2 =

2β̄2
1 (T + σ̄ )/p22, and the first inequality in (30) used the subad-

ditivity of the square root; the fact that c1 > c2 follows because
(7g) implies that 1 > 2β̄1(T + σ )/p2. Since 1 > 2β̄1(T + σ )/p2,
it follows from Lemma 4 (applied to v(t) = Υ (ξ2(t + T ♯d(|ξ (0)|))),
and with the preceding choices of c1 and c2 and the choice ∆1 =
1
2 (β̄1/p2) sup{B∗(t) : t ≥ T ♯d(|ξ (0)|)}) that

|ξ2(t)| ≤ ξ⋆(1 + ϵ) + µ0(|x(0)| + |δ|∞, t) for all t ≥ T ♯d(|ξ (0)|);

(31)

this is done by using (9b) and (14) to find a γ ∈ K∞ such that
|ξ (0)| ≤ γ (|x(0)| + |δ|∞) for all initial states and also using the
second equality in (17) and the linear growth of the dynamics to
bound |ξ2| on [0, T ♯d(|ξ (0)|), in order to find the required function
µ0 ∈ KL. We also used the subadditivity of the square root
to transform the upper bound on Υ (ξ2(t)) that is obtained from
Lemma 4 into the upper bound (31) on |ξ2(t)|.

The next part is devoted to the x1-subsystem (25). First, we
deduce from (25) that |ẋ1(t)| ≤ α1 +|J1(t)| ≤ α1 +|ξ2(t)|+

α1
p1
δ1,

using the first equality in (10) and the second inequality in (20),

so (31) gives

|ẋ1(t)| ≤ α1 + ξ⋆(1 + ϵ)

+
α1

p1
δ1 + µ0(|x(0)| + |δ|∞, t) for all t ≥ T ♯d (|ξ (0)|).

(32)

Also, by adding and subtracting satp1 (η(ℓ)x1(t)) in its integrand,
(25) implies that for all t ≥ T ♯d (|ξ (0)|),

ẋ1(t) = −
k2α1

(1 − e−kT )2p1

∫ t

t−T

∫ m

m−T
ek(ℓ−t)satp1 (η(ℓ)x1(t)) dℓdm

+R2(t) + J1(t), where
(33a)

R2(t) = −
k2α1

(1 − e−kT )2p1

∫ t

t−T

∫ m

m−T
ek(ℓ−t)

×
[
satp1 (η(ℓ)x1(σ (ℓ)))− satp1 (η(ℓ)x1(t))

]
dℓdm, (33b)

and where we can use the first equality in (10) and the global
Lipschitz constant of 1 for satp1 to obtain

|R2(t)| ≤
k2α1

(1 − e−kT )2p1
η

×

∫ t

t−T

∫ m

m−T
ek(ℓ−t)

|x1(t) − x1(σ (ℓ))| dℓdm

≤
α1η

p1

∫ t

t−2T−σ

|ẋ1(s)|ds,

(34)

since the Fundamental Theorem of Calculus gives
|x1(t) − x1(σ (ℓ))| ≤

∫ t
t−2T−σ

|ẋ1(s)|ds for all ℓ ∈ [t − 2T − σ̄ , t].
Although we can use the bound L1 on ẋ1 from (1) and (34)

to upper bound |R2(t)| by (ᾱ1η̄/p1)(2T + σ̄ )L1, we will instead
use (32) to upper bound |ẋ1(s)| in (34) in order to obtain a bound
on R2 that contains δ̄1 that is needed to prove our input-to-state
stability estimate. To this end, notice that from (32), it follows
that for all t ≥ T ♯d(|ξ (0)|) + 2T + σ , we have

|R2(t)| ≤
α1η

p1
(2T + σ )

×

(
α1 + ξ⋆(1 + ϵ) + µ

♭

0(|x(0)| + |δ|∞, t) +
α1

p1
δ1

)
,

(35)

where µ♭0(s, t) = µ0(s, t − 2T − σ ). Combining (35) and the
second inequality in (20) with (31), we obtain a class M function
T ♯♯d : [0,+∞) → [0,+∞) such that

supt≥T ♯♯d (|ξ (0)|)(|R2(t)| + |J1(t)|) <
α1
η
, (36)

where the last inequality is a consequence of (7h) and by choosing
ϵ ∈ (0, 1) to be small enough. Hence, there is a class M function
Te : [0,+∞) → [0,+∞) such that η|x1(t)| < p1 and so also
|η(ℓ)x1(t)| < p1 for all t ≥ Te(|ξ (0)|) and ℓ ≥ 0. It follows from
(33a) that

ẋ1(t) = −
k2α1

(1 − e−kT )2p1

×

∫ t

t−T

∫ m

m−T
ek(ℓ−t)η(ℓ)x1(t)dℓdm + R2(t) + J1(t)

(37)

for all t ≥ Te(|ξ (0)|). This follows from applying Lemma 3 to the
system (33a), and choosing q = x1 and M̄ = p1/η̄ in the lemma,
because |ξ | ≥ |x1|. We can assume that Te(s) ≥ T ♯d(s)+2T + σ̄ for
all s ≥ 0.
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Let us consider the candidate Lyapunov function ν(x1) =
1
2x

2
1.

Since η is lower bounded by 1, we deduce from the second
inequality in (20) and (34) that

ν̇(t) ≤ −
α1

p1
x21(t) + x1(t)

[
R2(t) + J1(t)

]
≤ −

α1

p1
x21(t) + |x1(t)|

α1η

p1

∫ t

t−2T−σ

|ẋ1(s)|ds

+|x1(t)|
(

|ξ2(t)| +
α1

p1
δ1

) (38)

holds along all solutions of (37) for all t ≥ Te(|ξ (0)|), by the
first equality in (10). From (25) and the first equality in (10), we
deduce that

|ẋ1(t)| ≤
k2α1

(1 − e−kT )2p1

∫ t

t−T

∫ m

m−T
ek(ℓ−t)η|x1(σ (ℓ))|dℓdm

+|J1(t)|

≤
α1η

p1
sup

m∈[t−2T−σ ,t]
|x1(m)| + |ξ2(t)| +

α1

p1
δ1

(39)

for all t ≥ Te(|ξ (0)|), by our bound η̄ on η, and where the second
inequality is by (20). Hence, (38) gives

ν̇(t) ≤ −
α1

p1
x21(t) + |x1(t)|

α1η

p1

×

∫ t

t−2T−σ

(
α1η

p1
sup

m∈[s−2T−σ ,s]
|x1(m)| + |ξ2(s)|

)
ds

+ |x1(t)|
(
α1η

p1
(2T + σ )

α1

p1
δ1 + |ξ2(t)| +

α1

p1
δ1

)
≤ −

α1

p1
x21(t) +

α2
1η

2

p21
(2T + σ ) sup

m∈[t−4T−2σ ,t]
|x1(m)|2

+ |x1(t)|
[
α1η

p1

∫ t

t−2T−σ

|ξ2(s)|ds

+
α2
1η

p21
(2T + σ )δ1 + |ξ2(t)| +

α1

p1
δ1

]

(40)

for all t ≥ Te(|ξ (0)|) + 2T + σ . Setting ξ ♯⋆ = ξ⋆(1 + ϵ), it follows
from (31) that, for all t ≥ Te(|ξ (0)|) + 2T + σ ,

ν̇(t) ≤ −
α1

p1
x21(t) +

α2
1η

2

p21
(2T + σ ) sup

m∈[t−4T−2σ ,t]
|x1(m)|2

+ {|x1(t)|}
{
α1η

p1
(2T + σ )(ξ ♯⋆ + µ0(|x(0)| + |δ|∞, t))

+
α2
1η(2T + σ )δ1

p21
+ ξ ♯⋆ + µ0(|x(0)| + |δ|∞, t) +

α1δ1

p1

}
≤ −

2(1 − ω0)α1

p1
ν(x1(t))

+
2α2

1η
2

p21
(2T + σ ) sup

m∈[t−4T−2σ ,t]
ν(x1(m))

+
p1

4ω0α1

[
α1η

p1
(2T + σ )(ξ ♯⋆ + µ0(|x(0)| + |δ|∞, t))

+
α2
1η(2T + σ )δ1

p21
+ ξ ♯⋆ + µ0(|x(0)| + |δ|∞, t) +

α1

p1
δ1

]2

(41)

where the last inequality applied Young’s inequality ab ≤
α1ω0
p1

a2

+
p1

4α1ω0
b2 to the terms in curly braces.

By (7e), we can assume that ω0 ∈ (0, 1) is small enough so
that
(1 − ω0)α1

p1
>
α2
1η

2

p21
(2T + σ ).

From Lemma 4 (with c1 = 2(1 − ω0)ᾱ1/p1 and c2 = 2α2
1η

2(2T +

σ̄ )/p21) and the second inequality in (41), there is a µ1 ∈ KL and
a class M function T ♯e : [0,+∞) → [0,+∞) such that for all
t ≥ T ♯e (|ξ (0)|), we have

ν(x1(t)) ≤

⎧⎨⎩ p31(1 + ω0)
8α2

1ω0(p1(1 − ω0) − α1η
2(2T + σ ))

×

[
α1η(2T + σ )ξ ♯⋆

p1
+
α2
1η(2T + σ )δ1

p21
+ ξ ♯⋆ +

α1δ1

p1

]2
⎫⎬⎭

+µ1(|x(0)| + |δ|∞, t),

(42)

by the argument that led to (31) and the linear growth of the x1
dynamics.

3.4.3. Third step: deriving bounds on the original state variables
Using (42), it follows that with the choice µ2 =

√
2µ1, we get

|x1(t)| ≤ γa + µ2(|x(0)| + |δ|∞, t), (43)

where γa =
√
2Ba and Ba is the quantity in curly braces in (42), by

the subadditivity of the square root and the formula ν(x1) =
1
2x

2
1.

We next find analogous bounds for x2 and x3.
From (31) and the definition ξ2 = x2 − α from (14), and also

using (9b), we deduce that⏐⏐⏐⏐x2(t) +
k2

(1 − e−kT )2

×

∫ t

t−T

∫ m

m−T
ek(ℓ−t) α1

p1
satp1 (η(ℓ)x1(σ (ℓ)) + δ1(ℓ))dℓdm

⏐⏐⏐⏐
≤ ξ ♯⋆ + µ0(|x(0)| + |δ|∞, t)

(44)

and so also

|x2(t)| ≤ ξ ♯⋆ + µ0(|x(0)| + |δ|∞, t)

+
k2

(1 − e−kT )2
α1

p1

∫ t

t−T

∫ m

m−T
ek(ℓ−t)

[η|x1(σ (ℓ))| + δ1]dℓdm

(45)

for all t ≥ T ♯d (|ξ (0)|), since |satp1 (r)| ≤ r for all r ≥ 0. From
(45) and (43) and the first equality in (10), we deduce that for all
t ≥ T ♯e (|ξ (0)|) + 2T + σ̄ , we have

|x2(t)| ≤ ξ
♯
⋆ + µ

♯

0(|x(0)| + |δ|∞, t) +
α1
p1

[
ηγa + δ1

]
(46)

where µ♯0 = µ0 + (ᾱ1/p1)η̄µ2 ∈ KL. Moreover, since x3(t) =

α̇(t) + β(t) + ξ3(t), we have

|x3(t)| ≤

[
k3

(1 − e−kT )2

∫ t

t−T

∫ m

m−T
ek(ℓ−t)

|φ(ℓ)|dℓdm

+
k2

(1 − e−kT )2

∫ t

t−T
ek(ℓ−t)

|φ(ℓ)|dℓ

+
k2

(1 − e−kT )2

∫ t−T

t−2T
ek(ℓ−t)

|φ(ℓ)|dℓ
]

+
k

1 − e−kT

∫ t

t−T
ek(ℓ−t)

|ω(ℓ)|dℓ+ |ξ3(t)|

(47)
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for all t ≥ 2T , by (9b), where we note (for later use in the proof)
that the quantity in squared brackets in (47) is an upper bound
for |α̇1(t)|. Next observe that our choices of y1 and y2 from (2)
give

|φ(t)| ≤
α1

p1

⏐⏐η(t)x1(σ (t)) + δ1(t)
⏐⏐

and |ω(t)| ≤
β1

p2

⏐⏐⏐⏐x2(σ (t)) + δ2(t)

−
k2

(1 − e−kT )2

∫ σ (t)

σ (t)−T

∫ m

m−T
ek(ℓ−σ (t))φ(ℓ)dℓdm

⏐⏐⏐⏐
(48)

for all t ≥ 2T + σ̄ . It follows from (43) and (46) that we can find
a function µ3 ∈ KL such that
|φ(t)| ≤ φ⋆ + µ3(|x(0)| + |δ|∞, t),

where φ⋆ =
α1

p1

(
ηγa + δ1

) (49)

and |ω(t)| ≤
β1

p2

[
ξ ♯⋆ +

α1

p1

[
ηγa + δ1

]]
+
β1

p2

(
s

∫ σ (t)

σ (t)−T

∫ m

m−T
ek(ℓ−σ (t))dℓdmφ⋆ + δ2

+µ3(|x(0)| + |δ|∞, t)
)

≤ ω⋆ +
β1

p2
µ3(|x(0)| + |δ|∞, t),

(50)

by enlarging T ♯e as needed without relabeling and using the first
equality in (10), where s = k2/(1 − e−kT )2 and where

ω⋆ =
β1

p2

[
ξ ♯⋆ +

α1

p1
(ηγa + δ1) + φ⋆ + δ2

]
. (51)

Also, by using (10) and the upper bound on |α̇1(t)| that we ob-
tained in squared brackets in (47), we have |α̇(t)| ≤ 2k|φ|[t−2T ,t]/

(1 − e−kT ) for all t ≥ 2T . Therefore, we deduce from the formula
x3(t) = α̇(t) + β(t) + ξ3(t) from (14) and from our bounds on φ
and ω from (49) and (50) (and the asymptotic stability property
of the ξ3 subsystem) that we can find a class M function Tf :

[0,+∞) → [0,+∞) and a function µ4 ∈ KL such that

|x3(t)| ≤
2k

1 − e−kT φ⋆ + ω⋆ + µ4(|x(0)| + |δ|∞, t) (52)

for all t ≥ Tf (|ξ (0)|), using the formula for β from (9b) and the
second equality in (10). The theorem now follows from combining
the upper bounds (43), (46), and (52); see Appendix D.

4. Application to visual landing of aircraft

To illustrate our results, we consider the lateral dynamics
of an Airbus airliner in a glide phase which must align with a
runway using a body fixed monocular camera [22], using im-
precise, sampled, or delayed output measurements. This problem
is a challenge of strong relevance in cases where the runway is
unequipped or in the case of GPS loss, where the output delays
and sampling arise from image processing. More precisely, the
position, size and heading of the runway are unknown, so the
relative position (∆X ,∆Y ) and heading ∆ψ of the aircraft with
respect to it are unmeasured. See Fig. 1, and [23] for valuable
research on vision based aircraft control, which does not provide
the input-to-state stability to uncertainty under sampling that we
provide here.

As noted in [3], this research was motivated by this simplified
lateral guidance model provided by Airbus:⎧⎪⎪⎨⎪⎪⎩

∆̇Y = V satLψ (∆ψ )

∆̇ψ =
g
V
satLϕ (ϕ)

ϕ̇ = satLu (ulat),

(53)

Fig. 1. Notation used in the alignment part of the glide phase.

Table 1
Maximum allowable values according to our main result for the parameter
values (54).
σ̄ (ms) δ̄1 (cm) δ̄2 (cm/s)

878 0 0
0 152.5 0
0 0 5.5
100 67.02 2.4

where ulat is the input, V = 72 m.s−1 is constant all along the final
approach, g = 9.81 m.s−2, and ϕ (resp., ulat) is the aircraft roll
angle (resp., the guidance/outer loop control action). Then (53)
can be transformed into the system (1) by applying the changes
of coordinates x1 = ∆Y , x2 = V∆ψ , and x3 = gϕ and setting
L1 = VLψ , L2 = gLϕ , L3 = gLu, and u = gulat. Here, we assume
that we can extract the quantities y1 = η(t)∆Y (σ (t)) + δ1(t),
y2 = ∆ψ (σ (t)) + δ2(t), and y3 = ϕ(t) from the images and
inertial measurement unit, where η(t) ∈ [1, 2] and δ1(t) and δ2(t)
represent the measurement noise, which are mainly due to image
acquisition and processing, and σ (t) is due to the fact that the
images are sampled and processed. Therefore, we choose η̄ = 2.

The saturation limits are L1 = 25 m.s−1, L2 = 7 m.s−2, and
L3 = 6 m.s−3. With the preceding choices, the values

k = 0.1, T = 2, L4 = 1, ᾱ1 = 1.23, p1 = 24,
β̄1 = 0.2, and p2 = 2.5

(54)

satisfy (7) from Theorem 1, when σ̄ , δ̄1, and δ̄2 are chosen as
follows, where 878 ms in the first row of the table and 5.5 in the
third row of the table corresponds to choosing σ̄ = 0.878 and
δ̄1 = 0.055 respectively in our conditions (7) on our constants
(and similarly for the other rows).

In Table 1, the first line gives the maximum value of σ̄ , in
the special case δ̄1 = δ̄2 = 0 that we discussed in Section 3.2
(corresponding to choosing σ̄ = 0.878 in (7) because of the
scaling of the physical quantities). Then the next two lines show
maximum disturbance values in the special case that we dis-
cussed in Section 3.2 where σ̄ = 0, which corresponds to the
undelayed case where σ (t) = t where there is no sampling
in the outputs. In practice, assuming that image processing and
acquisition is done within 878 ms seems reasonable (since, for
instance, some image processing algorithms run at around 67 ms
in [24]); indeed, once correctly initialized, the computer vision
algorithm must simply track the runway (which is a trapezoid)
in the image. The second (resp. third) line gives the maximum
value of δ̄1 (resp., δ̄2) assuming σ̄ = 0 and δ̄2 = 0 (resp.,
δ̄1 = 0). Finally, we can determine maximal allowable values
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Fig. 2. State ∆Y and control ulat using values from last line of Table 1.

when all of these values are nonzero, as follows. Assume that
the image processing and acquisition are performed at 100 ms.
Then, a good compromise is in the last line, in which δ̄1 and δ̄2
are selected such that (7) hold with σ̄ = 100 ms, δ̄1 = 1.525xm,
and δ̄2 = .055x m/s, where the value x = 0.4395 was selected
as the largest x such that (7) hold when δ̄1 = 1.525xm, and
δ̄2 = .055x m/s. This is a compromise, because σ̄ is reduced
from 878 ms, to allow positive δ̄i values that agree with a suitable
percent of their maximum values. Moreover, for the values σ̄ = 0,
δ̄1 = δ̄2 = 0.27, k = 0.1, T = 2, L4 = 1, ᾱ1 = 1.6, p1 = 69,
β̄1 = 0.2, and p2 = 2.5, the assumptions of Theorem 1 are
again satisfied, but the assumptions of [4] would not be satisfied,
because the preceding values give L1(1 − e−1)2/(40(1 + 2e−1

+

e−2)) − δ̄2 < 0, so Theorem 1 is less restrictive than [4].
For comparison purposes, we name our guidance solution

from Theorem 1 ‘Controller 1’. For the plots above, we used the
values of σ̄ and δ̄1 and δ̄2 calculated in the last row of the table,
with the choice σ (t) = iσ̄ /2−σ̄ /2 for all t ∈ [iσ̄ /2, (i+1)σ̄ /2) and
i ≥ 0 (to incorporate the effects of sampling and delay). One can
also apply a second controller called ‘Controller 2’ to (53) based
on [4], by choosing the parameters in [4] to be q = 0.07 (which
is the parameter of [4, Remark 1]), r = 0.13, λ = λa = 0.007,
σ̄⋆ = 0.07, and ϵ = 0.01. These choices of parameters give
the value v̄ = 0.63 for the corresponding parameter in [4]. We
were unable to find larger values for λ or r while respecting the
assumptions of the main result of [4]; these values have a direct
impact on controller performance. Fig. 2 shows how Controller 1
succeeds to lower a lateral deviation of 30 m for an initial heading
deviations ∆ψ = 3deg within 42 s. Moreover, Controller 1 (in
terms of radians) has the bound

L4 + ᾱ3 + β̄2 = L4 +
4k2ᾱ1

(1 − e−kT )2
+

2kβ̄1

1 − e−kT

= 1 +
4(0.1)2(1.23)
(1 − e−0.1(2))2

+
2(0.1)(0.2)
1 − e−0.1(2) = 2.718

(55)

that is ensured by our theorem. We start the plots at time t = 4
because Controller 1 from (4a) is 0 on the interval [0, 2T ] = [0, 4].
In the right panel of Fig. 2, we see that |ulat| (expressed in degrees
per second) stays below its required bound (180/(πg))×2.718 =

15.87. It also shows that the Controller 2 is unable to reduce
the lateral deviation in such a short time. This indicates that the
compromise between robustness and performance is worse for
Controller 2. In other words, the conditions for the main result
of [4] are more conservative.

5. Conclusions

We used a recent backstepping approach to derive a useful
new class of bounded controls for a chain of saturated integrators
that arises in the visual landing of aircraft under image process-
ing. This overcame the challenge of having imprecise, delayed,

or sampled output measurements by proving an input-to-state
stability estimate. Our numerical simulations illustrated potential
advantages of this work over previous methods. In future work,
we hope to merge our results with existing methods for approx-
imating delays to cover cases where σ may not be known, and
to transition this work to practice to improve the performance of
aircraft during the glide phase.
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Appendix A. Proof of Lemma 1

Simple calculations (based on substituting (6a)–(6b) into (5))
show that the functions vi from (4b)–(4d) satisfy v1(zt ) = α̇(t),
v2(yt , zt ) = α̈(t), and v3(yt , zt ) = β̇(t) for all t ≥ 0. This
allows us to rewrite (4a) as (9a). Also, we can apply variation of
parameters on the interval [t −T , t] (to the system q̇ = k(−q+b)
with the choice (q(t), b(t)) = (z3(t), ω(t)), then with the choice
(q(t), b(t)) = (z2(t), z1(t) − e−kT z1(t − T )), and finally with the
choice (q(t), b(t)) = (z1(t), φ(t))) to prove that (9b) holds for all
t ≥ 2T . It remains to prove the bounds (9c).

To this end, we use (9b) to prove the bounds on the derivatives
of α and β in (9c); the bounds on α and β in (9c) follow from the
definition of the saturation and (9b) and (10). We continue to use
the common notation s = k2/(1 − e−kT )2 and the equalities and
inequalities to follow should be understood to hold for all t ≥ 2T .
We have

α̇(t) = −kα(t) + s

[∫ t

t−T
ek(ℓ−t)φ(ℓ)dℓ−

∫ t−T

t−2T
ek(ℓ−t)φ(ℓ)dℓ

]
,

(A.1)

and therefore also

|α̇|∞ ≤ kα1 + sα1

[
1
k

(
1 − e−kT )

+
1
k

(
e−kT

− e−2kT )]
= kα1 + sα1

1
k

(
1 − e−kT ) (

1 + e−kT )
= α2, (A.2)

by our choice of α2 in (8). Also, since

α̈(t) = −kα̇(t)

+s(−k)
[∫ t

t−T
ek(ℓ−t)φ(ℓ)dℓ−

∫ t−T

t−2T
ek(ℓ−t)φ(ℓ)dℓ

]
+ s[φ(t) − 2e−kTφ(t − T ) + e−2kTφ(t − 2T )], (A.3)

our formulas for α2 and α3 from (8) and the bound α1 on φ give

|α̈|∞ ≤
2k2ᾱ1

1 − e−kT +
[
s
(
1 − e−kT )

+ s
(
e−kT

− e−2kT )] ᾱ1

+ s
(
1 + 2e−kT

+ e−2kT ) ᾱ1 ≤ 4α1s = α3.

(A.4)
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Finally, since

β̇(t) = −kβ(t) +
k

1 − e−kT

(
ω(t) − ω(t − T )e−kT ) , (A.5)

we have

|β̇|∞ ≤ kβ1 +
k

1 − e−kT

(
1 + e−kT )β1 = β2, (A.6)

by our choice of β2 in (8) and our bound β1 on ω, which com-
pletes our proof of the bounds (9c).

Appendix B. Proof of Lemma 3

Consider any solution q : [T0,∞) → R of (11). If there is a
time t∗ ≥ T̄ where |q(t∗)| ≤ M̄ , and a time t > t∗ and an ϵ > 0
such that |q(t)| ≥ M̄ + ϵ, then let Tmin be the smallest time t > t∗
such that |q(t)| ≥ M̄ + ϵ. Then, if q(Tmin) > 0, then q̇(Tmin) =

−G(Tmin, q(Tmin)) + H(Tmin) ≤ −g0 + H̄ < 0, which implies that
there is a smaller time t ∈ (t∗, Tmin) at which q(t) ≥ M̄+ϵ, which
contradicts the minimality of Tmin. On the other hand, if q(Tmin) <
0, then q̇(Tmin) = −G(Tmin, q(Tmin)) + H(Tmin) ≥ g0 − H̄ > 0, so
there is a smaller time t ∈ (t∗, Tmin) at which q(t) ≤ −M̄ − ϵ,
which again contradicts the minimality of Tmin.

The preceding argument implies that for each t ≥ T̄ such
that |q(t)| ≤ M̄ , we have |q(s)| ≤ M̄ for all s ≥ t . It follows
that if t ≥ T̄ is such that |q(t)| > M̄ , then |q(r)| > M̄ for all
r ∈ [T̄ , t]. Therefore, if t ≥ T̄ is a time when q(t) > M̄ , then
q̇(ℓ) ≤ −g0 + H̄ for all ℓ ∈ [T̄ , t], so applying the Fundamental
Theorem of Calculus to q on the interval [T̄ , t] gives 0 < M̄ ≤

q(t) ≤ q(T̄ )+ (H̄ − g0)(t − T̄ ) ≤ |q(T0)| + (|G|∞ + |H|∞)(T̄ − T0)+
(H̄ − g0)(t − T̄ ), which implies that

t ≤
|q(T0)| + (|G|∞ + |H|∞)(T̄ − T0)

g0 − H̄
+ T̄ . (B.7)

Similarly, if t ≥ T̄ is a time when q(t) < −M̄ , then q̇(ℓ) ≥ g0 − H̄
for all ℓ ∈ [T̄ , t], so we have 0 > −M̄ ≥ q(t) ≥ q(T̄ )− (H̄−g0)(t−
T̄ ) ≥ −|q(T0)|−(|G|∞+|H|∞)(T̄−T0)−(H̄−g0)(t−T̄ ), which again
gives (B.7). Hence, by separately considering the cases |q(T̄ )| ≤ M̄
and |q(T̄ )| > M̄ , it follows that we can choose

T∗(s) =
s + (|G|∞ + |H|∞)(T̄ − T0)

g0 − H̄
+ T̄ (B.8)

to satisfy our requirements, because |q(t)| ≤ M̄ for all t ≥

T∗(|q(T0)|).

Appendix C. Proof of Lemma 4

First, observe that ∆1
c1−c2

is well-defined because c1 > c2. Let
ṽ(t) = v(t) −

∆1
c1−c2

. Then

˙̃v(t) ≤ −c1ṽ(t) + c2 sup
m∈[t−h,t]

ṽ(m) (C.9)

for all t ≥ 0. Since c1 > c2, the required constant cs exists. Also,
the function p(t) = e−cst satisfies

ṗ(t) = −c1p(t) + c2 sup
m∈[t−h,t]

p(m) (C.10)

for all t ≥ 0, by our choice of cs. It now suffices to prove that
lvp(t) > ṽ(t) for all t ≥ −h. To this end, suppose that there is
a constant tc > 0 such that lvp(t) > ṽ(t) for all t ∈ [−h, tc)
and lvp(tc) = ṽ(tc), for the sake of obtaining a contradiction. Let
w(t) = ṽ(t) − lvp(t). Then, using lvp(tc) = ṽ(tc) and (C.9)–(C.10),
we get

ẇ(tc) ≤ c2

[
sup

m∈[tc−h,tc ]
ṽ(m) − sup

m∈[tc−h,tc ]
lvp(m)

]
< 0, (C.11)

where the last inequality in (C.11) follows because if we choose
a t∗ ∈ [tc − h, tc] such that supm∈[tc−h,tc ] ṽ(m) = ṽ(t∗), then the
quantity in squared brackets in (C.11) is ṽ(t∗)− lvp(tc − h), which
is negative if t∗ = tc − h (by our choice of tc) and is also negative
if t∗ ∈ (tc − h, tc] because in that case it is bounded above by
lv(p(t∗) − p(tc − h)) < 0. From ẇ(tc) < 0 and w(t) < 0 when
t ∈ [−h, tc), we deduce that w(tc) < 0, which is a contradiction.
Hence, w(t) < 0 for all t ≥ −h. Thus ṽ(t) < lvp(t) for all t ≥ −h,
which gives the conclusion.

Appendix D. Completion of proof of Theorem 1

By combining the upper bounds (43), (46), and (52) for the
|xi(t)|’s and recalling the formulas for the components of ξ , we
can construct functions β0 ∈ KL and γ0 ∈ K∞ and a class M
function Tg : [0,+∞) → [0,+∞) such that

|x(t)| ≤ β0(|x(0)|, t) + γ0(|δ|∞) (D.12)

for all t ≥ Tg (|x(0)|), where the construction of Tg used the fact
that our formulas (14) imply that there is a class M function
Θ : [0,+∞) → [0,+∞) such that |ξ (0)| ≤ Θ(|x(0)|) holds for
all initial states ξ (0) and x(0), so we can choose Tg (s) = Tf (Θ(s)).
Also, the linear growth of the x dynamics provides a constant
L > 0 and a function α∗ ∈ K∞ such that

|x(t)| ≤ L̄eL̄Tg (|x(0)|)−tα∗(|x(0)|) + Lα∗(|δ|∞)
for all t ∈ [0, Tg (|x(0)|)].

(D.13)

In fact, (5)–(6b) provide a constant c̄ > 0 such that |ż(t)| ≤

c̄(|z|[t−T−σ̄ ,t] + |x|[t−σ̄ ,t] + |δ|∞) and therefore also

|z|[t−T−σ̄ ,t] ≤ c̄
∫ t

0

(
|z|[ℓ−T−σ̄ ,ℓ] + |x|[ℓ−σ̄ ,ℓ]

)
dℓ+ c̄t|δ|∞,

(D.14)

for all t ≥ 0 (since we assumed that the initial functions for the
z dynamics are 0). Therefore, we can apply Gronwall’s inequality
to the function F(t) = |z|[t−T−σ̄ ,t] to find a constant c̄♯ > 0 such
that

|z(t)| ≤ c̄♯ec̄Tg (|x(0)|)
(
|x|[0,t] + |δ|∞

)
(D.15)

for all t ∈ [0, Tg (|x(0)|)], which we can use to find positive
constants c̃ > 0 and c̄∗ and a constant αa > 0 so that the
right side of (1) is bounded by c̃(ec̄∗Tg (|x(0)|)αa|x|[0,t] + |δ|∞) for all
t ∈ [0, Tg (|x(0)|)], and then we can apply Gronwall’s inequality
to the x system (as we did for the z system) to get the required
constant L̄ > 0. The final input-to-state stability estimate now
follows by adding the bounds for (D.12)–(D.13) for |x(t)| to find
a bound that holds for all t ≥ 0.

References

[1] F. Mazenc, M. Malisoff, New control design for bounded backstepping
under input delay, Automatica 66 (2016) 48–55.

[2] F. Mazenc, M. Malisoff, L. Burlion, J. Weston, Bounded backstep-
ping control and robustness analysis for time-varying systems under
converging-input-converging-state conditions, Eur. J. Control 42 (2018)
15–24.

[3] F. Mazenc, L. Burlion, V. Gibert, Stabilization with imprecise measure-
ments: application to a vision based landing problem, in: Proceedings of
the 20018 American Control Conference, pp. 2978–2983.

[4] F. Mazenc, L. Burlion, M. Malisoff, Stabilization and robustness analysis
for a chain of saturating integrators with imprecise measurements, IEEE
Control Syst. Lett. 3 (2) (2019) 428–433.

[5] Y. Zhu, M. Krstic, H. Su, C. Xu, Linear backstepping output feedback control
for uncertain linear systems, Internat. J. Adapt. Control Signal Process. 30
(8–10) (2016) 1080–1098.

[6] J. Gomes da Silva Jr., I. Queinnec, S. Tarbouriech, Regional stability analysis
of discrete-time dynamic output feedback under aperiodic sampling and
input saturation, IEEE Trans. Automat. Control 61 (12) (2016) 4176–4182.



L. Burlion, M. Malisoff and F. Mazenc / Systems & Control Letters 135 (2020) 104574 11

[7] S. Tarbouriech, G. Garcia, J. Gomes da Silva Jr., I. Queinnec, Stability and
Stabilization of Linear Systems with Saturating Actuators, Springer-Verlag,
Berlin, Germany, 2011.

[8] G. Chesi, R. Middleton, LMI-Based fixed order output feedback synthesis
for two-dimensional mixed continuous-discrete-time systems, IEEE Trans.
Automat. Control 63 (4) (2018) 960–972.

[9] S. Tarbouriech, J. Gomes da Silva Jr., Synthesis of controllers for continuous-
time delay systems with saturating controls via LMIs, IEEE Trans. Automat.
Control 45 (1) (2000) 105–111.

[10] F. Mazenc, A. Iggidr, Backstepping with bounded feedbacks, Systems
Control Lett. 51 (3–4) (2004) 235–245.

[11] F. Mazenc, L. Praly, Adding an integration and global asymptotic stabiliza-
tion of feedforward systems, IEEE Trans. Automat. Control 41 (11) (1996)
1559–1578.

[12] R. Sepulchre, M. Jankovic, P. Kokotovic, Constructive Nonlinear Control,
Springer-Verlag, Berlin, Germany, 1996.

[13] F. Mazenc, M. Malisoff, Stabilization of nonlinear time-varying systems
through a new prediction based approach, IEEE Trans. Automat. Control
62 (6) (2017) 2908–2915.

[14] D. Karagiannis, A. Astolfi, A new solution to the problem of range
identification in perspective vision systems, IEEE Trans. Automat. Control
50 (12) (2005) 2074–2077.

[15] F. Mazenc, S. Mondié, S.I. Niculescu, Global asymptotic stabilization for
chains of integrators with a delay in the input, IEEE Trans. Automat.
Control 48 (1) (2003) 57–63.

[16] L. Burlion, M. Malisoff, F. Mazenc, Stabilization and robustness analysis for
a chain of saturating integrators arising in the visual landing of aircraft,
in: Proceedings of the 58th IEEE Conference on Decision and Control, Nice,
France, 11–13 December 2019 (in press).

[17] F. Mazenc, M. Malisoff, T. Dinh, Robustness of nonlinear systems with
respect to delay and sampling of the controls, Automatica 49 (6) (2013)
1925–1931.

[18] A. Palmeira, S. Tarbouriech, I. Ghiggi, Sampled-data control under magni-
tude and rate saturating actuators, Internat. J. Robust Nonlinear Control 26
(15) (2016) 3232–3252.

[19] A. Seuret, J. Gomes da Silva Jr, Taking into account period variations and
actuator saturation in sampled-data systems, Systems Control Lett. 61 (12)
(2012) 1286–1293.

[20] H. Khalil, Nonlinear Systems, third ed., Prentice Hall, Englewood Cliffs, NJ,
2002.

[21] E. Fridman, Introduction to Time-Delay Systems: Analysis and Control,
Springer, New York, NY, 2014.

[22] L. Burlion, H. de Plinval, Vision based anti-windup design with appli-
cation to the landing of an airliner, IFAC-PapersOnLine 50 (1) (2017)
10482–10487.

[23] F. Le Bras, T. Hamel, R. Mahony, C. Barat, J. Thadasack, Approach maneuvers
for autonomous landing using visual servo control, IEEE Trans. Aerosp.
Electron. Syst. 50 (2) (2014) 1051–1065.

[24] L. Garcia Carrillo, A. Dzul Lopez, R. Lozano, C. Pegard, Quad Rotorcraft
Control, Vision-Based Hovering and Navigation, Springer Verlag, New York,
NY, 2013.





Troisième partie

Conclusions et perspectives

191





Conclusions & Perspectives

"Mais examinez toutes choses ; retenez ce qui est bon" (1 Th 5 :21).

La plupart des travaux que nous avons présentés dans ce manuscrit sont
susceptibles de faire l’objet d’extensions, que nous même, ou d’autres, pour-
ront réaliser. Plus spécifiquement, nous tentons à présent de donner les
grandes lignes de nos travaux à venir.

8.4 Direction générale de nos travaux

Souvent guidés par les applications aéronautiques et spatiales, nos travaux
de recherche au cours de ces dernières années ont donc principalement porté
sur la commande et l’observation de systèmes saturés, contraints, ou appar-
tenant à des classes particulières de systèmes non linéaires (strict-feedback
notamment). Parce qu’il existe cependant des liens étroits entre ces classes
de systèmes, il devient difficile de rattacher nos travaux actuels à l’une ou
l’autre de ces classes ; en effet, les applications aéronautiques et spatiales sur
lesquelles nous travaillons demandent bien souvent de nous intéresser à un
problème où se mêlent nos différents sujets de recherche.

Notre objectif principal est de contribuer à apporter des solutions à
quelques sous problèmes bien choisis du problème ambitieux et ouvert de
la commande des systèmes aérospatiaux lorsque la dynamique

— est non linéaire,
— n’est pas parfaitement connue,
— et que tout l’état du système n’est pas mesuré.

A moyen terme, nos travaux porteront notamment sur la synthèse de com-
mandes saturées ou contraintes lorsque les paramètres du système à contrôler
sont incertains (constants ou temps variant), que des perturbations exté-
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rieures mais bornées agissent sur le système ou que sont présentes des dyna-
miques supplémentaires mal connues (il peut s’agir par exemple du couplage
entre les dynamiques longitudinales et latérales pour un avion, de modes
souples ou du ballottement d’ergol pour un satellite d’observation etc. . . ).
Ces dynamiques offrent un degré de complexité supplémentaire car elles dé-
pendent de l’évolution du système et n’ont pas de raison de rester bornées.

8.5 Quelques travaux en cours et à venir

Nous présentons à présent quelques perpectives plus techniques sur les-
quelles nous travaillons déjà ou que nous avons l’intention d’étudier prochai-
nement.

Vers le développement de nouvelles méthodes pour la commande
sous contrainte de systèmes linéaires (ou non linéaires) à para-
mètres incertains

Nous avons vu comment la technique OIST pouvait étendre la synthèse
anti-windup aux contraintes de sorties. Il y a encore beaucoup de travaux
à effectuer sur cette nouvelle approche ; notamment, il faudrait développer
de nouveaux outils de synthèse et d’analyse (pour déterminer par exemple
l’invariant dans lequel l’état initial doit être) lorsque :

— la sortie à contraindre est non minimum de phase,
— les contraintes de plusieurs sorties sont transformées en des saturations

imbriquées portant sur une seule entrée de commande,
— les sorties sont des fonctions non linéaires de l’état du système à

contrôler.
Notons que le problème de maintenir plusieurs points dans le champ de vision
d’une camera illustre ces differentes problématiques [21, 44].
Enfin, le problème qui nous semble le plus intéressant est celui de contraindre
les sorties des systèmes à paramètres incertains car c’est probablement là où
les méthodes basées sur la prédiction de l’évolution de l’état du système de-
viennent conservatives, le champ des possibles devenant alors trop important.
En complément de l’approche OIST, nous avons aussi commencé à travailler
sur les "Reference Governors" [64, 79, 59] lors de notre séjour au Michigan
en 2017-2018. Considérant à nouveau les systèmes linéaires sous contraintes
et à paramètres incertains, nous avons obtenu des résultats préliminaires en
utilisant des ERGs (Explicit Reference Governors) [25]. Nous aimerions mon-
trer que ces résultats pourraient être étendus à des classes de systèmes non
linéaires comme par exemple les systèmes polynômiaux.
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Vers l’amélioration des performances des commandes non linéaires

D’une manière générale, nous souhaiterions travailler de manière plus ap-
profondie sur la performance des systèmes bouclés par des commandes non
linéaires et notamment sur la recherche de conditions moins conservatives.
Par exemple, le Backstepping est, comme nous l’avons rappelé, une méthode
standard de stabilisation globale d’une classe particulière de systèmes non
linéaires. Nous l’avons étendu afin de résoudre quelques problèmes bien par-
ticuliers comme par exemple notre problème de guidage basé vision qui reve-
nait a utiliser des mesures imprécises, retardées et/ou échantillonnées. Nous
avons en tête deux pistes de reflexion que nous aimerions suivre de plus près :

— nous proposons de paramétrer la loi de commande obtenue par la
méthode du backstepping (ou une autre methode constructive) voire
même de lui ajouter des états dynamiques de manière à obtenir da-
vantage de degrés de liberté pour la régler ; cela reviendrait en quelque
sorte à adapter à ce type de commande une pratique qui se fait déjà
sur les systèmes linéaires ; il s’agit de la parametrisation de Youla de
l’ensemble des correcteurs stabilisants qui permet d’obtenir des de-
grés de libertés supplémentaires afin d’améliorer les performances du
système linéaire bouclé [84, 5, 39].

— l’utilisation d’observateurs par intervalles pourrait permettre d’amé-
liorer la performance des commandes non linéaires. En effet, si on
considère par exemple notre problème de guidage basé vision, on de-
vrait pouvoir accélérer la convergence de la commande par Backs-
tepping borné [88, 89, 91] si on calcule à chaque instant l’intervalle
auquel appartient la grandeur imprécise (l’inverse de la profondeur)
en lieu et place de l’intervalle maximal et constant qu’on a utilisé jus-
qu’à présent. Lorsque l’intervalle se rétrécit on devrait être capable de
retrouver les performances de la commande qu’on appliquerait si on
n’avait pas d’imprécision sur les sorties mesurées. La même remarque
s’applique à la commande anti-windup robuste (à la méconnaissance
de la profondeur) que nous avons proposée dans [27].

8.6 Nouvelles applications

Nos futurs travaux seront appliqués aux engins aérospatiaux précédem-
ment mentionnés mais aussi à de nouveaux concepts. Citons par exemple :

— les ailes de nouvelle génération ("morphing wings") qui devraient per-
mettrent d’améliorer l’efficacité aérodynamique des appareils tout en
réduisant la consommation de carburant. Sur le plan théorique, il
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pourrait s’agir de contrôler des systèmes non linéaires en utilisant
des commandes à hystérésis [112].

— les taxis "volants" ou véhicules à décollage vertical (voir par exemple
[4, 11, 69, 105]). Ces engins sont particulièrement en vogue outre At-
lantique. Boeing et Airbus ont déjà leur propre prototype et Uber
souhaite tester de tels vehicules en zone urbaine dès 2020. Sécuriser
la transition de la plateforme dans des conditions dégradées est aussi
un challenge que nous souhaiterions relever.

— des drones hyper "agiles" utilisant entre autre des servomoteurs pour
changer la direction de poussée des hélices ("tilting rotors") [77, 96,
102].

Enfin, nous avons récemment été retenu pour participer à un nouveau
projet financé par le département Américain de l’énergie (DOE). Nous allons
travailler au sein d’un consortium et nous nous intéresserons au co-design
des paramètres du modèle et de la commande non linéaire d’une éolienne
offshore.

8.7 Création d’un Laboratoire drone
Enfin, nous ne pouvions clore ce manuscrit sans mentionner notre nouveau

« laboratoire drone » à l’université de Rutgers. Notre but est d’utiliser des
petits drones à voilures fixes ou tournantes afin d’illustrer nos activités de
recherche et de montrer leur applicabilité aux systèmes temps réel. Dans un
premier temps, nous allons nous focaliser sur les expérimentations indoor.
Nous disposons notamment d’une des plus grandes arènes de vol du New
Jersey pour effectuer de tels tests : celle-ci s’appelle le "Buehler Aerospace
Lab" et est équipée du système de capture de mouvement "VICON". Ensuite,
nous irons dans un second temps réaliser des essais à l’extérieur. Nous avons
bon espoir d’utiliser ces moyens expérimentaux pour renforcer la visibilité de
nos résultats de recherche en automatique non linéaire.
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Figure 8.1 – Eté 2019 : "lancement" du laboratoire avec quelques étudiants.

Figure 8.2 – L’arène de vol du Buehler Aerospace Lab (Rutgers University)
sera très utile pour le vol "indoor".
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