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Abstract

Nonmonotonic reasoning enables the simulation of a veryamupmnoperty: the ability to make a correct
reasoning with inconsistent, uncertain, incomplete imation.

This domain has been largely studied in Artificial Intellige for many years. Many systems, often
ad-hoc, have been defined. The most reliable systems, fremetisoning quality point of view, are
very expensive in time and also in space. My first works in thagnain were dedicated to this point:
the subject of my PHD Thesis has been a comparative studynoé gaference relations using temporal
complexity and some other criteria. Precisely, the stugiedlem was the deduction in@nsistency
restorationframework: as starting point, anconsistenknowledge base is given, representing an agent’s
knowledge, then we select sorpeeferred and consistentsubbases of the initial base, and we define
nonmonotonic inference relations using the results obthimith the classical deduction process on the
preferred subbases.

The mechanisms used in this context are often simple: agsiocl is kept if “all the subbases agree with
this conclusion”, or if “at least one subbase agrees withd¢bnclusion”, or if “at least one subbase agrees
with this conclusion and none of the subbases agrees withdgation of this conclusion”. Therefore,
in a first step, | have proposed a generalization of this nationonmonotonic inference relation using
a mechanism of vote in order to obtain more intuitive coniclus but also sound conclusions (I did not
want to infer at the same time a conclusion and its negatempng the new relations obtained in this
new framework, one can find a relation which infers a conolugfi“the majority of the subbases agrees”.

An important part of nonmonotonic reasoning can be easilydlated in a problem of conflict resolution.
So the next part of my work has been the study of conflict régriwsing a specific point of view: what
are the basic principles used in conflict resolution? TheyEavery different: optimality of the solutions
with regard to set-inclusion, respect of preferences omenkedge, . ...

Generally, solutions of a conflict resolution problem ars £ knowledge on which classical deduction
can be applied and these solutions are mutually in conflety Waturally, this property leads us to the no-
tion of arguments and attack between arguments, and so ecdisjype of reasoning, “argumentation”,
based on exchange and valuation of interacting argumehts.pfocess can be decomposed into several
steps: creation of the arguments, identification of intiéoas between these arguments, valuation of these
arguments, selection of arguments considered as the muegptable and then choice of conclusions of
the argumentation system (for instance, which can correspma nonmonotonic inference).
Argumentation allows the modelization of interactionsizstn rational agents, so it is a tool for making
nonmonotonic reasoning over a group of agents, and not mellyane agent.

In this framework, my work is focused on a generalization phaicular argumentation system: the ab-
stract system proposed by Dung. The following aspects hegp pointed out: “valuation” of arguments,
their “acceptability”, use of “bipolar” interactions, “mging” or “revision” in argumentation and also use
of argumentation in order to maleactical reasoning



This part of my work is very important in terms of devoted time it also will be important in term of the
number of pages in this document.

Eventually, the final point presented in this document wéldbout a specific part of Logic and Game
Theory: Boolean games. In these games, | have reused ttmnaati logic and preferences and | have
highlighted some new links between argumentation and games
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Synthesis of my work

Context

| do my research in the “Plausible reasonings, Decision andfiMethods” team (RPDMP) at IRIT in Paul Sabatier
University (UPS) in Toulouse. This team is specialised i filrmalisation of mechanisms for plausible reasoning
and decision making (for instance, maintaining or restpdansistency, reasoning under uncertainty, ...). My works
belong to this framework and mainly concern the handlingnobisistency. Let me introduce this concept in a few
words.

One of the aims of Artificial Intelligence is the study of theetinods enabling the manipulation of knowledge in
order to perform reasoning (deduction of information, exgition of facts, decision ...). Classical logic is a very
usual and suitable tool in this domain as long as the knovelésigonsistent. But, it becomes insufficient when the
knowledge becomes inconsistent or incomplete, uncertairope talks about belief); for example, using inconststen
information, with classical logic one can deduce anythiNgVertheless, the manipulation of this kind of information

is essential in order to formalize and to automate “commaeereasoning. In this case, it may be necessary to call
old conclusions into question because of the presence ofawts and also to make a choice between several opposed
propositions; this is the nonmonotonic aspect of the reagorin this context there exist at least three main points
which can be taken into account in order to classify my works:

How to handle an inconsistent base? Does one have additiorelements in order to solve conflicts?
Generally, when one must handle an inconsistency, thrérelift methods can be considered:

= onetries to avoid it with mechanisms which really remove the inconsistenc@s the base; this may be
done gradually, as information arrives (this is belief san); this may be also done if information arrives
from distinct sources (this is knowledge merging);

= onerestores consistenciye, one identifies sommformation subseta/hich are consistent (here, the main
idea is the fact that these subsets represent possible state world) and one applies classical deduction
on them; in this framework, there exist several methods Wwhiepend essentially on the way in which
one identifies theonsistent subsets this case, the initial information setemains unchanged but one
reasons using its consistent subsets;

= oneaccepts inconsistengiyn this case, one needs new kinds of languages (nonmoidtwics, paracon-
sistent logics, ...); here too, the initial information setains unchanged and it is completely used for
reasoning.

Of course, the distinction between these three methods &oradear. For instance, some works have historically
been defined in the context of inconsistency acceptatiothieytalso can be defined as a method of consistency
restoration in the largest sense of this concept.

1] use the term “information set” in a very general sense. lagichl context, it can be viewed as a synonym of the notiorkob\ledge or
belief) base. In a more informal context, it can be used fantpwy out a set of different elements which are used foraeem (informal sentences
in natural language, ...).



This is the case of argumentation. Initially, argumentaiio Al has been defined as a way of accepting in-

consistency without identifying all the consistent subsepresenting the states of the world; it was a tool for
reasoning towards a specific conclusion; it identified argoit® “for this conclusion” and arguments “against

this conclusion” then these arguments and their relatiomewsed for reasoning. However, if we consider
an enlarged definition for consistency restoration, arguat®n can also be viewed as an example of this ap-
proach: each argument is a consistent subset on which wepgdyn @assical deduction (even if this subset

represents only a very partial state of the world).

All my works have been realized in the frameworkinéonsistency handlingusing as starting point theon-
sistency restorationapproach and as a final point a particular typéngbnsistency acceptationindeed, my
main goal igo exploit the decomposition of the initial inconsisteribimation set intaonsistent subsetshich
are related(generally, by a conflict relation) using possibly some &ddal elements in order to solve conflicts.
Among these elements, one can find sqmeferences between beliefarhich can be classified according to
the type of ordering relations used on beliefs:
= those which are definaalpriori,
= those which are deduced from explicit relations given orefe(attack relations, support relations, .. .),
= those which are deduced from implicit relations betweerebe(logical dependency, ...),
= those which must satisfy some constraints,
...
In my works, | have only used preferences defined eighpriori, or deduced from explicit relations given on
beliefs.
What is the goal of the reasoning?(to deduce new information? To explain some information’} ..
Initially, my work concerned deduction (with the study ofrmoonotonic inference), then it has evolved to
abduction with the study of argumentation. However, it teiasting to note that argumentation is a sufficiently
powerful tool to be used for deduction, decision making diiag negotiation dialogues, . ..
How many agents are concerned by the reasoningOne agent? Several agents?

If there is only one agent, then this agent reasons with ocensistent information set; if there are several
agents then each agent may have one information set, camstnot, and it will be necessary to study the way
to build a reasoning between all these agents.

On this point, my work has considered both cases but not fahalstudied topics; for instance, the study of
nonmonotonic inferences concerns only one agent, wheneaggumentation study relates to successively one
agent then several agents.

Thematic evolution of my work

In this section, | give a more precise description of theistitbpics, transitions from a topic to another one, coltabo
rations, supervision works and associated publications.

During my PHD Thesis, and in the context described in theiptes/section, | made a classification of several non-
monotonic entailment relations using different formalrgsiof view:

= the problem of computational complexity ( worst case timeaplexity);
= the cautiousnesge. the ability of the entailment relation to produce the “cotfeonclusions;

= the properties of the studied relations, “the adequacy of the relation to the model we wish to fornedliz



At the end of my PhD Thesis, | also studied several algoritfimnsionmonotonic entailment relations. This has
allowed me to compare several algorithms on numerous beartdsnfior one nonmonotonic entailment relation. The
most efficient algorithm is a direct consequence of the stfdlge computational complexity and another one is very
interesting in the case of a “precompilation” of the knovged

The aim of all these studies was to synthesize the numerotkswa this subject in order to define an efficient system
for nonmonotonic reasoning.

From a “timing” point of view, this first contribution corrpends to my PHD thesis (1992-1995) supervised by
Claudette and Michel &RoL and concerns only the topic “nonmonotonic infererice’ll these works have been
presented in an invited paper at the PRC-GDR Atrtificial ligehce conference [LS95c] and have been published
in my PhD Thesis, and in several articles and reports [CLESR®4, CLS94b, CLS94a, CLS95, LS95a, LS95b,
CLSS964a]. The part dedicated to the algorithmic study has beablished in three publications (one in an international
journal) [CLSS96a, CLSS96b, CLSS98].

After this preliminary step, all my works are oriented todsir

= handling inconsistency by selecting consistent infororatiubsets,
= generalizing existing methods and enriching them,

= exhibiting links between these methods.

Therefore, since the end of my PHD Thesis, | made researdhilwation in the four following topics: nonmonotonic
inference, conflict resolution, argumentation and games.

Topic 1: Nonmonotonic inference These works directly followed the works initiated during RRD Thesis. | have
defined a generic framework for describing deduction in nenatonic reasoning. With this framework, one
can retrieve the nonmonotonic inference relations | haeel irs my PhD Thesis. Moreover one defines some
new nonmonotonic inference relations whose results iaahjt seem better.

The idea lies in the selection, in the knowledge base, of sausets representing “opinions” (one can use
preferences between beliefs in order to assign a strengdttetdifferent “opinions”). Then, these “opinions”
“vote” using classical logic and the deduction of a formslaéetermined by the result of this “vote”.

The aim of this general framework is to define a single framreveapturing existing nonmonotonic inference
relations and some new nonmonotonic inference relationshndre able to conclude (on a formula) even when
there exist some “opinions against” (this formula).

These works have been done from 1997 to 2000 in collaborafithnClaudette @yroL. They were presented
in a technical report [CLS97] and in a national publicati@i.§00].

Transition from nonmonotonic inference to conflict resoligtn one question appeared during the
study of nonmonotonic inferences using the strict framéwbronsistency restoration: “why should

one choose some selection mechanisms rather than othé&’ drfesspart concerning the “theoretical

comparison of nonmonotonic inference relations” of my PHi23is gave some lines of thinking on

this subject but which involved too much things at the samme tthe selection mechanism but also
the entailment principle). | wanted to answer this questicam independent way; therefore | studied
the principles implemented in conflict resolution.

2These works have been introduced by the subject of my rdsesaster: the study of a formal unified framework and its tadiswing to use
several approaches defined in Artificial Intelligence ®lea logic, default logic, modal logics .. .) see [LS92].



Topic 2: Conflict resolution is a different approach allowing the handling of inconsisieagain in the strict frame-
work of consistency restoration. One identifies conflictsMeen beliefs. Then, using partial preferences (an
ordering relation given for each conflict), one tries to oestthe consistency of the beliefse. to choose the
beliefs to remove in order to obtain a new belief base withocbnsistency (on which one can use classical
inference if one wants to make deduction, and thus to joincTdgnonmonotonic inference”).

My approach is original by its methodological aspect: | haied to identify principles that must be satisfied.
There exist different kinds of solutions and | worked to sifisthem and to compare them with the solutions
obtained using nonmonotonic entailment relations.

These works have been done from 2000 to 2003, with Claudett&@_. and Jérdbme MINGIN, respectively
professor and assistant professor at UPS, and have beemimesn [CLSMO00]. They have also led to a
co-supervision of a student of a professional master dégfedPS, Laurent VDAL, in charge of the imple-
mentation of some solutions proposed in our study (see PJ)d9

Then, they led to a collaboration with HéleneR&GIER, CNRS senior researcher at IRIT, aimed at studying
links between conflict resolution and decision in the contéxeal problems in project management (in this
collaboration, | co-supervised two students of researchtenalegree: Loic Dsseuxin 2002 and Pascal
LAFOURCADEIN 2003 — see [Laf03]).

Transition from nonmonotonic inference to argumentatioA study by Claudette EvrRoL (see

[Cay95]) highlighted an equivalence between some arguatientprocesses and nonmonotonic in-
ference relations. This work thus quite naturally directeel towards the field of argumentation;
moreover this field is sufficiently powerful to simulate madgds of nonmonotonic reasoning. The
main idea was to establish a footbridge towards other fiblalsl tknew less, like the study of interac-
tions between rational agents (for instance, under the tdrmargumentation — dialogues), but also
with the same finality: handling inconsistency by the séecdf consistency information subsets.

Topic 3: Argumentation is a tool for reasoning from an inconsistent informationwssihg a enlarged consistency
restoration: there exists a notion of “argument” linked @iveen conclusion (for example a subset of the initial
base which induces the conclusion). We can also use thegmangs with different explicit relations between
arguments (for example, an attack relation: an argumerie&dg’ another argument, or a support relation: an
argument “helps” another argument). With these argumamdstiaese relations, one can build an axiomatic
system that can take into account the classical notion afutaents for” and “arguments against”, but also
the notions of “valuations of arguments”, “strengths oflangnts”, “acceptable arguments”, ... Then these
acceptable arguments are taken into account in order toeddnconclusion of the argumentation system. Of
course, these conclusions depend on the goal of the sysetndtion, decision taking, negotiation, .. .).

Note that argumentation is closely related to the previ@mmains since argumentation offers a general frame-
work in which one can define nonmonotonic inference relatimd handle conflict resolution.

It is also important to note that argumentation, approadtezd by the way of an enlarged concept of consis-
tency restoration, is a much more general process, initiafioduced for accepting inconsistency (and not for
consistency restoration in the strict sense of this con@eqt which also appears in many other domains than
Artificial Intelligence (for instance, in Philosophy or iro@nitive Psychology).

These works have been done from 2001 to 2009 and have beem@@én several reports [CLS01, CLS02b,
CDLSMO02a, CLS03a, CLS04, MCLS05, CDLS06b, ALS07], and itioreal and international publications
[CDLSMO02b, CLS02a, CLS03e, CLS03b, CLS03c, CLS05d, ACLUS0MCLSL08a, CMDK"05], [CLSO05c,
CLS05e, CDLS06a, CLS07a, CDLS07, CMDR7, ADLS08, ADLS09, CLS09] (three are book parts on
the domain, see [CLS03c, ADLS09, CLS09], and several otherpublications in international journals, see
[CLS05d, CMDK'07, ACLSL08a]).

This topic being among the main topics developed in my grbbaye taken part to the supervision of one PHD
Thesis on this subject (Sylvie @TRE, see [Dou02]) and in the supervision of different studentsesearch
master degree (DominiqueA$ in 2004, Mathieu M\RDI in 2005 and Aurore NQUEL in 2007).

3DESS IRR: DESS en Intelligence artificielle, Reconnaiseales formes et Robotique.



These works have been realized in collaboration with othembrers of RPDMP team (ClaudettenYRoL,
Leila AMGoOUD, Florence uPIN DE SAINT-CYR and Jérdme MINGIN), and also with members of other french
universities (Sylvie and Pierre MRQuis and Sébastien &NIECzNY at CRIL laboratory in Lens and Caroline
DeVRED at LERIA laboratory in Angers).

Transition from argumentation to gameArgumentation, as Game Theory, aims at representing and
reasoning with interactions between rational agents. bh@e many links between these two topics
have been highlighted.

Topic 4: Games This part of my work follows my works on argumentation. Indeargumentation can be viewed
as an interaction process between rational agents; mareyames which can model agents’ interactions, are
already used for simulating some argumentation processes[Dun95]). So it appears natural to explore the
links between argumentation and game theory. After a fiustysbn this topic, | have become mostly interested
in a specific class of games, called Boolean games, whicleptrédsee points of interest:

= they use classical logic for modelling agents’ preferences

= therefore they can easily be improved by some preferenceseptation languages already used in non-
monotonic inference,

» they propose solution concepts which correspond to camistibsets.

At this time, my study of the link between argumentation andBan games is preliminary but looks promising.

On this subject, from 2004 to 2009, | worked with Jér6menis, CNRS senior researcher at Paris Dauphine
and | co-supervised with him ElisedizoN's PHD thesis (see [Bon07]) and a student of research master
degree (Denis ®EYJoL in 2004). Moreover, during Elise’s PHD Thesis, we have atsdtaborated with Bruno
ZANUTTINI (GREYC Laboratory at Caens).

All these works have been published in technical reportsgBL6b, BLSLO7c], and in national and international
publications [BLSL05, BLSL06a, BLSLZ06, BLSLO7b, BLSLO/BLSLO07a, BLSL08b, BLSL08a, BLSLZ09]
(one is an article in a book, see [BLSL08b] and another onepaldication in an international journal, see
[BLSLZ09)).

All these topics are represented on the following figure.

= Surrounded by a dashed line, Topic 1 “nonmonotonic infez&aantains the initial information set, the selection
of preferred subbases, the use of classical deduction tigechice of the final conclusions.

= Surrounded by a plain line, Topic 2 “conflict resolution” idiies conflicts in the initial information set before
selection of preferred subbases (junction with Topic 1 ‘monotonic inference”).

= Surrounded by a dotted line, and using the initial informaset, Topic 3 “argumentation” produces arguments
and their interactions, then selects acceptable argurbefuse classical deduction (junction with Topics 1 and
2).

= And ultimately, surrounded by a line with dashes and dotgicT4 “games” computes different solution concepts
(Pure Nash Equilibrium — PNE —) before doing classical dédogjunction with all other topics).
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In this figure, the “entry point” is clearly the inconsisténtormation set which can be built either for one agent, or
for several agents (in this case, it is tlneion of each agent’s information set). The wardion is essential: in all
my works, | have studied neither the merging nor the revisibtine initial informationin order to obtain an initial
consistent information set have always used the method consisfimgxtracting consistent information subsets from
the initial inconsistent information seindto reason with these consistent subsets

The “exit point” is also very clear: this is the classicallgdiiced information by the system independently of the
intermediate method used and of the type of this deducednr#fion (new formula, decision, ...).

On the following figures, each topic is represented by a deaounded part and the subparts of these topics corre-
sponding to my works are represented by a dark surrounded fpar Topic 1, | have worked on each subpart; for
Topic 2, | have worked only on the subpart “identification ohdicts”; for Topic 3, my main work has concerned the
selection of acceptable arguments; and for Topic 4, | haliesindied the computation of solution concepts:
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Chapter 1 is dedicated to nonmonotonic inference relatjdogic 1), then methods for conflict resolution (Topic 2)
are presented in Chapter 2. Chapter 3 which is the most ilmpiontith regard to size (because of the many years |
have worked on this subject) focuses on argumentation i®)pand Chapter 4 is dedicated to games (Topic 4).

At the beginning of each chapter, the reader will find an tiction describing the topic and its links with the other
topics.

Chapter 5 describes my research project.

Finally, in Appendix A, some overall information is givenali my research activity.






Chapter 1

Topic 1: definition and study of
nonmonotonic inference relations

The topic presented in this chapter is represented on ttmioly figure by the clear surrounded part and my works
on this topic correspond to the dark surrounded part:
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The main idea is: from aimconsisteninformation set one extracts soroensistentnformation subsets representing



possible states of the world and on which the classical demuapplies; honmonotonic inference relations are defined
using the results of classical deduction on the extractbdets. During my PHD Thesis, | studied the theoretical and
algorithmic properties of these relations. Then, after relDPThesis, | continued this study in order to generalize
these relations.

1.1 Main results of the PHD Thesis

In this section, the reader can find the main definitions andtioms about nonmonotonic inference. See the English
papers [CLS94b, CLS95, CLSS96a, CLSS98] for more details.

1.1.1 Formal definition of a nonmonotonic inference

The process of consistency restoration can be represenfeticavs:

(E,<) Inconsistent stratified belief bage

Step 1: selection mechanism
{Y:} Set ofm-preferred subbases

Step 2: entailment principle
(E,<)""™® Conclusion aboutE, <) and®

with:

Selection mechanisms.

The most famous methods use themaximal consistent subbases (@, <). The differences between all
these methods are given by the use of the relatioon F (see [CLS94b] for a synthesis of these works). In
this document, | just present three methods: “Best-Outfguemce induced by possibilistic logic, a preference
relation combining< and theC-maximality, and a preference relation combinidgand the maximality for
cardinality.

Definition1 LetX = (X; U...UX,) andY = (Y; U... UY],) be two consistent subbases(df, <) (with

Best-Out preferencésee [BCD 93]): for a consistent subbas& of F, a(X) = min {i | 3® € E; \ X}
Best-Out preference is the complete preordering definedby® Y iff a(X) < a(Y).

Set-inclusion-based preferensee [CRS93] and [Gef92])X < <! Y (denotingY is incl-preferred toX) iff
JisuchthatX; C Y;andvj|1<j <4, X; =Y.

Cardinality-based preferen¢see [Leh95, BCH93]) : X <« ¢ Y (denotingY is card-preferred taX) iff 3i
suchthaiX;| < |Y;| andVj | 1 < j <4, |X,| = |Y;| (Y] = cardinality of Y).

Cardinality-based preference refines set-inclusiondpseference. The converse is false.
T (resp. NcL, CARD, BO) denotes the selection mechanism producing the set of nadxiomsistent subbases
(resp. incl-preferred, card-preferred, bo-preferrecsises) of £, <).

Entailment principles.

The most known entailment principles are the skeptical amkthe credulous one (see [PL92] for a more
complete taxonomy). In this document, | will use three ins&s of these principles:

10



Definition 2 Let m(FE, <) be a set of preferred consistent subbase&mf<) (for instance,m(E, <) can be
obtained with one of the mechanisidNCL, CARD or Bo). Let® be a propositional formula.

UNI principle @ isinferred fromm(E, <) using the skeptical (or universal) principle #fis classically inferred
by each element ofi(F, <).

Ex1 principle @ is inferred fromm(E, <) using the credulous (or existential) principle #f is classically
inferred by at least one elementef E, <).

ARG principle @ is inferred fromm(E, <) using the argumentative principle i is classically inferred by at
least one element of(E, <) and no element of(E, <) classically infers~®.

Nonmonotonic inference relation.
A nonmonotonic inference relation is defined using a selaatiechanism» and an entailment principle

Definition 3 Let (F, <) be a stratified belief base anbl be a propositional formula(E, <) ~""™® iff ® is
inferred fromm(E, <) using the entailment principlg, m(E, <) denoting the set of the preferred consistent
subbases dfF, <) obtained by the mechanism.

For instancem € {T, INCL, CARD, Bo} and p € {U NI, ExI, ARG}. So a nonmonotonic inference relation will
be denoted witty-m.

An example

Consider the following belief basgF, <) with 3 strata and representing the famous penguins problemeans
“penguin”, o means “bird”,v means “fly”,a means “have wings”) :

P
p—o
p— v
o— v
o — a
a — v

(formulaep andp — o have a more important priority than formulae— —v ando — v which also have a more
important priority than the formulae — a anda — v).

Among all the consistent subbases (58), five ones are ititeges
= Y7 ={p,p — 0,p — —w,0 — a} which entailsp, o, —w, a,
= Yo = {p,p — 0o,p — —w,a — v} which entailp, o, —wv, —a,
» Y5 ={p,p— 0,0 > v,0— a,a — v} which entailg, o, v, a,
= Y, ={p,p— —w,0— v,0— a,a — v} which entailgp, -0, v, —a,

» Vs ={p—o0,p— —w,0—v,0— a,a— v} which entailsp.

(They are the T-preferred subbases, the 3 first ones beinglasincl-preferred subbases and the third one being
card-preferred).

Note that the bo-preferred subbases are not given hereltmftthem contain the two formulag andp — o and
entailp ando. The nonmonotonic inference relations concerning liteaaé the following ones:

= with UNI-T, nothing is inferred,

11



= with UNI-Bo and WNI-INCL, p ando are inferred,

= with Ex1-T, all the literals are inferred,

= with Ex1-Bo and Exi-INCL, v, —w, a, —a, p ando are inferred,
= with ARG-T, nothing is inferred,

= with ARG-B0O and ARG-INCL, p ando are inferred,

= with Ex1-CARD, ARG-CARD and WNI-CARD, p, o, v anda are inferred.

1.1.2 Comparison of the nonmonotonic inference relationg-m

This analysis uses three theoretical comparison criteideome practical comparison criterion:

Temporal complexity This is a very important criterion from a computational gaihview; what is the computa-
tional cost of answering to the following question “does tlaseE infer the formula®?” (see [GJ79, Neb91,
Got92));

CautiousnessThis is a subjective criterion depending on the contexteneless it is important because it shows
the realism of a relation from the point of view of the numbginéerred conclusions (see [PL92]);

Deductive properties This is also an important criterion which corresponds to xoraatization of nonmonotonic
inference (see [KLM90, GM94));

Algorithms From the practical point of view, it is an essential critario

Knowing that this part of my work is not the subject of this dotent, | do not give here all obtained results; the reader
interested can be found them in my publications:

= Complexity results are given in [CLS94b, CLSS96a, CLSS98].
= Results about cautiousness and satisfied postulates oftitadare given in [CLS95].

= Conclusions about the algorithmic study are given in [CL&STLSS98].

1.2 An additional study: generalization of nonmonotonic irfierence

This study has been realized after my PHD Thesis and desaib®re general framework for defining nonmonotonic
inferences in which one can retrieve the already existingmanotonic inference relations used in my PHD Thesis.
See [CLS97, CLS00] for more details (only in french, sorry!)

1.2.1 Introduction

The example of the penguin given in Section 1.1.1 on page dblights some problems related to the classical
definition of a nonmonotonic inference relation:

= first, how can we define a “good” selection mechanism, neither téecsge, nor not selective enough

— if too many subbases are selected, then a computationdepn@ppears;

— if not enough subbases are selected, the risk is to “forgepbrtant information (in the example of the
penguin, ifYs is the only selected subbase, we forget that penguin camot fl

12



= moreoverhow can we define a “good” entailment principle neither toatiaus, nor too permissive

— with the universal principle, very few conclusions are ated (in the example of the penguin, with the
selected subbasés, Y, andYs, one cannot conclude abautinda; it is the same case with the argumen-
tative principle);

— with the credulous principle, one obtains too many conolusiand in particular some formulae and their
negation (in the example of the penguin, with the selectéthases;, Y> andYs, one concludes and
—wv, a and—a) which is unsound.

In order to solve these problems, we have proposed a newagpwath the following ideas:

= the inference of a conclusiob is viewed as a decision problem (‘Isinferred by the system?”) and we want
the used process to be sounddifs inferred then~® is not inferred);

= generally, selected subbases can be viewed as conflictpigitms”;
= S0 the selection of the “preferred subbases” is the defindfa set of “opinions”;

= these “opinions” can have a weight; so we needeighting mechanismwhich takes into account the fact that
some “opinions” are more significant than other ones;

= the entailment principle corresponds teae mechanismefined using the meaning of the “opinions”; thus, we
can have a compensation process between “opinions for” @pitiions against” which takes into account the
weight of each opinion, and we are able to conclude aboutrautard even there exist “opinions againsp’
(so “for” =®);

= and finally, the conclusion is deduced from vote countsifiting mechanisjn

1.2.2 A general process for handling inconsistency

With these ideas, a general process for handling incomsigigan be defined as follows:

(E, <) Inconsistent stratified belief base
Step 1: selection mechanism
{Y:} Set of “opinions” (consistent subbases)
Step 2: weighting mechanism
{(Y;,p(Y2)} Set of weighted “opinions”
Step 3: voting mechanism
n(®) Vote of “opinions” for a formulad
n(—P) \ote of “opinions” against a formulé

n(neither®, nor-®) Vote of indifferent “opinions” to®

Step 4: counting mechanism
(B, )0 Conclusion aboutF, <) and®

Note that, even if this general process was original (in 20diferent subparts of this process had already beenedudi
(each of these works has been done with a specific point of'yiew

= several selection mechanisms have been proposed in [Be&8993, DLP91, BCDH93];

1[PL92]: Definition of a taxonomy for nonmonotonic inferemedations; [Sme93]: belief revision; [Lan94]: diagnogBre89, CRS93, DLP9I1,
BCD™93]: nonmonotonic reasoning and/or default logic.

13



= Step 2 has been studied in possibilistic and probabilistitexts (see [DLP91, Lan94]);
= Step 3 has been defined in [Lan94] with belief functions (Ssed93]) ;
= Step 4 has been described in [PL92, Lan94].

1.2.3 Application to nonmonotonic reasoning
1.2.3.1 To retrieve existing nonmonotonic inference rel&ins

Thep-m nonmonotonic inference relations presented in Sectionidage 10 can be retrieved in our general process:

Step 1: we choose the selection mechanisrtwith m € {T, I NCL, CARD, BO});

Step 2: we consider that each subbase has the same weightetjua
= Step 3:

— n(®) = sum of the weights of preferred subbases which classicatsilehe formula®;
— n(—=®) = sum of the weights of preferred subbases which classicathilehe formula-® ;
— n(neither®, nor-®) = sum of the weights of preferred subbases which classicathileneither the for-
mula®, nor the formula-® ;
= Step 4:

— entailment principle &1 can be defined withz(®) > 0, n(—®) = 0 andn(neither®, nor-®) = 0 ;
— entailment principle &I can be defined witha(®) > 0;
— entailment principle &G can be defined withz(®) > 0 andn(—-®) = 0.

1.2.3.2 Some “new” nonmonotonic inference relations

Among all the possible relations which can be defined withgameral process, | just present two examples in this
document:

= The first example is a variant of thpel NCL relations (withp € {U NI, ExI, ARG}) corresponding to a change in
the counting mechanism; theR&D-EQUADD-INCL relation is defined by:
— Step 1: selection mechanismdL;
— Steps 2 and 3: they are the same steps as those presentetion $6t3.1;
— Step 4:in(®) > n(—P) andn(P®) > n(neither®d, nor—P).

So this relation uses a democratic vote.

= The second example is more complex and uses probabilistionéng; the ®AD-POSMAX-T relation is de-
fined by:
— Step 1: selection mechanism T;
— for Step 2, we use the following definition:
Definition 4 (see [DLP91]) LetY; be a subbase ofE, <), the possibilistic weightof Y; denoted by
Ppo(Y3) is defined by: iY; # E thenp,,(Y;) = = (x = number of the stratum having the greatest priority

and in which a formula has been removed for restoring coesist); otherwise,.(E) = ¢+ 1 (¢ =
number max of strata i(F, <)).

14



— Step 3:
= n(®) = max of the weights of preferred subbases which classicatiyiled ;
= n(—~®) = max of the weights of preferred subbases which classicatlile-® ;

- n(neither®, nor-®) = max of the weights of preferred subbases which classicaligilneither®,
nor—® ;

— Step 4:n(®) > n(—®) andn(®) > n(neither®, nor-d).

1.2.3.3 Anexample

Consider the following belief base partitioned in 4 stratd aepresenting a new version of the penguin problem (
means “penguin’g means “bird”,v means “fly”,a means “have wings’pl means “have feathers”) :

p
p—o
p— v
0—a
a— v
a— pl

Note that the validity of the results depends on the intnitie have. For instance, in this example, it seems intuitivel
correct to concludew andpl.

The different nonmonotonic inference relations give tHofaing results concerning these two literals:

= neither-w, norpl with UNI-T,

= only —v with UNI-BO, UNI-INCL and WNI-CARD,
= v, —w, pl With ExI-T,

= only pl with ARG-T,

= —w, pl with p-m (p € {EXI, ARG} and m € {B 0, INCL, CARD}), and with GRAD-EQUADD-INCL and
GRAD-PosSMAX-T.

In [CLS97], many other examples are given which show thatmnle&” relations GRAD-EQUADD-INCL and GRAD-
PosMax-T generally give good intuitive results.

1.2.3.4 Theoretical study

In this section, some results concerning the cautioudrsass the satisfaction of rationality postulates are givean fo
these new relations (all the proofs are given in [CLS97]).

So, the cautiousness of these new relations is the same aautieusness of the relation®R&m (with m € {T,
INCL}).

About rationality postulatésthe obtained results are:

2Consider 2 inference relation3; and R, R1 is more cautious tharRs iff each conclusion obtained witR; is also obtained withRs.
3The postulates used in this section are:
reflexivity: o v o

EacBiaphy

left logical equivalence:
9 a By
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Uni-T

Uni-Incl

Grad-EquAdd-Incl  Arg-Incl  Grad-PosMax-T Arg-T

Exi-T

Figure 1.1: Comparison from the cautiousness point of view &rrow means “more cautious than”)

= GRAD-EQUADD-INCL satisfies only the properties of reflexivity, left logicalubeplence, supra-classicity and
consistency preservation;

= GRAD-POSMAX-T satisfies only the properties of reflexivity, left logi@uivalence, supra-classicity, consis-
tency preservation, right weakening and weak conditisa#ibn.

These results confirm the fact that the new relations havsaime behaviour as the relationg@&m.

1.2.4 Conclusion about the additional study

In order to handle inconsistency in nonmonotonic reasqiireggeneral process described in Section 1.2.2 on page 13
allows us:

= to capture the existing nonmonotonic inference relati@scdbed in Section 1.1 on page 10 and in [CLS95] ;

= to define “new” nonmonotonic inference relations (see fetance, the two relations described in Section 1.2.3.2
on page 14) which seem very promising from the point of viewhefintuitiveness;

= to compare all these relations (old and new) in a same framie{see for instance, a comparison of cautiousness
and of the respect of rationality postulates in Section3142on the preceding page).

It is not the only application domain; for instance, the @sxcould be applied to the merging of belief bases: each
belief base can be considered as an “opinion” and the weddll®se “opinions” could represent a hierarchy between
sources.

1.3 Conclusion on Topic 1

In this chapter, | very briefly present some works | realizadlopic 1 “nonmonotonic inference” in the strict frame-
work of consistency restoration during 8 years includingPiiD Thesis.

The obtained results can be synthesised as follows:

right weakening: Fa—Biviva ;
g 9 Y8
supra-classicity: abf
Tapg
L alpy B
: .
weak condltlonallsatlonikva — 5
consistency preservatioa% (with L representing the contradiction).
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= during my PHD Thesis: study of theoretical (computatiomathplexity, cautiousness, satisfaction of rationality
postulates) and algorithmic properties of some nonmoriotoference relations built using the consistency
restoration method,

= after my PHD Thesis: definition of a general framework emapthe description of nonmonotonic inference
relations (old ones and some new ones) and study of the nesv one

In this context, we have exhibited a relation which seemy ugeresting from the point of view of the properties
it satisfies; we have also identified some other relationsiobd by the general process, which give very intuitive
conclusions, even if these relations are less interestorg the point of view of properties they satisfy.

Another conclusion of this work is the fact that the mechausisised for comparing all these relations are very different
from each other and it is difficult to use them together beg#usir conclusions are very often conflicting. This remark

will be also an important point of my research project (seaiér 5 on page 151): how to define “good” comparison
criteria? It is also the source of some questions among whietiollowing one: “how can we choose one selection

mechanism rather than another one?” The following chaptét@pic try to answer to this question.
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Chapter 2

Topic 2: conflict resolution

On the following figure, Topic 2 is represented by the “cleamrgunded” part and my works on this subject are
represented by the “dark surrounded” part:

Topic 2:
conflict resolution

Incoherent
information set

for one or several agents

One agent (1 incoherent information set) Several agents (several information sets, coherent or not)
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Construction of Identification of

Identification

ofconfiets ?ggﬁ;“,gzis interactions between
Selection of Etr)?gltjgiroi) arguments
preferred Computation of
coherent PNE

subsets

Selection of
arguments
to keep

Use of
classical
deduction

Choice of

conclusions
to keep

In this topic, | focus on the study of the selection mechasiased for selecting consistent information subsets. There
exist two dual approaches:

= Either we directly select some consistent subbases of tumsistent initial base This is the approach used in

1t is possible without computing all the conflicts.
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Chapter 1 on page 9.

= Or we identify all the conflicts of the initial base (which cesponds to an “ATMS” approach with no-goods
computation — see [Kle86]) then we choose the beliefs we nemsove in order to solve these conflicts and to
get some consistent subbases.

When there is no preference between beliefs, these two agipes give the same results. Otherwise:

= with the first approach, we giveglobal semantics to belief preferences (how is a formula locatéd keigard
to the other formulaef the base).

= whereas, with the second approach, preferences arelarsaty (how is a formula located with regard to the
other formulaef a given conflic?).

The local approach is essential when preferences are Ip@ntihis case, incompatibility can appear: for instance,
belief a is preferred to belieb in the conflictc; whereas in the confliat; this is the opposite case). So the local
approach is more general than the global one. Note alsoitbdbtal approach is more adapted to context-dependent
preferences or conditional preferences (see [Bre94, ABS938, Gar98]).

This chapter concerns the local approach but with a speaiiiat pf view: | study this problem in order to try to
identify some principles and to characterize solutionschhsatisfy these principles. This work has been done in
collaboration with Claudette &¥rRoL and Jérdme MNGIN. All the proofs and many additional details can be found
in [CLSMO00] (only in french, sorry!).

2.1 Methodology

2.1.1 Basic definitions and principles

Let L be a logical language. Ldt be a set of formulae of representing beliefsH is the belief base), an8” be a
consistent set of formulae d@f representing certain knowledge (the unigru X may be inconsistent).

The consistency restoration problem can be described by:

Restoring thel-consistencgonsists in finding d(-consistent subset df (generally, we us€-maximal
solutions — see [Bre89, CRS93, DLP91, BCEB, LS95a] and Chapter 1 on page 9).

The conflict resolution problem can be described by:

E' is assumed to b& -inconsistent and it is given as a setigfconflicts(i.e. subsets of C-minimal
among those which ai& -inconsistent). This set df’-conflicts is denoted b§(E) = {¢;} (eache; being
a K-conflict); N(E) = |, ¢; denotes the core df andL(E) denotes the set of formulae &fwhich do
not take part in any conflicfieeformulae ofE); we haveE = N(E) U L(E)2.

Solving theK -conflictsconsists in finding a subset @&f which does not contain any of thig-conflicts.
So for each conflict we must find at least one formula to remadedtas sufficient to work ofN since the
formulae ofL are not concerned bk -inconsistency.

A solution of a conflict resolution problem is defined by:

Definition 5 Let @ = {c;} be a conflict resolution problemsS is a solutior? of € iff S is a subset oN such that
NS # 3, Vi.

2To simplify, one will use the notatio®, N'and£L in place of@(E), N(E) and L(E).
3This corresponds to the notion bitting-set (see [Rei87]).
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Example 1 Let @ be the following set of conflict® = {{a, b}, {b, c}} (a, b, c being 3 propositional formulae).
On this example, 5 solutions existi = {a,b,c}, S2 = {a,b}, S3 = {b,c}, S4 = {a,c}, S5 = {b}.
Note thatS, and.S5; seem more interesting than the other ones because only omalfois removed for each conflict.

Theminimality principlecorresponds to the removal of as few formulae as possildm(fhe inclusion point of view):

Definition 6 LetC = {¢;} be a conflict resolution problen® is a minimal solutionof C iff S is a subset oN such
that:

u CiﬁS%g,Vi,

» Vo € S, Jisuchthat; NS = {z}.

Example 1 (cont’d) On this example, onlg, and.Ss are minimal solutions.

Definition 6 gives a more interesting result than the resuttrgby Definition 5 on the facing page. However, one does
not take into account the fact that, in a conflict, one cangurief remove one formula rather than another one.

2.1.2 Use of preferences

We consider that eacR -conflict of E (denoted by:;) is equipped with a complete preordering afidf(c;) denotes
the set of the minimal elements efwith regard to this preordering. Notatiol:,,,;,, = |, f(ci).

We can now explicit some principles in order to obtain “goedlutions:
Minimality principle: solutions must b&-minimal (as in Definition 6);
Parsimony principle: to remove the smallest number of beliefs (minimality in tease of cardinality) ;

Preference principle: removed belief are chosen as much as possible inftag (the idea is that a formula is
removed for a “good” reason) ;

Efficiency principle: to select the smallest number of solutions (in order to itatd the future use of these solutions
— if there are too many solutions, it will be difficult to exfilthem).

Of course, these principles are not always compatible.

Example 1 (cont'd) The minimal elements of each conflict are underlin@€d= {{a, b}, {b,c}}. Ss andSs satisfy
the minimality principle,S; satisfies the preference principlé; satisfies the parsimony principle. And there is no
solution which satisfies all the principles at the same time.

Using minimality principle and preference principle leadshe following definition:

Definition 7 LetC = {¢;} be a conflict resolution problem equipped with a completegtering for each:;. Sis a
preferred minimal solutioiff S is a subset oN such that:

=, NS 75 , Vi,
= Vo € S, Jisuchthat; N S = {z},

» Vo € S, 35 such thate € f(c;).
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Satisfied
Proposed solutions principles

>

Minimality|
Parsimon
Preference

Basic Sol. (Def. 5 on page 20)

Minimal Sol. (Def. 6 on the previous page) X
Preferred Minimal Sol. (Def. 7 on the preceding pageX X
Parsimonious Sol. (Def. 8) X X
Card-min Preferred Sol. (Def. 9) X X

Table 2.1: Principles and solutions for conflict resoluti@hmeans that the proposed solution satisfies the given
principle)

Example 1 on the previous page (cont'd)S; is the only preferred minimal solution.

Example 2 Consider the following conflict resolution problem:

C = {{as, a1, a2}, {ar, a2, a3}, {as, as, as}, {as,a5}}.

The 5 preferred minimal solutions are:

S1 ={az,as4}, S2 = {az,as,as}, S3 = {a1,a3,as}, Sy = {az,a3,as5}, S5 = {a1,a3,a4}.

Using the parsimony principle leads to the following defonit

Definition 8 LetC = {¢;} be a conflict resolution problent is a parsimonious solutionf € iff S is a subset oN
minimal for cardinality which intersects each conflict.

Example 1 on the preceding page (cont'd)Ss is the only parsimonious solution.

Note that the parsimony principle refines the minimalitynpiple, and so the parsimony principle is a way to satisfy
the efficiency principle.

However, parsimony principle and preference principlenatecompatible. But we can apply the cardinality-minimalit
to the efficiency principle:

Definition 9 LetC = {¢;} be a conflict resolution problem equipped with a completemtering for each:;. S is a
card-min preferred solutioiff S is a subset oN,,,;,, minimal for the cardinality which intersects each conflict.

Example 1 on the previous page (cont'd)S; is the only card-min preferred solution.

Example 2 (cont'd) S, is the only card-min preferred solution.

There also exist some other possibilities in order to respe efficiency principle (see the “élitiste” preference
of [CRS93]), but | do not present them in this document (s¢eSj@00] for more details).

All the given definitions are presented in Table 2.1 with ther@sponding principles.
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2.2 Computation of preferred minimal solutions

The computation of preferred minimal solutions correspgoexhctly to a famous problem in Al: the computation of
intersecting sets for a set of séts

There already exist many algorithms for this computation (fiagnosis [Rei87], for propositional logical deduction
[Cas96, Cas97], for nonmonotonic logics [JK90, Lev92, Mgrgie9ds], ...).

See in [CLSMO00] more details about this computation.

Note also that, in the framework of belief revision, an agtorespecting the parsimony principle has been developed
in [Pap92] in order to find the removed sets of beliefs. Thémdpproach has been applied in the applicative frame-
work of Geographic Information Systems (GIS), see [WPJ®ERW04] using algorithms also based on the notion of
hitting sets.

2.3 Link with direct selection of K-consistent subsets

This is the link between Topic 1 described in Chapter 1 andatineent topic.

2.3.1 Duality between consistency problem and conflict prdbm

Let £ be aK-inconsistent belief base.

= For a consistency problem given bi(, E'), solutions are< -consistent subsets @f.

= For a conflict problem given by, C) (wherel is the set of the free formulae & andC = {c¢;} is the set of
the K -conflicts built fromFE), solutions are the subsets Bfwhich do not contain any conflict.

The duality between the consistency problem and the copfiatilem is given by the following proposition:

Proposition 1 Let E be a belief base an#l” be a certain knowledge base.

= The subseF’ of E is a solution of the consistency problem(iff \ F') is a solution (in the sense of Def. 5 on
page 20) of the conflict problem.

= The subsef of N is a minimal solution (in the sense of Def. 6 on page 21) of tmdlict problem iff(N \ .S) is
a C-maximal subset among thi€-consistent subsets df.

= The maximal solutions of the consistency problem are urgefarm ofC U (N'\ S) with S a minimal solution
(in the sense of Def. 6 on page 21) of the conflict problem.
2.3.2 With preferences

Links between the consistency problem and the conflict pratstill exist when if there are preferences. In this case,
we must use a special preference relation between subliasegmocratic preference:

Notation 1 Let < be a partial preordering onE. < denotes the strict ordering associated withand defined by
x < yiff (x <y)A—=(y < z). Inthis case, the consistency problem is denoteffyF, <).

4An intersecting setalso calledhitting sej for a set of set® is a part of the union of the elements @fwhose intersection with each element
of Cis non empty.
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Definition 10 Let F} and F; be twoK -consistent subsets &f. F5 is demo-preferred td iff for all © € Fy \ Fs,
there existy € F, \ Fy such thatr < y.

The solutions of the consistency probléfi, F, <) which are maximal for the demo-preference relation are said
demo-preferred.

Note that if < is complete then the demo-preferred solutions of the ctersiy problem are exactly the subbases
incl-preferred evoked in Chapter 1 on page 9 (see [Bre89,93RS

If Nonin i strictly included i\, we can consider the stratificationBfin (E7, Eo, Es) with E; = L, Es = N\ Npuin
andEs = N,,,;». And the following property holds:

Proposition 2 The subse$ of N is a preferred minimal solution of the conflict problem#ff\ S is a demo-preferred
solution of the consistency probldiiX, F1, Es, Es).

Example 2 on page 22 (cont'd)LetC = {c, ¢, c3, ¢4 } be a conflict problem with:
c1 = {ag,a1,a2}, co = {ar, az,a3}, cs = {as, a4, a3}, c4 = {aq, as} (for eache;, underlined elements are minimal).
So we have:

E =N,

N \ len = {GJG; a7}

ande’Ln = {ala az, az, a4, as, (18}.

The demo-preferred solutions (which are also the inclqmeid subbases) of the consistency problem defined by
(Ka {aGa (17}, {alv az, as, aq, as, ag}) are:

Fy ={ag,a7,a1,as,as5,as},
Fy = {ag,ar,a3,a1,a4},
F3 = {ag,ar,az,a4,0as},
Fy = {ag,ar,a1,a4,a8}
and Fs = {ag, ar, a2, as, ag}.

These solutions correspond respectively to the prefertiathmal solutions of the conflict problem:

S1 = {ag,a4},

Sy = {as,as,as},
S3 = {a1,as3,as5},
Sy = {az,as3,as}

andS5 = {al, as, (14}.

In [CLSMO00], some other results are given, in particulamé Ibetween the democratic preference and the “élitiste”
preference.
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2.4 Conclusion on Topic 2

The definition of solutions for a conflict resolution probl@nesents the same difficulty as the definition of solutions
for the consistency restoration problem: taking into actdwo constraints whose satisfaction is intuitively nesaeg.

The first constraint implies that the solutions are as smedif. large) as possible. The other says that one can satisfy
preferences on beliefs.

In order to study how these two constraints interact duriregdonflict resolution process, we have proposed several
principles. These principles, alone or together, lead flemint types of solutions for this problem and allow a com-
parison between solutions of this problem and solution®osistency restoration problem corresponding to the tirec
selection of consistent subbases.

One definition seems interesting from the computationahtpoi view: preferred minimal solutionsvhich can be
computed as the minimal intersecting sets of the set of nahjrarts of conflicts (in the sense of preferences). See the
algorithmic study in [CLSMOQ].
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Chapter 3

Topic 3: argumentation

In the following figure, Topic 3 is represented by the “claareunded” part and my work on this subjectis represented
by the “dark surrounded” part:

. Incoherent
Topic 3: - .
. information set
argumentation
for one or several agents
One agent (1 incoherent information set) Several agents (several information sets, coherent or not)

' ¢ '

Identification Cogft[jlﬁgﬁ?so‘( Identification of
of conflicts (cgherent interactions between

Selection of proof for & SIS
; conclusion)
preferred Computation of
>
coherent PNE
subsets

Selection of
arguments
to keep

Use of
classical
deduction

Choice of

conclusions
to keep

This topic relates to both previous topics because thisasmagmethod for handling inconsistency by the selection of
consistent subsets (even if, in argumentation, these wuths@ot represent possible states of the world).

Argumentation is not only a kind of enlarged restoration ofigsistency, because it is an important framework, as
nonmonotonic reasoning, which covers many different domall, philosophy and cognitive psychology. My works

27



in argumentation only concerns Al domain.

In this chapter, | present argumentation as a complex méshaim two main stages (these stages will be more
precisely defined and partitioned in the following section)

= using as starting point an inconsistent information setctinstructionof consistent subsets for or against some
given conclusions

= and then thanalysisof these subsets (the arguments) and their interactionslar to conclude.

With this aim, | forget about the logical aspect of arguméateand instead take a particular assumption: arguments
and interactions are given, so the starting element of mksviorargumentation is a directed graph in which vertices
are arguments and edges are binary interactions betweemangs. This assumption is usual in this domain when
one wants to work only on thenalysispart of the argumentation process.

In Section 3.1, the general argumentation system is destribhen two different instances of this system are pre-
sented. The first one corresponds to “unipolar” argumentigsee Section 3.2 on page 30) and second one is about
“bipolar” argumentation (see Section 3.3 on page 109); éfittst case, interactions only represent conflicts between
arguments whereas, in the second case, one takes into acomiiicts and also another kind of interaction which
represents a more “positive” relation between argumentgart.

For each argumentation systems instance, | have studiedati@ns of valuation of arguments (how to define a
“weight” for an argument — see Sections 3.2.2 on page 35 ahd 8n page 119) and the acceptability of argu-
ments (how to select an argument — see Sections 3.2.3 on gagyels3.3.2 on page 113). In the case of an unipolar
argumentation system, | have also worked on the notions afimgand revision of argumentation systems (see Sec-
tions 3.2.4 on page 62 and 3.2.5 on page 80), and | have usad@iar argumentation system in order to simulate
practical reasoning (see Section 3.2.6 on page 91).

3.1 General scheme

Argumentation can be viewed as a process composed of setepal The following picture describes this process
which is a refinement of the previous figure:
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‘ Knowledge base ‘

Creation of argunents *

‘ Set of arguments ‘

Definition of interactions ¢
Interactions
between arguments
Val uati on ¢
Weights of
arguments
Sel ecti on
Set of accepted Set of rejected Set of arguments
arguments arguments in abeyance
Concl usi on ‘ Inference
Conclusion(s) | in differents domains: Decision
Negotiation

1. Definition ofargumentsthe notion of argument generally relates to the notionxpfanation, proof, justifica-
tion. The aim of an argument is to “support” beliefs, or tdicize another agent in order to obtain a particular
behaviour. Arguments can have many different forms: infan@xt in natural language as a piece of dialogue,
formal proof in a formalized logic language.

2. Definition of the differeninteractions between argumentrguments built from a knowledge base cannot been
considered as independent elements. Many kinds of intersdietween these arguments can appear. Generally,
one considers two main types of interactions: argumentsitirer in conflict (interaction representing a conflict)
or they help other arguments (interaction representingpat). If there only exist conflicts then one talks about
unipolar argumentation systerand if there are conflicts and supports, one talks abipaiar argumentation
systems

3. Valuation of argumentghis gives aveightto each argument. These weights can be used for comparing arg
ments. The definition of these weights can use differergriait For instance, in [AC02a], implicit and explicit
priorities are given over the knowledge or over the argusiamhereas, in [CLS03c, ACLS04b], weights are
defined using interactions between arguments.

4. Selection of the most acceptable argumethtis selection can be achieved using interactions betasgrmments
and/or valuation of these arguments. The set of the acdepgagpuments can be considered as an “output”
of the argumentation process. Informally, acceptableragps are those which would be able “to win” an
argumentation dialogue between agents. Note that theti@siep could be sufficient for selecting arguments
on the base of their weights. However one distinguishes @hgation step from the selection step because the
selection mechanism can be more complex and can use notiordetely different from the notion of weight.

5. Conclusion of argumentatiotthis last step uses the status of the arguments (acceptatodé) in order to define

the status of the “conclusions” of the system; it dependéierapplication domain of the system (nonmonotonic
inference, decision making, negotiation, ...).
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3.2 Unipolar argumentation

The content of this section is the following: basic conceyftsnipolar argumentation are presented in Section 3.2.1,
Section 3.2.2 on page 35 concerns gradual valuation of agtenSection 3.2.3 on page 54 is for gradual acceptability
of arguments, in Section 3.2.4 on page 62 | present my workhemterging of unipolar argumentation systems,
Section 3.2.5 on page 80 describes the notion of revisiomgfalar argumentation systems and Section 3.2.6 on
page 91 shows the use of an unipolar argumentation systesinfatating practical reasoning.

All my works presented in this section on valuation and ataggifity have been done with Claudettea@RoL and
published in several articles which have been synthesis¢dliS05d] (all the proofs of the propositions given can
be found in [CLS05d]). For works on merging, revision andgtiaal reasoning, the reader will find references in the
corresponding sections.

3.2.1 Background on unipolar argumentation

In 1995, in a seminal article for argumentation domain in f&Un95]), Dung proposed an abstract argumentation
system in which he defined several methods for selectingeegts. He considered that arguments and interactions
(only conflicts) were given, he thus ignored the steps cpmeding to the creation of arguments and to the definition
of the interactions. Moreover, he was not interested by &heation step.

The main definitions given by Dung are:
Definition 11 An abstract argumentation system is a péit, R) with the set of argumentd and a binary relation
R on A called attack relatioh.

A;RA; means tha#; attacks4;. An argumentation system can be represented by a directgghgn which vertices
are arguments and edges represent the attack relation.

LetA € A, R~ (A) denotes the set of arguments which attdcknd Rt (A) denotes the set of arguments attacked by
A.

Dung also proposed a notion allowing the “reinstatementirofargument following an attack. This is tbefence
defined from the attack as follows:

Definition 12 An argument4; defends an argument; against an argumenB iff BRA; and A;RB.

In the abstract unipolar argumentation system proposedungbthe selection mechanism of the most acceptable
arguments uses a notion of “collective acceptabilitye, the membership to some particular sets satisfying special
properties:

Definition 13

= Conflict-free S C A is conflict-free iff there are no arguments and 4, in .S such that4; R A;.

= Collective defenceS C A collectively defends an argumedt iff for each argumenB such thatBR A; there
existsC' € S such thatC'RB.

Using these properties, Dung proposed in [Dun95] diffesembantics for acceptability:

IFor us, the “attack” is @eneric notiorcorresponding to several cases; for instance, an arguraerittacked another one because:
= their conclusions are in conflict,
= the conclusion of one argument is in contradiction with amise of the other one,
= one argument attacks and is preferred to the other one,
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Definition 14 LetS C A be a set of arguments.

= Admissible semanticsS is an admissible set iff is conflict-free and>' collectively defends all its elements.
= Preferred semanticsS is a preferred extension iff is C-maximal among the admissible subsetslof

= Stable semanticsS is a stable extension iff is conflict-free andS attacks each argument which does not
belong toS.

= Grounded semanticsS is the grounded extension §fis the smallest fixpoint of the characteristic functi®n
of (A, R) (F: 20AR) — 2(AR) with F(S) = { A such thatS collectively defendd}).

Note that, in Dung’'s work, each “attacker” is always consgiindividually (the “direct attacks” considered togethe
as a unique notion is not used by Dung).

Some interesting properties are given in [Dun95]:
Proposition 3

= An admissible set is always included in a preferred exteansio

There always exists at least one preferred extension.

There always exists only one grounded extension.

If the argumentation system is well-foundéeden there exists only one preferred extension which is tiso
only stable extension and the grounded extension.

= Each stable extension is also a preferred extension (theersa is false).
= There is not always a stable extension.
= The grounded extension is included in each preferred eixtens

= |f R is finite, the grounded extension can be computed in appiténatively the functiorF from the empty set.

Proposition 4 The set of unattacked arguments (i£4|R~(A) = @}) is included in the grounded extension, in
every preferred extension and in every stable extension.

All these notions are illustrated on the following argunation system:

Example 3
A
B
/ \

C1 c2

f

D

In this systemd is defended by, andCy, and{D, C5, A} is the only preferred extension of the system and it is also
stable and grounded.

2An argumentation system is well-founded iff there is no iéirsequence of argumenttg, A1, ..., Ay, ...such thatvi, A; € A and
A¢+1RA¢.

31



We also need some basic notions related to the graphicaseptation of an argumentation system:
Definition 15 Let§ be the attack graph representing the argumentation sysiyi ).

Leaf of the attack graph A leaf of G is an unattacked argumertt ¢ A3
Path in the attack graph A path fromA to B is a sequence of argumerdis= 4; — ... — A,, such that:

- A=Ay,
L] A1RA2,

" AnflRAny
» A, = B.
Thelength of the patlis equal ton — 1 (i.e. the number of edges used in the path) and is denotégd by
A particular case is the pafifrom A to A whose length i§.
The set of paths fror to B is denoted by (A4, B).
Dependency, independence, root-dependency of a path
LetCa € C(A1,4A,,) andCp € C(By, By,) be two paths.
These paths ardependeniff 34; € C4, 3B; € Cp such thatd; = B;. Otherwise they arendependent
These paths amoot-dependent i, iff A,, = B,, andVA; # A, € Ca, jﬂBj € Cp such that4d; = B;.

Cycles in the attack graph A cycle® is a pathC = A; — ... — A,, — A; such thatvi,j € [1,n], if i # 7, then
A # A
A cycleC isisolatediff VA € C, AB € AsuchthatBRAandB ¢ C.
Twocycle€y = Aj—...—A,—A; andCp = B;—...— B,,,— Bj areinterconnectedf 3i € [1,n],3j € [1,m]

such thatd, = B;.

We also use the notions of indirect attack or indirect dedefitiese notions are inspired by notions proposed by Dung
in [Dun95] but they are not strictly equivalént

Definition 16 (Direct/Indirect Attacker/Defender of an argument) Let A € A:

Thedirect attackersf A are the elements G2~ (A).
» Thedirect defendersf A are the direct attackers of the elementsof (A).
= Theindirect attackersf A are the elementd; defined by:

3C € C(A;, A) such thate = 2k + 1, with k > 1.
= Theindirect defendersf A are the elementd; defined by:
3C € C(A;, A) such thate = 2k, with k > 2.

Note that an attacker may also be a defender. This leads bie twtion of controversial arguments (see [Dun95]).

Definition 17 (Controversial arguments) Let A and B € A be two argumentsB is controversialvith regard to A
iff B is at the same time a direct or indirect defender and a direéhdirect attacker ofA.

The next definition gives the link between the graphicalespntation and the notions of attack and defence:

SAisaleafiff R—(A) = 2.

4We assume that there is an infinity of such paths.

5This definition corresponds to the definition of an elemantgcle in Graph Theory (an elementary cycle does not corainedges having
the same origin or the same end).

6In [Dun95], direct attackers (resp. defenders) are alswentattackers (resp. defenders); this is not the caseawitilefinitions.
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Definition 18 (Attack or defence branches of an argument)Let A € A, an attack branck{resp. defence brangh
for A in a path inG from a leaf toA whose length is odd (resp. ever)is considered as theot of an attack branch
(resp.defence brangh

All these notions are illustrated with the following exampl

Example 4

On this graphg, one can found:

» a path fromC; to A whose length is 2(s — B; — A);
A4 «<—— A3 » 2cyclesd; — As— Ay — Ay andA; — As — Ay — A; whose length is 3;
\ / \ these cycles are notisolated (note that— A3 — Ao — A1 — A3 — As— Ay
Al A2 is not a cycle with our definition);
T = the two previous cycles are interconnected4inand in Az);
A = the pathsD; — C; — B; andC3 — By — A are independent, the paths
D, —Cy — By — Aand(C3 — B, — A are root-dependent and the paths
/ \ Dy — Cy — By — Aand(C,; — B; — A are dependent;
BL T = Dy, Co, E; are the leaves of;
/ \ \ = D; — Cy — By — Ais an attack branch fod whose length is 305 —
c1 c2 c3 B; — Ais a defence branch fod whose length is 2;
T T = (5, B; and B are the direct attackers of,;
D1 D2 » (4, Cy (which is already a direct attacker of) and C; are the direct
T defenders of4;
= D; and D, are the two indirect attackers of;
El = F is the only one indirect defender df

= (s is controversial with regard tol, and to eachd;; moreoverA,, A,
As, and A4 are controversial with regard to themselves.

B2

There exist many generalizations of Dung’s system, oneerhthorresponds to constrained argumentation systems
proposed by [CMDMO06] whose aim is to usenstraintsbetween arguments that the arguments must satisfy in order
to belong to extensions. For instance, one could want thatasgumentsd and B belong to the same extension.
These constraints are generally expressed with a propasitiogical formula built usingd as vocabulary.

Definition 19 ((CMDMO06] — Constraint, Completion) Let A be a set of arguments an€l, be the propositional
language defined using as the set of propositional variables.

= C'is aconstrainbver arguments ofl iff C is a formula ofL 4.
= Thecompletionof asetE C Ais: E = {A| Ac E}U{-A|Aec A\ E}.
= AsetE C A satisfie iff E is a model o” (E + C).

A constrained argumentation system is defined by:

Definition 20 ((CMDMO06] — Constrained argumentation system) A constrained argumentation systésma triple
CoAF = (A, R, C) with C being a constraint over arguments on the det

The notion of Dung’s extension is extended in order to take &count constraints:

Definition 21 ((CMDMO06] — C-admissible set)Let £ C A. E is C-admissiblaff
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1. E is admissible,

2. F satisfies the constrairt.

Note that the empty set is always admissible, but it is noagd’-admissible sinc& does not always ental.

Definition 22 ((CMDMO06] — C-preferred, C-stable extensions)Let E C A.

= Fis aC-preferred extensioiff E is C-maximal among thé’-admissible sets.

= Fis aC-stable extensioiff E is a C-preferred extension which attacks all the argumentgpE.

Example 5 Let AF be the argumentation system definedby= {4, B,Cy,C>, D} andR = {(D,Cs), (Cy, B),
(Ca, B), (B, A)}. The systemAF is graphically represented by:

There are 4 admissible sets in this systdth:= &, F> = {D,C1}, Es = {A,C1}andEy = {D,Cy, A}. OnlyE,

is a preferred extension, and in this examig,is also a stable extension.

We transformAF into a constrained systenGoAF, adding for instance a constraint which prevents from hgvin
argumentsA and D in the same extension. This constraint is defined ®y= D — —A. In this case,F, =
{D, C1, A} is not aC-admissible set, since the s/ﬁi ={D, (4, A,~B,~C>} does not entail the formul® — —A.
On the other hand, the admissible séfs = {D,C,} and E5 = {A,C,} are bothC-admissible and are also
C-preferred extensions. Note that, on this example, theme S-stable extension.

The last important basic notion is the status of an argunTémis. notion relates to the notion of acceptability, indepen
dently of the type of argumentation system used:

Definition 23 (Status of an argument) Consider an argumentation system (in Dung’s sense, or gdined in the
sense proposed in [CMDMO6]). Lét; , ..., E, be the extensions of this system for a given semanticsA ked be
an argument.

1. Alisacceptedff A € E;,VE; withi =1,..., .
2. Aisrejectedff AE; such thatd € E;.

3. A is undefined(or in abeyanckiff A is neither accepted, nor rejected. That means thdielongs to some
extensions and does not belong to some other ones.

Itis easy to see that a rejected argument in an argumensatid@mAF in Dung’s sense will be also rejected in all the
constrained systen@oAF built from AF.

Proposition 5 Let A € A. Under stable or preferred semantics,Afis rejected inAF = (A, R), then A is also
rejected inCoAF = (A, R, C),VC.

Example 5 (cont’d) In AF, D, Cy and A are accepted;> andB are rejected.
In CoAF, C is accepted(> and B are always rejected? and A are now in abeyance.
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3.2.2 Valuation of arguments

In this section, we assume that the argumentation systemnipslar, abstract and represented by an attack graph.

There already exist some works on this subject: some of threoge a valuation using preferences on belief which
are taken into account for creating arguments; other ongsiethe link between premises and conclusion during the
building of the argument. My work follows another approaohsisting in using the interactions between arguments.

We consider two different valuation methods for taking iatcount the quality of attackers and defenders of an
argument in order to define the value of an argument usingtbelynteraction between arguments:

= Inthe first approach, the value of an argument only depentissovalues of the direct attackers of this argument.
Therefore, defenders are taken into account through thelkatts. This approach is callxtal.
= |n the second approach, the value of an argument repre$enset of all the attack and the defence branches
for this argument. This approach is caligidbal.
The main difference between these two approaches is dlesttby the following example:
D ——> Cl\

4

In the local approach’ has two direct attackerg’y andC;) whereasB’ has only one”’). ThusB’ is better thanB
(sinceB’ suffers one attack where&ssuffers two attacks).

B C —>= B
C2

In the global approach, two branches (one of attack and odefehce) lead td whereas only one branch of attack
leads toB’. ThusB is better tharB’ (since it has at least one defence wherBakas none). In this cas€); loses its
negative status of attacker, since it is in fact “carryingeéedce” forB.

3.2.2.1 Local approach (generic valuation)

Some existing proposals can already be considered as exanffical valuations

In [JV99b] approach, a labelling of a set of arguments assiggtatus (accepted, rejected, undecided) to each argument
using labels from the s€t+, —, ?7}. + (resp. —, ?) represents the “accepted” (resp. “rejected”, “undecisthtus.
Intuitively, an argument labelled withis both supported and weakened.

Definition 24 (Jakobovits and Vermeir’s labellings, 1999)Let (4, R) be an argumentation system. A complete la-
belling of (A, R) is a functionLab : A — {+,7, —} such that:

1. If Lab(A) € {?,—} thendB € R~ (A) such thatLab(B) € {+, 7}
2. If Lab(A) € {+,?} thenVB € R~ (A) UR*(A), Lab(B) € {?,-}

The underlying intuition is that an argument can only be veeakl (label- or ?) if one of its direct attackers is
supported (Condition 1); an argument can get a support dalyits direct attackers are weakened and an argument
which is supported (labe} or 7) weakens the arguments it attacks (Condition 2). So:

= If A hasno attackeEab(A) = +.

w If Lab(A) =? thendB € R~ (A) such thatLab(B) =?.

w If (VB € R™(A), Lab(B) = —) thenLab(A) = +.

w If Lab(A) = +thenVB € R~ (A) UR™(A), Lab(B) = —.
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Every argumentation system can be completely labelled. aBseciated semantics is thais an acceptable set of
arguments iff there exists a complete labellibgh of (A, R) such thatS = {A|Lab(A) = +}.

Other types of labellings are introduced by [JV99b] amongcivithe so-called “rooted labelling” which induces a
corresponding “rooted” semantics. The idea is to reject tivé arguments attacked by accepted arguments: an attack
by an “undecided” argument is not rooted since an “undecid#dcker may become rejected.

Definition 25 (Jakobovits and Vermeir’s labellings, 1999 —ant'd)
The complete labellingab is rooted iffYA € A, if Lab(A) = — then3dB € R~ (A) such thatLab(B) = +.

The rooted semantics enables to clarify the links betwekethalother semantics introduced by [JV99b] and some
semantics introduced by [Dun95].

Example 6 On the following example:

An —>An-1- - _ - A2y Al
For n even, we obtail.ab(A,,) = Lab(A,—2) = ... = Lab(A2) = + and Lab(A,,—1) = Lab(4,—3) = ... =
Lab(Al) = —.
For n odd, we obtainLab(A,) = Lab(A,—2) = ... = Lab(A1) = + and Lab(A,,—1) = Lab(Ap,—3) = ... =
Lab(Ag) = —

Another type oflocal valuationhas been introduced by [BHO1] for “deductive” arguments.e Hpproach can be
characterised as follows. An argument is structured as ra(papport conclusiof, wheresupportis a consistent

set of formulae that enables to prove the formedaclusion The attack relation considered here is strict and cycles
are not allowed. The notion of a “tree of arguments” allowsoadise and exhaustive representation of attackers
and defenders of a given argument, root of the tree. A functialled a “categoriser”, assigns a value to a tree of
arguments. This value represents the relative strengtim afrgument (root of the tree) given all its attackers and
defenders. Another function, called an “accumulator” tegsises the values assigned to all the argument trees whose
root is an argument for (resp. against) a given conclusidre ghase of categorisation therefore corresponds to an
interaction-based valuation. [BHO1] introduce the follog/functionCat:

= if R7(A) =@, thenCat(A) =1
m if R7(A) # @ withR™(A) = {A1,...,An}, Cat(A) =

1
T+Cat(AL)+..+Cat(An)

Intuitively, the larger the number of direct attackers ofaagument, the lower its value. The larger the number of
defenders of an argument, the larger its value.

Example 6 (cont'd) We obtain:

Cat(A,) = 1, Cat(A,_1) = 0.5, Cat(A,_2) = 0.66, Cat(A,_3) = 0.6, ..., andCat(A;) = (v/5 — 1)/2 when
n — oo (this value is the inverse of the golden rdio

So, we have:
If nisevenCat(A,—1)
If nis oddCat(A4,,-1)

< ... < Cat(As) < Cat(A;) < Cat(A2) < ... < Cat(A,) =1

< ... < Cat(A2) < Cat(Ay) < Cat(As) < ... < Cat(4,) =1

Our approach fotocal valuationsis a generalization of these two previous proposals in thees¢hat [BHO1]C at
function and [JV99b] labellings are instances of our apphoa

The main idea is that the value of an argument is obtainedtivéttomposition of two functions:

= one for aggregating the values of all the direct attacketi®@argument; so, this function computes the value of
the “direct attack”;

“The golden ratio is a famous number since the antiquity whashseveral interesting properties in several domainbitacture, for example).
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= the other for computing the effect of the “direct attack” be walue of the argument: if the value of the “direct
attack” increases then the value of this argument decrgifitles value of the “direct attack” decreases then the
value of this argument increases.

Let (W, >) be a totally ordered set with a minimum elemeéli;ig) and a subsét” of I/, that containd/yin and with
a maximum elemernityax.

Definition 26 (Generic gradual valuation) Let (A, R) be an argumentation system. A valuation is a function
A — V such that:

1. VA e A, v(A) > Vuin
2. VA e A, if R~ (A) = @, thenv(A) = Vax
3. VA€ A f R (A) = {A1,..., A} £ @, thenv(A) = g(h(v(A1),. .., v(A,)))

with h : V* — W such that V* denotes the set of all finite sequences of elements of

w h(z) ==z

= h() = VMin

= For any permutation{z;1, . .., xin) Of (x1,...,2n), (@i, ..., Tin) = (21, ..., 20)
m A2y, Ty Tng1) > A2, .., 20)

w if oy > @) thenh(zy, ..,y 20) > (21, .. 2,0 T)

andg : W — V such that

- g(VMin) = VMax
- g(VMax) < VMax

= gis non-increasing (it: < y theng(z) > g(y))

Note thath(z1, ..., z,) > Max(z1,...,z,) is alogical consequence of the properties of the fundiion

A first property on the functiog explains the behaviour of the local valuation in the casenairgument which is the
root of only one branch (like in Example 6 on the facing page):

Proposition 6 The functiory satisfies for allh > 1:

9I(Viax) < ¢°(Vuax) < .. < g% (Viax) < 97" (V) < -+ < 9% (Viax) < Vitax
Moreover, ifg is strictly non-increasing and(Vuax) > Vmin, the previous inequalities become strict.
A second property shows that the local valuation inducesderimg relation on arguments:

Proposition 7 (Complete preordering) Let v be a valuation in the sense of Definition 26.induces a complete
preordering- on the set of argument4 defined by:A - B iff v(A) > v(B).

A third property handles the cycles:

8A complete preordering o means that any two elements.dfare comparable.
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Proposition 8 (Value in a cycle) LetC be an isolated cycle of the attack graph, whose length i$ » is odd, all the
arguments of the cycle have the same value and this valuexgarit of the functiom. If n is even, the value of each
argument of the cycle is a fixpoint of the functigh

The following property shows the underlying principlessf&d by all the local valuations defined according to our
schema:

Proposition 9 (Underlying principles) The gradual valuation given by Definition 26 on the precediage respects
the following principles:

P1 The valuation is maximal for an argument without attackemsl @aon maximal for an attacked and undefended
argument.

P2 The valuation of an argument is a function of the valuationflirect attackers (the “direct attack”).
P3 The valuation of an argument is a non-increasing functiothefvaluation of the “direct attack”.

P4 Each attacker of an argument contributes to the increashef/aluation of the “direct attack” for this argument.

The last properties explain why [JV99b] and [BHO1] propastances of the local valuation described in Definition 26
on the previous page:

Proposition 10 (Link with [JV99b])
Every rooted labelling of 4, R) in the sense of [JV99b] can be defined as an instance of theigeraduation such
that:

s V=W={-74+}with— <? <+,
u VMin:*,

- VMax = +i

g defined byy(—) = +, g(+) = —, g(?) =?

= andh is the functionMax.

Proposition 11 (Link with [BHO1]) The gradual valuation of [BHO1] can be defined as an instarfcéhe generic
valuation such that:

« V=[0,1],
» W =10, 00],
= Win = 0,
= VMax =1,
= g: W — V defined by (z) =
= andh defined byi(z1,...,z,) =21+ ... + zp.
Note that, in the work of [BHO1], the valued graphs are acyclHowever, it is easy to show that the valuation

proposed by [BHO1] can be generalized to graphs with cyahethis case, we must solve second degree equations —
see Example 8 on page 40).
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Example 7 Consider the following graph:

So, we have:

Ey, D2, D3,Cy, By
=
C1, By
=
Dy,C,C3, B3

However, the constraints ar{A) andv(B;) are insufficient to compard and B; with the other arguments.

The same problem exists if we reduce the example to the ligpetreof the graph in the previous figure; we obtain
E1, Dy = C, = Dy, Cs, but A and B; cannot be compared with the other arguménts

Now, we use the instance of the generic valuation propos¢B@1]:

El) = U(DQ) = U(Dg) = 0(04) = U(B4) = 1,
(

CQ) = ’U(C3) = U(Bg) = %,
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So, we have:
Ey, D2, D3,Cy, By
=
C1, B
=
D,,C5,C5, B3
=
B,
=
A

However, if we reduce the example to the hatched part of thplgithen the value of is % So,v(A) is better than
v(By) andv(Dy), but also thary(C4 ) (A becomes better than its defender).

Example 8 (Isolated cycle)Consider the following graph reduced to an isolated cycle:

A

A generic valuation gives(A) = v(B) = fixpoint ofg?.

If we use the instance proposed by [BHO2{A) and v(B) are solutions of the following second degree equation:
22 +x—-1=0.

So, we obtainuv(A) = v(B) = #g ~ 0.618 (the inverse of the golden ratio again).

3.2.2.2 Global approach (with tuples)

We now consider a second approach for the valuation steledddle global approach. Here, the key idea is that the
value of A must describe the subgraph whose roatisSo, we want to memorise the length of each branch leading to
A'in a tuple (for an attack branch, we have an odd integer, anal d@fence branch, we have an even integer).

In this approach, the main constraint is that we must be abigentify the branches leading to the argument and to
compute their lengths. This is very easy in the case of anliagy@ph. We therefore introduce first a global gradual
valuation for acyclic graphs. Then, in the next sectionsgwtend our proposition to the case of graphs with cycles,
and we study the properties of this global gradual valuation

3.2.2.2.1 Gradual valuation with tuples for acyclic graphs

First, in order to record the lengths of the branches leattirige arguments, we use the notion of tuples and we define
some operations on these tuples:

Definition 27 (Tuple) A tuple is a sequence of integers. The tufile .., 0,...) will be denoted by)>°. The tuple
————

(1,...,1,...) will be denoted by .

~————

o0

Notation 2 7 denotes the set of the tuples built with positive integers.
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Definition 28 (Operations on the tuples) We have two kinds of operations on tuples:

= the concatenation of two tuples is defined by the funetiof x 7 — 7 such that

0°xt=tx0° = tfort#£()
!/ /

(X1, ey Ty ) x (2, ) = Sort(wy,..., @, ..., 20, ..., 20, ...)
Sor t being the function which orders a tuple by increasing values

= the addition of a tuple and an integer is defined by the fumctia 7 x IN — 7 such that

0k = (k)
ek = ()
(1,...,2n) Bk = (z1+k,...,xn+k)
(x1,. .., Tn,...) Dk = (v1+k,...;¢n+k,...)if (z1,...,2pn,...) 0%

Note that we allow infinite tuples, among other reasons, iiethey are needed later in order to compute the ordering
relations described in Section 3.2.2.2.4 on page 49 (wreegridéyph will be cyclic).

The operations on the tuples have the following properties:

Proposition 12 (Properties ofx and @)

The concatenation is commutative and associative.

For any tuplet and any integerg andk’, (t ® k) @ k' =t ® (k + k').

For any integerk and any tupleg andt’ different from0>=0, (txt) o k = (t @ k) x (¢’ D k).

In order to valuate the arguments, we split the set of thethengf the branches leading to the argumentin two subsets,

one for the lengths of defence branches (even integers)rendther one for the lengths of attack branches (odd
integers). This is captured by the notion of tupled values:

Definition 29 (Tupled value) A tupled valuds a pair of tuplesut = [vt,,, vt;] with:

= vty is a tuple of even integers ordered by increased valuesttipi® is called the even componentof

= vt; is a tuple of odd integers ordered by increased values; tipetis called the odd componentaf

Notation 3 V denotes the subset @f x 7 of all tupled values (soyvt € V, vt is a pair of tuples satisfying Defini-
tion 29).

Using this notion of tupled-values, we can define¢benputation processf the gradual valuation with tupl&sin the
case of acyclic graphs.

Definition 30 (Valuation with tuples for acyclic graphs) Let (.4, R) be an argumentation system without cycles. A
valuation with tuples is a function: A — V such that:

If A e Aisaleafthen
v(A) = [0%, (]
If A € A has direct attackers denoted 8, ..., B, ...then
B _ | up(A) = (vi(B1) @ 1) ...k (0;(Bp) 1) % ...
v(A) = [op(A), vl A With: | Sy (0 (B @ 1) 5 (0 (By) @ 1) 5 ...

100therwise it is false (0% x (p)) @ k = (p + k), whereag0>®° @ k)  ((p) D k) = (k) * (p + k) = (k,p + k).
11This definition is different from the definition given in [CDSc]. The ideas are the same but the formalisation is differe
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Notes: The choice of the valup>, ()] for the leaves is justified by the fact that the value of an argt memorises
all the lengths of the branches leading to the argument.dthimsame constraint, eithgs(A) orv;(A) may be empty
but not botA?.

Note also that the set of the direct attackers of an argungmnbe infinite (this property will be used when we take
into account an argumentation graph with cycles).

Example 9 On this graph, the valuation with tuples gives the followiegults:

A On this graphg, we have:
31/ \BZ = v(D1) = v(Cs) = v(Er) = [0, ()],
/ \ \ = v(C1) = v(D2) = [(), (1)],
? c2 C% = v(C3) =[(2), (],
o . = v(B1) = [(2), (1),
T = o(B2) = [(), 3)],
E1 = v(A) =1[(2,4),(1,3)]

3.2.2.2.2 Study of cycles

Handling cycles raises some important issues: the notidmaofch is not always useful in a cycle (for example, in an
unattacked cycle like in Examples 8 on page 40 and 10), and tienotion is useful, the length of a branch can be
defined in different ways.

Let us consider different examples:

Example 10 (Unattacked cycle)The graph is reduced to an unattacked cydle B — A which attacks the argument

C: A/\B
~_

c
The notion of branch is useless in this case, because thareleaf in the graph.
There are two possibilities:

= First, one can consider that the cycle is like an infinite lotanso A (resp. B) is the root of one branch whose
length isco. But the parity of the length of this branch is undefined, d@nslimpossible to say if this branch is
an attack branch or a defence branch.

= The second possibility is to consider that the cycle is likérdinity of branches; sal (resp. B) is the root of
an infinity of attack branches and defence branches whoggHermre known and finite.

12The proof is the following:.

= |f Ais not a leaf, at least one of the tuples is not empty, becdiese exists at least one branch whose length i8 leading toA (see
Definitions 28 on the previous page and 30 on the preceding)pag

= And, if A is a leaf, there also exists at least one defence branchsedaeipath from# to A is allowed and its length 8 (in fact, there are
an infinity of such paths — see Definition 15 on page 32) andtaclabranch leading to the leaf (see Definition 30 on the pliegepage).

So, the value of a leaf i®°°, ()], and it is impossible that, (A) = v; (A) = ().
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The second possibility means that the cycle may have tweseptations which are acyclic but also infinite graphs
(one with the rootd and the other one with the rod?). This is a rewriting process of the cycle:

| ]

oL L

] oL
NP N

The A; and B; must be new arguments created during the rewriting procéseccycle.

Example 11 (Attacked cycle) The cycleA — B — A is attacked by at least one argument which does not belong to
the cycle (here, the attacker is the unattacked argumgnt
D

X
N

In this case, the notion of branch is useful because thestseane leaf in the graph, but the difficulty is to compute the
length of this branch. As in Example 10 on the preceding pagesan consider either that there is only one infinite

branch (so, it is impossible to know if this branch is an dttaca defence branch), or that there is an infinity of attack

branches and defence branches whose lengths are known #ad fin

In the second case, the graph can be rewritten into the fatigwtructures:
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D A6

A3 lD .

P B3 A4 A5

D Al A2 T B1 T

B1 B2 Al A2 Az
// 777777777 \ //

A B
c E

The A; and B; must be new arguments created during the rewriting procégseograph.

From the previous examples, we have chosen to manage a syateafinity of attack branches and defence branches
whose lengths are known and finite because we would like tdleeta apply Definition 30 on page 41 in all cases
(acyclic graphs and graphs with cycles). However, we neegveting process of the graph with cycles into an acyclic
graph. There are two different cases, one for the unattackelds and one for the attacked cycles:

Definition 31 (Rewriting of an unattacked cycle) LetC = Ag — A1 — ... — A,—1 — Ap an unattacked cycle. The
graphG which containg is rewritten as follows:

1. the cycleC is removed,

2. and replaced by the infinite acyclic graphs, one fored¢hi =0...n — 1:

A;

S AN AN AN
Aib AS L ATTY AL AT
T T T T
Azg N Ai;lil Azg Ai;l+1

T T
A=y Ay At
T T
AZZ Aiz+1
Lk
tn+1

3. the edges between each of theand an argument which does not belondg’tare kept.
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Example 10 on page 42 — Unattacked cycle (cont’d) The graphG containing the unattacked cycke— B — A and
the argumen®, which is attacked by, is rewritten as follows:

C
1 B
A SN
N Bl B} B}
Aloazoa T
T B? B}
A2A L 1
T B3
A3

where thed! and B! are new arguments.

Definition 32 (Rewriting of an attacked cycle) LetC = Ag — A1 — ... — A,,—1 — Ap an attacked cycle, the direct
attacker of each; is denotedB;, if it exists. The grapl¢ which containg is rewritten as follows:

1. the cycleC is removed,

2. and replaced by the infinite acyclic graphs, one for ed¢hi = 0...n — 1:

A;

/ / N N
B; Al .. At AT At
7 7 . 7 .
Bii—14n)modn - Ay~ Asy Abt
T ) T T X
Aiz:l iZLl Aiztl

7 T
B(i+1) modn Aiz AiZJrl
! 1
B; Ainh

7

B(i—14n) modn
(the branches leading tB), exist iff B;, exist$3).
3. the edges between each of theand an argument which does not belond’tare kept.
4. the edges between each of feand an argument which does not belond@’tare kept.

Example 11 on page 43 — Attacked cycle (cont’'d) The graphg containing the cyclel — B — A attacked inA by
the argumenD and with the argumen®’ (resp. £) attacked byA (resp. B) is rewritten as follows:

13The operator mod is the modulo function.
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C T

1 B
A TN
TN Bl B} B}
D A2 Al [
T D B} B3
A3 AL T 1
T B3 B}
D A} T
1 D B}
Al T
1 B3
D T
D

where thed! and B! are new arguments.

Note: If there exist several cycles in a graph, we have two cases.

= If they are not interconnected, we rewrite each cycle, aedvlluation of the resulting graph after rewriting
does not depend on the order of cycles we select to rewriteuiseche valuation process only uses the length of
the branches.

= If they are interconnected, they are considered as a metadyich is in turn attacked or unattacked and the
previous methodology can be used leading to a more complaxtireg process which is not formalized here
(see details and examples in [CLS05d]).

3.2.2.2.3 A gradual valuation with tuples for general grapls

Using the definitions given in Sections 3.2.2.2.1 on pageiBa?.2.2.2 on page 42, the gradual valuation with tuples
given by Definition 30 on page 41 is applicable for arbitrargphsafter the rewriting process

Let us apply the rewriting process and Definition 30 on pageridifferent examples.

Example 10 on page 42 — Unattacked cycle (cont’d)
Consider the following graph:

A B

~_

c
The rewriting of this graph has been given in Section 3.2208 page 42.

Definition 30 on page 41 produces:
vp(A) = (Vi (AD) ® 1) x ... % (V;(AT) D 1) * ...
vi(A) = (vp(AD) @ 1) * ... x (V(AT) B 1) ...
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Applying Definition 30 on page 41 for different argumentshie tewritten graph produces the following equalities:
v(A?) = [0, ()] for eachn > 1

= v(A”_,) =10, (1)] for eachn > 2

n

= (A7) = [vp (A7 o) @ 2,0 (AT 5) @ 2] for each n> 1andm > n + 2

So, using the above equalities in the formulae givipgl) andw; (A), we define two sequences of tuples : a sequence
(zx, k > 1) of infinite tuples of even integers, and a sequengeX > 1) of infinite tuples of odd integers

2= (2) % (i (AR @ 1) %% (0i(AB_y) © 1)
i = (1) % (0 (AR @ 1) sk (up(AB_) © 1) ...

From the results stated in Property 12 on page 41, it is easprawve thatv,(4) = z; and for eachk > 1,
T = (2) * ($k+1 @ 2).

Similarly,v;(A) = y1 and for eachk > 1,y = (1) * (yp+1 D 2).

These equations enable to prove that :

For each even integaer with p > 0, p belongs to each tuple;, i > 1.
For each odd integep, p belongs to each tuplg;, i > 1.

The proof is done by induction on p.

So,u(A) =v(B) =1[(2,4,6,...),(1,3,5,...)].
Thenw(C) =[(2,4,6,...),(3,5,7,...)].

Note that all the above results can be readily extended tmattacked cycle of length m, > 2.

Proposition 13 (Properties of unattacked cycles)
For each unattacked cycle, for each argumdrf the cyclep(A) = [(2,4,6,...),(1,3,5,...)].

Example 11 on page 43 — Attacked cycle (cont'd) Consider the following graph:
D

C E
The rewriting of this graph has been given in Section 3.220p page 42.

Definition 30 on page 41 produces:
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vp(A) = (Ui(D) 1) % (0 (A2) B 1) % ... % (1 (A2 B 1) ...

vi(A) = (vp(D) B 1) * (Vp(A2) B 1) % ... x (v (AT") B 1) % ...
and also

v(D) = [0, ()]

v(A?) =[(), (1)] for eachn > 2

As done in the treatment of Example 10 on page 42, the forngiNaeg v, (A) andv;(A) can be rewritten in order to
bring to light some interesting sequences of tuples.

zh = (0 (A% _)@®1)x...x (vi(Aggc_ﬁp)) 1) *...
Yh = (1) % (up(AZE_) @ 1) % x (up (AP ) @ 1) %
Then, itis easy to prove tha(A) = ) and for eachk > 1, z}, = (27, ©2).
Similarly,v;(A) = y; and for eacht > 1, y;, = (1) x (1 © 2).
The first equation enables to prove thétis the empty tupfé.
The second equation has already been solved and prodgiceq1,3,5,. . .).

, we can reason as fad, and we have(B) = [(2,4,6,...),()]. Theny(C) =

So,0(4) = [(), (1,3,5,...)]. For B
0),(3,5,7..)].

[(2,4,6...), 0], v(E) = [(

Notation: in order to simplify the writing, we will not repeat the vati@side the tuples (we will just indicate under
each value how many times it appears). For example:

[(2,4,4,6,6,6,8,8,8,8...),(3,5,5,7,7,7,9,9,9,9...)]

will be denoted by
[(2,

Conclusion about cycles Cycles are expensive since all the values obtained aret@fini

In [CLSO05d], we introduce an algorithm for computing thespléd values. It uses a process of value propagation
and is parametrized by a maximum “number of runs through &etythis number will be used in order to stop the
propagation mechanism and to obtain finite (thus incomptatded values.

14The proof is the following:.
= g contains only even integers.
= For each k), # 0> sincex;, is the result of the addition of a tuple and an integer.

= If ] is not empty, lek; denote the least even integer presentjnAs 2| = zf, @ 2, =, is not empty ane2 will denote the least integer
present inc},. We havee; = ez + 2. So, we are able to build a sequence of positive even integees, . . ., which is strictly decreasing.
That is impossible. Sa;; = ().
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3.2.2.2.4 Comparison of tupled values

In this section, we define the comparison relation betweganraents (so, between some particular tupled values),
using the following idea: an argumeatis better than an argumentiff A has a better defence (for it) and a lower
attack (against it).

The first idea is to use a lexicographic ordering on the tupléss lexicographic ordering denoted by, on7 is
defined by:

Definition 33 (Lexicographic ordering on tuples) Let (z1,...,Zy,...) and (y1, ..., Ym, . ..) be 2 finite or infinite
tuplese 7. (z1,...,Zn,.-.) <iexoo (Y1,---;Ym,-..) iff & > 1 such that:

= Vj <i,2; =y; and
= g, exists and:

— either the tuplgz1, ..., z,, .. .) is finite with a number of elements equalte 1 (so,z; does not exist),

— or x; exists ande; < ;.

(T1,-, Ty --) =lewoo (Y1s---,Ym, - ..) iff the tuples contain the same numbee IN U {oo} of elements andli,
1<i<p, i =y

So, we definezy, ..., Zn, .. .) <iewoo (Y1y-- s Ym, - - -) iff
(T1, -y Ty e 2) =lemoo Y1y ey Ymye--) OF(T1, ooy Ty e v) <lemoo (Ylye- vy Yy« - -)-

The ordering<;..~ iS a generalization of the classical lexicographic ordgsee [Xu092]) to the case of infinite
tuples. This ordering is complete but not well-foundedi@exist infinite sequences which are strictly non-incregsi
(0) <lexoo (0, 0) <lezoo - <lexoo (0, ...,0,.. ) <lexoo - - <lexoo (0, 1))

Since the even values and the odd values in the tupled valale afgument do not play the same role, we cannot use
a classical lexicographic comparison. So, we compare duw@&ies in two steps:

= The “first step"compares the number of attack branches and the number ofaebfranchesf each argument.
So, we have two criteria (one for the defence and the othah#oattack). These criteria are aggregated using
a cautious methadwe conclude if one of the arguments has more defence brar(@his better according
to the defence criterion) and less attack branches thanthier argument (it is also better according to the
attack criterion). Note that we conclude positively onlyemiall the criteria agree: if one of the arguments has
more defence branches (it is better according to the defenitegion) and more attack branches than the other
argument (it is worse according to the attack criteriorg,dlguments are considered to be incomparable.

= Else, the arguments have the same number of defence braamuthéise same number of attack branches, and
a “second steptompares the quality of the attacks and the quality of themsfsusing the length of each
branch. This comparison is made with a lexicographic ppiedisee Definition 33) and gives two criteria which
are again aggregated using a cautious method. In case ofeésaent, the arguments are considered to be
incomparable.

Let us consider some examples:

= [(2),(1)] is better thar{(2), (1,1)] because there are less attack branches in the first tupled tr#n in the
second tupled value, the numbers of defence branches leirsgine (first step).

= [(2),(1)] is incomparable with(2, 2), (1, 1)] because there are less defence branches and less attackdsran
in the first tupled value than in the second tupled value Eiep).
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= [(2), (3)] is better thar{(2), (1)] because there are weaker attack branches in the first tupled than in the
second tupled value (the attack branch of the first tupledevallonger than the one of the second tupled value),
the defence branches being the same (second step, usirexit@gkaphic comparison applied on even parts
then on odd parts of the tupled values).

= [(2), (3)] is better thari(4), (3)] because there are stronger defence branches in the firstitugdlie than in the
second tupled value (the defence branch is shorter in théujplked value than in the second tupled value), the
attack branches being the same (second step).

= [(2), (1)] is incomparable with(4), (3)] because there are worse attack branches and better defanclds in
the first tupled value than in the second tupled value (sestey).

The comparison of arguments is done using Algorithm 1 whichléments the principle of a double comparison
(first quantitative, then qualitative) with two criterian@® defence criterion and one attack criterion) using a oasti
method.

Algorithm 1: Comparison of two tupled values

% Description of the parameters:v, w: 2 tupled values %
% Notations: %
% |vp| (resp.|wp|): number of elements in the even component @fesp.w) %
% if vp (resp.wy) is infinite then|v, | (resp.|w,|) is taken equal teco %
% |v;| (resp.|w;]): number of elements in the odd component gfesp.w) %
% if v; (resp.w;) is infinite then|v;| (resp.|w;|) is taken equal teo %
% As usual;~ will denote the strict relation associated withdefined by: %
% v = wiff v = wand not{y > v). %
begin
1 |ifv=wthenv>wAND w > v % Case 1 %
2 |else
3 if |vi] = |wi| AND |vp| = |wp| then
% lexicographic comparisons betwegnandw, and betweemw; andw; %
4 if vp <iewoo Wp ANDV; >iezoo wi thenwv = w % case 2 %
5 else
6 if vp >iezoo Wp ANDV; <jezoo wi thenv < w % case 3 %
7 \glse v ¥ wAND v A w % Incomparable tupled values. case 4 %
8 else
9 if |vi] > |wi| AND|vp| < |wp| thenv < w % case 5 %
10 else
11 if |vi| < |wi| AND|vp| > |wp| thenv = w % case 6 %
12 elsev # wAND v A w % Incomparable tupled values. Case 7 %
end

Algorithm 1 defines a partial preordering on the sget):

Proposition 14 (Partial preordering) Algorithm 1 defines a partial preorderirg on the set/(A).
The tupled valugd®>, ()] is the only maximal value of the partial preordering
The tupled valug(), 1°°] is the only minimal value of the partial preordering

Notation: the partial preordering- on the set(A) induces a partial preordering on the arguments (the partial
preordering ond will be denoted like the partial preordering 00A)): A = B if and only if v(A) = v(B)*.

15we will also use the notatio® < A defined by:B < A iff A > B.
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In order to present the underlying principles satisfied lgyglobal valuation, we first consider the different ways for
modifying the defence part or the attack part of an argument:

Definition 34 (Adding/removing a branch to an argument)
Let A be an argument whose tupled valuevigd) = [v,(A),v;(A)] with v,(A) = (2f,...,2P) and v;(4) =
(z%,...,2%) (v,(A) or v;(A) may be empty but not simultaneously).

Adding (resp. removing) a defence branchités defined by:

vp(A) becomesSor t (27, ..., 2,z ) wherex] | is the length of the added branch (respj € [1..n] such that

vp(A) becomegz?, . .. ,x?_l, x?_H, o xP)).

And the same thing om (A) for adding (resp. removing) an attack branchAo

Definition 35 (Increasing/decreasing the length of a branclof an argument)
Let A be an argument whose tupled valuevigd) = [v,(A),v;(A)] with v,(A) = (2f,...,2P) and v;(4) =
(z%,...,2%) (v,(A) or v;(A) may be empty but not simultaneously).

Increasing (resp. decreasing) the length of a defence braffiel is defined by:

3j € [1..n] such thatv,(A) becomega?, ..., a% |, 2 |,... 22) wherez”? > ¥ (resp. 2”7 < 2¥) and the
parity of 2’7 is the parity ofz.

And the same thing om (A) for increasing (resp. decreasing) an attack branchito

Definition 36 (Improvement/degradation of the defences/aacks)
Let A be an argument whose tupled value/{sl) = [v,(A), v;(A4)] (v, (A) or v;(A) may be empty but not simultane-
ously). We define:

An improvement (resp. degradation) of the defenceconsists in

= adding a defence branch & if initially v,(A) # 0°° (resp. removing a defence branchy,;
= or decreasing (resp. increasing) the length of a defenceadiiafA;

= or removing the only defence branch leadingddresp. adding a defence branch leading4o
if initially v,(A) = 0°°);

An improvement (resp. degradation) of the attack consists in

= adding (resp. removing) an attack branch4o
= or decreasing (resp. increasing) the length of an attackbolaeof A.

Proposition 15 (Underlying principles) Letwv be a valuation with tuples (Definition 30 on page 41) asseciatith
Algorithm 1 on the preceding pagerespects the following principles:

P21’ The valuation is maximal for an argument without attackerd aon maximal for an argument which is attacked
(whether it is defended or not).

P2 The valuation of an argument takes into account all the bhesovhich are rooted in this argument.

P3 The improvement of the defence or the degradation of thelattban argument leads to an increase of the value
of this argument.

P4 The improvement of the attack or the degradation of the defefian argument leads to a decrease of the value
of the argument.
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Example 7 on page 39 (cont'd) With the valuation with tuples, we obtain:

]
<

So, we have:

E15D27D3;C4vB4

—
C1, By Ey, Do, D3,Cy, By
- but also -
By A
-
D,,C5,C5, B3

A is incomparable with almost all the other arguments (exedétit the leaves of the graph).
Similarly, on the hatched part of the graph, we obtain théfeing results:

E17D2>-01>-Bl>-A>-D1,02

A is now comparable with all the other arguments (in particulais “worse” than its defende€’; and than its direct
attackerB,).

3.2.2.3 Main differences between “local” and “global” valwations

[CLS03c] give a comparison of these approaches with sonstiegiapproaches ([Dun95, JV99b, BHO1]), and also a
comparison of the “local” approaches and the “global” appio The improvement of the global approach proposed
in [CLS05d] does not modify the main results of this companris

Let us give again here an example of the essential point wdiffdrentiates them:
D
TPl

4

In the local approachB’ is better tharB (sinceB’ suffers one attack wheredbssuffers two attacks).

B C —= B
C2

In the global approach is better tharmB’ (since it has at least a defence wherBasas none). In this cas€; loses
its negative status of attacker, since it is in fact “cargygndefence” for3.

The following table synthesises the results about the rdiffeproposed valuations:

global approach

ts havi | arguments having at ts havi | arguments
Z{?al::r;i?asnchagsmg O™ < | tack branches and da- < 332::::2”;&”3}’]'23 only < | never
fence branches attacked
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local approach

. . arguments having onl
arguments having se arguments having onl

. - one attacked direc arguments
< .
etrfll Iimattacked direct = otnte ;nattacked direct = attacker (possibl < | never
attackers attacker defended) attacked

| arguments having several attacked direct attackers (gpstefended) |

The difference between the local approaches and the glppabach is also illustrated by the following property:

Proposition 16 (Independence of branches in the global appach)
Let A be an argument having the following direct attackers:

= A; whose value is(A1) = [(ap,, ..., a;, ), (aj,,-. . a; )],
| T
= A, whose value is(A,) = [(ap,,...,ap ), (af,...,af )]

Let A’ be an argument having the following direct attackers:

= Al whose valueis(A} ) = [(a},)()],

= A, ~whosevalueis(4, )=/[(a,, )0

]
b
S
=
>
o
(%]
(0]
<
L
c
D
%
N
=
S~—
Il
=
S

—

= A;  whosevalueis(4; )

K2

Il
=
-
—
S
3
K
=

= A7 whose value is (A7 ) = [(a )()],

A;}mn whose value i@(Agmn) =1[(a® )]

Pmnp

A} whose value is (A7 ) = [()(a}!)],

i1

» A7 whosevalueis(A} ) =[()(a} )]

Ty,

Thenv(A4) = v(A’).

This property illustrates the “independence” of brancha$nd) the computation of the values in the global approach,
even when these branches are not graphically independarihedollowing exampled and A’ have the same value

[(2,2)()] though they are the root of different subgraphs:
Cl—>= Bl
\A,

C1
\
cz/ c2—> 52/
This property is not satisfied by the local approach sinceguthe underlying principles of the local approach (see
Property 9 on page 38), the value of the argumémhust be at least as good as (and sometimes betteljithe

value of the argumem’ (A having one direct attacker, antl having two direct attackers).

B—>A

16Wwith the valuation proposed by [BHO1], we obtain¢A) = 2 anduv(A’) = 1.
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3.2.2.4 Conclusion about valuation step

For unipolar argumentation systems, one of my work has beemtaduality introduction in the two main related
issues of argumentation systems:

= the valuation of arguments,
= the acceptability of arguments.

Regarding the first issue which is concerned by the curretitose we have defined two formalisms introducing an
interaction-based gradual valuation of arguments.

= First, a generic gradual valuation which covers existirgppsals (for example [BHO1, JV99b]). This approach
is essentially “local” since it computes the value of theusingnt only from the value of its direct attackers.

= Then, an approach based on a labelling which takes the foranpaiir of tuples; this labelling memorises the
structure of the graph representing the interactions (@tack graph”), associating each branch with its length
(number of the edges from the leaf to the current node) intlaelagraph (if the length of the branch is an even
integer, the branch is a defence branch for the current raiderwise the branch is an attack branch for the
current node). This approach is said to be “global” sincemputes the value of the argument using the whole
attack graph influencing the argument.

We have shown that each of these valuations induces a prew@a the set of the arguments, and we have brought
to light the main differences between these two approaches.

These valuations will be used for the selection of the arqumsee Section 3.2.3).

3.2.3 Acceptability

In this section, we now shift to the selection step and intoedgraduality in the notion of acceptability.

The basic idea is to select an argument depending on theealectisn of its direct attackers. Following this idea, we
propose two different methods:

= The first method consists in refining the classical partiigsued from Dung’s collective acceptability; this
refinement may be achieved using the gradual valuationsagkEifinSection 3.2.2 on page 35.

= The second method takes place in an individual acceptahbilitl consists in defining a new acceptability using
only the gradual valuations defined in Section 3.2.2 on p&ge 3

This work has been done with Claudettey&oL and has been published in [CLS05d].

3.2.3.1 Different levels of collective acceptability

Under a given semantics, and following Dung, the acceptalif an argument depends on its membership to an
extension under this semantics. We consider three possibbs':

= the argument can hani-acceptedwhen it belongs to all the extensions of this semantics,
= or the argument can kexi-acceptedwhen it belongs to at least one extension of this semantics,
= or the argument can b®t-acceptedvhen it does not belong to any extension of this semantics.

1"The terminology used in this section is also used in the dominonmonotonic reasoning (see [PL92] and Chapter 1 on Padke worduni
comes from the wordniversalwhich is a “synonym” of the wordkeptica) and the wordexicomes from the woréxistentialwhich is a “synonym”
of the wordcredulous We have chosen to use the words andexi because they recall the logical quantifigréor all) and3 (exists at least one
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However, these three levels seem insufficient. For examyhiat should be concluded in the case of two arguménts
and B which are exi-accepted and such thR B or BRA?

So, we introduce a new definition which takes into accountsihetion of the argument w.r.t. its attackers. This
refines the class of the exi-accepted arguments under aggveanticsS.

Definition 37 (Cleanly-accepted argument)ConsiderA € A, A is cleanly-accepted and only if A belongs to at
least one extension éfandVB € A such thatBR A, B does not belong to any extensionsf

Thus, we capture the idea that an argument will be bettepdedeif its attackers are not-accepted.

Proposition 17 ConsiderA € A and a semantic§ such that each extension f8iis conflict-free. If4 is uni-accepted
then A is cleanly-accepted. The converse is false.

The notion of cleanly-accepted argument refines the clatiseoéxi-accepted arguments. For a semarfiiesd an
argument4, we have the following states:

= A can beuni-acceptedif A belongs to all the extensions f8r(so, it will also be cleanly-accepted);

= or A can becleanly-accepteso, it is by definition also exi-accepted); note that it isgible that the argument
is also uni-accepted,;

= or A can beonly-exi-acceptedf A is not cleanly-accepted, but is exi-accepted,;
= or A is not-acceptedf A does not belong to any extension fer

Example 12 Consider the following argumentation system.

There are two preferred extensions{D,C>, A,G} and
A {D,Cs, E,G,I}. So, for the preferred semantics, the acceptabil-

J
v * . :
! E A ity levels are the following:
= D, Cy andG are uni-accepted,
i = ] is cleanly-accepted but not uni-accepted,

= A and E are only-exi-accepted,
» B, (1, F, H andJ are not-accepted.

T

D—>C1 c2

Note that, in all the cases where there is only one extensierfjrst three levels of acceptability coinci@eThis is
the case:

= Under the preferred semantics, when there is no even cystdou02]).

= Under the grounded semantics (another semantics propg<dedry — see [Dun95, Dou02] — which has only
one extension).

Looking more closely, we can prove the following result:

Proposition 18 Under the stable semantics, the class of the uni-accepgahaents coincides with the class of the
cleanly-accepted arguments.

Then, using a result issued from the work of [DBC01, DBC02] ezused by [Dou02] which shows that, when there is
no odd cycle, all the preferred extensions are stdplee apply Property 18 and we obtain the following consegeenc

18f there is only one extension then the fact thiabelongs to all the extensions is equivalent to the fact thhelongs to at least one extension.
Moreover, with only one extension containiag all the attackers ofi do not belong to an extension. Sé,is cleanly-accepted.
19This corresponds to the consistent argumentation systepoped by [Dun95].
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Consequence 1Under the preferred semantics, when there is no odd cyaecltss of the uni-accepted arguments
coincides with the class of the cleanly-accepted arguments

Finally, the exploitation of the gradual interaction-béseluations (see Section 3.2.2 on page 35) allows us to define
new levels of collective acceptability.

Let v be a gradual valuation and let be the associated preordering (partial or completedonThis preordering
can be used inside each acceptability level (for exampéelevel of the exi-accepted arguments) in order to identify
arguments which are better accepted than others.

Example 12 on the preceding page (cont'd) Two different gradual valuations are applied on the samepbra

0, 590 0,674
/1\ 0 482
\ AE G 0,666

| < H \*/A A

060 0441 ! !
0,4A \A 05
D—> C1 C2 4

1 05

Besnard & Hunter’'s (2001) valuation
With the instance of the generic valuation proposed by [BH8de Section 3.2.2.1 on page 35), we obtain the follow-
ing comparisons:

D.Cy=I»E =G J»C.F~A-H»B
[(6,8,10,12,..),

2 3
(79.1043...)
223 [(46810,...)
T (3,5,7,9,..
| ) k\\‘ [(2,4,6.8,...),
4,
[(6,8,10,12,...), [(4.6, 8 1o,...)
533 A (35.7.5..) G [@.0]
(5,7,9,11,..)] E’lﬁ’fi A
P 223 B
[@.(1)] A\ /F [0.L)]
D—>C1 C2 [(0....,0),0]

[©....,0),01 [0,@)]
Valuation with tuples
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With the global valuation with tuples presented in Sectidh32 on page 40, we obtain the following comparisons:

D,Cy -G > B> F,C
D,Cy - A= F
D,Cy-H~FE

D,Co -1
D, Cy = J

So, all the arguments belonging to a cycle are incomparaltle @, B, F', C; and, even between them, there are few
comparison results.

If we apply the preordering induced by a valuation withowpecting the acceptability levels defined in this section,
counter-intuitive situations may happen. In Example 12 agep55, we obtain:

= With the valuation of [BHO1] and under the preferred sem@amfi - G despite the fact tha¥ is uni-accepted
andF is only-exi-accepted.

= With the valuation with tuples and under the preferred saimsynf{ - E despite the fact thak' is only-exi-
accepted andf is not-accepted.

These counter-intuitive situations illustrate the diéiece between the acceptability definition and the valuat&fit
nitions (even if both use the interaction between argumémty do not use it in the same way).

3.2.3.2 Towards a gradual individual acceptability

The individual acceptability is based on the comparisomadiigument with its attackers.
The first proposal has been to select an argument if and oitlglales not have any attacker (see [EGFK93b]).

This has later been extended by [AC98] where, using a predereelation between arguments (an intrinsic valuation),
an argument is accepted if and only if it is preferred to eddts@ttackers.

Following this proposal, we propose the same mechanism it interaction-based valuation

Givenv a gradual valuation, the preordering inducedibsan be directly used in order to compare, from the accept-
ability point of view, an argument and its attack&rsThis defines a new class of acceptable arguments: welhdete
arguments.

Definition 38 (Well-defended argument) ConsiderA € A, A is well-defended (fow) if and only ifvB € A such
that BRA, B # A.

Thus, we capture the idea that an argument will be bettempaedef it is at least as good as its direct attackers (or
incomparable with them in the case of a partial ordering)e $at of well-defended arguments will depend on the
valuation used.

Using this new notion, the set of arguments is partitionethiae classes:

= the first class contains the arguments which are not attacked
= the second class contains the arguments which are attaukaddwell-defended,
= the third class contains the other arguments (attacked @indell-defended).

20This idea is also used in the notion of “defeat” proposed b3QB]. So, there is a link between a “well-defended argumantf an argument
which is not “attacked” in the sense of [BC02] by its diredhekers. Note that, in the work of [BC02], the valuation iseatra knowledge added
in the argumentation system. In contrast, heretipeeference is extracted from the attack graph.
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Note that the set of well-defended arguments corresponthetanion of the two first classes. A further refinement
uses the gradual valuation inside each of the classes aslini$8.2.3.1 on page 54.

In Example 12 on page 55 presented in Section 3.2.3.1 on gadkdéwell-defended arguments are:

= D, (5, G, H andA (A is incomparable wittB but better tharF) for the valuation with tuples,
= though with the valuation of [BHO01] the well-defended argnts areD, Co, G, I andFE (E is better tham).

Note also that, as in the semantics of [Dun95], Definition B8h® previous page considers the attackers one by one.
It is not suitable for a valuation which handles the “diretthek” as a whole (as the valuation of [BHO1] — see the
counterexamples presented in Section 3.2.3.3).

3.2.3.3 Compatibility between acceptability and gradual aluation

Following the previous sections, the set of arguments caaktiioned in two different ways:

= First, given a semantics and a gradual valuation it is possible to use the partition issued from [Dun95] whic

we have refined:
N\

/
Uni- -
accepte
””” ) Cleanly-
Exi— accepted
accepted
< /
\
\ Only-Exi-
accepted
. 7
Not—
accepte

Refinement of each level with the gradual valuation v

= Second, given a gradual valuationit is possible to use the partition induced by the notion eflwefended
arguments:

Attaked but

e //////’/" (patace
e\
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A very natural and interesting question is: “is it possilddihd a semantics and a gradual valuatiomsuch that the
associated partitions have some compatibilities?”

The following examples show that the class of well-deferalggiments does not correspond to the class of cleanly-
accepted arguments (in some cases, some uni-acceptedemtglare even not well-defended).

3.2.3.3.1 Examples showing the non-compatibility in the geeral case

We give examples for each usual valuation (the global vedoatith tuples and 2 instances of the generic local valua-
tion: [BHO1, JV99h]) and for the most classical semanticsaftceptability (preferred semantics and stable semantics
of [Dun95]).

Cleanly-accepted argument but not well-defendBldere are 3 examples (each using a distinct valuation: anéhéo
global valuation and two for the two well-known instancestef local valuation):

= the argument is cleanly-accepted but it is not well-defended:
A
0.4

/T \ Only 1 preferred and stable extension = { C1, C2, C3, A

B1, B2, B3 do not belong to a preferred extension

05 BTl 0,5?2 0_58{ Bi - A forall i=1,2,3
C1 c2 c3
1 1 1

= the argument is cleanly-accepted but it is not well-defended:

?
‘C
\ 2 preferred and stable extensions : {C,A} and {D,A}
< \> B —> ﬁ B doesn’t belong to a preferred extension
? B> A
D / >
?

= the argument is cleanly-accepted but it is not well-defended:

[(4.4).(3)]
A B c D E F G [

[0...0).01 [0, [(2),01\\[0,(3)] / [(4.65)] [6,6).55)] [6).7.7]

H Only 1 preferred and stable extension = {A,C,F,I}
10,31 ) .
G doesn’t belong to a preferred extension

G-

Well-defended argument but not cleanly-accepgithilarly, for the same three valuations, we have:

= the argumen€ is well-defended but it is not cleanly-accepted:

? Only 1 preferred and stable extension : {D, B}
D —_— A/ B S c C r B
+ ) ;
?~_ 2 C doesn't not belong to a preferred or a stable extensic

= the argument’ is well-defended but it is not cleanly-accepted:
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F belongs to a preferred and stable extension
F } E and E belongs also to a preferred and stable extensi
while E attacks F

0.618 /\ 0.618 2 preferred and stable extensions = {A,H,E} and {B,H,F}
A \_/

0.472

- M ~<~— @

F
0.679

= the argumeng is well-defended but it is not cleanly-accepted:

RN

A — »B— »C—»D —»F — » F— »>G—— > |

[0....,0),01 [0, ()] [(2),01\\[(),(3)] / [(4.69)]  [66),5)] [(6).(7.7)]
H

Only 1 preferred and stable extension = {A,C,F,I}
[0.(3)] G =

G doesn't belong to a preferred or stable extensic

3.2.3.3.2 Particular cases leading to compatibility

In the context of an argumentation system with a finite reta® without cycled!, the stable and the preferred
semantics provide only one extension and the levels of ceefated, exi-accepted, cleanly-accepted coincide.

In this context, there are at least two particular casedrigad compatibility.

First case:lt deals with the global valuation with tuples.

Theorem 1 Let§ be the graph associated witd, R), (4, R) being an argumentation system with a finite relation
‘R without cycles and satisfying the following conditichA € A such that

= VX, leaf ofG, 3 only one path fronX; to 4, X} — ... — X' — Awith X} = X; andl; the length of this path
(if I; is even, this path is a defence branch firelse it is an attack branch),

= all the paths fromX; to A are root-dependent idi,

» VA, € A, 3X; aleaf ofG such thatd; belongs to a path fronX; to A.

Letv be a valuation with tuples. L&t be a semantics {preferred, stable}.

1. VB € A, B # A, B (exi, uni, cleanly) accepted fdf iff B well-defended fop.
2. If Ais (exi, uni, cleanly) accepted f¢f then A is well-defended fov (the converse is false).

3. If Ais well-defended for and if all the branches leading td are defence branches fot then A is (exi, uni,
cleanly) accepted fof.

Note that Theorem 1 is, in general, not satisfied by a localatain. See the following counterexample for the
valuation of [BHO1]:

2130, (A, R) is well-founded.
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The graph satisfies the condition stated in Theorem 1 on ttiaggage. The set of well-defended arguments is
{C1, Cs, C5} (so,A is not well-defended). Nevertheledg},, Cs, C5, A} is the preferred extension.

Second caserThis second case concerns the generic local valuation:
Theorem 2 Let (A, R) be an argumentation system with a finite relatiBrwithout cycles. Leb be a semantics
{preferred, stable}. Let be a generic local valuation satisfying the following cdrati (x):
(Vi=1...n,9(xi) 2 ;) = (9(h(z1,...,20)) = h(z1,... 7)) (%)
VA € A, A (exi, uni, cleanly) accepted fdf iff A well-defended fop.

This theorem is a direct consequence of the following lemma:

Lemmal Let (A, R) be an argumentation system with a finite relatiBnwithout cycles. LefS be a semantics
{preferred, stable}. Let be a generic local valuation satisfying the conditics).

(i) If Ais exi-accepted and has only one direct attackds thenA = B.

(#3) If B is not-accepted ané has only one direct attacke? thenC' > B.

Remark: The condition(x) stated in Theorem 2 is:

= false for the local valuation proposed by [BHO01] as showrhmfbllowing graph:

}{A
B1 B2 B3
0,5 05 0,5 [
1 C1l 1C2 1 C3
We know thaty(z) = ?136 andh(z1,...,z,) = X z; (see Property 11 on page 38). We get:

s Vi=1...3,2; = v(B;) = 0.5,
» Vi=1...3,g(z;) = 0.66,s0g(z;) > x;,
= and neverthelesg h(z1, x2,x3)) = v(A) = 0.4 2 h(z1,22,23) = 1.5.
= false for the local valuations defined withsuch thaBn > 1 with h(z1,...,z,) > Max(z1,...,z,) (for all

the functiong strictly non-increasing): see the previous graph whi€rg , x5, x3) = 1.5 andMax(z1, 22, x3) =
0.5.
= true for the local valuations defined with= Max (for all the functiong)): if h = Maxtheng(h(z1,...,z,)) =
g(Max(z1,...,2,)) = g(z;), ; being the maximum of the;; and, by assumptiony(z;) > z;, Va;, soin
particular forz;; so, we get:
g(h(z1,...,zn)) = g(z;) > x; = Max(z1,...,2,) = h(z1,...,25).
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3.2.3.4 Conclusion on acceptability

In this paper, we have introduced graduality in the two malated issues of argumentation systems:

= the valuation of arguments,
= the acceptability of arguments.

Regarding the second issue which is concerned by the cuetion, two distinct approaches have been proposed:

= First, in the context of the collective acceptability of [B86]: three levels of acceptability (uni-accepted, exi-
accepted, not-accepted) were already defined. More gligdoah be introduced in the collective acceptability
using the notion o€leanly-acceptedrguments (those whose direct attackers are not-accepted)

= Then, in the context of individual acceptability: using fireviously defined gradual valuations, the new notion
of well-defendedrguments has been introduced (those which are preferthditalirect attackers in the sense
of a given gradual valuation).

The first concept induces a refinement of the level of exiqaiezkin two sublevels (cleanly-accepted arguments and
only-exi-accepted arguments). The gradual valuatiomeligraduality inside each level of this collective accefitgth

The second concept induces two new levels of acceptabiligyl{defended arguments and not-well-defended argu-
ments). The gradual valuation also allows graduality iegidch level of this individual acceptability.

Regarding our initial purpose of introducing gradualitytive definition of acceptability, we have adopted a basic
principle:

= acceptability is strongly related to the interactions leswarguments (represented on the graph of interactions),
= and an argument is all the more acceptable if it is prefewwets direct attackers.

Then, we have followed two different directions. One is lobse a refinement of an existing partition and remains in
the framework of Dung’s work. The other one is based on thgiral concept of “being well-defended”, and deserves
further investigation, in particular from a computatiopalnt of view.

3.2.4 Merging in unipolar argumentation

In a multi-agent setting, argumentation can also be useeesent (part of) some information exchange processes,
like negotiation, or persuasion (see for example [Mac79,98K50r95, PJ96, AMPOO, AP02, AP04]). For instance,
a negotiation process between two agents about whetherlsgireémust be considered as true given some evidence
can be modelled as a two-player game where each move consisfsorting an argument which attacks arguments
given by the opponent.

In this section, we also consider argumentation in a mugjéra setting, but from a very different perspective. Bdbica
our purpose is to characterize the set of arguments acdeftiata group of agents, when the data furnished by each
agent consist solely of an (abstract) argumentation sytmDung’s theory.

At a first glance, a simple approach for achieving this goakgsis in voting on the acceptable sets provided by each
agent: a set of arguments is considered acceptable by the grand only if it is acceptable for “sufficiently many”
agents from the group (where the meaning of “sufficiently yiaafers to differentvoting methods). No merging at

all is required here. By means of example, we show that ougimgibased approach leads to results which are much
more expected than those furnished by a direct vote on tte¢§earguments acceptable by each agent.

Our approach is more sophisticated. It follows a three-pregess: first, each argumentation system is expanded
into a partial system over the set of all arguments consitieyehe group of agents (reflecting that some agents may
easily ignore arguments pointed out by other agents, asasgefiow such arguments interact with her own ones);
then, merging is used on the expanded systems as a way totselp®ssible conflicts between them, and a set of
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argumentation systems which are as close as possible tdibie wrofile is generated; finally, the last step consists in
selecting the acceptable arguments at the group levelstfrerset of argumentation systems.

In order to reach this goal, we first introduce a notiopaftial argumentation systemhich extends Dung’s argumen-
tation system so as to represégrioranceconcerning the attack relation. This is necessary in otingesince all the
agents participating in the merging process are not asstongthre the same global set of arguments. Accordingly,
the argumentation system furnished by each agent is firstredgal into a partial argumentation system, and all such
partial systems are built over the same set of argumentsetpointed out by at least one agent. Of course, there
exist many different ways to incorporate a new argumentamtargumentation system. Each agent can have her own
expansion policy. We mention some possible policies, asdsS®n one of them, called trewnsensual expansion
when incorporating a new argument into her own system, antageeady to conclude that this argument attacks
(resp. is attacked by) another argument whenever all ther atients who are aware of both arguments agree with this
attack; otherwise, she concludes that she ignores whetredtack takes place or not.

Once all the expansions of the input argumentation systeave heen computed, the proper merging step can be
achieved; it consists in computing all the argumentati@tesys over the global set of arguments which are “as close
as possible” to the partial systems generated during thetage. Closeness is characterized by a notion of distance
between an argumentation system and a profile of partissystinduced from a primitive notion of distance between
partial systems and an aggregation function. Several fiviendistances and aggregation functions can be used; we
mainly focus on the edit distance (which is, roughly spegkihe number of insertions/deletions of attacks needed to
turn a given system into another one), and consider sum, méedgimax as aggregation functions.

Like the input of the overall merging process, the resulbefrherging step is a set of argumentation systems. However,
while the first one reflects different points of view (sinceleaystem is provided by a specific agent), the second set
expresses some uncertainty on the merging due to the peeséronflicts. The last step of the process consists in
defining the acceptable arguments for the group under thertamaty provided by this set of argumentation systems.
Once again, several sensible definitions are given. We shatithie sets of arguments considered acceptable when
the input is the set of argumentation systems primarilyifimed by the agents may drastically differ from the sets of
arguments considered acceptable after the merging stdgyyameans of example, we show that the latter ones are
more in accordance with the intuition.

This work has been done collaborating with researchers #t C&boratory (Lens) and LERIA Laboratory (Angers).
All the proofs of the propositions given in this section canfbund in [CMDK"07].

3.2.4.1 Some examples

Given a profile (e, avector)P = (AFy,...,AF,) of n AFs (withn > 1) where eaclAF; = (A4;, R;) represents the
data given by Agent, our purpose is to determine the subsets)pf4; which are acceptable by the grouprofgents.
Voting is one way to achieve this goal.

3.2.4.1.1 \Voting is not enough

Indeed, a simple approach to address the problem consistegidering a set of arguments acceptable for the group
when it is acceptable for “sufficiently many” agents of thewgs. The voting method under consideration makes
precise what “sufficiently many” means: it can be, for insrsimple majority. Let us illustrate such an approach on
an example:

Example 13 Consider the three following argumentation systems:

= AF; = <{a7 ba €, f}7 {(a’ b)? (ba a)? (67 f)}>'
= ARy = ({b,c,d, e, f},{(b,c), (c.d), (f,e)}),
= ARz = <{€, f}7 {(6,f)}>
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Whatever the chosen semantics (among Dung’s onek)es not belong to any extensionA¥#,. Asc is not known

by the two other agents, it cannot be considered as acceptabthe group whatever the voting method (under the
reasonable assumption that it is a choice function basedensions, i.e., only subsets of an extension dilanare
eligible as acceptable sets). However siadeesp. a) is not among the arguments reported by the first agent and the
third one (resp. the second and the third ones), it can beilslen® assume that the three agents agree on the fact
thata attacksb, b attackse andb attacksce. Indeed, this assumption is compatible with any of the thrgamentation
systems reported by the agents. Under this assumption ki¢sreense to considér} credulously acceptable for the
group given that is considered defended hyagainstb by Agent 1 and there is no conflicting evidence about it in the
AFs provided by the two other agents.

As this example illustrates it, our claim is that, in gengvating is not a satisfying way to aggregate the data fuedsh
by the different agents under the form of argumentatioresyst Two problems arise:

Problem 1 Voting makes sense only if all agents consider the same setjafnents4 at start (otherwise, the set!
of alternatives is not common to all agents). However, itloanhe case that the sets of arguments reported by
the agents differ from one another.

Problem 2 \oting relies only on the selected extensions: the attattioms (from which extensions are charac-
terized) are not taken into consideration any more onceneides have been computed. This leads to much
significant information being set aside which could be eitptbto define the sets of acceptable arguments at
the group level.

3.2.4.1.2 Union is not merging (in general)

In order to solve both problems, a simple approach (at a fsiog) consists in forming the union of the argumentation
systemsAFy, ..., AF,, i.e, considering the argumentation system dendt&d= |J!_, (A4;,R;) and defined by
AF = (U, A;,U., R;). Unfortunately, such a merging approach to argumentatystems cannot be taken
seriously. Let us illustrate it on our running example:

Example 13 on the previous page (cont'd)The resulting AF isUf:1 AF; = ({a,b,c,d, e, f},{(a,b), (b,a), (b, c),
(c,d), (e, [), (f,e)})-

Example 13 on the preceding page shows that the union agptoauerging argumentation systems suffers from a
major problem: it solves conflicts by giving to the expliditzck information some undue prominence to implicit non-
attack information. Thus, when a pair of arguments (likg,(Jae)) does not belong to the attack relation furnished by
an agent (say, Agent 1) while both argumenftafde) belong to the set of arguments she points out, the meaning is
that for Agent 1, argument does not attackrgument. Imagine now that in the considered profile of argumentation
systems, 999 agents report the same system as Agent 1, arie agent is Agent 2. In the resulting argumentation
system considered at the group level, assuming that unigeid as a merging operator, it will be the case frettacks

e while 999 agents over 1000 believes that it is not the case!
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3.2.4.2 Partial Argumentation Systems

The example introduced in the previous section has illtexirthat different cases must be taken into account:

= an argument exists in the argumentation syséé¢t of one of the agents and does not exist in the argumentation
systemAF; of at least another agent;

= an interaction between two arguments exists in the arguatientsystemAF; of one agent and does not exist
in the argumentation systeAf, of at least another agent.

In the first case, the new argument can be addéd-pbut the question is what to do for the interactions between th
new argument and the other argumentabt.

In the second case, things are different: if an interactietmben two argumentsandb exists in a systenAF; and

not in another systerAF,, even wher: andb are inAF,, we cannot add the interaction &, (that Agent 2 did not
include this attack ilAF, is on purpose). Indeed, if an interaction is not present iARrit means that this interaction
does not existor the corresponding agent. The consequence of this isgébessity to discriminate among several
cases whenever an argumartias to be added to an AF. Lebe an argument of the AF under consideration, three
cases must be considered:

= the agent believes that the interactianb) exists (attack);
= the agent believes that the interactianb) does not exist (non-attack);
= the agent does not know whether the interactiorb) exists (ignorance).

The first two cases express the fact that the knowledge ofghatas sufficient for computing the new interaction
concerning:. The third case expresses that the agent is not able to certipuhew interaction concerniagand the
arguments she pointed out (several reasons can explagpécrlly a lack of information, or a lack of computational
resources).

Handling these different kinds of information within a womifn setting calls for an extensi¢fiof the notion of argu-
mentation systems, that we cphlirtial argumentation systems

Definition 39 (Partial argumentation system (PAF)) A (finite) partial argumentation systeowver A is a quadruple
PAF = (A, R,Z,N) where

» A is afinite set of arguments,
= R,Z,N are binary relations onA:

= R is theattack relation
» 7 is called theignorance relatiomand is such thak N Z = &,
= andN = (A x A) \ (RUZ) is called thenon-attack relation

N is deduced from4, R andZ, so a partial argumentation system can be fully specifiedldyR, 7). We use both
notations in the following.

Each AF is a particular PAF for which the sets empty (we say that such an AF is equivalent to the assaciRA&E).
In an AF, theN relation also exists even if it is not given explicitly & @ andN = A x A\ R). So, an AF could
also be denoted b4, R, N).

Each PAF overd can be viewed as a compact representation of a set of AFshwalled itscompletions

22In [CLS05c] and Section 3.3 on page 109, a new binary relatiothe arguments is also introduced in Dung’s argumentaistem : however,
this new relation represents a notion of support betweemnaegts. Clearly enough, this is unrelated with the relatdroduced here representing
the ignorance about the attack between arguments.
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Definition 40 (Completion of a PAF) Let PAF = (A, R,Z). LetAF = (A, S). AF is acompletionof PAF if and
onyif RCSCRUZ.

The set of all completions ®AF is denoted’ (PAF).
Example 14 The partial argumentation systePh\F = (4 = {a,b,¢,d}, R = {(a,b), (a,¢)}, T = {(c,a), (b,d)},
N = {(a,a), (b,b), (c,c), (d.d). (b,a), (b,), (c,b), (a,d), (d,a), (d,b), (¢, d), (d, c)}) is illustrated on the following

figure (solid arrows represent the attack relation and ddtserows represent the ignorance relation; non-attack
relations are not represented explicitly as in the AF case):

PAF

@

The completions of this PAF are:

» @ »® O Oo—0 Oo—O
(@) © @ O @ © @ (©
Now, Problem 1 can be addressed by first associating each argumentati@msiE; with a correspondingAF; so

that all PAF; are about the same set of argumédnis , .4;. To this end, we introduce the notion efpansiorof an
AF:

Definition 41 (Expansion of an AF) Let P = (AF4,...,AF,) be a profile ofn AFs such thalAF; = (A4;, R;, N;).
LetAF = (A, R) be an argumentation system. Arpansiorof AF givenP is any PAFexp(AF, P) defined by. AU
U; Ai, R',Z', N') such thatR C R' and (A x A) \ R € N'. exp is referred to as aexpansion function

In order to be general enough, this definition does not imptesgy constraints on the resulting PAF: what is important
is to preserve the attack and non-attack relations frommitieliAF while extending its set of arguments. Many polgie
can be used to give rise to expansions of different kindsgatfig the various attitudes of agents in light of “new”
arguments; for instance, if is any argument considered by Agerat the start and a “new” argumehhas to be
incorporated, Agentcan (among other things):

= always rejech (e.g., addindb, b) to her relatioriR}),
= always acceph (adding(a, b), (b, a) and(b, b) to her non-attack relatiol?),

= just express her ignorance abéyadding(a, b), (b, a) and(b, b) to her ignorance relatio#;).

Each agent may also compute the exact interaction betwaedb when the attack relation is not primitive but defined
from more basic notions (as in the approach by Elvang-Ggwamet al., see e.g., [EGFK93a, EGFK93b, EGH95]).
Note that if she has limited computational resources, Age&ain compute exact interactions as far as she can, then
express ignorance for the remaining ones.

In the following, we specifically focus ooonsensual expansianintuitively, the consensual expansion of an argu-
mentation systerAF = (4, R) given a profile of such systems is obtained by adding a pairafraentga, b) (where
at least one of, b is not in.A) into the attack (resp. the non-attack relatiprgvided that all other agents of the profile
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who know the two arguments agree on the existence of thek&ttaesp.the non-attack otherwise, it is added to the
ignorance relation.

This expansion policy is sensible as soon as each agent hasraum level of confidence in the other agents: if a
piece of information conveyed by one agent is not conflictinidy the information stemming from the other agents,
every agent of the group is ready to accept it.

Definition 42 (Consensual expansionlet? = (AFq,...,AF,) be a profile ofn AFs such thaAF; = (A;, R;).
LetAF = (A, R,N) be an argumentation system. let.f(P) = (J, R:) N (U; N;) be the set of interactions for
which a conflict exists within the profile. Tltensensual expansiaf AF over P is the tuple denoted bgxp- =
(AR, T',N') with:

» A =AU, A,

= RN =RU(U;Ri\ conf(P)) \N),

n I’ = conf(P)\ (RUN),

s N =(A xA)\ (R'UT).

The next proposition states that, as expected, the corslenqansion of an argumentation system over a profile is an
expansion:

Proposition 19 Let P = (AFy, ..., AF,) be a profile ofn AFs such thalAF; = (A4;,R;). LetAF = (4, R,N) be
an argumentation system. The consensual expamsipp: of AF overP is an expansion oAF overP in the sense
of Definition 41 on the facing page.

The consensual expansion is among the most cautious erparmie can define since it leads to adding a pair of
arguments in the attack (or the non-attack relation) aasettiwith an agent only when all the other agents agree on it.

Example 15 Consider the profile consisting of the following four argumation systems:

= AF = <A1 = {aab}aRl = {(a’b)v (baa)}>'

v AFy = (As = {b,¢,d}, R2 = {(b,¢), (c,d)}),
= AF3 = <-A3 = {a’b’d}aR3 = {(a’b)v (aad)}>'
» AR, = (Ay ={a,b,d}, Ry = {(b,d), (b,a)}).

AFl AF2 AF3 AF4

@ @

For eachi, the consensual expansi®AF,; of AF; is given by:

®

» PAF; = ( {a,b,¢,d}, {(a,b),(b,a),(b,c),(c,d)}, {(a,
» PAF; = { {a,b,c,d}, {(b,¢),(c,d)}, {(a,b),(b,a),(a,
» PAF; = { {a,b,¢,d}, {(a,b),(a,d),(d,c),(c,d)}, )

e, if a,b € A;, then(a, b) € R;.
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» PAF, = { {a,b,c,d}, {(b,d),(b,a),(b,c),(c,d)}, @ ).

PAF, PAF, PAF; PAF,

When the expansion policies considered by each agent asathe onexp, for any profileP = (AF,...,AF,)
we shall often notexp(P) the profile of PAFSexp(AFy, P), ..., exp(AF,, P)).

3.2.4.3 Merging Operators

In order to deal withProblem 2, we propose to merge interactions instead of sets of adulegeguments. The goal is
to characterize the argumentation systems which are asatogossible to the given profile of argumentation systems,
taken as a whole.

A way to achieve this consists in defining a notion of “disithzetween an AF and a profile of AFs, or more generally
between a PAF and a profile of PAFs. This calls for a notion elude-distance between two PAFs, and a way to
combine such pseudo-distances:

Definition 43 (Pseudo-distance)A pseudo-distancé between PAFs oved is a mapping which associates a non-
negative real number to each pair of PAFs ovérand satisfies the properties symmetry(d(z,y) = d(y,z)) and
minimality (d(z,y) = 0 if and only ifz = y).

d is a distance if it satisfies also thigangular inequalitfd(z, z) < d(x,y) + d(y, 2)).

Definition 44 (Aggregation function) Anaggregation functiors a mapping® from (R+)™ to (R+) (strictly speak-
ing, it is a family of mappings, one for eael), that satisfies

wif o, > 2, then®(zq, .., 24y Tn) 2> (X1, .., 2, o Tp) (non-decreasingness)
" (21, .., 2,) =0ifVi,z; =0 (minimality)

The merging of a profile of AFs is defined as a set of AFs:
Definition 45 (Merging of n AFs) LetP = (AF4, ..., AF,) be a profile ofn AFs. Letd be any pseudo-distance

between PAFs, leb be an aggregation function, and lekp,, ..., exp,, ben expansion functions. Thaergingof
P is the set of AFs

AG((AF1,...,AF,), (expy,...,exp,)) =
{AF over UAi | AF minimizes®;"_, d(AF,exp,(AF;,P))}.
In order to avoid heavy notations, we shall sometimes ifietite resulting set of AFEAF], . . ., AF; } with the profile

(AF}, ... AF}) (or any other permutation of it).

Thus, merging a profile of AFB = (AF4, ..., AF,) is a two-step process:
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expansion: An expansion of eachAF; overP is first computed. Note that considering expansion funstigecific
to each agent is possible. What is important is thep, (AF;, P) is a PAF ovetd = | J, A;.

fusion: The AFs overA that are selected as the result of the merging process aoméssthat best represent(i.e.,
that are the “closest” t® w.r.t. the aggregated distances).

In the following, we assume that each agent uses consenquedgion. In order to lighten the notations, we remove
(expy,...,exp,) fromthe list of parameters of merging operators.

Note that it would be possible to refine Definition 45 on thecpring page so as to include integrity constraints into the
picture. This can be useful if there exists some (unqueshie) knowledge about the expected result (some attacks
between arguments which have to hold for the group). It is tr@ough to look only to the AFs which satisfy the
constraints, similarly to what is done in propositionalieEbase merging (see e.g., [KP02]). In contrast to the belie
base merging scenario, constraints ondtnactureof the candidate AFs can also be set. In particular, corisigenly
acyclic AFs can prove valuable since (1) such AFs are welhéied, (which implies that only one extension has to
be considered whatever the underlying semantics — among’'®anes), and (2) this extension (which turns out to be
the grounded one, see [Dun95]) can be computed in time poliaian the size of the AF (while computing a single
extension is intractable for the other semantics in the gg¢mase — under the standard assumptions of complexity
theory — see [DBCO02)).

Now, many pseudo-distances between PAFs and many aggnefiaictions can be used, giving rise to many merging
operators. Usual aggregation functions include the &ynthe maxMax and the leximaxCeximax?* but using
non-symmetric functions is also possible (this may be paldily valuable if some agents are more important than
others). Some aggregation functions (like the sum) endigarterging process to take into account the number of
agents believing that an argument attacks or not anothansgt:

Example 13 on page 63 (cont'd)Two agents over three agree with the fact thattacksf and f does not attack.
It may prove sensible that the group agrees with the majority

The choice of the aggregation function is very importantdming the operator behaviour with the expected one. For
example, sum is a possible choice in order to solve conflgiteumajority. Otherwise, the leximax function can prove
more valuable if the aim is to behave in a more consensualtweyg to define a result close to the AF of each agent
of the group. The distinction between majority and arhitdrabperators as considered in propositional belief base
merging [KP02] also applies here.

In the following, we focus on thedit distancébetween PAFs:
Definition 46 (Edit distance) LetPAF; = (A, R1,Z1,N1) andPAF, = (A, Ry, Z2,N2) be two PAFs over.

= Leta, b be two arguments A. Theedit distance betwedPAF; andPAF, overa, b is the mappingle, ; such
that:

— deq s (PAF1, PAF2) = 0 if and only if (a, b) € Ry NR2 or Zy N Zy or N1 N Na,
— deq »(PAF1,PAF2) = 1 if and only if(a,b) € Ry NNy or N1 N Ra,
— deq»(PAF1, PAF2) = 0.5 otherwise.

= Theedit distance betwedPAF,; andPAF; is given by

de(PAF1, PAF2) = S, 1yc ax adeas(PAFT, PAF2).

The edit distance between two PAFs is the (minimum) numbeaddiftions/deletions which must be made to render
them identical. Ignorance is treated as halfway betweaclatind non-attack.

It is easy to show that:

24When applied to a vector of real numbers, th€eximax function gives the list of those numbers sorted in a deangasiay. Such lists are
compared w.r.t. the lexicographic ordering induced by thadard ordering on real numbers.
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Proposition 20 The edit distancée between PAFs is a distance.

Let us now illustrate the notion of edit distance as well sas®ociated merging operators on Example 15 on page 67.

Example 15 on page 67 (cont'd)We consider the following argumentation sys#&®) = ({a, b, c,d}, {(a,b), (b, a),
(b,¢), (c,d)}).

The edit distance betwe(ii!?(F'1 and each of the PAFBAF;, PAF,, PAF3;, PAF, obtained by consensual expansion
from the profile(AF,, AF5, AF5, AF,) is:

= de(AF),PAF)) =1, = de(AF), PAF;) = 2,
= de(AF), PAF,) = 1.5, = de(AF), PAF,) = 2.

Taking the sum as the aggregation function, we obtaifi:, de(AF}, PAF;) = 6.5.
Taking the max, we obtailMax}_, de(AF}, PAF;) = 2.
Taking the leximax, we obtaieximax} ,de(AF;, PAF;) = (2,2,1.5,1).
By computing such distances for all candidate AFs (i.e.A&ls over{a, b, ¢, d}), we can compute the result of the
merging;
A% ((AF4,...,AF,)) is the set containing the two following AFs:
» AF} = ({a,b,c,d}, {(a,b), (b,a), (b,c), (c,d)}),
» AF, = ({a,b,c,d}, {(a,b), (b,a), (b,c), (a,d), (c,d)}).

AFI1 AF/2
@) )

& o | & r

@ @

AYE((AF1,. .., AFy)) is the set containingF; andAF; = ({a, b, c,d}, {(b,a), (b, c), (a,d), (c,d)}).

AF| AF;

ALeximax((AF . AF,)) is the singleton containingF.
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The discrepancies between the merging obtained with thiwamlaggregation operators can be explained in the
following way:

= AF/ is the most consensual AF obtained as it is almost equidiftam each PAF;

= AF, is much closer t&?AF;, PAF, and PAF; than toPAF,, thus it is selected with the sum as an aggregation
operator but it is too far fronPPAF, for being selected with th&1ax or Leximax operators.

= AF; is nearly equidistant from all four PAFs of the profile butdesonsensual thaAF, thus it is selected
neither withX nor with Leximax but only withMax as it is not far from any of the given PAFs.

Having AF] in all mergings - whatever the aggregation function choseaems very intuitive. Indeed, whenever an

attack (or a non-attack) is present in the (weak) majorityhaf initial AFs, it is also inAF;. This is not the case for
the two others AFs belonging to the above mergings.

Here is another simple example:

Example 16 Consider the two following argumentation systems:

= AFy = ({a,b,c e}, {(b,a),(c,b), (c,e)})
= AFs = ({a,d, e, c}, {(d,a),(e,d),(e,0)})

AF; AF; ©
(@ ()
© (D—0

Note that the attack fromto e is known by Agent 1 but not by Agent 2 and the attack fraox is known by Agent 2
but not by Agent 1. This illustrates the fact that the ageotaat share the same attack relation.

AF; has a unique preferred extensiofx;, a}. AF5 has a unique preferred extensiofe, a}.

The consensual expansionsid¥; and AR, are respectively:

» PAF; = ({a,b,¢,d, e}, {(b,a),(c,b), (c,e),(d,a), (e,d)}, D),
» PAF; = ({a,b,¢,d, e}, {(d,a), (e,d), (e,c), (b,a),(c,b)}, D).

The result of merging the profild\F;, AF;) with de and® = Max (or ® = Leximax) IS:
AN (AR, AF)) = Aseximax((AF; AF,)) = {AF], ARy} with

» AF, = ({a,b,c,d, e}, {(b,a), (c,b),(c,e), (d,a), (e, d), (e, c)}),
» AF, = ({a,b,c,d, e}, {(b,a), (c,b), (d,a), (e,d)}).

Using the sum as an aggregation function, two additional Afesgenerated:
AS ((AF1,AF,)) = {AF,, AF,, AF}, AF,}, with

» AF; = ({a,b,c,d, e}, {(b,a), (c,b), (c,e), (e,d), (d,a)}),
» AF, = ({a,b,c,d, e}, {(b,a), (c,b), (e,c), (e,d), (d,a)}).
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AF, (b) (<) AF, /(@<—@
(a) (&)

<

Each of the resulting mergings contains an argumentatictesy from which argumentcan be derived, as it is the
case inAF; and AF,. Using the sum as an aggregation function leads to the mostaztsual result here since it
preserves the initial AFs of the different agents. Inde¥, is equivalent tdPAF; andAF), is equivalent tdPAF.

3.2.4.4 Some Properties

Let us now present some properties of consensual expanai@hsnerging operators based on the edit distance,
showing them as interesting choices.

3.2.4.4.1 Properties of PAFs and consensual expansions

Intuitively speaking, a natural requirement on any AF riésglfrom a merging is that it preserves all the information
which are shared by the agents participating in the mergiaggss, and more generally, all the information on which
the agents participating in the merging process do not tigag

In order to show that our merging operators satisfy thosairements, one first needs the notions of clash-free part
and of common part of a profile of PAFs:

Definition 47 (Clash-free part of a profile of PAFs) Let? = (PAF4,...,PAF,) be a profile of PAFs. Thelash-
free partof P is denoted by” F'P(P) and is defined by:

cFP(P) = (| JAL R\ UNi. Zere, [ JNi \ R

whereZcrp = (U; Ai x U; A) \ ((U; Ri \ U; No) U (U; N\ U; RA))-

The clash-free part of a profile of PAFs represents the piefdeformation (attack / non-attack) that are not questéibne
by any other agent. As they are not the source of any disagmeteniey are expected to be included in each AF
resulting from the merging process.

Example 15 on page 67 (cont'd)With P = (AF, AF2, AF5, AF,),
CFP(P) = <{a’7b’c’ d}’ {(b’c)7(c’ d)} {(Chb), (b7 a’)’ (a”d)’ (b’d)’ (a’7c)’ (C, a’)}>

Note that withexp(P) = (expc(AF1, P),...,expc(AFy, P)), CFP(expc(P)) = ({a,b,c,d}, {(b,¢), (¢,d)},
{(a,b), (b,a), (a,d),(b,d)}) (now (a, c) and(c, a) are non-attacks); SO F P(P) # CFP(expq(P)).

Definition 48 (Common part of a profile of PAFs) Let P = (PAF4,...,PAF,) be a profile of PAFs. Theommon
partof P is denoted by’ P(P) and is defined byC'P(P) = (N, Ai, (; Ri, ; Zi» (); Ni)-
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The common part of a profile of PAFs is a much more demandinigmaéhan the clash-free one. It represents the
pieces of information on which all the agents agree. Ther®idoubt that those pieces of information must hold in
any consensual view of the group’s opinion, so the commongiahe profile must be included in each AF of the
result of the merging process.

Example 15 on page 67 (cont'd)With P = (AFy, ARy, AF3, AF,), CP(P) = ({b}, @, @, {(b,b)}).

We have the following easy property:

Proposition 21 Let P = (PAF4, ..., PAF,) be a profile of PAFs. Theommon parof P is pointwise included into
the clash-free part oP, i.e.:

. ﬂiRi - UiRi\UiNi;
» ,Z; € Zorp;
- ﬂiNi < Ule\UzRZ

The common part of a profile of PAFs (resp. AFs) is not always a PAF (resp. an AF). Contrglstithe clash-free
part of a profile ofn PAFs is a PAF (however, the clash-free part of a profile &fs is not always an AF).

There exists an interesting particular case: if the varlABs of the profile are based on the same set of arguments
and if for each ordered pair of argumelfiisd) such that(a, b) belongs to the ignorance relation in one PAF, this pair
belongs to the attack relation for another PAF of the profilé & the non-attack relation for at least a third PAF of
the profile, then the clash-free part of the profile and its iwmm part are identical:

Proposition 22 Let P = (PAF4, ..., PAF,) be a profile ofn PAFs over the same set of argumedtsConsider the
clash-free part ofP denoted bYCFP(P) = (Acrp, Rorp, Zorp, Norp) and the common part @ denoted by
CP(P) = <ACP7RCP7ICP, NCP>. If Ul I, C conf(P) = (U1 Rl) N (UZ Ni), we have:

» Acrp = Acp,
» Rerp = Rep,
» Nerp = Nop.

This result is interesting since this situation always Bdlaly definition) if consensual expansion is used as an expan-
sion policy by each agent.

Example 15 on page 67 (cont'dWithP = (AFq, ARy, AF3, AF,) andexpo(P) = (expc (AF1, P),exp(AFs, P),
expc(AF;, P), expo(AF4, P)), we have:

- CFP(expc(P)) =
Haboedb, {0 (c.d)}, {(@b),(b,a),(a,d. Gd}, {(@a), G5, (o), [dd). (@0, (ca),

= CP(expc(P)) =
<{a’b’ C’ d}’ {(b’c)7(c’ d)}’ @, {(a’7a)’(b7 b)’(c7 C)’(d’ d)’(a7c)’(c7 a)’(d’ a)7(d7 b)’(d’ C), (07 b)})

A valuable property of any consensual expansion over a profilAFs is that it preserves the clash-free part of the
profile:

Proposition 23 Let P = (AF4, ..., AF,) be a profile of AFs. For each we have:

= Acrp(p) = AexpC(AFi,P)’
" Rerpp) & Rexp, (AF. »):
* Norp(p) © NexpC(AFi,P)'
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Now, concordance between AFs can be defined as follows:

Definition 49 (Concordance) LetAF; = (A1, R1), AF2 = (A2, R2) be two AFs.AF,, AF, are said to beconcor-
dantif and only ifV(a, b) € (A1 N As) x (A1 N Az), (a,b) € Ry if and only if (a,b) € R,. Otherwise they are said
to bediscordant

Let? = (AF4,...,AF,) be a profile of AFs.P is said to beconcordanif and only if all its AFs are pairwise
concordant. Otherwise it is said to logscordant

Of course, concordance is related to thesetf (P) representing clashes between attack and non-attacloredati
the different AFs of the profile:

Proposition 24 Let P = (AFy,...,AF,) be a profile of argumentation system®. is concordant if and only if
conf(P) =, Ri N, N; is empty.

When a profile of AFs is concordant, its clash-free part isuthien of its elements, and the converse also holds:
Proposition 25 Let? = (AFy,...,AF,) be a profile of AFsP is concordant if and only i€ F P(P) = |J, AF;.

Proposition 26 Let? = (AF4,...,AF,) be a profile of AFsP is concordant if and only if
expc(P) = (expc(AFq, P), ..., expc(AF,, P)) is reduced ta |, AF,, ..., J; AF;)

(i.e., each of the: elements of the vector g, AF;).
Note that J, AF; may appear intexp.(P), even if P is discordant. This is illustrated by the following example

Example 17 Consider the profile® = (AF;, AF,, AF3) consisting of the following three AFs:

» AF; = ({a,b, ¢}, {(a,b), (a,c)}),
= AF; = ({a,b, ¢}, {(a,0)}),
» AF3 = ({a,d}, {(a,d)}).

The profileP = (AFy, AF3, AF3) is discordant an@xpq (P) = (PAF;, PAF2, PAF3) is such that:

» PAF; = ({a,b,c,d}, {(a,b), (a,c), (a,d)}, @) (= U, AF:),
» PAF; = ({a,b,¢,d}, {(a,c), (a,d)}, @),
» PAF; = ({a,b,¢,d}, {(a,c), (a,d)}, {(a,b)}).

PAF, PAF; PAF,

O ® JO

< |

The following proposition states that whenever the presef@n attacka, b) does not clash with a profile of AFs,
such an attack is present in all the corresponding PAFsmdadddy consensual expansion if and only if it is presentin
one of the input AFs.

Proposition 27 LetP = (AF4, ..., AF,) be a profile of AFs. Lefa, b) be a pair of arguments such thatb € ( J; A;
andiﬂAFi,AF]— € P such thafa,b) € (R; \RJ) U (RJ \ Ry).

JAF,; € P suchthaia,b) € R; if and only ifYAF; € P, (a,b) € R}, with R} denoting the attack relation of the PAF
expq(AFg, P).
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A notion of compatibility of a profile of PAFs over the same gBarguments can also be defined:
Definition 50 (Compatibility) Let? = (PAF4,...,PAF,) be a profile of PAFs over a set of arguments PAF,

..., PAF, are said to becompatiblef and only if they have at least one common completion. @tiserthey are said
to beincompatible

LetP = (AF4, ..., AF,) be a profile of AFs. Leexp be an expansion functionAF4, ..., AF,, are said to be
compatiblegivenexp if and only ifexp(AF;, P), Vi = 1...n, are said to be compatible. Otherwise they are said to
beincompatible

There is a clear link between concordance and compatibiithe case of the consensual expansion applied to a
profile of AFs:

Proposition 28 Let P = (AF4,...,AF,) be a profile of AFs.P is concordant if and only iExps(AF,P), ...,
expqs(AF,,P) are compatible.

Example 18 Consider the following argumentation systefts,, AF, and AFs.

AF, AF, AF;

© © O—-® ® OO,

The completions of their respective consensual expanBidks, PAF; andPAF; are:

Completions oAF; Completions oAF; Completions oAF;

© o ® O—® ® © O-®
© O0-® O—0O—-®

AF; and AF, are discordant and incompatible giveaxp.. AFs and AF; are concordant and compatible given
expc.

3.2.4.4.2 Properties of merging operators

Let us now give some properties of merging operators, focusn those based on the edit distance:

Proposition 29 LetP = (AF4,...,AF,) be a profile of AFs. Assume that the expansion function use@dt agent
is the consensual one. ® is concordant them\?. (P) = {|J, AF;}.

Now we show an expected property: that the clash-free pamyprofileP is included in each AF from the merging
of P when the edit distance is used.

Proposition 30 Let P = (AFy,...,AF,) be a profile of argumentation systems. Assume that the epesction
used for each agent is the consensual one. For any aggregatitction®, we have that \VAF = (4, R,N) €
A ((AFq, ..., AF,)):

» Acrpp) C A,

* Rerpry € R,
* Nerppepy ©N.
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As a direct corollary of Propositions 21 on page 73 and 30 emptievious page, we get that:

Corollary 1 LetP = (AFy4,...,AF,) be a profile of argumentation systems. Assume that the expafusction
used for each agent is the consensual one. For any aggregétitction®, we have that:vAF = (A, R,N) €
A ((AFq, ..., AF,)):

» Acpp) €A,
» Reppy € R,
* Neppy SN

When sum is used as the aggregation function and all AFs artlos same set of arguments, the merging of a profile
can be characterized in a concise way, thanks to the notiovagrity graph. Intuitively the majority graph of a profile
of AFs over the same set of arguments is the PAF obtained blyiagphe strict majority rule to decide whether
attacks or not, for every ordered pajr:, b) of arguments. Whenever there is no strict majority, an ignoe edge is
generated.

Definition 51 (Majority PAF) LetP = (AFq, ...,AF,) be a profile of AFs over the same sébf arguments. The
majority PAFM P(P) of P is the triple(R, N, Z) such thatva, b € A:%°

= (a,b) e Rifandonlyif#({ic1...n|(a,b) €R:})>#{ic1...n|(a,b) €N;});
= (a,b) e Nifandonlyif#({i € 1...n|(a,b) e N;}) > #{ic1...n|(a,b) € Ri});

= (a,b) € T otherwise.

The next proposition states that, as expected, the majehiEyof a profile of AFs over the same set of arguments is a
PAF:

Proposition 31 Let P = (AF4, ..., AF,) be a profile of AFs over the same sétof arguments. The majority PAF
MP(P)of Pis a PAF.

Example 19 ConsiderAF; = ({a,b, ¢}, {(a,b), (b,¢), (a,c)}), AF2 = ({a,b,c}, {(a,b), (b,a), (a,c)}).

AF AF,

() /@
(@)

(©

We haveMl P((AF1, AFq)) = ({a,b, c}, {(a,b), (a,c)}, {(b,c), (b,a)}, {(a,a), (b,b), (c,c), (c,a),(c,b)}).

Proposition 32 Let P = (AF4, ..., AF,) be a profile of AFs over the same sétof arguments. A% (P) =
C(MP(P)).

Let us illustrate the previous proposition on Example 13 age63:

Example 13 on page 63 (cont'd)The consensual expansionsidt,, AR, andAF3 are respectively:

25For any sefS, #(S) denotes the cardinality .
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So, the majority PAF ofAF;, AF2, AF3) is:

()~
@ @ @

Using the edit distance and sum as the aggregation functiios PAF also represents the result of the merging in the
sense that the latter is the set of all completions of this. PAF

Computing the majority PAF of a profile of AFs over the samedfetirguments amounts teoting on the attack
relationsassociated to each AF. As explained in Section 3.2.4.1 or f8gthis can prove more suited to our goal
than the approach which consists in voting directly on treeptable sets of arguments for each agent. The previous
proposition shows that such a simple voting approach cporads to a specific merging operator in our framework
(but many other operators, especially arbitration onesatso be used).

3.2.4.5 Acceptability for Merged AFs

Starting from a profile of AFs (over possibly different setamguments), a merging operator enables the computation
of a set of AFs (this time, over the same set of arguments)wduie the best candidates to represent the AFs of the
group (a kind of “consensus”).

There is an important epistemic difference between thosesets of AFs, the first one reflects different points of
view given by different agents (and it can be the case thatliaiinct agents give the same AF), while the second set
expresses some uncertainty on the merging due to the peestaanflicts.

Let us recall that the main goal of this paper is to charaztdhie sets of arguments acceptable by the whole group of
agents. In order to achieve it, it remains to define some nmésime for exploiting the resulting set of AFs. This calls
for a notion of joint acceptability.

Definition 52 (Joint acceptability) A joint acceptability relatiorfor a profile (AF, ..., AF,) of AFs, denoted by
AccpF,  AF,) is a total function fron2U: 4« to {true, false} which associates each subgeof | J; A; with true if

E is a jointly acceptable set fdAF, . . ., AF,,) and with false otherwise.

For instance, a joint acceptability relation for a profife=, . .., AF,,) can be defined by the acceptability relations
Accpp (based themselves on some semantics and some selectioiples), which can coincide for eveAF; (but

this is not mandatory) and a voting methigd {true, false}™ — {true, false}:
ACC(AFl,...,AFn>(E) = V(ACCAFl (E), N ’ACCAFn (E))
Here are some instances of Definition 52 based on voting rdstho

Definition 53 (Acceptabilities for profiles of AFs) Let P = (AF4,..., AF,,) be a profile ofn AFs over the same
set of argumentsl. Let Accyp be the (local) acceptability relation associated wik;. If n = 1, then we define
ACC(AF1> = Accpp, - Otherwise, for any subsstof A, we say that:

= S is skeptically jointly acceptable faP if and only if S is included in at least one acceptable set for eaéh:
VAF; € P,3E; such thatdccpp (E;) is true andS C E;.
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= S is credulously jointly acceptable @ if and only if.S is included in at least one acceptable set for at least
oneAF;:
JAF; € P,3E; such thatAccpp (E;) is true andS C E;.

= S isjointly acceptable by majority foP if and only if S is included in at least one acceptable set for at least a
weak majority ofAF;:
#({AF; | 3E; such thatAccap (E;) is true andS C E;}) > 3.

Obviously enough, when none of the local acceptablllﬂesAF is trivial (i.e., equivalent to the constant function
false) for the profile under consideration, we have that any setgliraents which is skeptically jointly acceptable
is also jointly acceptable by majority, and that any set giuarents which is jointly acceptable by majority is also
credulously jointly acceptable.

Note that skeptical (resp. credulous) joint acceptabilitgs not require that the skeptical (resp. credulous)enfe
principle is at work for defining local acceptabilitigigcpF , which remain unconstrained.

Focusing on the preferred semantics together with credutmal acceptabilities, let us consider again some previou
examples:

Example 16 on page 71 (cont'd)Using the edit distance angl = Leximax (0or Max) as the aggregation function,
we get two AFAF, andAF, in the merging.

If the local acceptability relations are based on credulimference from preferred extensions, we have:

. AccAF; (E) =trueifand only ifE C {c,d} or E C {b, e};
. ACCAF; (E) =trueifand only ifE C {a,c,e}.

{c} and{e} are skeptically jointly acceptable af@, e},{c, d} and{aq, ¢, e} (and their subsets) are credulously (and
by majority) jointly acceptable for the merging.

Using this method, the argumedntcan still be derived credulously, contrariwise to what hapg when the union of
the two AFsAF; andAF; is considered.

Example 13 on page 63 (cont'd)Using the edit distance and the sum as the aggregation fumoive get one AF in

the merging, denotedlF:
@/ g

@

AF has two preferred extensions{a, c,e} and {b,d,e}. So,Accpp(E) = true if and only if & C {a,c,e} or

E C {b,d,e}. The three joint acceptability relations coincide here ¢asre is only one AF in the result). The
sets{a, ¢, e} and{b, d, e} (and their subsets) are credulously, skeptically and byomitgj jointly acceptable for the
merging, which is a more sensible result that the one obthirging a voting method on the derived arguments of the
initial AFs (as explained in Section 3.2.4.1 on page 63).

Example 15 on page 67 (cont'd)Using the edit distance and the sum as the aggregation fomatie get two AFs in
the merging:
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The preferred extensions for these 2 AFs coincide (thefare} and {b,d}). As the preferred extensions for the 2
AFs are the same ones, the three relations of joint accelitiaboincide here. Thus, the sefs, ¢} and {b,d} (and
their subsets) are skeptically, credulously and by majqgdintly acceptable for the merging.

It is interesting to compare the joint acceptability redatifor the input profileP = (AF4,..., AF,) with the joint
acceptability relation for the mergingy% (P). Unsurprisingly, both predicates are not logically cortedd.e., none

of them implies the other one), even in the case when the timbgoceptability relations are based on the same notion
of local acceptability (for instance, considering a setrglianentst as acceptable for an AF when it is included in at
least one of its preferred extensions) and the same votitigad€for instance, the simple majority rule).

Thus, it can be the case that new jointly acceptable setstained after merging while they were not jointly accept-
able at start:

Proposition 33 Let? = (AF4,...,AF,) be a profile of AFs over the same set of argumehtThe set of all jointly
acceptable sets for the profile is not necessarily equal to the set of all jointly acceptaddts for the merging ¢?.

A counter-example is given by Example 15 on page 67.

When each local acceptability relation corresponds exdotthe collective acceptability proposed by Dung (for a
given semantics andAF;, Accap (E) = trueif and only if £/ is an extension oAF; for this semantics), the following
remarks can be done:

= |f a set of arguments is included @aneof the acceptable sets for an agent, it is not necessarilyded into one
of the acceptable sets of any AF from the merging (and it atddsfor singletons). The converse is also true.

= More surprisingly, even if a set of arguments is included @gchacceptable set for an agent, it is not guaranteed
to be included into an acceptable set of an AF from the merddanversely, if a set of arguments is included
into every acceptable set of the AFs from the merging, it isgquaranteed to be included into an acceptable
set for one of the agents. Intuitively, this can be explaibgdhe fact that if an argument is accepted by all
agentdfor bad reasongfor instance, because they lack information about attacks), it can be rejected by
the group after the merging. More formally, this is due to fhet that nothing ensures that one of the initial
AFs will belong to the result of the merging and also to the faat acceptability is nonmonotonic (in the sense
that adding a single attadk, b) in an AF may drastically change its extensions — see Sectib 8n the next

page).

3.2.4.6 Conclusion and perspectives on merging

We have presented a framework for deriving sensible inftiomdrom a collection of argumentation systedsa
Dung. Our approach consists in merging such systems. Thpoged framework is general enough to allow for the
representation of many different scenarios. It is not agglithat all agents must share the same sets of arguments.
No assumption is made concerning the meaning of the attdatiores, so that such relations may differ not only
because agents have different points of view on the way aggtsrinteract but more generally may disagree on
what an interaction is. Each agent may be associated to #ispe@ansion function, which enables for encoding
many attitudes when facing a new argument. Many differestadices between PAFs and many different aggregation
functions can be used to define argumentation systems whittrépresent the whole group.

By means of example, we have shown that our merging-basedagpleads to results which are much more expected
than those furnished by a direct vote on the (sets of) argtsresteptable by each agent. We have also shown
that union cannot be taken as a valuable merging operatbeigéneral case. We have investigated formally some
properties of the merging operators which we point out. Agiother results, we have shown that merging operators
based on the edit distance preserve all the information dohnddl the agents participating in the merging process
agree, and more generally, all the information on which trends participating in the merging process do not disagree.
We have also shown that the merging operator based on thalistlihce and the sum as aggregation function is
closely related to the merging approach which consists fimgan the attack relations when the input profile gathers
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argumentation systems over the same set of argumentslyFimalhave proved that in the general case, the derivable
sets of arguments when joint acceptability concerns thetippfile may drastically differ from the the derivable sets
of arguments when joint acceptability concerns the profilmimed after the merging step.

This work can be continued in several directions:

Merging PAFs. Our framework can be extended to PAFs merging (instead o).AFhis enables us to take into
account agents with incomplete belief states regardingttaek relation between arguments. Expansions of PAFs
can be defined in a very similar way to expansions of AFs (whahiy changes is the way ignorance is handled). As
PAFs are more expressive than AFs, an interesting issuerfivelr research is to define acceptability for PAFs.

Attacks strengths. Assume that each attack believed by Agémd associated to a numerical value reflecting the
strength of the attack according to the agert, the degree to which Agenbelieves that attacks. It is easy to take

into account those values by modifying slightly the defaritof the edit distance over an ordered pair of arguments (for
instance, viewing such values as weights once normalizédngi, 1]). Another possibility regarding attack strengths
is, from unweighted attack relations, to generate a wedjbtee, representing different degrees of accordance in the
group. For instance, each attagk b) in the majority PAF of a profil§AF,, ..., AF,) can be labelled by the ratio
#iel.. "l(“ bER}) and similarly for the non-attack relation (this leads to $1dar both the attack and the non-
attack relatlons of the majority PAF as fuzzy relations).r@sponding acceptability relations remain to be defined.
This notion of gradual attack is already used in anothereodrfor argumentation (see [RM8] for revision of
argumentation systems).

Merging audiences.In [BCDDO07], an extension of the notion of AF, called valueB A- VAF for short —, has been
proposed in order to take advantage of values represetignggent’s preferences in the context of a given audience.
A further perspective of our work concerns the merging ohsu&Fs.

3.2.5 Revision in unipolar argumentation

When an agent receives a new piece of information, she magitatd beliefs; this adaptation is not always easy
because it may imply to drop some previous knowledge. Chgdkie better way to adapt itself to its environment is
a very old problem for human being, this is, perhaps, a reagyrbelief change theory has been so largely studied in
the artificial intelligence community. The seminal work dEAourrén, Gardenfors and Makinson (AGM) [AGM85]
has settled a formal framework for reasoning about belieihgle and introduced the concept of “belief revision”.
Belief revision consists in answering the question of wekatains of the old beliefs after the arrival of a new piece of
information. In this paper, we transpose this question émgpumentation theory, and study the case of the arrival of a
new argument into an argumentation system.

When a new argument is added to a set of arguments togetheitsvinteractions with the initial set of arguments,
the outcome of the argumentation system may change. In &pisrpwe study the impact of this addition on the set
of initial extensions. This leads us to characterize thesibdes revision operations with respect to the change they
induce on the outcome. This study has two main applicatibedjrst one concerns the computation, while the second
one belongs to the field of dialogue strategies. On the firstihthe interest for computational processing is that
knowledge about the kind of revision that is done may helpagdude what are the changes in the extensions. For
instance, knowing that the revision is conservative alloa$o deduce that the revision will not change the previous
extensions. On the other hand, knowing the impact of addingrgument may help choosing the good one in order
to achieve a given goal. For instance, in order to make agliganore open, an argument inducing an “expansive
revision?® must be added (see Section 3.2.5.5 on page 89).

This section is organized as follows. Subsection 3.2.5theffacing page recalls the basic concepts in revision yheor
Subsection 3.2.5.2 on page 82 settles a definition of revisiargumentation. In this sectiowg restrict our study to

the case of adding one argument having only one interactitihan initial argument So, the research reported here
is a first step towards a study of general revision operagotgpology of revision in argumentation is proposed, based
on the impact of the revision under the set of extensions. Wiquéar property for the revision operator is to keep
the added argument in each extension. It is called “cla8sica the cases when the revision operator is classical are

26The precise definition of this notion is given in Definition 6 page 88.
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described in Subsection 3.2.5.3 on page 85. Subsectidn8@ page 87 is dedicated to the study of two particular
revision operators, namely the “decisive” and the “expaaisievision operators. A last section discusses the relate
approaches in the literature.

This work has been done with ClaudettaY&oL and Florence DrPIN DE SAINT-CYR. All the proofs and several
important lemmas are given in [CdSCLSO08].

3.2.5.1 Basic concepts in revision theory

In the field of belief change theory, the paper of AGM [AGM8%]shintroduced the concept of “belief revision”.
Belief revision consists in answering the question of wieaains of the old beliefs after the arrival of a new piece
of information. Beliefs are represented by sentences ofradblanguage. AGM have defined three types of belief
change, namely contraction, expansion and revision. Esiparconsists only in adding information without checking
its consistency with previous beliefs. Contraction is aaragion designed for removing information. Revision cefssi

in adding information while preserving consistency. Thistloperation is the most interesting one since incongigten
leads to un-exploitable information. The main interest @Ms work is the definition of a set of postulates which
should hold for any rational revision operator. As noticefSom94] these postulates are founded on three principles:

= a consistency principle (the result should be consistent),
= a minimum change principle (as few beliefs as possible shbelmodified),

= priority to the new piece of information principle (the newege of information should hold after the revision
process).

More formally, a revision operator associates to a set ofidtakly closed formuladl (encoding the initial beliefé)
and to a formula (encoding a new piece of information), another set of belidnoted by « p. In order to be
“rational” the operatok should satisfy the following AGM postulates:

K*1 K *xp=Th(K *p).

K*2 pe K xp.

K*3 K %p C Th(K U{p}).

K*4 If —p ¢ K, thenTh(K U {p}) C K *p.

K*5 le Kxpifandonlyifp < L.

K*6 If p < gthenK xp= K *q.

K¥7 K *(pAq) CTh((K *p)U{q}).

K*8 If ~g ¢ K « pthenTh((K *p)U{q}) C K *(pAq).

K*1 ensures that the result of the revision is deductively doké&?2 imposes that the new piece of information should
belong to the revised belief&*3 implies that beliefs after revision should not contain miofermation than what
can be logically derived froni’ and the new piece of informatign K*4 together withK*3 means that when the
new piece of information is not contradictory with the oldibts then revision is simply an expansidf*5 says that
the revised beliefs set is inconsistent if and only if the mé@ce of information is itself inconsisterk*6 expresses
that belief revision is syntax-independent. These firspsistulates are the basic revision postulates and the last tw
express change minimalitik*7 implies that revising by a conjunctigni ¢ should not contain more information that
what can be logically derived from the revision Efby p together with the piece of informatiagn K*8 means that,

when revisingK by p A g, every logical deduction fromp and K * p should be kept as soon ass not contradictory
with K x p.

27If BC'is a set of formulae encoding these beliefs tiiér= Th(BC') whereTh is the deductive closure operator.
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Note that in the following we are going to limit our study teethase oK*2. And we call “classical” an operator
which satisfieK*2. However this precise postulate may not always be suitabilee argumentation system, this is
developed in Section 3.2.5.3 on page 85.

A last recall about belief change is the distinction betwieelief revision and belief update (this was first establishe
in [Win88]). The difference is in the nature of the new piedénformation: either it is completing the knowledge
of the world or it informs that there is a change in the worldork! precisely, update is a process which takes into
account a physical evolution of the system while revisioa @ocess taking into account an epistemic evolution, it
is the knowledge about the world that is evolving. In thisgame suppose that we rather face a revision problem:
the agent was not aware of some argument that suddenly apjiteareans that the world has not changed but the
awareness of the agent has evolved.

3.2.5.2 Revision in argumentation

First, we introduce a formal definition of revision in argumegion. The outcome of a revision process is the set of
extensions under a given semantics. Then, by consideriwgtt® set of extensions is modified under the revision
process, we propose a typology of different revisions.

3.2.5.2.1 Definition

Informally, a revision occurs when a new argument is preskntlote that the case of adding a new argument which
is not connected td.A, R) is trivial. It has only to be added to each preferred extensiodeed, revision is more
interesting when the new argument interacts with previoeso In this paper, which reports a preliminary study
on revision in argumentation, we restrict revision to thelifidn of exactlyone argumen¥ that hasexactlyone
interaction,ZR X or XRZ, whereX belongs taA.

In the following, we identify an argumentation systém, R) with its associated attack gragh We write X € G
instead of X is an argument represented by a nodg'bfThe set of extensions df4, R) is denoted by (with E1,
..., E, denoting the extensions).

Revising({.A, R) consists in adding an argumenitvhich attacks (or is attacked by) an argum&nof A. The revision
process produces a new system represented by a gfaptd a new set of extensioss (with £7, ..., £, denoting
the extensions).

revision withZ ands
(G,€) (g.¢&")
i=(Z,X)ori=(X,2)

Definition 54 LetG be an attack graph. Letbe a semantics. LeX € G, Z ¢ G andi be a pair of arguments (either
(X,Z)or (Z,X)). LetG’ be the graph obtained froi by adding the node’ and the edgé. Therevision operator
© maps(Z,i, 3, s) to & which is the set of extensions@funder the semantics

Let us mention several results which will be useful in thédi@ing. As we revise with only one new argument having
only one interaction with an already existing argumens gasy to prove that:

Proposition 34

= If the new interaction i$Z, X), Z is not attacked irgy’.
= If the new interaction i X, Z), Z attacks no argument @f.

= The revision process introduces no cycl&in
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As defined above, revising an argumentation system may ettiiegset of extensions. Given a semantics, the modi-
fications are more or less important. It depends on the kiridtefaction which is added and more precisely on the
status of the argumet¥ involved in that interaction. In the next section, we prapagypology of different kinds of
revision according to how the set of extensions is modifidte Aext step will be to characterize each kind of revision
by providing conditions on the interaction

3.2.5.2.2 Typology of revisions

Let (A, R) be an argumentation system afidhe set of extensions df4d, R) under a given semantics Different
situations may be encountered in the general c&smay be empty (implying that is the stable semantics), may
be reduced to a singletof¥; } (whereE; may be empty), or may contain more than one extensien ..., £, }.
The situation with only one non-empty extension is convetiier the determination of the status of an argument. In
contrast, when several extensions exist, different clsace available. We have first considered revisions suclgthat
has a unique non-empty extension, while it was not the cagg. fBuch a revision is calledecisive

Example 20

1. Under the stable semantics, witk (Z, A)

[5] Before revisiort = &,
after revisionf’ = {{Z, B}}

2. Under the grounded semantics, with (Z, A)
Lo —=lel ey e =tz By
3. Under the preferred semantics, witk (Z, A)

[ Teb={el=lr] e yay, (B, D},
&' ={{z,B,D}}
A weaker requirement is the decrease of the number of chofcevision such thag’ has strictly less extensions than

G, but still has at least two, is callestlective Note that selective revision does not make sense underdoaded
semantics, since there is always a unique grounded extensio

Example 21 Under the preferred (or stable) semantics, with (Z, A)

-ﬂ. & =1{{A,C,F},{A,D}, {B,D}, {B,F}},
ﬁ 5] € =UZCF}{ZB.D}{ZB F}}

An opposite point of view enables to consider revisions Whase ambiguity, by increasing the number of extensions.
This is the case for instance whérhas at least one non-empty extension ghtias strictly more extensions thgn

A slightly different situation occurs whe has no extension or an empty one, wigilehas more than one extension.
In that case, revision brings some information, but is natisiee. Such revisions are callegiestioning As for
selective revision, questioning revision does not makseender the grounded semantics.

Example 22 Under the preferred (or stable) semantics, with (Z, A)

L=l T2 e ya,ppy,
S’:{{Z,B,C}, {Z,B,F}7 {Z,D,C}7 {Z,D,F}}
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Under the stable semantics, witlr (Z, A)

‘E o] =0,
& ={{2,B,F},{Z,B,G}}

Pursuing along the previous line, we consider revisionréng every extension, thus leading to a kind of decisional
dead-end. A revision such th@thas no extension, whilg had at least one, is callgéstructive. Note that destructive
decision makes sense only under the stable semantics.

Example 23 Under the stable semantics, witkr (Z, A)

&={{A,D,F}, {A, D,G}}
3 J &=o

So far, the considered revisions have an impact on the nuofbettensions. Now, we are interested in revisions
which modify the content of extensions, without modifyitng thumber of extensions. The most interesting situation
occurs when each extension@fstrictly includes one extension gf the number of extensions being the same. Such
revisions are calledxpansive

Example 24 Under the preferred (or stable) semantics, with (B, Z)

E—» £={{A,C}, {A,D}},

B & ={{Z,A,C},{Z A, D}}
When nothing is changed, thatis= £’, the revision is calledonservative

Example 25 Under the preferred semantics, witkr (B, Z)

E={{3r&={Y

Otherwise, it may happen that some extensions (and sonsetihef them) are altered. This is called altering
revision. It is the case for instance when each extensigh béis a non-empty intersection with (but does not include)
an extension off.

Example 26 Under the grounded semantics, witk (Z, A)

e =] £={{A, D}, & ={{Z B,D}}

The above discussion can be summarized on the following tabl
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&= a {1} {E1} {E1, ... Ep}
&= p>2
2 consenvative #l decisive questioning
{{}} #2 conservative
conservative
{E1} #3 expansive | questioning
altering
n < p:
questioning
n > p:
B | gestructive selective
En} #4 decisive n =p: .
n> 2 conser\{atlve
expansive
altering

With E; # @ andE} # @. Each cell of the table contains the name of the correspgm@irision. It can be checked
that cells with #i correspond to situations which cannotucc

#1 and #2 The only acceptability semantics in which an argumentatigsiem may have no extension is the stable
semantics. However, with the stable semantics, an argati@msystem cannot have an empty extension when
its set of arguments is not empty. And, by assumption, thescé$ and #2 correspond to argumentation systems
with non-empty sets of arguments (because at |[&¥akelongs taG and X andZ belong toG’). So these cases
cannot occur for all the acceptability semantics used mdhbttion.

#3 Under the stable semantics, this case cannot occur for the ggason as that given previously (cases #1 and #2).

Under the grounded semantics abas one non-empty extension, there exists at least oneaokedt argument
W, so, if the added interaction iX(, Z), W is always unattacked aridl has always one non-empty extension;
and, if the added interaction ig( X), thenZ is unattacked and it belongs to the grounded extensigii;afo,

G’ cannot have an empty extension.

Under the preferred semantics, if the added interactiofd isX(), Z is unattacked and it belongs to the preferred
extensions ofj’; so these preferred extensions are not empty. And, if theddderaction isX, Z), then

Z does not attack the argumentsf; so these arguments also belong to a preferred extensigharfd the
preferred extensions are not empty.

In conclusion, this case cannot occur for all the acceptglsiémantics used in this section.

#4 This case could appear only with the preferred semantiasa(s® with the grounded semantics there exists only
one extension, and with the stable semantics, an extenaiumot be empty since the set of arguments is not
empty). If the added interaction ig( X)), Z can “remove” or “create” extensions, but it belongs to eatch o
them (because it is unattacked),@ocannot have an empty extension. And if the added intera@i¢K, 2),

Z does not attack the argumentsif, Vi, so these arguments belong to the preferred extensioisafdg’
cannot have an empty extension. Thus, this case cannot occur

3.2.5.3 Classical revision in argumentation

Revising a knowledge base consists in changing its behedisminimal way in order to take into account a new piece
of information considered as “prior” (according to AGKF 2 postulate). However, the revision operators defined
above do not ensure at all that the new argument is acceptée imew graph extensions. In this section, we study
when this property (called “classical”) holds for a givemisgon operator.

Definition 55 The revision® is classicalff G’ has at least one extension and the added argurddmlongs to each
extension ofj’.
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Proposition 35 If the added interaction is4, X), then the revision is classical under the grounded and teépred
semantics.

Moreover, ifG has no odd-length cycle then the revision is also classindeu the stable semantics.

Example 27 Under the grounded semantics:

£ ={{A,C}}. & = {{z}}

Example 28 Let us compute the extensions of the two following graphsuhe preferred semantics:

[T T=] &={{A,C}.{B}},
g’:{{Z,B},{Z,C}}

A= Tel e— a0}, {B)),
& ={{Z,A,C}}

Example 29 Under the stable semantics:

G Tz [c] €=UACF}L{B, D}},
ﬁ &' =1{{z,C,F},{Z, B,D}}
(o]

The condition that; should not have an odd-length cycle ensures the existeral@dst one stable extension after
addingZ. It is a sufficient but not necessary condition.

Example 27 (cont'd) Before revision the stable extensior{i4, C'}, and after revision there is no stable extension.

Proposition 36 If the interaction is ', Z) such thatX is attacked by each extensiontthen the revision is classical
under the grounded and the preferred semantics.

Moreover, ifG has at least one stable extension then the revision is aéssidal under the stable semantics.
Example 30 Under the grounded semantics:
[a}—f=]
o]

Example 31 Under the preferred or the stable semantics:

@—’@ £={{A,C,G},{A,D,F}},
[£]

&' =1{{Z,A,C,G},{Z,A,D,F}}

£€={{4}}, & ={{z A}}

Note that, under the grounded semanti¥smust be attacked and the fact titis not in the only extensio&’ of £
does not ensure that the revision is classical :

Example 32 Under the grounded semantics:

Bl E=FE ={A}.
(5] So,& = &' = {{A}}.
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C'is notin E, and neverthelesg does not belong t&’.

As said before, revising a graph by one argument and (oneaiiten) does not systematically lead to accept this
argument. Hence, classicality is not the only property ihatorth being studied for revision operators.

3.2.5.4 Case study

In this section, we study two cases: the decisive revisiahtha expansive revision. In the first case, after the rewisio
there is only one extension (so it is easy to take a decisiort)je second case, the number of extensions remains
unchanged but each new extension is a superset of an extemwisich existed before the revision.

3.2.5.4.1 Decisive revision

Decisive revision makes possible a decision: before thisian, in G there is either no acceptable set of arguments
(no possible conclusion), or too many acceptable sets ofaegts (so too many possible conclusions), and after this
revision there is only one acceptable set of argumengs.in

Definition 56 The revisior© is decisiveiff © applied tog, withé = @, or& = {{}},oré = {Ey,...,E,},n > 2,
the result o0 is G’ with &’ = {E'}, E' # @.

Proposition 37 If a revision is decisive then the added interactiofiZs X'). A decisive revision is classical.
Example 20 on page 83 (cont'd)

1. Under the stable semantics, Example 20.1 illustratesléuisive revision witlf = @ and&’ = {{Z, B}}.

2. Under the grounded semantics, Example 20.2 illustratesdecisive revision witll = {{}} and &’ =

{{Z, B}}.

3. Under the preferred semantics, Example 20.3 illustréitesdecisive revision with = {{A},{B, D}} and
&' ={{2Z,B,D}}.

Theorem 3 Under the grounded semantics, if the added interactiofZisX) and£ = {{}}, then the revision is
decisive.

Theorem 4 Under the preferred semantics, if the added interactiof@sX ), £ = {{}} and there is no even-length
cycle inG, then the revision is decisive.

Example 33 Under the preferred semantics:
nan ,
&={{}}&={{2A4,D}}

Note that, if even-length cycles exist in the graph, thegsievi may induce several extensions; this revision would be
a questioning one:

Il S
B ] & ={{Z,A,D},{Z, A, F}}

For this reason, we have considered graphs without evegiHeycle in Theorem 4.
Note: under the stable semantics, we have not found anydkaration theorem for the decisive revision.
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3.2.5.4.2 Expansive revision

A revision is said “expansive” when it does nothing but to agd/ arguments in the existing extensions.

Definition 57 The revisiond is expansiveff G andG’ have the same number of extensions and each extensiin of
strictly includes an extension 6f

Proposition 38 The expansive revision is classical.

Example 34 Under the grounded semantics:

L=l )] £ = (1A,
£ = ({£,A,C.H,G})

Example 24 on page 84 gives also an illustration of the expamnsvision under preferred and stable semantics.

Theorem 5 Under the grounded semantics wigh= {E}, if the added interaction is4, X), X ¢ F andE # &,
then the revision is expansive.

Example 35 Under the grounded semantics:

L] £ ={{A,C}),
L owm B e-uzacen
Theorem 6 Under the grounded semantics, if the added interactionXis ¥), X ¢ E and E attacksX, then the

revision is expansive anl = {E U {Z}}.

Example 36 Under the grounded semantics:

i|—>
z e={{A}}. ¢ ={{z A}}
B [o]

Theorem 7 Under the stable semantics, if the added interactionXis ¥), if £ # @, andvi > 1, X ¢ E;, then the
revision is expansive andi, £ = E; U {Z}.

Example 37 Under the stable semantics:

| =] £ = {{A,C,F},{A, D, F}},
(D] E={{Z A C F},{Z A D,F}}

Note that, in an acyclic graph, Theorem 6 may be applied utttestable semantics. It is a particular case of
Theorem 7.

Theorem 8 Under the preferred semantics, if the added interaction¥s £), andVi > 1, E; attacksX, then the
revision is expansive and, £, = E; U {Z}.
Example 36 (cont'd) Under the preferred semanticS,= {{A, C},{A, D}}and&’' = {{Z, A,C},{Z, A, D}}

Note that when the initial graph is acyclic, Theorem 6 may fy@iad under the preferred semantics. It is a particular
case of Theorem 8.

If the interaction ig Z, X), weaker results can be obtained. In that case, the revisiootiexpansive in the sense that
G’ may have more extensions thgnhowever, adding’ to an extension of yields an extension @j’'.
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Proposition 39 Under the stable semantics, if the added interactioisX), andvi > 1, X ¢ E;, thenVi, E;U{Z}
is a stable extension ¢f.

However, other stable extensions may appeé&t jrsee Example 38 for instance. So the revision is not expansiv

Example 38 Under the stable semantics:

CEBsle] e- (gay,
&= {{Z7 A}7 {Z7 C}}

Note that in the particular case when the initial graph iscicy Theorem 5 on the preceding page may be applied
under the stable semantics. And the obtained result isgrathan the result proposed by Property 39. Another
interesting property is:

Proposition 40 Under the preferred semantics, if the added interactionds X) andVi > 1, X ¢ FE;, thenVi,
E! = E; U{Z} is admissible irg’.

Moreover, if there is no odd-length cycle@h Vi, E! = E; U {Z} is a preferred extension i@'.

Example 38 also shows that other preferred extensions nmagaapnG’. And the following example illustrates the
first part of Property 40.

Example 39 Under the preferred semantics:

{}u{Z} is admissible irg’
bute’ = {{Z, B}}.

Note that in the particular case when the initial graph ishcyTheorem 5 on the preceding page may also be applied
under the preferred semantics and gives a stronger reanltlie one proposed by Property 40.

3.2.5.5 Discussion and future works in revision

In this section, we transpose the basic question of reviatorargumentation theory. We propose a study of the impact
of the arrival of a new argument on the outcome of an arguntientaystem. The term "revision" is used by analogy
with traditional belief revision. However, there are twoimdifferences.

= The basic underlying formalism is different: in standartidfe@evision, logical formulae are used for knowledge
representation whereas, in this section, an argumentsystem represents the current knowledge. In the first
case, the outcome is a new set of logical formulae, wheraabgi second case, the outcome is a new set of
accepted arguments.

= Revision is a task in knowledge representation which isgfisorelated to concepts such as inference and con-
sistency. The postulates for standard belief revision (AGké built on a consistency notion, since it aims
at incorporating a new piece of information while presegvionsistency. Moreover, “revision” has also been
studied in the framework of nonmonotonic theories [WvdH9gumentation theory is linked to nonmono-
tonicity, but postulates for nonmonotonic theories are alssed on consistency and inference notions that are
not explicitly present in our framework. So, these postsdatre not suited for our problem. Some of the belief
revision postulates can be transposed (this is the casehfatrwe call classical revision), but other principles
must be proposed.
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Our work is a preliminary step towards a formal revision iglanentation systems. And it departs from previous
work relating argumentation and revision. Indeed, we héagsen to remain at an abstract level in this preliminary
study. We do not consider knowledge from which argumentsiatetactions could be built. More precisely, there

are many approaches that deal with adding new pieces ohiafidmn within an argumentation system. The point of
view adopted in this family of works is different becauselué status of the new piece of information that is added.
For instance, Wassermann [Was99], as well as [FGS04, P@6tihe under which conditions, expressed in terms of
arguments, unjustified beliefs should become acceptedappeach of [PG00] studies the properties of knowledge
revision under the argumentation point of viewg,, the problem is to generate a knowledge base in which eack pie

of information is justified by “good” arguments.

Very recently, [RMF 08] have proposed a warrant-prioritized revision operatichich consists in adding an argument
to atheory in such a way that this argument is warrantedvedtels. Even if the underlying ideas are similar, this work
differs from our approach in at least two points:

= First, in [RMFT08], arguments are given a structure through the subargumlation, and properties such as
minimality, consistency and atomicity. And the definitiohvearranted arguments relies upon an evaluation
of argumentation lines. In contrast, our approach remditiseamost abstract level, and our sets of accepted
arguments are computed with the well-known extensiondbasmantics.

= Secondly, the warrant-prioritized argument revision isigeed in order to satisfy the AGM postuldt&2 , since
the added argument must be warranted in the revised theamyw@rk follows another direction. We propose
an extensive theoretical study of the impact of an additiothe outcome of an abstract argumentation system,
which enables us to define several kinds of revision.

Note that other crucial cognitive tasks linked to belief mfpa theory have already been transposed in the field of
argumentation, see for instance the work on merging predénfCMDK*07] and in Section 3.2.4 on page 62.

A promising application of our work could be to design dialegtrategies. Most of the works about dialogue strategies
consider that a dialogue is defined by a protocol giving thetkgal moves and that a strategy selects exactly one
move (the move which must be done next). For instance, [B@@8poses a selection strategy leading to more
cooperative dialogues. Other approaches propose diatpgyues for answering queries such as: does a given initial
argument belong to some extension? In that case, a stragfgg/to choose which argument must be defeated in order
that the initial argument should be accepted. [AM02] hawppsed heuristics that select the less attackable argegment
in a persuasion dialogue. In a similar way, [RPRS08] have@sed an optimal strategy in order to win a debate based
on the probability of success of the argument and on the dakissargument for the agent. [Hun04], with a more
global approach, has defined a strategy which builds an aptiabtree of arguments maximizing the resonance with
the agent goals and minimizing their cost.

Our approach takes another point of view. We do not define antppol and we do not restrict to a dialogue type.
Given a set of arguments which may interact, we are intettdatéhe outcome of the argumentation system, that is
the set of extensions under a given semantics. In other waglstudy the impact of an argument with respect to the
structural change induced on the set of extensions. We dfnoes$ on a particular argument that should be accepted
at the end. We just want to act as to modify the form of that @uie (by doing an expansive revision, or a decisive
revision for instance). The work reported in this paper égmbs to choose the right way of revising (which argument
must be affected by the revision, with which kind of intefai} in order to obtain the new outcome. This is why
we plan to focus more on strategies for directing a dialopae bn strategies for taking part in it. For instance, if a
dialogue arbitrator wants the debate to be more open theahshed rather force the next speaker to use arguments
appropriate for an expansive revision. If she wants the deloecbe more focused then only arguments appropriate for
a selective (and even decisive) revision should be accepted

In order to continue this work, the following directions set be of interest:

1. generalize our revision operation to the adding of onaraent with several interactions and to the adding of a
subgraph of arguments;
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2. restate other existing standard belief revision postaland study the postulates for revision in nonmonotonic
systems, in the case where arguments are built from knowledges and the outcome of the argumentation
system is a set of formulae;

3. since decisive revision seems to be a “good” kind of rewisit would be interesting to investigate the ques-
tion “How to make theminimal changé to a given argumentation system so that it has a unique nqutyem
extension?”.

3.2.6 Practical reasoning and unipolar argumentation

Practical reasonindPR) [Raz78], is concerned with the generic question “whte right thing to do for an agentin a
given situation”. In [Wo000], it has been argued that PR is@gteps process. The first step, often cafleliberation
consists of identifying the desires of an agent. In the sé&bap, calledneans-end reasoningne looks for ways for
achieving those desireise. for actions or plans.

A desire isjustifiedif it holds in the current state of the world, andfesasibleif it has a plan for achieving it. The
agent’s intentionsg,e. what an agent decides to do, is a consistent subset of désatesre both justified and feasible.

What is worth noticing in most works on practical reasonmthie use of arguments for providing reasons for choosing
or discarding a desire as an intention. Indeed, some argiat@mbased systems for PR have been proposed in the
literature [AKO5, HvdT03, RAO6]. However, in most of thesenks, the problem of PR is modelled in terms of at
least two separate systems, each of them capturing onefdtepprocess. Such an approach may suffer from a serious
drawback. In fact, some desires that are not feasible magdepted at the deliberation step to the detriment of other
justified and feasible desires. Another limitation of thegstems is that their properties are not investigated.

This section proposes the first argumentation system tmapuates the intentions of an agentin one step. The system
is grounded on a recent work @onstrainedargumentation systems [CMDMO6]. These last extend the-kvedivn
general system of Dung [Dun95] by adding constraints onraeqnis that need to be satisfied by the extensions returned
by the system. Our system takes as input

= three categories of argumené&pistemiarguments that support belieéxplanatoryarguments that show that a
desire holds in the current state of the world, amstrumentalarguments that show that a desire is feasible,

= different conflicts among those arguments, and

= a particular constraint on arguments that captures thetlitafor a desire to be pursued it should be both
feasible and justified. This is translated by the fact that given extension each instrumental argument for a
desire should be accompanied by at least an explanatorgnargun favour of that desire and each explanatory
argument for a desire should be accompanied by at least armental argument for that desire.

The output of the system is different sets of arguments alsasalifferent sets of intentions. The use of a constrained
system makes it possible to compute directly the intentiimom the extensions, and to return only useful information.
Indeed, each extension will support “warranted” beliefsvedl as desires that are both justified and feasible. The
properties of this system are deeply investigated. In @aet, we show that the results of such a system are safe, and
satisfy the rationality postulates identified in [CAO5]nmaly consistency and completeness.

The section is organized as follows. Subsection 3.2.6.lherfdllowing page introduces an example of practical
reasoning. Subsection 3.2.6.2 on page 93 presents thaldgiguage. Subsection 3.2.6.3 on page 94 studies the
different types of arguments involved in a practical re@sgproblem, and Subsection 3.2.6.4 on page 97 investigates
the conflicts that may exist between them. Subsection 3.256.page 101 presents the constrained argumentation
system for PR. This system is then explained on the motigatixample in Subsection 3.2.6.6 on page 103. The
properties of the system are studied in Subsection 3.2r6page 105. Subsection 3.2.6.8 on page 107 compares our
approach with existing systems of practical reasoningttfdiproofs are given in [ADLS08, ADLS09].

This work has been done in collaboration with Leila@aouD (IRIT) and Caroline EVRED (LERIA).

28|n terms of number of edges to add or to remove and/or in tefmamber of arguments to add or to remove.
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3.2.6.1 Motivating example

Let us consider an example of practical reasoning. In thésrgte, Paula is a PhD student. She has four desires and
would like to know whether she can reach them or not and wititlvplans. The four desires are the following:

1. To go on a journey to central Africada)
2. Tofinish a publication before going on a journgyp)
3. To be a lectureriéc)

4. To visit her friend Carlauc) if Carla is back from her tripdp)

What is worth noticing is that the three first desires are ndd@nal, whereas the third one depends on whether the
friend is back or not.

In addition to the desires, Paula has some beliefs on the hwaghieving a given desire. Namely:

1. In order to go to central Africa, she should get ticke}safd should be vaccinateddc)

2. In order to get tickets, Paula can either go to an agengydr ask a friend who may bring thenfx)
3. In order to be vaccinated, she can either go to the hogpitg) or go to a doctordr)

4. In order to finish the paper, she should wauh (

5. In order to visit her friend, she can go by cagif it is in good state

6. In order to be a lecturer, she should finish her the&is (
Paula has also another kind of beliefs representing injegonstraints or the current state of the world.

1. If Paula works, then she can neither pass to the agencyortortge doctor
2. Actually, the car of Paula is in good state)

3. Carlais not yet back from her trip:¢b)

4. The thesis of Paula is not finishedf{t)

5. Paula is not vaccinated and has not her tickets

From the above information, it is clear that the desire oflneiag a lecturer is not yet feasible. The desire of visiting
Carla is feasible since there is a plan for reaching it; h@reccording to the current state of the world, this desire i
not justified. Indeed, for Paula to consider this desire,s$twild be in a state where Carla is back from her trip and
this is not the case. Regarding the two first desire (ice.and fp) things are different. Both desires are justified and
feasible. However, the problem is that some ways of achigtfiase desires are conflicting.

Of course, it would be ideal if all the desires can becomenti@s. As our example illustrates, this may not always
be the case. In this section we will answer the following gjoes: “which desires will become thatentionsof the
agent?” and “withwhich plang”
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3.2.6.2 Logical language

In this subsection we present the logical language thatbeilised throughout the section. L&be apropositional
language and= be the classical equivalence relation.

From £, a subseD is distinguished and is used for encodihgsires By desire we mean a state of affairs that an
agent wants to reach. Elementsofareliterals. We will write dy, . . ., d,, to denote desires and the lowercase letters
will denote formulae of.

From the above setdgesire-generatiorules can be defined. A desire-generation rule expresses with conditions

an agent may adopt a given desire. A desire may come fromfek®r instance, “if the weather is sunny, then |
desire to go to the park”. In this case, the desire of goinéqouiark depends on my belief about the weather. A desire
may also come from other desires. For example, if there im&ecence in India, and | have the desire to attend it, then

| desire also to attend the tutorials. In this example, therdef attending the tutorials depends on my belief abait th
existence of a conference in India, and on my desire to atteatdtconference. Finally, a desire may be unconditional,
this means that the desire depends on neither beliefs neslehese three sources of desires are captured by the
following desire-generation rules.

Definition 58 (Desire-Generation Rules desire-generation rul@r a desire rul@ is an expression of the form
bBAdLA ... ANdp1 =22 dy,

whereb is a propositional formula of, and eachi; is an element of the s@&. Moreoverfd;, d; with 4, j < m such
that d; = dj.

bAdi A...Ndy,_1 is called thebodyof the rule (this body may be empty; this is the case of an utitional desire),
andd,, its consequent

The meaning of the rule is “if the agebelievesh anddesiresd, . . ., d,,—1, then the agent wiltlesired,,, as well”.
Note that the same desitk may appear in the consequent of several rules. This meanththaame desire may
depend on different beliefs or desires.

A desire rule is consistent if it depends on consistent feeéiad on non contradictory desires.

Definition 59 (Consistent Desire RuleA desire ruleb A dy A ... A di—1 <— d,y, IS CcONsistentff

n b L,

= Ad;,d; with i, 5 < m such thadd; = —d;.

Otherwise, the rule is saimhconsistent

An agent is also equipped with differgpiansprovided by a given planning system. The generation of silesgs
beyond the scope of this section. A plan is a way of achievidgsire. It is defined as a triple: i) a set of preconditions
that should be satisfied before executing the plan, ii) afggpstconditions that hold after executing the plan, and iii
the desire that is reached by the plan. Formally:

Definition 60 (Plan)A planis a triple(S, T, =) such that
= S andT are consistensets of propositional formulae df,

= r €D,

= THzandS F x.

29The symbok— is not the material implication.
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Of course, there exists a link betweghand 7. But this link is not explicitly defined here because we aré no
interested by this aspect of the process. We just considettth plan is given by a correct and sound planning system
(for instance [GNT04, RN95]).

Note that the set of preconditions may be empty @), for instance when the desire is already realized in theeotir
state of the world. In this case, the plan is always activable

In the remaining of the section, an agent is equipped witbefinite bases

1. abasdéC # @ andK # {_L} containing itsbasic beliefabout the environment (elementstofare propositional
formulae of the languagg),

2. a basés3; containing its “consistent” desire rules,

3. a baseéP containing its plans.

Using 54, we can characterize thpotential desire®f an agent as follows:

Definition 61 (Potential Desires)The set ofpotential desiresf an agent isPD = {d,,|FbAd1 A ... Adp—1 —
dm € Bd}.

These are “potential” desires because, when the body ofulkes not empty, the agent does not know yet whether
the antecedents . bodies) of the corresponding rules are true or not.

Example 40 The following sentence can be translated into a consistesitel rule: “If the weather is beautiful and
if | desire to relax then | desire to be in a park”. The transtat can be obtained using the following vocabulary:

= wb means “the weather is beautiful” (it is a belief),
= r means ‘Il relax” (it is a desire),
= hp means “l am in a park” (it is a desire).

Then we can have the consistent desire rule:A » — bp (and the desirép is a potential desire).

If we assume that we also have the following beliefs:

= the park is near my house if | use the subway, line number Jofddrbyb, ),
= the subway works and | have valid tickets (denotetbby

= the park is open and the entrance is free (denotebkby

and there exists a way to obtaip usingb,, by andbs then the following plan can be definedb, b2, bs}, {bp}, bp).

3.2.6.3 Typology of arguments

The aim of this section is to present the different kinds glianents involved in a practical reasoning problem. Three
categories of arguments are distinguished. The first catggstifies/attacks beliefs of the knowledge b&Sewhile

the two others justify the adoption of the potential desire®D. Note that the arguments will be denoted with
lowercase Greek letters.
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3.2.6.3.1 Justifying beliefs

The first category of arguments is that studied in argumiemtditerature, especially for handling inconsistency in

knowledge bases. Indeed, arguments are built from a knoelbdse in order to support or to attack potential con-
clusions or inferences. These arguments are cafpéstemidn [Har04a]. In our application, such arguments are built
from the baséC. In what follows, we will use the definition proposed in [S[]92

Definition 62 (Epistemic Argument)LetXC be a knowledge base. Agpistemic argument is a paira = (H, h) s.t:
1. HCK,
2. H is consistent,

3. H+ hand

4. H is minimal (for setC) among the sets satisfying conditions 1, 2, 3.

Thesupportof the argument is given by the functi8bPP(«) = H, whereas itxonclusions returned byCONC(«) =
h. Ay stands for the set of all epistemic arguments that can be tooih the baseC.

Example 40 on the facing page (cont’dAssume thak,, contains the following beliefs:

= the weather is beautiful(b),
= if the weather is beautiful then | do not take an umbrellé  —u),

= if the weather is beautiful then | take a hati{ — h).

With K40, one can build at least the following epistemic arguments:
s ap = ({wb, wb — —u}, —u),
» ag = ({wb, wb — h},h).

Note that({wb, wb — —u,wb — h}, h) is not an epistemic argument because it is not minimal.

3.2.6.3.2 Justifying desires

A desire may be pursued by an agent only if ijustified andfeasible Thus, there are two kinds eéasonsfor
adopting a desire:

= the conditions underlying the desire hold in the currertesté world. Such reasons will be callegplanatory
arguments

= there is a plan for reaching the desire. Such reasons wilabbedinstrumental arguments

The definition of the first kind of arguments involves two tmshe belief bas& and the base of desire rul8s. In
what follows, we will use a tree-style definition of argumef\re97]. Before presenting that definition, let us first
introduce some functions that will be used throughout titice.

The function8ELIEFS(d), DESIRES(d), CONC(4) andSUB(J) return respectively, for a given explanatory argumignt
the beliefs used id, the desires supported bythe conclusion and the set of sub-arguments of the arguinent

Definition 63 (Explanatory Argument) Let (KC, B,) be two bases.
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» If 3 d € B; then— d is anexplanatory argumetft(5) with
» BELIEFS(§) = &,
» DESIRES(S) = {d},

CONC(d) = d,

SUB() = {4}.

= If « is an epistemic argument, ari, . . ., 6, are explanatory arguments, artiCONC(«) A CONC(d1) A ...
ACONC(d,,) — d € By thena, 61, ..., d,, — d is anexplanatory argumerfs) with

= BELIEFS(§) = SUPP(cr) UBELIEFS(d;) U ... UBELIEFS(d,,),
= DESTRES(6) = DESTRES(6;) U ... UDESIRES(,,) U {d},

= CONC(0) = d,

x SUB(6) = {a} USUB(8;) U... USUB(6,,) U {3}

Ag stands for the set of all explanatory arguments that can filefoem (KC, B4) respecting the fact that theDESIRES
set is consisteft.

This tree-style definition explains why the S&SIRES(J) contains the desiré, conclusion of, but also, in the case
of a conditional desireall the desiresised for justifyingd (i.e. desires used by, . .., desires used by,,).

Note that the fact that rules ii; are consistent is not sufficient to ensure the consistentlyeo$etDESIRES of an
explanatory argument.

One can easily show that this SEESIRES of an explanatory argument is a subsefR# and the seBELIEFS is a
subset of the knowledge bake

Proposition 41 Letd € Ajy.

= BELIEFS(§) C K.

= DESIRES(J) C PD.

Note that the same desire may be supported by several expipaaguments since a desire may be the consequent of
different desire rules.

The last category of arguments claims that “a desire may b®ipd since it has a plan for achieving it”. The definition
of this kind of arguments involves the belief baSethe base of plan®, and the sePD.

Definition 64 (Instrumental Argument) Let (XC, P, PD) be three bases, anflc PD. Aninstrumentabrgument is
apairm = ((S,T,z),d) where

» (S,T,z) €P,
n SCK,

nr=d.

A, stands for the set of all instrumental arguments that canwi foom (C, P, PD). The functiorcONC will return
for an argumentr the desired. Similarly, the function®LAN, Prec and Postc will return respectively the plan
(S, T, x) of the argument, the preconditiolssof the plan, its postconditioris.

30Note that the long arrow— represents an explanatory argument whereas the short asrospresents the classical logical implication.
31we do not accept cases where contradictory desires aresaegdsr justifying another desire.
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The second condition of the above definition says that thegmeitions of the plan hold in the current state of the
world. In other words, the plan can be executed. Indeed, it beathe case that the bafecontains plans whose
preconditions are not true. Such plans cannot be executbthair corresponding instrumental arguments do not
exist.

Example 40 on page 94 (cont'dJsing the belietvd, the consistent desire rules r» andwb A r — bp and the plan
({b1,b2,b3}, {bp}, bp), we can define some new arguments:

= a3 = ({wb}, wb) (epistemic argument),
= §; =— r (explanatory argument),
= 0o = a3,0; — bp (explanatory argument),

w11 = (({b1, b2, b3}, {bp}, bp), bp) (instrumental argument).

In what follows, A = A, U Aq U A,. Note thatA is finite since the three initial base& (B3, andP) are finite.

3.2.6.4 Interactions between arguments

Arguments built from a knowledge base cannot generally bsidered separately in an inference problem. Indeed,
an argument constitutes a reason for believing, or adoptihegsire. However, it is not a proof that the belief is true, or
in our case that the desire should be adopted. The reasaet isrttargument can be attacked by other arguments. In
this section, we will investigate the different kinds of 8arts among the arguments identified in the previous section

3.2.6.4.1 Conflicts among epistemic arguments

An argument can be attacked by another argument for three reasons: i) they have contradictory conclusions
(this is known agebuttal, ii) the conclusion of an argument contradicts a premisamaither argumengagésumption
attack), iii) the conclusion of an argument contradicts an infeeenule used in order to build the other argument
(undercutting.

Since the bask is built around a propositional language, it has been shaWyAC02a] that the notion of assumption
attack is sufficient to capture conflicts between epistemgamments.

Definition 65 Letay, as € Ap. a1 Ry aq iff 3h € SUPP(as) such thatCONC(«a; ) = —h.
Example 40 on page 94 (cont’'dAssume that the following beliefs are addedi®:

= the wind is very strongu{vs),

= if the wind is very strong then my hat is likely to fly awaywé — hf),

= if my hat is likely to fly away then | do not take my haf (— —h).
Then a new epistemic argument can be built:= ({wvs, wvs — hf, hf — —h,wb}, ~(wb — h)).
Then, usingv, = ({wb, wb — h}, k), the following conflict exists,Ryca.

Note that the assumption attack is a binary relation ihabt symmetric Moreover, one can show that there are no
self-defeating arguments.

Proposition 42 Ja € A, such thai Ry, ov.
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In [Cay95], the argumentation systgd,, R, ) has been applied for handling inconsistency in a knowledge bsay

K. In this particular case, a full correspondence has beeablesied between the stable extensions of the system
and the maximal consistent subsets of the BasBefore presenting formally the result, let us introduceasaseful
notations:

= Let £ C A, Base(E) =J H; such that H;, h;) € E.
» LetT C K, Arg(T) = {(H;, h;) is an epistemic argumehtl; C T'}.
Proposition 43 ([Cay95]) Let E be a stable extension @#;, R;).
= Base(F) is a maximal (for set inclusion) consistent subsetCof
= Arg(Base(E)) = E.
Proposition 44 ([Cay95]) LetT be a maximal (for set inclusion) consistent subsé€ of
= Arg(T) is a stable extension d@f4;,, Rs).
= Base(Arg(T))=T.

A direct consequence of the above result is that if the lasenot reduced td_, then the systemi4,, R;) has at least
one non-empty stable extension.

Proposition 45 The argumentation syste(;, R;) has non-empty stable extensions.

3.2.6.4.2 Conflicts among explanatory arguments

Explanatory arguments may also be conflicting. Indeed, wptematory arguments may be based on two contradictory
desires. This kind of conflict is captured by the followin¢ateon:

Definition 66 Letdy, d2 € Aq.
51 Rd 52 iff E'dl c DESIRES((Sl), dQ S DESIRES((SQ) such thatd1 = —|d2.

Example 40 on page 94 (cont'dWith the additional belief “My work is late” (denoted by in 49 and using the
new consistent desire rule— —r, the following arguments can be built:

= a5 = ({l},1) (epistemic argument),
= 03 = a5 — —r (explanatory argument).
So, usingy; =— r, the following conflicts existi; R 403 anddsR 461 -

Proposition 46 The relationR 4 is symmetric and irreflexive.

It can also be checked that any two explanatory argumenisdhagnflicting desires are conflicting in the sense of the
relationR 4. Formally:

Proposition 47 Letd;, dy € PD. If d; = —ds, thenVdy, d2 € Ay s.t. (1)35; € SUB(47) with CONC(d;) = dy, and (2)
355 S SUB(52) with CONC((%) = ds, then51 Ra 52.

Note that, from the definition of an explanatory argumests#tDESIRES cannot be inconsistent. However, its set
BELIEFS may be inconsistent. The union of the beliefs of two explanearguments may also be inconsistent. Later
in the section, we will show that it is useless to explicitdbeinds of conflict, since they are captured by conflicts
between explanatory arguments and epistemic ones (seerBrép on page 100 and Property 51 on page 101).
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3.2.6.4.3 Conflicts among instrumental arguments
Two plans may be conflicting for four main reasons:

1. incompatibility of their preconditions (indeed, botlap$ cannot be executed at the same time),
2. incompatibility of their postconditions (the executfrboth plans will lead to contradictory states of the warld)

3. incompatibility between the postconditions of a plan #mel preconditions of the other (this means that the
execution of a plan will prevent the execution of the secdad n the future),

4. incompatibility of their supporting desires (indeedams for achieving contradictory desires are conflicting;
their execution will in fact lead to a contradictory statelod world).

The above reasons are captured in the following definiticattaick among instrumental arguments.
Definition 67 Letwy, my € .Ap andm; 7& . T Rp 7o iff:

» Prec(m) A Prec(ms) = L, Or
» Postc(m) A Poste(me) = L, or

» Postc(m) A Prec(mg) = L or Prec(m) A Poste(ms) = L
Itis clear from the above definition th&, is symmetric and irreflexivé.

Proposition 48 The relationR,, is symmetric and irreflexive.

Example 40 on page 94 (cont'dlJsing the instrumental argument = (({b1, b2, b3}, {bp}, bp), bp) and the new
instrumental argument, = (({b4, b5, bg }, {st, nl}, nl), nl) defined with:

= by = | have a carp; = the subway failedhs = | must go to the meeting,

= st = | am very stressed and tired] = | don’t want to be late to my meeting (it is a desire),

There exists a conflict between and 7, because; (subway failed) and. (the subway works and | have valid
tickets) are in contradiction. So; R, m2 andmaR 7.

From the above definition, one can show that if two plans zeaionflicting desires, then their corresponding instru-
mental arguments are conflicting too.

Proposition 49 Letd,, ds € PD. If di = —ds, thenVmy, ma € A, S.t. CONC(71) = di andCONC(ms) = da, thenm;
Rp 2.

In this section, we have considered oblpary conflictdbetween plans, and consequently between their corresppndi
instrumental arguments. However, in every-day life, ong heave for instance three plans such that any pair of them
is not conflicting, but the three together are incompatibie: simplicity reasons, in this section we suppose that we
do not have such conflicts.

32The fact that the postconditions of a plan are inconsistét itg preconditions is not considering as a conflict. lis theise, after the execution
of the plan, we must have an update mechanism which will pdt# beliefs. It is also for this reason that there is no confletween epistemic
arguments and instrumental arguments concerning thegraiitions (see Definition 68 on the following page).
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3.2.6.4.4 Conflicts among mixed arguments

In the previous sections we have shown how arguments of the sategory can interact with each other. In this
section, we will show that arguments of different categodan also interact. Indeed, epistemic arguments play a key
role in ensuring the acceptability of explanatory or instamtal arguments. Namely, an epistemic argument can attack
both types of arguments. The idea is to invalidate any bekefd in an explanatory or an instrumental argument.
An explanatory argument may also conflicts with an instrutalesrgument when this last achieves a desire whose
negation is among the desires of the explanatory argument.

Definition 68 Leta € Ay, d € Ag, m € A,,.

» o Rpq ¢ iff 3h € BELIEFS(J) S.t. h = ~CONC(«).
» a Ry, 7 iff 3h € Prec(n), s.t. h = —CONC(«v).
» § Rpap ™ aNdm Ry 6 iff CONC(7) = —d with d € DESIRES(5)2.

A trivial consequence of this definition is the following kibbetweerR, andR4:

Consequence 2Leta; € Ay, as € Ay ando € A, such thaty € SUB(6). If aaRpar thenaaRpqd.
Example 40 on page 94 (cont'd)n K49, the following beliefs are added:

= b5 — —bo (if the subway fails then it does not work!),
= ca (there are clouds),

= ca — —wb (if there are clouds then the weather is not beautiful),

and the following new desire-generation rule is adde#8o [ — —bp (if my work is late than | desire not to be in the
park).

So we can add two epistemic and one explanatory arguments:
= ag = ({bs,b5 — bz}, —b2),
= a7 = {{ca, ca — —wb}, ~wb),
= 0y = a5 — —bp.
These new arguments have some interactions with the otlesr on
= agRypme
= a7 Rpqda (Note thata; Ryas andas € SUB(J2) which illustrates Consequence 2),

u 54depﬂ'1 andmedp64.

Moreover, as already said, the set of beliefs of an explapa@ument may be inconsistent. In such a case, the
explanatory argument is attacked (in the sensRgf) for sure by an epistemic argument. Formally:

Proposition 50 Letd € A,. If BELIEFS(0) - L, thenda € A4, such thaiw R4 d.

Similarly, when the beliefs of two explanatory arguments garconsistent, it can be checked that there exists an
epistemic argument that attacks at least one of the two pafay arguments. Formally:

33Note that if§1R pa,m2 and there exist§z such thattONC(82) = CONC(7r2) thendy R 4J2.
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Proposition 51 Leté;, d, € Aq with BELIEFS(81) I/ | andBELIEFS(S) I/ L. If BELIEFS(6; ) UBELIEFS(da) - L,
thenda € A, such thate Rygq 61, Or @ Repg 2.

Conflicts may also exist between an instrumental argumehaarexplanatory one since the beliefs of the explanatory
argument may be conflicting with the preconditions of therimeental one. Here again, we’ll show that there exists
an epistemic argument that attacks at least one of the tworeegts. Formally:

Proposition 52 Letd € A; andw € A, with BELIEFS(J) I/ L. If BELIEFS(J) U Prec(n) F L then3a € A, such
thata Ryq 6, OF Rep .

Later in the section, it will be shown that the three aboveppsitions are sufficient for ignoring these conflicts
(between two explanatory arguments, and between an exptgraagument and an instrumental one). Note also that
explanatory arguments and instrumental arguments arelloated to attack epistemic arguments. In fact, a desire
cannot invalidate a belief. Let us illustrate this issue byegample borrowed from [Tho00]. An agent thinks that it
will be raining, and that when it is raining, she gets wetsltlear that this agent does not desire to be wet when it is
raining. Intuitively, we should get one extensifruin, wet}. The idea is that if the agent believes that it is raining,
and she will get wet if it rains, then she should believe thatwill get wet, regardless of her likings. To do otherwise
would be to indulge invishful thinking

3.2.6.5 Argumentation system for PR

The notion of constraint forms the backbone of constraimgdraentation systems. In a practical reasoning context,
it encodes the link between the justification of a desire &edptan for achieving it. The basic idea is the following:
as already said, for a desire to be pursued, it should be bettiigd (i.e. supported by an explanatory argument)
and feasible (i.e. supported by an instrumental argum&ht)s, explanatory arguments that are not accompanied by
instrumental arguments for their conclusions will not basidered. Similarly, instrumental arguments that caneot b
accompanied by explanatory arguments in favour of theirelesvill also be discarded. This constraint is formalized
as follows:

Definition 69 (Constraint for PR) Let A = 4, U A, be a set of arguments antly be the propositional language
defined using4 as the set of propositional variables. cdnstraint for PRs a constraintC' on arguments ofd such
that:

c = (N (m=( \V d;)))
mi€EAp 6;€{6€.Aq|CONC(7r;)=CONC(J)}
A
(A @Gre=( V m)))
0rEA, me{ne€Ap,|CONC(J),)=CONC()}

with the conventionf\/ .y ) = Lif X = @.
A constrained argumentation system for PR is defined asaiello

Definition 70 (Constrained argumentation system for PR)A constrained argumentation systéon practical rea-
soning is the tripledCoAFpr = (A4, R, C) with:

" A:AbUAdUAP,
. RZRbURdURPURdeRbPUdep,
= C a constraint on arguments defined dras in Definition 69.
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In what follows,E1, . . ., E,, will denote theC'-extensions o€o0AFpr under a given a semantics. Due to the constraint
C, each extensiotiy; contains, among the instrumental arguments, only the avestiich there exists at least one
explanatory argument in the same set for their conclusi8imailarly, an extension contains, among the explanatory
arguments, only the ones for which we can find at least oniim&ntal argument in favour of their conclusions. This
means that the constraint makes it possible to filter theecdmtf the extensions and to keep only useful information.

Remark 1 Animportant remark concerns the notion of defence: thigomdias two different semantics in PR context.
When we consider only epistemic or explanatory argumengsdefence corresponds exactly to the notion defined
in Dung’s argumentation systems and in its constrainednskte: an argument attacks the attacker of another
arguments; so « “reinstates” 3; without the defence, we cannot ke@pn an admissible set. Things are different
with instrumental arguments: when an instrumental argunagtacks another instrumental argument, this attack is
always symmetric (so, each instrumental argument defdael§ against an instrumental argument). In this case, it
would be sufficient to take into account the notion of confte in order to identify the plans which belong to an
admissible sét. However, in order to keep an homogeneous definition of aiilisy, the notion of defence is also
used for instrumental arguments knowing that it is withoopact when conflicts from an instrumental argument are
concerned.

Another important remark concerns the existenc€'@xtensions, namely the preferred ones.

Remark 2 The empty set is always@admissible set for the practical syst@oAFpr. Indeed,a is admissible (as
shown by Dung in [Dun95]) and alt; andJ,, variables are false i, so@ - ). Thus, the argumentation system
CoAFpr has aC-preferred extension.

Remember that the purpose of a practical reasoning proldeamdompute the intentions to be pursued by an agent,
i.e. the desires that are both justified and feasible. Thesetiotenare defined as follows:

Definition 71 (Set of intentions) Let (IC, B4, P) be three bases andoAFer its corresponding constrained system.
LetEy,. .., E, theC-extensions o€0AFpr under a given semantics.

A setZ C PD is aset of intention®f CoAFpr under the given semantics iff there exist§'@&xtensionF; such that
for eachd € Z,

1. there existsr € A, N E; such that! = CONC(r)
2. andUajeEmAb SUPP(cy;) i/ d.

The first condition corresponds to the fact that an intentiast be a justifiedndfeasible desire. And the idea behind
the second condition is that desires that already hold iouiheent state of the world are discarded. Indeed, an irtenti
is a desire that is not yet achieved and that an agent codldeeblowever, note that the system not only returns the
intentions to be pursued, but also infers the desires tiealagady achieved.

Different intention sets may be returned by @oAFpg. Indeed, each extension gives a set of intentions, theatate
the world which justifies these intentions and the plans tvibin realize them. The exact set that an agent decides to
pursue is merely a decision problem as argued in [APO7]. dindéce is beyond the scope of this section. Recall that
the aim of this section is only to identify the different pitmigties for an agent.

34This property can be extended ¢dy U Ap, Rg U R, U Rpdp) because this subpart 8F pg is symmetric in the sense of [CMDMO5]; in
this case, the admissibility is equivalent to the conflieefnotion.

35This is due to the particular form of the constraint for picaitreasoning. This is not true for all constraints (seetiSec3.2.1 on page 30
and [CMDMO6]).
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3.2.6.6 Motivating example revisited

Let us now analyze the motivating example and compute tleaiitn set(s) of Paula. We will start by presenting the
three bases encoding the problem. The first bagg ishich contains the desire generation rules.

By ={— jca,— fp,— lec,cb — vc}

Recall thatjca stands for “a journey to Central Africa’;p stands for “finishing a paperlec means “becoming a
lecturer”, cb stands for “Carla is back”, ane- stands for “visiting Carla”. In this case, the set of potahdiesires is
PD ={jca, fp,lec,vc}.

Paula has four different plans for reaching her desire aigto central Africa:
w p1 = {{—t, wac}, {t,vac, ag, dr, jea, ~w}, jea),
= po = ({—t, wac}, {t,vac, fr,dr, jea, ~w}, jea),
» p3 = {{—t, wac}, {t,vac, ag, hop, jea, ~w}, jea), and
w py = {{—t, wac}, {t,vac, fr, hop, jea}, jea).

She has also one plan for reaching eaclfigflec andve.

= ps = ({}. {/p, w}, fp),
= ps = ({ft}, {lec},lec), and
= p7 = ({gs}, {vct, ve).
Thus, the bas® of plans is the following:

P = {p1,p2, D3, P4, D5, D6, D7}

In addition to these two bases, Paula has the following kedg# base that gathers her beliefs about the current state
of the world.
K ={w — (—ag A —dr), gs, ~cb, - ft, ~vac, it}

Note that this base is consistent in this particular exam@iasequently, all the epistemic arguments that can be buil
from this base are not conflicting. Thus, the relationis empty. Similarly, the two relatioriB,q andRs, are empty.
Thus, these arguments are useless in this case, that's whyivmet give the content of the sed,.

Let us now define the explanatory arguments. There are gthotle such arguments:
= §y:— jea
=0y — fp

m j3: — lec

The desirasc, i.e. visiting Carla, is not justified since there is no exgltory argument in its favour. The reason is that
the conditiorcd is not satisfied. Indeed, the balSecontains—cb. Thus, A, = {41, d2, d3}. It can be checked that the
three arguments are not conflicting, tHRg = @.

Regarding the feasibility of the desires, it is clear thatdlesirdec is not feasible since its plan requires that the thesis
should be finished, and this actually not the case. The thiesr desires are however feasible. Their instrumental
arguments are as follows:

= 71 (p1,jca)
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n ot (P2, jea)

= 73 : (p3, jea)

p5afp>

+{
(
= 74t (pa, jea)
. s
+{

pr,ve)

= Tg

Thus, A, = {m1, m2, w3, 4, 75, 76 }. SOme of these arguments are conflicting, thus the rel&ipis not empty and

is depicted in figure below.
() e )

In this simple example, the relatidd,, is empty since there are no contradictory desires. The @nstl argumen-
tation system is thu€oAFpgr = (A, U A4 U A,, R, C) whereC is the constraint on arguments.df U A; U A,,. In
this example, the constraintis:

C = ( (7T1:>51)

/\( (51 = (71'1 V o V T3 \/7T4)
/\(62 :>7T5)
A0z = 1))

Note the particular cases 6f andng: for d5 (resp. mg) there is no corresponding instrumental (resp. explaggator
argument.

The systemAFpr has two stable and preferred extensions:
u El = Ab U {517 52; 537 m1,T2,T3,T4, 7T6}

= Fy=AU {51752;5377T457r5a7r6}

Note that the above extensions contain the explanatoryragtds in favour of the desiréec even if this desire is not
feasible. Similarly, they contain the instrumental argutag while the desirec is not justified. If now, we apply the
systemCoAFpR, then we will get twaC-stable and”-preferred extensions:

= B = Ay U{01,02, 1,2, T3, T4}

» andEy = Ay U {01, 62, 4, 5}

Note that the”-stable extensions contain only useful information.

Now that theC'-extensions are defined, we are able to define Paula’s setteafions. She has two sets of intentions
under the stable or preferred semantics:
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» Iy ={jca}

u IQ = {jcavfp}
The choice of the exact set is a decision problem and is betymnsicope of this section. For instance, one may think
that since the two desires may be satisfied, it is naturaldoras that Paula will choose the second set. Consequently,
she should choose the plafg andws. Assume now that Paula is very cautious, and she does nottavamss her

journey to central Africa. In this case, we can easily imadimat she chooses the detsince she has four plans for
reaching this desire, and if for any reason one of them fslils,can still satisfy her desire by another plan.

3.2.6.7 Properties of the system

The aim of this section is to study the properties of the psegargumentation system for RBoAFpr = (A, R, C).
At some places, we will refer bAFpr to the corresponding basic argumentation sys{ehiR) (i.e. the system
without the constraint).

The first results concern the extensions of the system, @mainly direct consequences of results gotin [CMDMOE].
The first property establishes a link betwe@radmissible sets an@-preferred extensions, and shows the impact of
applying constraints on the notion of admissibility.

Proposition 53 Let CoAFpr = (A, R, C). LetQ be the set of-admissible sets €@oAFpg.

1. LetE € Q). There exists &-preferred extensiot’ of COAFpr s.t. £ C E'.

2. LetCoAFpr' = (A,R,C") s.t. C' |= C. LetQY be the set of’-admissible sets dE0AFpr". The inclusion
Q' C Q holds.

The two following properties show that the constrained argatation system is more general than a classical argu-
mentation system. However, they may coincide in some cistantes.

Proposition 54 Let CoAFpr = (A, R, C). For eachC-preferred extensiod of CoAFpR, there exists a preferred
extension®’ of AFpr such thatt C E'.

This property is illustrated by the example of Section 3®2d page 103F; C Ej andFE, C E}, with F4, F> being
the C-preferred extensions arfd, £, being the preferred extensions.

Proposition 55 Let CoAFpr = (A, R,C) such thatC is a valid formula onA. Then the preferred extensions of
AFpRr are theC-preferred extensions @oAFpg.

Recall thatAFpg = (A, U Ag U Ay, Ry URg U R, U Rpg U Ryp U Rpap), an important property shows that the set
Ay of epistemic arguments in a given stable extensioAlBér is itself a stable extension of the systémy,, Ry).
Knowing that the argumentation syste,, R;) is intended to handle inconsistency in the knowledge Basthe
following result shows that stable extension®\#%r are “complete” w.r.t. epistemic arguments. This meanstalab
explanatory and instrumental arguments have no impactest#tus of beliefs, and that wishful thinking is avoided.

Proposition 56 If F is a stable extension éfFpg, then the sefZ N A, is a stable extension @f4;, Ry).
We show also that the basic argumentation sysiizir for PR has always stable extensions.
Proposition 57 The systemFpgr has at least one non-empty stable extension.

One can show that if an explanatory argument belongs to Eestatension ofAFpg, then all its sub-arguments belong
to that extension.

Proposition 58 Letd € A,. Let F; be a stable extension 8fpg. If § € E;, thenSUB(9) C F;.
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This means that the beliefs on which this explanatory arguiisebuilt are “warranted”. Similarly, we can show that
if an instrumental argument belongs to a stable extensiem#li its preconditions are supported by this extension.

Proposition 59 Letw € A,. Let £ be a stable extension 8Fpr. If 7 € E, thenPrec(w) € U, c pr .4, SUPP(;).

The above result is also true for epistemic arguments. Inezigus section, we have shown that an explanatory
argument may be based on contradictory beliefs. We havehtsen that such an argument s attacked by an epistemic
argument. In what follows, we will show that the situatiomigrse since such an argument is attacked by each stable
extension of the systeif,, Rp). That's why such arguments will be discarded.

Proposition 60 Letd € A,. If BELIEFS(0) F L, thenVE; with E; is a stable extension df4;, R;), Ja € E; such
thataRbdé.

A direct consequence of the above result is that such exfpignargument (with contradictory beliefs) will never
belong to a stable extension of the syst&Rpg.

Proposition 61 Leté € .4, with BELIEFS(J) F L. Under the stable semantics, the argumeist rejected inAFpg.
Since an explanatory argument with contradictory beliefgejected irAFpg, then it will be also rejected iG0AFpR.
Proposition 62 Leto € .4, with BELIEFS(d) - L. Under the stable semanticsis a rejected argument i@0AFpg.

Besides in Property 51 on page 101, we have shown that wheexplanatory arguments are based on contradictory
beliefs, then at least one of the two arguments is attackexhlgpistemic argument. Again, we will show that one of
the two arguments is attacked by each stable extension sf/gtem(.A;, Rs).

Proposition 63 Letdy, d2 € A, with BELIEFS(d1) I/ L andBELIEFS(d2) I/ L.
If BELIEFS(d; ) UBELIEFS(d2) - L, thenVE; with E; is a stable extension df4,, R), 3o € E; such thatoR 01,
or aRypgdo.

We go further, and we show that the two arguments cannot leptet at the same timieg. they cannot belong to the
same stable extension at the same time. This guarante¢kdt®tstem proposed here returns safe results.

Proposition 64 Letdy, 2 € A, with BELIEFS(d1) I/ L andBELIEFS(d2) I/ L.
If BELIEFS(6;) UBELIEFS(d;) - L, thenpE with E a C-stable extension @80AFpg such that; € F andé, € E.

Similarly, some conflicts between explanatory and instnutadearguments were discarded. We have shown in Prop-
erty 52 on page 101 that in such a case, at least one of the gumants will be attacked by an epistemic argument.
Here we will show that the explanatory argument cannot befted at the same time with the instrumental one. One
of them will be for sure rejected in the system.

Proposition 65 Letd € A, andw € A, with BELIEFS(9) / L. If BELIEFS(J) UPrec(nw) I L thenVE; with E; is a
stable extension df4,, Rs), Ja € E; such thaiwRpqd, or aRypp .

Proposition 66 Lets € A, andw € A, with BELIEFS(J) I/ L. If BELIEFS() U Prec(n) - L thenBE with E a
C-stable extension @oAFpr such that € F andrw € E.

The next results are of great importance. They show that tbpgsed argumentation system for PR satisfies the
"consistency" rationality postulate identified in [CAOShdeed, we show that each stable extension of our system
supports a consistent set of desires and a consistent sefiefb

The following notations will be used: Ldt C A.

Bel(E) = ( |J supP(a))u( |J BELIEFS(5,)U( |J Prec(m))

a; €EENA, 5]‘€Eﬁ./4d WkEEﬂAp
Des(E) = ( |J DESIRES(5,))U( [J conc(m))
S;€EENAy TREENA,
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Theorem 9 (Consistency) Le€oAFpr be a constrained argumentation system for PR, &nd . ., E,, its C-stable
extensionsvYE;,i = 1,...,n, it holds that:

1. The seBel(F;) = Bel(E; N Ap).
2. The seBel(E;) is a maximal (for set inclusion) consistent subseof

3. The sebes(E;) is consistent.

As direct consequence of the above result, a set of intemttoconsistent. Formally:
Theorem 10 Under the stable semantics, each set of intentior3a#Fpg is consistent.

We have also shown that our system satisfies the rationadigyutate concerning the closeness of the extensions
[CAO5]. Namely, we have shown that the set of arguments #rabe built from the beliefs, desires, and plans involved
in a given stable extension, is that extension itself. Befyiving this result, let us first introduce some notationst L

E; be aC-stable extension d€oAFpr. Let As be the set of all (epistemic, explanatory and instrumgatguments
that can be built fronBel(E;), Des(E;), the plans involved in building arguments Bf, and the bas8,.

Theorem 11 (Closeness) Le€oAFpgr be a constrained argumentation system for PR, &hd.. ., E,, its C-stable
extensionsvYFE;,: = 1,...,n, it holds that:

» Arg(Bel(E;)) = E; N A
= As=F;.

In fact, this shows that every “good” argument is included stable extension. Thus, each desire that deserves to be
pursued will be returned in an intention set.

3.2.6.8 Related Works

Recently, a number of attempts have been made to use fornaaisaf argumentation as a basis for practical reason-
ing. Some of these models (e.g. [Amg03, AKO5, HvdT04]) astdntiations of th@bstractargumentation system

of Dung [Dun95]. Others (e.g. [KM03, SGC04]) are based onraoding of argumentative reasoning in logic pro-
grams. Finally, there are frameworks based on completelytheories of practical reasoning and persuasion (e.g.
[ABCMO04, TPO05]). Our framework builds on the former, andhisttefore a contribution towards formalizing practical
reasoning using abstract argumentation systems.

In[AmgO03], an argumentation system for generating coastgtlans from a given set of desires and planning rules has
been presented. This was later extended with another argatizs system that generates the desires themselves in
[AKO5]. For that purpose, a notion of “desire generatiorsilhas been introduced. These rules are meant to generate
desires from beliefs. Thus, our desire generation rulesname general since we allow the generation of desires not
only from beliefs, but also from other desires. Another peabwith the work proposed in [AKO5] arises because
desires and beliefs are not correctly distinguished in tite@dent and consequent of the desire generation rules.
This may lead to incorrect inferences where an agent mayledadeliefs on the basis of yet-unachieved desires,
hence exhibiting a form of wishful thinking. Our approachotves this by distinguishing between beliefs and desires
in the rules, and refining the notion of attack among expltanyarguments accordingly. The problem of the logical
language has been fixed in [RA06]. In that work, the authorsictered three separate systems: one for reasoning
about beliefs, one for generating justified desires, andlyioae for generating feasible desires. The three systems
are related with each others by attacks. Indeed, argumeppoging beliefs may attack both explanatory arguments
and instrumental ones. However, explanatory argument®tioanflict with the instrumental ones. Once the results
of the three systems are known, the intentions of an agertosm@uted. The main drawback of this approach is the
following: it may be the case that two desires, dayandds, are supported by two conflicting explanatory arguments,
howeverd; is not feasible since there is no plan for reaching it. Whaipless is that the system may discard the

107



desired, since its explanatory argument is stronger than the onevioufaof d;. However, when computing the set
of intentions,d; will neither be considered since it is not feasible. Thus|ege both desires even if it was possible
to achievel, since it is both justified and feasible. In summary, handiegarately the three types of arguments may
lead to undesirable situations.

Hulstijn and van der Torre [HvdT04], on the other hand, hawe#on of “desire rule,” which contains only desires
in the consequent. But their approach is still problemdticequires that the selected go¥lsre supported by goal
trees’ which contain both desire rules and belief rules that areudkly consistent. This consistent deductive
closure again does not distinguish between desire literadsbelief literals (see Proposition 2 in [HvdTO04]). This
means that one cannot both believe and desire. In our framework, on the other hand, the distinction erabke

to have an acceptable belief argument for believippgand, at the same time, an acceptable explanatory argunrent fo
desiringp.

Other researchers in Al like Atkinson and Bench Capon [AB@M&re more interested in studying the different
argument schemes that one may encounter in practical riegsomheir starting point was the following practical
syllogism advocated by the philosopher Walton.

= (G is a goal/desire for ager
= Doing actionA is sufficient for ageni to carry outG

= Then, agenX ought to do actiom

The above syllogism, which would apply to the means-encdorgag step, is in essence already an argument in favour
of doing actionA. However, this does not mean that the action is warrantadesither arguments (called counter-
arguments) may be built or provided against the action. Thlecsis have defined different variants of this syllogism
as well as different ways of attacking it. However, it is nt#ac how all these arguments can be put together in order
to answer the critical question of PR “what is the right thiaglo in a given situation?” In our approach this question
is answered. Itis worth mentioning that most of the schemdsa#tacks suggested in [ABCMO04] are already captured
in our constrained system. For instance, to the above sgitothe following critical questions are associated:

1. Are there alternative ways of realizigg?
2. Isit possible to doA?
3. Does the agent has other goals that can be taken into @@coun

4. Are there other consequences of daihwhich should be taken into account?

The first question amounts to find the different instrumeatglments for the desit@ and to take all of them into
account in the reasoning, i.e. when computing the set ofifities. The second question amounts to verify whether
we are in a state of the world wherecan be executed. In our approach this is captured by the pd@zms of the
plans. The third question is also captured in our approautedd, we start with the set of all potential desires of the
agent, and then we select the ones that will become its intentThe last question is captured in our system by the
postconditions of the plans and with the beliefs in the ldase

3.2.6.9 Conclusion on argumentation and PR

The section has tackled the problem of practical reasomithish is concerned with the question “what is the best
thing to do at a given situation™? The approach followed Herenswering this question is based on argumentation
theory, in which choices are explained and justified by arguis: The contribution of this section is two-fold:

36Similar to our justified desires
37Similar to our explanatory arguments.
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= To the best of our knowledge, this section proposes the figsiraentation system that computes the intentions
in one stepj.e. by combining desire generation and planning. This avoidkesimable results encountered by
previous proposals in the literature.

= The second contribution of the section consists of studglzeply the properties of argumentation-based PR.
This work can be extended in different ways.

= First, we are currently working on relaxing the assumptiat the attack relation among instrumental arguments
is binary. Indeed, it may be the case that more than two plansbe conflicting while each pair of them is
compatible.

= Another urgent extension would be to introduce preferencdbe system. The idea is that beliefs may be
pervaded with uncertainty, desires may not have equalipei®r and plans may have different costs. Thus,
taking into account these preferences will help to reduedrttention sets into more relevant ones.

= |n [CLSO5e, KPO01], it has been shown that an argument maymigth® attacked by other arguments, but may
also be supported by arguments. It would be interestinguystieeply the impact of such a relation between
arguments in the context of PR.

= Finally, an interesting area of future work is investiggtitme proof theories of this system. The idea is to
answer the question “is a given potential desire a possitteniion of the agent ?” without computing the
whole preferred extensions.

3.3 Bipolar argumentation

In most existing argumentation systems, only one kind adrattion is considered between arguments. It is the so-
called attack relation. However, recent studies on arguatien [KPO1, Ver99, Ver03, ACLS04a] have shown that
another kind of interaction may exist between the argumdntieed, an argument can attack another argument, but
it can also support another one. This suggests a notion ofdrify, i.e. the existence of two independent kinds of
information which have a diametrically opposed nature ahitvrepresent repellent forces.

Bipolarity has been widely studied in different domainstsas knowledge and preference representation [Bou94,
TP94, LVWO02, BDKPO02]. Indeed, in [BDKP02] two kinds of preémces are distinguished: tpesitivepreferences
representing what the agent really wants, anchiégativeones referring to what the agent rejects. This distinctas h
been supported by studies in cognitive psychology whicletstown that the two kinds of preferences are completely
independent and are processed separately in the mind. érayiplication where bipolarity is largely used is that of
decision making. In [ABP05, DFO05], it has been argued thatmmaking decision, one generally takes into account
some information in favour of the decisions and other pief@sformation against those decisions.

In [DP06], a nomenclature of three types of bipolarity hasrbgroposed using particular characteristicséikelusivity
(can a piece of information be at the same time positive agdtne),duality (can negative information be computed
using positive information)exhaustivitycan information be neither positive, nor negative), cotapan of positive
and negative informatioan the same dataomputation of positive and negative informatigith the same process
existence of a consistency constradietween positive and negative information.

The first type of bipolarity proposed by [DPO&ymmetric univariate bipolarijyexpresses the fact that the negative
feature is a reflection of the positive feature (so, they am¢ually exclusive and a single bipolar univariate scale is
enough for representing them).

The second oneal(al bivariate bipolarity expresses the fact that we need two separate scales intordmpresent
both features, although they stem from the same data (sof@miation can be positive and negative at the same time
and there is no exclusivity). However a duality must exigieen both features.
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And the third one ljeterogeneous bipolarifyexpresses the fact that both features do not stem from the sata
though there is some minimal consistency requirement lestleth features.

In this section, we focus on the use of bipolarity in the gattir domain of argumentation. and we are only concerned
by the use of bipolarity at the interaction level (a more ctatestudy of bipolarity in each step of the argumentation
process is proposed in [ACLS04a, ACLSLO08b]).

At this level, the main point is the definition of the inteliacts between arguments. As already said, due for instance
to the presence of inconsistency in knowledge bases, amgsmeay be conflicting. Indeed, in all argumentation
systems, an attack relation is considered in order to capierconflicts.

However, most logical theories of argumentation assunte iften argument; attacks an argument andas attacks

an argument., thena; supportsis. In this case, the notion of support does not have to be fazetaln a way really
different from the notion of attack. It is the case of the basigumentation system defined by Dung, in which only
one kind of interaction is explicitly represented by #itéackrelation. In this context, the support of an argument
by another argumerit can be represented onlyifdefendsa in the sense of [Dun95]. So, support and attack are
dependennotions. It is a parsimonious strategy, but it is not a cdrdescription of the process of argumentation.Let
us take several examples for illustrating the differendesben “defence” and “support”:

Example 41 We want to begin a hike. We prefer a sunny weather, then a saamthgloudy one, then a cloudy but not
rainy weather, in this order. We will cancel the hike onlyhiétweather is rainy. But clouds could be a sign of rain. We
look at the sky early in the morning. It is cloudy. The follogvexchange of informal arguments occurs between Tom,
Ben and Dan:

t; Today we have time, we begin a hike.
b The weather is cloudy, clouds are sign of rain, we had betiecel the hike.

to These clouds are early patches of mist, the day will be sumitlyput clouds, so the weather will be not cloudy
(and we can begin the hike).

d These clouds are not early patches of mist, so the weathebevitot sunny but cloudy; however these clouds will
not grow, so it will not rain (and we can begin the hike).

In this exchange, we can identify the following path of cartflibetween arguments: argumérgttacks argumernt
which attacks argumertwhich in turn attacks argument. So, with Dung’s system, argumentis a defender of
argument;, and argument is a defeater of argument. Nevertheless, argumerttsandd support the hike project.
So, the idea of a chain of arguments and counter-argumentkich we just have to count the links and take the
even ones as defeaters and the odd ones as supporters isrsimpiréication. So, the notion of defence proposed
by [Dun95] is not sufficient to represent support.

The following example also illustrates the need for a nevdldhinteraction between arguments; the following argu-
ments are exchanged during the meeting of the editorialdofea newspaper:

Example 42

a: Assuming agreement and no right of censorship, informatiooncerningX will be published.
b1: X is the prime minister who may use the right of censorship.

co: We are in democracy and even a prime minister cannot useghéaf censorship.

c1: | believe thatX has resigned. So¥ is no longer the prime minister.

d: The resignation has been announced officially yesterdayb@Rannel 1.

bo: 1 is private information soX denies publication.
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e: I is animportant information concerning’s son.
co: Any information concerning a prime minister is public infwation.
repetition of ¢; and d: ...

c3: Butl! is of national interest, sé cannot be considered as private information.

In this example, some conflicts appear: for instabcéresp.b.) is in conflict witha. But we may also consider that the
argument! given by an agentig; supports the argumeat given by another agemtg.. Itis not only a “dialogue-like
speech act™ a new piece of information is really given amslgivenafterthe production of the argument. So taking

d into account leads either to modify, or to find a more intuitive solution for representing thesinaiction between
andc; . In this case, we adopt an incremental point of view, congidehat pieces of information given by different
agents enable them to provide more and more arguments. Wetdeant to revise already advanced arguments. In
contrast, we intend to represent as much as possible allrids &f interaction between these arguments.

The last example shows how a notion of support between twmaggts can be formalized with a logical representa-
tion of the structure of the arguments.

Example 43 A murder has been performed and the suspects are Liz, MarPatet. The following pieces of infor-
mation have been gathered:

The type of murder suggests us that the killer is a female Killee is certainly small. Liz is tall and Mary and Peter
are small. The killer has long hair and uses a lipstick. A e#ta claims that he saw the killer who was tall. Moreover,
we are told that the witness is short-sighted, so he is no medigble.

We use the following propositional symbotsi (the killer is small),fem (the killer is a female)mary (the killer is
Mary), lglip (the killer has long hair and uses a lipstick);t (the witness is reliable}/ (the witness is short-sighted).

Here, an argument takes the form of a set of premises whidilgiat conclusion. So the following arguments can
be formed:a; in favour ofmary (with premises{sm, fem, (sm A fem) — mary}), as in favour of —sm (with
premises{wit, wit — —sm}), as in favour of ~wit (with premises{bl,bl — —wit}), a4 in favour of fem (with
premises{iglip,lglip — fem}).

as attacksas, which attacks:;. Soas defendsy; againstas.

Moreover,a, confirms the premisgem of a;. S0,a4 supportsa; (in the sense that, strengthens,;). Contrastedly,
a3 defends:; againstas means thati; weakens the attack an brought byas. So, on one sidey; gets a support
and on the other side; suffers a weakened attack.

The above examples show that the argumentation procesatggeaents and counter-arguments, support and attack
relations, but not always in the same way. The argumentshndnie available in a dynamic argumentation process
rely upon premises which are not always pieces of eviderfoge khccept that a new fact can undermine one of the
premises (thus forming an attack), we must also accept thawdact can enforce, or confirm a premise (thus forming
a support interaction).

Following all these remarks, and in order to formalize aliexamples, a more powerful tool than the abstract
argumentation system proposed by Dung is needed. In plaricue are interested in modelling situations where
two independenkinds of interactions are available: a positive and a negaine (see for example in the medical
domain the work [KP01]). So, following [KPO1, Ver03], we gent a new argumentation system: an abstract bipolar
argumentation system.

The section is organized as follows. Subsection 3.3.1 onélepage introduces the formal definitions of an abstract
Bipolar Argumentation System (BAF for Bipolar ArgumentatiFramework). Then, we consider the fundamental
problem of determining which arguments (or sets of argus)az@n be considered as acceptable. The formal way to
handle this problem is to define argumentation semanticbseéition 3.3.2 on page 113 introduces extension-based
acceptability semantics for a BAF. These new semanticsugbn criteria which make explicitly use of both support
and attack relations. In Subsection 3.3.3 on page 116, anatly to define extension-based semantics for a BAF is
followed. First, a transformation of a BAF into a Dung’s mat@umentation system is given. The support relation
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is used to form meta-arguments (called coalitions) in sualayathat at the meta-level only conflict interactions may

appear. Extensions of a BAF can then be defined from Dungé&nsidns of the meta-system. Subsection 3.3.4 on
page 119 addresses the question of labelling-based sesmant BAF. Some labelling functions are proposed for a
BAF. Subsection 3.3.5 on page 122 is devoted to the relaseg@ssand to some concluding remarks.

Note that the main part of this work has been done with ClaadetyroL and the proofs of the properties given
in this section can be found in the associated original pafsere [ACLS04b, ACLSL08a, CLS04, CLS05c, CLSO05e,
CLS07a, MCLSO05]). A complete synthesis of this work is toegopn [CLS09].

3.3.1 Definition of BAF

An abstract bipolar argumentation system is an extensioth@fbasic abstract argumentation system introduced
by [Dun95] in which a new kind of interaction between argutsea represented by treupport® relatior’®. This
new relation is assumed to be totally independent of thelatilation (.e. it is not defined using the attack relation).
So, we have a bipolar representation of the interactionsdest arguments.

Definition 72 Anabstract bipolar argumentation Systé@BMF) (A, Rax, Rsup CONsists of:

= a setA of arguments,
= a binary relationR 4 on A called theattack relation

= and another binary relatiorRsy, on A called thesupport relation

These binary relations must verify the following consisyegonstraint:Rai N Rsup = @0,
Considera; anda; € A, a;Rana; (resp. a;Rsugz;) means that,; attacks (resp. supports);. Leta € A, Rax (a)
(resp.Rsup (a)) denotes the set of attackers (resp. supporters) of

In the following, we assume that represents the set of arguments proposed by rational agtestgiven time, so we
will assume that4 is finite.

A BAF can be represented by a directed grgtalled thebipolar interaction graphwith two kinds of edges, one
for the attack relation) and another one for the support relatien); See for instance the following representations:

For Ex. 41 on page 110 For Ex. 42 on page 110 For Ex. 43 on the preceding page
(hiking project) (editorial meeting) (murder)
b %ﬁg—«} to Co b1 a by <~~~ € a3 ——= a2 — a1
d d ~—>C ——=C2 c3 a4

In the following, we abstract from the structure of the argmts and we consider arbitrary independent relati®gs
andRsup

Definition 73 Let BAF = (A, Rax, Rsup be a bipolar argumentation system agé be the associated interaction
graph. Leta, b € A. Apath froma to b in G® is a sequencéuy, . .., a,) of elements afd s.t.n > 2, a = a1, b = ay,,
a1Raa, ..., an—1Ran, With R = Ray Or Rsyp Such a path has lengih— 1.

Note that ifn = 2 anda = b then the path is doop and if the relationR used in the loop iS4 thena is said
self-attacking

38Note that the term “support” refers to a relation between akguments and not a relation between premises and congjuasoin Toul-
min [Tou58].

39If the support relation is removed, we retrieve Dung'’s syste

40In the context of the argumentation, this consistency caimitis essential: it does not seem rational to advancegmaent which simultane-
ously attacks and supports the same other argument.
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The use of bipolarity suggests new kinds of interaction leetwarguments: in Example 42 on page 110, the fact
that d supports an attacker 6f may be considered as a kind of negative interaction betwieand b;, which is
however weaker than a direct attack. From a cautious poirtesf, such arguments cannot appear together in a
same extension. In order to address this problem, a new Kiatlacck has been introduced [CLS05a, CLS05b] which
combines a sequence of supports with a direct attack.

Definition 74 Leta, b € A. There is asequence of supports férby a (or for shorta supports) iff there exists a
sequencéay, . .., a,) of elements afl s.t.n > 2,a = a1, b = an, a1 Rsypt2, - - -, Gn—1Rsupn-

Definition 75 A supported attacfor an argumenb by an argument is a sequencéu, z, b) of arguments ofd s.t. a
supports*! and 2R ab.

In Example 42 on page 110, there is a supported attadk foy d.
Then, taking into account attacks and sequences of supleads to the following definitions applying to sets of
arguments:

Definition 76 LetS C A, leta € A. S set-attacks iff there exists a supported attack or a direct attackddrom an
element ofS. S set-supports iff there exists a sequence of supportsddrom an element af'.

The above definitions are illustrated on the following exémp

Example 44 Consider the following graph: A~ )~ € ——> (] j
9 h i ~~se f——k

In this graph, the patha — b — ¢ — d andi — ¢ correspond to supported attacks. The &eth} set-attacks! andb
and set-supportsandc.

3.3.2 Extension-based semantics for acceptability

In Dung’s framework, thecceptabilityof an argument depends on its membership to some sets, aatteftable sets

or extensions. These extensions are characterised bgwartproperties. It is a collective acceptability. Follog
Dung’s methodology, we propose characteristic propetttiaisa set of arguments must satisfy in order to be an output
of the argumentation process, in a bipolar framework. Wall¢eat such a set of arguments must be in some sense
coherent and must enable to win a dispute. Maximality foirsgtision is also often required.

Considering a BAR A, Rax, Rsup) and using the notion of “set-attack” and “set-support” giwy Definition 76, we
first investigate the notion of coherence, then we proposesaenantics for acceptability in bipolar argumentation
systems.

3.3.2.1 Managing the conflicts

In the basic argumentation system, whatever the considsrethntics, selected acceptable sets of arguments are
constrained to be coherent in the sense that they must béctdrée. In a bipolar argumentation system, the concept
of coherence can be extended along two different lines:

= forbidding not only direct attacks but also supported &i$aenforces a kind ohternal coherence: we do not
accept a se$ of arguments which set-attacks one of its elements (thigisneralization of Dung'’s notion of
conflict-free).

41in the sense of Definition 74.
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= extending the consistency constraint between support sadkarelations leads to define a kind exXternal
coherence: we do not accept a Satf arguments which set-attackadset-supports the same argument.

Definition 77 LetS C A. S is +conflict-freé? iff Ba,b € S s.t. {a} set-attacks.
Sis saféiff Ab € A s.t. S set-attack$ and eitherS set-support$, orb € S.

Example 44 on the previous page (cont'd)The sef h, b} is not +conflict-free (there is a direct attack). The $&td}
is not +conflict-free sincé suffers a supported attack frobn Contrastedly{a, h} and{b, f} are +conflict-free.

The set{a, h} is not safe since supportsb and h attacksb. The set{b, f} is not safe since suffers a supported
attack fromb and f supportsd. Contrastedly{g, i, h} is safe.

Note that the notion of safe set encompasses the notion offiatefree set:

Proposition 67 ([CLSO05b]) Let S C A. If S is safe, therS is +conflict-free. IfS is +conflict-free and closed for
Rsupthens$ is safe.

Example 44 on the preceding page (cont'd)The set{g, h, 4, e} is +conflict-free and closed foRs,p. So it is safe.

3.3.2.2 New acceptability semantics

According to the methodology proposed by [Dun95], two nagiplay an important role in the definition of extension-
based semantics: the notion of coherence, and the notioefefice (that is for short attack against attack). In a BAF,
several notions of coherence, and two kinds of attack (t&ed supported) are available. So several extensions of the
notion of defence could be proposed. However, we have chtosestrict to the classical defence, for the following
reasons. First, the purpose of this section is to preseng gwinciples governing bipolar frameworks, rather than an
exhaustive survey. Secondly, most of the works talking abiaolarity consider that a support does not have the same
strength as an attack. In that sense, an argument can belemtsas defended if and only if its direct attackers are
directly attacked.

The above remark is illustrated by the following exampjle;.*/_}a2 < a3

There is a supported attack fer by a3 and no attack for;. Howevera, directly attacksi, and it seems sufficient
to reinstateu; .

Let us recall the definition of defence given in [Dun95] ancatéed in 3.2.1 on page 30.

Definition 78 LetS C A. Leta € A. S defends: iff Vb € A, if bRawa thende € S s.t. cRaub.

In the following, the concept of admissibility is first extied. The idea is to reinforce the coherence of the admissible
sets. Then, extensions under the preferred semanticsendebned as maximal (far) admissible sets of arguments.

Three different definitions for admissibility can be givérgm the most general one to the most specific one. First,
a direct translation of Dung’s definition gives the definitiof d-admissibility (“d” means “in the sense of Dung”).
Taking into account external coherence leads to s(afe)ssitnility. Finally, external coherence can be strengéten
by requiring that an admissible set is closed™a,, So, we obtain the definition of c(losed)-admissibility.

Definition 79 LetS C A.

S is d-admissibléff S is +conflict-free and defends all its elements.

S is s-admissibléff S is safe and defends all its elements.

S is c-admissibléff S is +conflict-free, closed foRs,p and defends all its elements.

From the above definitions, it follows that each c-admissi#t is s-admissible, and each s-admissible set is d-
admissible.

42This notation means that checking if a set is +conflict-freeds to consider more conflicts than with the basic notiomoflict-free suggested
by Dung.
43This definition is inspired by [Ver03] and by the notion of antmversial argument given in [Dun95].
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Definition 80 A setS C A is a d-preferred (resp. s-preferred, c-preferred) extensif S is maximal forC (or for
shortC-maximal) among the d-admissible (resp. s-admissiblelroissible) subsets of.

Example 41 on page 110 (cont'd)In this case, the three semantics give the same requlft,} is the unique
d-preferred, s-preferred and c-preferred extension.

Example 44 on page 113 (cont'd)The sef{ g, h, i, e, f,d, j} is the unique c-preferred extension.

Example 45 Consider the BAF represented by~ b < h. The sef{q, h} is the unique d-preferred extension. There
are two s-preferred extensioqa} and{%}. And there is only one c-preferred extensidi}.

One of the most important issues with regard to extensionsaros their existence. The existence of d-preferred
(resp. s-preferred, c-preferred) extensions is guardrgiee the empty set is d-admissible (resp. s-admissible, ¢
admissible), and each d-admissible (resp. s-admissitddnussible) is included in a d-preferred (resp. s-preférr
c-preferred) extension. Note that analogous definitionadionissibility could be proposed using a stronger notion of
defence (a stronger defence would be defined for instancefgaingattackwith set-attackin Definition 78 on the
facing page).

Considering another well-known semantics, the stable séosa nice results can be obtained if we keep the basic
definition of a stable extension, but repleattack with set-attack It is a straightforward way to extend the stable
semantics in a BAF.

Definition 81 S is a stable extensioiif .S is +conflict-free andva ¢ S, S set-attacks.

In the following, we restrict to acyclic BAF, in the sensetthizge associated interaction graph is acyclic. In Dung’s
basic framework, it has been proved that, in the case of atlia@ttack graph, there is always a unique stable (which
is also preferred) extension. So, Definition 81 ensurestistemce of a unique stable extension in an acyclic BAF
However, the unigue stable extension is not always safe.

Example 45 (cont'd) The sef{a, h} is the unique stable extension, and it is not safe.

Indeed, the following result can be proved:
Proposition 68 ([CLS05b]) Let S be a stable extensioi$. is safe iffS is closed forRsyp.

The following results enable to characterize d-prefersedreferred and c-preferred extensions when the BAF is
acyclic:

Proposition 69 ([CLS05b]) Let.S be the unique stable extension of an acyclic BAF.

S is also the unique d-preferred extension.

The s-preferred extensions and the c-preferred extassite subsets .

Each s-preferred extension which is closedRqy, is c-preferred.

If S is safe, thert is the unique c-preferred and the unique s-preferred extens

If Ais finite, each c-preferred extension is included in a sqrefl extension.

o g A~ w N PF

If S'is not safe, the s-preferred extensions are the subsefswdfich areC-maximal among the s-admissible
sets.

7. If S'is not safe, andd is finite, there is only one c-preferred extension.

44We instantiate Dung’s AF with the relation set-attacks aredresulting graph is still acyclic.
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Example 45 on the previous page (cont'd){h} is the only s-preferred extension which is also closediqr, So,
{h} is the unique c-preferred extension.

Example 46 Consider the BAF represented by, < as ~~—

N

C <~~~ h

{a1,aq,h} is the only d-preferred extensionfa;,a2} and {h} are the only two s-preferred extensions. None of
them is closed foRRs,p, @ is the unique c-preferred extension. If we add an isolateglarentas (for which no
interaction exists with the other available argumentsgrtive obtain{a, aq, as, h} is the only d-preferred extension.
{a1,a2,a3} and{h,as} are the only two s-preferred extensions. None of them igdlosnd{as} is the unique c-
preferred extension.

The above discussion enables to draw the following conmhssiln the particular case of an acyclic BAF, two seman-
tics present nice features: the stable semantics and trefered semantics. If we are interested in internal cotere
only, we will have to determine the unique stable extensidrich is also the unique d-preferred extension. If we are
interested in a more constrained concept of coherence, iveomipute the unique c-preferred extension.

3.3.3 Turning a bipolar system into a Dung meta-system

The extension-based acceptability semantics introdut&ection 3.3.2 on page 113 rely upon criteria which make
explicitly use of support and attack relations, throughabecept of supported attack. Here, we follow another way
to define extension-based semantics for a BAF. First, afoemation of a BAF into a Dung’s meta-argumentation
system is given. This meta-argumentation system congidysod a set of meta-arguments (called coalitions), and a
conflict relation between these meta-arguments. The attakon of the initial BAF will appear only at the meta-
level. As a consequence, a meta-argument will gather argtsméich are not in conflict. The support relation of the
initial BAF will not appear at the meta-level, but will be ust gather arguments in a coalition. The idea is that a
meta-argument makes sense only if its members are somelatedby the support relation. So, the two fundamental
principles governing the definition of a coalition are: tBeherence principléthere is no direct attack between two
arguments of a same coalition) and ®Bepport principlg(if two arguments belong to a same coalition, they must be
somehow, directly or indirectly, related by the supporatiein).

3.3.3.1 The concept of coalition

ConsideBAF = (A, Rat, Rsup represented by the gragh. ggupwill denote the partial graph representing the partial
system({A, Rsup)*®. AF will denote the partial argumentation systér Ray) associated witBAF and represented by
the partial graph denoted Ig8,,.

Definition 82 C' C A is acoalitionof BAF iff: (i) The subgraph ofjé’up induced byC' is connected; (ii)C is conflict-
free' for AF; (i) C is C-maximal among the sets satisfyigigand (i) .

Note that wherR .y is empty, the coalitions are exactly the connected compstiesf the partial grap@guFr

Proposition 70 ([CLS07b]) An argument which is not self-attacking is in at least ondlitioa.

45We consider that the reader knows the basic concepts of ghapiny (chain, connexity,...). See for instance [Ber73]ddackground on
graph theory.

46In the basic sense proposed by Dung.

4’LetG = (V, E) be a graph. Le§ C V. S is aconnected component 6f iff the subgraph of5 induced bysS is connected and there exists
noS’ C Vs.t.S C S’ and the subgraph & induced byS’ is connected.
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Example 47 Considerthe BAF:, - ¢~ ¢ v f s g~ h
! /e )
{ { {
i e>
b d i

The coalitions areC; = {b,c,d}, Co = {i}, C3 = {a,b}, Cy = {e, f, g, h}

The following result shows that coalitions can be restatettims of connected components of an appropriate sub-
graph. By the way, it gives a constructive way for computinglitions.

Proposition 71 ([CLS07b]) C C A is a coalition ofBAF iff: (i) There existsS C A C-maximal conflict-free foAF
s.t. C'is a connected component of the subgrapﬁgg{, induced byS and (ii) C is C-maximal among the subsets of
A satisfying(i).

Proposition 71 suggests a procedure for computing thetoaiof BAF:

Step 1: ConsiderAF and determine the maximal conflict-free setsBr

Step 2: For each set of argumengs obtained at Step 1, determine the connected component® of th
subgraph of3,,,induced bys;.

Step 3: Keep theC-maximal sets obtained at Step 2.
The notion of conflict-free set is related to the notion ofépdndent set:
Proposition 72 ([CLS07b]) LetS C .A. S is conflict-free forAF iff S is an independent subset.dfin the graphG?,.

So, S is C-maximal conflict-free folF iff S is aC-maximal independent set of vertices in the gréjhand Step 1

of the computational procedure consists in determininghaliC-maximal independent subsets@f,. Remark that
the time complexity of the best algorithms providing all themaximal independent sets is exponential. Note also
that there exist several algorithms in the literature fodifig all theC-maximal independent sets (see for instance the
work of J.M. Nielsen [Nie02]). We also know that:

= For Step 2, a depth-first exploration of a graph provides dmnected components in linear tird€number of
vertices + number of edges).

= And for Step 3, maximization with respectis also an exponential process.

3.3.3.2 A meta-argumentation system

Let C'(A) denote the set of coalitions BAF. We define a conflict relation ofi(.4) as follows.

Definition 83 LetC; and Cs be two coalitions 0oBAF. C; C-attacks(; iff there exists an argument in C; and an
argumentas in Cs S.t. a1 Ratas.

It can be proved that:

Proposition 73 ([CLS07b]) Let C; andC5 be two distinct coalitions d§AF. If C; N Cy # @ thenC; C-attacksCs
or Cy C-attacks(.

So a new argumentation systear = (C(.A), C-attack$ can be defined, referred to as the coalition system assdciate
with BAF.

Example 47 (cont'd) In this exampleCAF can be represented by (by abusing notationsrepresents the attack
relation in BAF and also the C-attack relation iQAF):

Cs 4 Cy Cs

Dung’s definitions apply t@AF, and it can be proved that:
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Proposition 74 ([CLS07b]) Let {C1, ..., C,} be a finite set of distinct coalitiong.C1, ..., Cp} is conflict-free for
CAF iff C1 U ... U (), is conflict-free forAF.

So,CAF is a “meta-argumentation” system with a set of “meta-argusigthe set of coalition€’(4)) and a “meta-
attack” relation on these coalitions (the C-attacks refgti A coalition gathers arguments which are close in some
sense and can be produced together. However, as coalitapnsanflict, following Dung’s methodology, preferred and
stable extensions @fAF can be computed. Such extensions will contain coalitionishvare collectively acceptable.
The last step consists in gathering the elements of thetiwraliof an extension afAF. By this way, the best groups
of arguments (w.r.t. the given interaction relations) Ww#l selected.

Definition 84 LetS C A. S is aCp-extensioffCp means “Coalition-preferred”) oBAF iff there exist§{C', ..., Cp}
a preferred extension ®AF s.t. S = C1 U ... U C,.

S is a Cs-extensiorfCs means “Coalition-stable”) oBAF iff there exists{C4, ..., C,} a stable extension @fAF s.t.
SzClLJ...UCp.

When the only preferred extension@AF is the empty set, we define the empty set as the unique CpsttenfBAF.

Example 47 on the previous page (cont’d) There is only one preferred extension@#F, which is also stable:
{C4,C5}. S0,S = {b,c,d, i} is the Cp-extension (and also the Cs-extensioBpst

Some nice properties of Dung'’s basic framework are prederve

= A BAF has always a (at least one) Cp-extension. It is a consequémxfinition 84.

In contrast, there does not always exist a Cs-extensiBarfThe reason is that there may be no stable extension
of CAF.

= Each Cs-extension is also a Cp-extension. The conversisés fa

= There cannot exist two Cp-extensions s.t. one strictlyaiostthe other one. It follows from Definitions 82 on
page 116 and 84.

However, other properties are lost. A Cp-extension is neags admissible foAF, and a Cs-extension is not always
a stable extension aff:

Example 48 Consider the BAF represented by:

a——h<~~C~—~—sd——¢€

The coalitions areC; = {a}, C2 = {b, ¢,d}, C5 = {e}. And the associated CAF can be represented by:

Cl—>02—>03

There is only one preferred extensiorcafF, which is also stable{C}, C5}. S0,S = {a, e} is the Cp-extension (and
also the Cs-extension) BRF. We havelR e, buta does not defend againstd (neither by a direct attack, nor by a
supported attack, thoughattacks an element of the coalition which attaecksSo,S is not admissible foAF. S does
not containe, but there is no attack (no supported attack) of an elemeftadainstc. So,S is not a stable extension
of AF.

Note that a coalition is considered as a whole and its menmdzemsot be used separately in an attack process. Ex-
ample 48 suggests that admissibility is lost due to the dizleeocoalition{b, ¢, d}, and that it would be more fruitful

to consider two independent coalitiofis, b} and{c, d}. A new formalization of coalitions in terms of conflict-free
maximal support paths has been proposed in [CLS07b]. Hawigdmes not enable to recover Dung’s properties.

Note that the lost of admissibility in Dung’s sense is nopsising: admissibility is lost because it takes into acdoun
“individual” attack and defence, whereas, with meta-argotation and coalitions, “collective” attack and defenee a
considered.
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3.3.4 Labellings in bipolar systems

This section addresses the question of labelling-basedrsi#@a in a BAF. A labelling-based semantics relies upon a
set of labels and is defined by specifying the criteria foiaesg labels to arguments. An example of labelling-based
semantics in a basic argumentation system is given by [JM&flb the robust semantics. More generally, several

approaches have been proposed for valuing the argumentéaasical argumentation system (for example [KAEF95,

Par97, PS97, BHO1, CLS03d, Amg99, Ver96]). In some of thémynlue of an argument depends on its interactions
with the other arguments; in other ones, it depends on aingntrstrength of the argument.

Besides, Karacapilidis & Papadias [KP01] have proposedalllag approach for a bipolar graph representing a
decision-making debate. However, they consider only twel active and inactive.

In this section, we propose a limited use of the notion of llailspbased semantics for a BAF: we show how bipolar
interactions can be used for defining valuations over thefsstgumentsi.e. functions which assign a value to each
argument of the BAF (a further step would be to use such a tialui order to select arguments, that is to completely
define labelling-based semantics in a BAF, in an analogoysawavhat has been done in [CLS05d] and Sections 3.2.2
on page 35 and 3.2.3 on page 54 for basic argumentation sg)stem

3.3.4.1 Labellings inHERMES

Karacapilidis & Papadias [KPO1] propose an argumentatieb-tool for decision making in a medical domain. This
argumentation system, named&RMES permits the expression and the weighting of argument#ijasthe coherence
of preferences between arguments and values the arguriiéetbasic elements of this system assuegquestions
whose answer is open for discussi®)npositionswhich express the support for, or the opposition to a sahytio
another position, or to a constraint (a position gives aorimfation for the discussion) amdnstraintavhich express a
preference between two positions (so, it is a comparisdrotothe set of positions). ERMES can label the solutions
and the positions by the status “active” or “inactive”. Aetlend of the discussion, the “active” positions (resp.
“inactive”) are accepted (resp. rejected). An “active”dimn is a recommended choice among the other solutions
concerning a same issue. Different labellings are proposetERMES. They are recursive: the label of an element
e depends on the labels of the elements which are linkeditothe discussion graph. IngRMES, the discussion
graph is acyclic, the value of a positiprdepends only on thactivepositions which are linked tp, and the value of

a position is always binary, even when preference conssraie taken into account.

Labelling 1: A position is active if and only if there is neither suppodymttack on this position, or if it is supported
by an active position.

Labelling 2: A position is active if and only if it is not attacked by an aetposition.

Note that the labelling 1 and 2 do not permit to take into actduthe same time the supports and the attacks on a
position.

Labelling 3: A position is active if and only if there is neither supporbymttack on this position, or if its score is
strictly positive. The score of a positigris defined by>;w(p;) — X,w(p;) with p; theactivepositions which
supportp andp; theactivepositions which attack. Each position has the same initial weight and taking into
account the preferences between positions modifies thiivesleeights of the positions.

Example 49 An active (resp. inactive) position will be denoted by + fres).

48For example: “if the patient” has the pathologyX, what is the appropriate treatment?” An issue is a sepbbftions Examples of solutions
are surgical operation or use of medicines.
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Labelling 1 Labelling 2 Labelling 3
+ —

SN N N N

+ + + +
without constraint with/d > B

3.3.4.2 Gradual bipolar valuation

The approach presented here (see [CLS05a]) has the folideatures: the valuation process takes place before the
selection process; the valuation process makes use of aetobf values and not only two as inERMES (so, it is
called a gradual valuation); the value assigned to an argtitakes into account all the direct attackers and suporter
of this argument (it is not the case ireRMESin which the value of an argument only depends oreittézepositions);

so it is called a local valuation.

This proposition extends the works [JV99b, BHO1, CLSO05dbijeolar argumentation systems as defined in Sec-
tion 3.3.1 on page 112. It follows the same principles asdlaleeady described in [CLS03d] augmented with new
principles corresponding to the “support” information., 8we three underlying principles for a gradual interaction
based local valuation are:

= P1: The value of an argument depends on the values of its dittect@rs and of its direct supporters.

= P2 If the quality of the support (resp. attack) increases tenvalue of the argument increases (resp. de-
creases).

= P3: Ifthe quantity of the supports (resp. attacks) increases the quality of the support (resp. attack) increases.

The value of an argument is obtained with the compositioreeésal functions:

= one for aggregating the values of all the direct attackéis;function computes the value of the “attack”;
= one for aggregating the values of all the direct supporteisfunction computes the value of the “support”;

= one for computing the effect of the attack and of the suppothe value of the argument.

In the respect of the previous principles, we assume thaé theists a completely ordered Sétwith a minimum
elementVnin and a maximum elemeniynax. The following formal definition for a gradual local valuaiti can be
given.

Definition 85 Let (A, Rax, Rsup) be a bipolar argumentation system. let A with Raw™ (a) = {b1,...,b,} and
Rsup (a) ={c1,...,cp}.
A local gradual valuation oA, Rax, Rsup) is a functionv : 4 — V s.t.:

v(a) = g(hsup(v(ct), ..., v(cp)), han(v(br), ..., v(by))) with

the functionay (resp. hsup): V* — Har (resp. V* — Hsup)*® valuing the quality of the attack (resp. support) @n
and the functiory: Hsyp x Hax — V With g(x, y) increasing one and decreasing og. The functiorh, h = hay Or
hsup Must satisfy:

1. ifa; > ol thenh(xy, ...,z .. xn) > h(xy, ..., 2h o 2y,

2. h(z1, ..., Tn, Tnt1) > h(z1, ... x0),

49)* denotes the set of the finite sequences of elements infcluding the empty sequenckLas andHsupare ordered sets.
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3. h)=a < h(zy,...,x,) < B, forall zq,. .., 2,

Definition 85 on the preceding page produces a generic laealugl valuation. Let us give two instances of the
generic definition, to illustrate the different principles

= A first instance is defined bf{ay = Heyp = V = [—1,1] interval of the real linehan(z1,...,2,) =
hsup(z1, ..., 1n) = Max(x1,...,2,), andg(z,y) = 5% (so, we haver = —1, § = 1 andg(a, a) = 0).

= Another one is defined by = [—1, 1] interval of the real lineHax = Hsup = [0, oo[ interval of the real line,
hat(®1, ..., @) = hsup(21, . .., 2p) = EI 2L andg(z, y) = Fly — 135 (so, we haver = 0, 3 = oo and
g(a, @) = 0).

The following table shows the values computed with bothainses on some simple examples:

Example with 1%¢ instance| with 2"? instance
No attack, no support, v(a) =0 v(a) =0
Direct attack: , v(b) = —0.5 v(b) = —0.33
Direct support:, < v(b) =0.5 v(b) =0.33
Defence:, — -, - ¢ v(c) = —0.25 v(c) = —0.25
Sequence of supports; < p ~—= ¢ v(e) =0.75 v(c) =0.4
Supported attacky, < p — ¢ v(c) = —0.75 v(c) = —04

Example 41 on page 110 (cont'd)With the first (resp. second) instanegt;) = i (res,p.135—74 .

Example 45 on page 115 (cont'd)With the first and the second instance&;) = 0. In this case, there is a perfect
equilibriun! between support and attack.

A local gradual valuation defined as above satisfies theviitig properties [CLS05a]:

w If Raw (@) = Rsup (a) = @ thenv(a) = g(a, ).
w If Ray (@) # @ andRsyp (a) = @ thenv(a) = g(o, y) < g(a, o) fory > a.

w If Ray (@) = @ andRsyp (a) # @ thenv(a) = g(z,a) > g(o, o) forz > a.

And we have the following comparative sczte
Vmin S g(Oé, y) S g(a, Oé) S g(x, Oé) S VmaX
(fory > ) (forx > «)

Moreover the valuation proposed in Definition 85 on the fggiage satisfies the principl@4 to P3 (see [CLS05a]
for a more detailed discussion).

5030, is the minimal value for an attack (resp. a supporite-there is no attack (resp. no support) —, @hig the maximal value for an attack
(resp. a support).

5INote that it is not necessarily the case, and an appropfietiee of the functiony enables to give more importance to the attack than to the
support.

52ysing this scale, the values (resp.>) to g(«, a) are considered as negative (resp. positive) ones evgifo) # 0.
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3.3.5 Related issues and conclusion on bipolarity

In this section, an extension of [Dun95]'s abstract arguiaion system has been proposed in order to take into
account two kinds of interaction between arguments modeligh a support relation and an attack relation. In this
abstract BAF, two issues have been considered:

= taking into account bipolarity for defining acceptabilitgnsantics: either by enforcing the coherence of the
admissible sets, or by turning a BAF into a meta-argumeanalystem using the concept of coalition;

= taking into account bipolar interactions for proposingdyral labellings for the arguments.

Note that | have also done some other works in the bipolardreonk (see for instance, the handling of controversial
arguments in a BAF; this work has been realized with ClaedeétlyRoL and Caroline BVRED — see [CDLS064a]).

Concerning the three main points evoked in this sectiorgfatedility, coalitions and valuation in a bipolar framewjr
one can found in the literature some other works about theisgesp

3.3.5.1 Acceptability and bipolarity

Deflog [Ver03]: DEFL 0G argumentation system enables to express a support or @k b#tween sentences in the
language, with a new sentence using specific connectorsf¢orach kind of interaction). Examples of sentences
(with — for the attack relation and- for the support relation) area, b, (a ~ b), (a — b), (¢ ~ (a ~ b)),

(d = (a ~ b)). In DEFLOG, the notions of sequence of supports and of supported attackbe retrieved but at the
language level (between sentences). Moreover, the noticondlict-free set proposed inE¥FL oG corresponds to the
notion of safe set (no sentence which is, at the same timppstgal and attacked by the set).

DEeFL oG enables to define the dialectical interpretations (or esitars) of a given set of sentencgsan extension is
built from a partition(.J, D) of S such that/ is conflict-free and attacks the sentence®of

Note that the attack relation and the support relation amiatty expressed in the sentences. So, one can have
an extension of a sef s.t. some supported sentences.bgo not belong taS. DeErFLOG extensions correspond

to [Dun95]’s stable extensions fordBL OG theories that do not go beyond the expressiveness of Durgisreentation
systems, and note that a Dung’s AF can always be expresse@fhd®. So in this precise sense,EBLOG'S
extensions are a faithful generalization of Dung’s staltersions, allowing more expressiveness. Moreover, [3fer0
gives also a faithful generalization of Dung’s preferreteesions.

Evidence-based argumentation [ONO8 this work, the fundamental claim is that an argument cabecaccepted
unless it is supported by evidence. So, special argumentistinguished: thprima-faciearguments (which do not
require any support to stand).

Arguments may be acceptable only if they are supportedr@oty) by prima-faciearguments; this is evidential
support. Moreover, only supported arguments may attack afguments.

Then, the notion of defence is rather complex: A set of argusie defends an argumentif S provides evidential
support fora and .S invalidates each attack an(either by a direct attack on the attackeraobr by rendering this
attack unsupported).

Following our definitions, a BAF is an abstract system, wiagaiments may stand and attack with or without support.
However, evidential reasoning as proposed by [ONO08] colsld be handled in a BAF in the following way: Given
X a set of arguments (which are consideregasa-faciearguments in a given application), a notion of evidential
support can be defined via a sequence of supports from an argafiX . Then, the notion of attack can be restricted
so that attackers be elementsXf or receive evidential support frodkd. Finally, instead of choosing the classical
definition for “S defends:” (as presented in Definition 78 on page 114), it can be reddirst thatS provides support
for ¢ and secondly that for each supported attackomne argument of the sequence of supports is directly athck
by S.
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3.3.5.2 Coalitions of arguments

Another way for defining acceptability semantics in a bipskstem is to turn ®ipolar argumentation system into

a meta-argumentation systeni his transformation has the following characteristi¢se support relation is used in
order to identify “coalitions” (sets of arguments which damused together without conflict and which are related by
the support relation) and the attack relation is used inraalentify conflicts between coalitions and then to define
new acceptability semantics as in Dung’s framework.

The concept of coalition has already been related to argtatien.

Collective argumentation system [Boc03, NPOA]collective argumentation system is an abstract systenreve
initial data are a set of arguments and a binary “attack’tielabetweensetsof arguments. The key idea is the
following: a set of arguments can produce an attack agaihst arguments, which is not reducible to attacks between
particular arguments. That is in agreement with our notibeoalition, since in our work, a coalition is considered
as a whole and its members cannot be used separately in ak ptteess. The proposal by Nielsen and Parsons is
similar to Bochman'’s proposal. Both proposals take theckttdetween sets of arguments as initial data, and define
semantics by properties on subsets of arguments. HoweialseN and Parsons propose an abstract system which
allows sets of arguments to attack single arguments ondittaey stick as close as possible to the semantics provided
by Dung. In contrast, Bochman departs from Dung’s methagiobnd give new specific definitions for stable and
admissible sets of arguments. Our proposal essentiafigrgifrom collective argumentation in two points. First,
we keep exactly Dung'’s construction for defining semantias,we apply this construction in a meta-argumentation
system (the coalition system). The second main differeiesah the meaning of a coalition: we intend to gather as
many arguments as possible in a coalition, and a coalitianaizbe broken in the defence process.

Generation of coalition structures in MAS [DJ04, AmgOB]:multi-agent systems (MAS), the coalition formation is a
process in which independent and autonomous agents coetbéngo act as a collective. A coalition structure (CS) is
a partition of the set of agents into coalitions. Each cimalihas a value (the utility that the agents in the coalitian ¢
jointly get minus the cost which this coalition induces fach agent). So the value of a CS is obtained by aggregating
the values of the different coalitions in the structure. ©hthe main problems is to generate a preferred CS, that is a
structure which maximizes the global value. Recently, [®5ldhas proposed an abstract system where the initial data
are a set of coalitions equipped with a conflict relation. Afprred CS is a subset of coalitions which is conflict-free
and defends itself against attacks. Coalitions may coridlighstance if they are non-disjoint or if they achieve a sam
task.

However, the generation of the coalitions is not studiedAm§05]. So, one perspective is to apply our work to
the formation of coalitions taking into account interan8detween the agents. Arguments represent agents in that
case. Indeed, it is very important to put together agentshvhiant to cooperate (“supports” relation) and to avoid
gathering agents who do not want to cooperate (“attackatio#l). Then, the concept of Cp-extension provides a tool
for selecting the best groups of agents (w.r.t. the givesraution relations).

More generally, the work reported here is generic and taleepn abstract systems, since no assumption is made on
the nature of the arguments. Arguments may have a logiagitstie such as a pa{explanation, conclusidnmay

just be positions advanced in a discussion, or may be ag#etacting in a multi-agent system. All that we need is
the bipolar interaction graph describing how the argumantier consideration are interrelated. We think that this
generic work should stimulate discussion across bourslarie

3.3.5.3 Valuation and bipolarity

Most works about valuations of arguments take place in ts&cfeamework. Some of them consider intrinsic val-
uations, which express to what extent an argument incraasesonfidence in the statement it promotes. Other
approaches consider interaction-based valuations. Tégsaches usually differ in the set of values which are
available.

However, very few works have been interested in valuationisvhandle both support and attack interactions. Most
of these works have been developed for specific applications
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Medical applications: The most influential work has been proposed iBRMES system [KP0O1]. But there is no
graduality (only two possible values withBRMES), and some parts of the interacting arguments are not tadten i
account for the computation of the value. See in Sectio®3.2n page 119.

Valued maps of argumentationghe bipolar valuation in argumentation has been used follaative annotation of
documents.

Collective annotation models supporting exchange thraligtussion threads. A discussion thread is initiated by an
annotation about a given document. Then, users can regiyanitotations which confirm or refute the previous ones.
Annotations are associated with a social validation whiglvigles a synthetic view of the discussions. The purpose
of this validation is to identify annotations which are gidilg confirmed by the discussion thread. It can also take into
account an intrinsic value of the annotations.

In [CCCJO05, CCCJ07] a discussion thread is modelled by a BAE.set of arguments contains the nodes of the thread.
Pairs of the support (resp. attack) relation corresponéptigs in the thread of the confirm (resp. refute) type. The
social validation of a given annotation is computed with Itseal bipolar valuation. Moreover, the bipolar valuation
procedure has been slightly modified in order to take int@antan intrinsic value of each annotation.

3.4 Conclusion for Topic 3

Argumentation has been my main research topic for many y#azensists of at least five different aspects, all very
rich in potentiality of research and existing results.

The first aspect is the building of arguments from an incaestsnformation set. This point relates to an enlarged
notion of consistency restoration, since arguments candveed as consistent subsets (even if there exist a number of
methods for representing arguments among which severglizayes which are non logic-based). The second aspect
is the identification of interactions between these argus@enerally we are only interested by binary interacions

| did not work on these two aspects because all my works inraegiation have used the following assumption:
arguments and interactions are considered as given andgimantation system is said to be abstract.

The two next aspects, valuation and selection, are the nietepof my work and they have been studied for two kinds
of argumentation systems: one with only one interactiomesgnting conflicts (unipolar argumentation systems) and
the other one with two interactions representing respelgtiwonflicts and supports (bipolar argumentation systems)

Valuations can be obtained using different elements, fetaimce, preferences on the initial beliefs (the beliefsl fise
creating arguments). However my initial assumption (tlgriarentation system is abstract) prevents me from using
this kind of information. | just have a directed graph in whicertices are arguments and edges representing binary
interactions between arguments. So | have proposed vahsatif arguments based on interactions for unipolar and
bipolar argumentation systems. It is interesting to nog thy proposition covers and even generalizes some other
existing propositions.

For selection (called acceptability), | have also studredttvo kinds of systems, unipolar and bipolar, following two
methods. | have first used valuations for defining acceptabfind secondly, | have generalized Dung’s extensions;
Dung's idea was to select arguments by “consistent” sulisfessgument®’® satisfying some properties; so it is a
collective acceptability (an argument is selected becausglongs to a set satisfying the given constraints). | have
kept this idea of a collective acceptability and the listtaff properties to satisfy, and | have enriched this list wétvn
properties in order to take into account specificities ofdfuglied systems, in particular bipolarity.

The last aspect of the argumentation process is essentiedén to go back to Topic 1 “nonmonotonic inference”, but
| have not done anything yet along this line. This point wél&lso necessary for my research project, for comparing
and for making an “axiomatisation” of argumentation praess(see Chapter 5 on page 151).

53This is not exactly consistency restoration because théstien is made at the argument level and not at the beliefl lesee Topics 1 and 2
— Chapters 1 on page 9 and 2 on page 19). Nevertheless, this idg¢her similar, since the complete set of argument isdfisistent” because of
conflicts/attacks between arguments. One could almosbgajuse of language, that the approach suggested by Ducayisistency restoration”.
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My works in argumentation also consist of the study of somehmaaisms defined for nonmonotonic reasoning in
the framework of argumentation, for instance, merging awision. In the first case, | have proposed a merging
mechanism of abstract unipolar argumentation systemg asirew kind of interaction, “ignorance”, and therefore a
new kind of argumentation systems, the “abstract part@lmentation systems”. In the second case, a study of the
revision of an abstract unipolar argumentation system et identify and to characterize different types of revisio

The last points on which | am interested in this topic areetos'applications”, one is about the use of an argumenta-
tion system for practical reasoning and the other one ise@l® Topic 4 “games” (a translation of an argumentation
system into a Boolean game); this work is presented in Chapt8ection 4.3.3 on page 145. There exist strong
relations between Topics 3 and 4, because of the “excharngiofation” which appears in argumentation processes
and which is very close to the notion of game. The followingutier addresses this question.
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Chapter 4

Topic 4: reasoning with games

In the following figure, Topic 4 is represented by the “clearreunded” part and my works correspond to the “dark
surrounded” part:

Incoherent

Topic 4:
games

information set
for one or several agents

Several agents (several information sets, coherent or not)

One agent (1 incoherent informatign set)

Construction of Identification of
arguments ) .
(coherent interactions between
arguments

Identification

of conflicts

i roof for a
Selection of . p usi
Computation of conclusion)
preferred
L
coherent PNE
subsets

Selection of

arguments
to keep

Use of
classical
deduction

Choice of

conclusions
to keep

The study of games has been done in collaboration with Jétoxne, Elise BONZON, Bruno ZANUTTINI and Denis
SIREYJOL and its starting point was the link with argumentation if veasider argumentation as an interaction process

between agents.
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Indeed, the main interest of Game Theory is the modelizaifathese interactions in many different domains (for
instance, in Economy). This theory has been introduced by Yon Neumann and Oskar Morgenstern [vNM44], and
John Nash [Nas50]. The basic assumptions of this framewerkeamch agent isplayer, each player knows the other
players, players are istrategical interactiorbecause each player’s decision depends on the other gldgeisions,
players are rationali.e. each player tries to take the best decision for herself aevkithat the other players make
the same thing).

In this chapter, | do not give an exhaustive background of &#mory, but | just introduce some very useful basic
concepts in Section 4.1: a partial taxonomy of games, diffetypes of representation for games, and some solution
concepts.

In Section 4.2 on page 130, | present some examples of lirtkssle@ argumentation and games.

Section 4.3 on page 132 describes a particular kind of gaBwedean games, which are interesting for us because:

= they use classical logic for modelling interactions betwagents,
= they can be generalized using preference representatdingd in Topic 1 “hnonmonotonic inference”,

= and they give a new method for exploiting the link betweemuargntation and games.

4.1 Basic concepts of Game Theory

Succinctly, a game is a set of players, a set of strategy esdfie. a vector of strategies, one strategy for each player
representing a possible choice for her) and a utility fuorctivhich gives for each player her profit according to each
strategy profile. Each strategy profile is called an issub@fjame.

4.1.1 Game taxonomy

There exist at least 4 types of games, static games, dynamesg cooperative games and non-cooperative games,
knowing that a game can share several of these charaateristi

A game isstatic if players choose their strategies simultaneously.

A game isdynamic if it proceeds irseveral steps|f we assume thajames are dynamic with perfect informatiort,

i.e. that allpastplayers’ choices arebservableandknownfor all players, then it is possible for a player to directly
and definitively modify the profits of the other players whifeking an intervention on previous steps of the game
(this notion of perfect information does not make sensetfticsgames).

A game iscooperativeif players can make agreements. In this case, they roaébtions. In the opposite case, if
players cannot make coalitions, the gameas-cooperative

A cooperative game hasansferable utilities if it is possible to add players’ utilities and to distributés sum to
members of a coalition (there exists a “common currencytwihich one can make transfers).

Non-cooperative games can be divided in two cases: zeraganmes and non-zero-sum games (in economy, this con-
cept of zero-sum game is important, because it corresporttie absence of production, or destruction, of products).
Zero-sum gamesare games in which the “algebraical” sum of players’ profitaiconstant: what a player gains is
necessarily lost by another player.

lwhich is not the same thing as complete information: in catepinformation, aéach step of the gameach player knows her strategies, other
players’ strategies, profits of each strategy profiles ahdrgtlayers’ motivations.
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4.1.2 Some examples
Theprisoner’s dilemma is a famous example in Game Theory.

Example 50 Two suspects are arrested by the police. The police hadiicisut evidence for a conviction, and, having
separated both prisoners, visit each of them to offer thenséime deal.

= |f one testifies (defects) for the prosecution against therodnd the other remains silent, the betrayer goes free
and the silent accomplice receives the full 10-year semtenc

= |f both remain silent, both prisoners are sentenced to oixlyreonths in jail for a minor charge.

= |f each betrays the other, each receives a five-year sentence

Each prisoner must choose to betray the other or to rema@nsilEach one is assured that the other will not know
about the betrayal before the end of the investigation.

This problem can be formalized by a two-player game, eacheplbaving two possible strategies: to cooperate with
(denoted by") or to defect from (i.e., betray) the other player (denotgdib.

= The set of players i& = {1, 2},
= Prisoner 1 has two possible strategies; = A ands;, = T'. Idem for Player 2:s5, = A ands,, = T.
= So there are 4 strategy profilestA, AT, TAandT'T.

= And the utility functions are the following:

— u1(AA) = ug(AA) = -5,
— w1 (TT) = ue(TT) = —0.5,
— u1(AT) = ua(TA) =0,

— u1(TA) = ua(AT) = —10.

This game is static (only one step), non-cooperative argldtrion-zero-sum game: the two prisoners cannot commu-
nicate, so they cannot make a coalition, but what a prisoréngis not always lost by the other one.

4.1.3 Game representation

There exist two possible but equivalent representationstfategical game: normal form or extensive form.

The extensive formof a game is alecision treedescribing the possible strategies of each player at eapho$tthe
game. A node of this tree specifies the current player, a branoesponds to a strategy profile and a leaf gives
the profit of each player for the corresponding strategy leroftor instance, the extensive form of the game for the
prisoner’s dilemmais:

Example 50 (cont'd)

-

e

¢ 2

YAVEE /\

(-5, -5) (0, -10) (-10,0)  (-0.5,-0.5)
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In the leaves, the first element of each pair represents Plhgeutility, and the second one represents Player 2's
utility.

The dotted circle surrounding the two occurrences for Pt&/eneans that this player does not know in which case
she is (she does not know if her accomplice has chosen to epéth her or to betray her).

This game has another extensive form in which the root-nodegponds to the second player. These two representa-
tions are equivalent.

Thenormal form of a game gives the set of players, the set of strategies bffgager and the profits for each possible
combination of strategies. This corresponds toatrix form which associates with each strategy praofilen-tuple
giving the utility obtained by each playefu: (s), ua(s), . .., u,(s)). For instance, the normal form for the prisoner’s
dilemmasis:

Example 50 on the previous page (cont'd)

A (-5,-5) | (0, -10)
T (-10,0) | (-0.5,-0.5)

4.1.4 Solution concepts

There exist many solution concepts but in this documentst juesent Nash equilibria for static non-cooperative
games.

Nash equilibrium, introduced by John Nash in 1950 [Nas50], is a fundamentatisa concept in Game Theory.

It describes an issue of the game in which no player wishesagdifsnher strategy while being given the strategy
of each other player. So a Nash equilibrium is a strategylprofiere no player may find it beneficial to deviate if

it assumes that the other players will not deviate eitherer@texist several versions of this concept: pure-strategy
Nash equilibrium (PNE) or mixed-strategy Nash equilibriusing probabilities). In this document | use only the first
version.

Example 50 on the preceding page (cont'd)Strategy profiled A is a pure-strategy Nash equilibrium of prisoner’s
dilemma problem. Indeed, one can check thattAA) > u;i (T A) andus(AA) > ua(AT).

This is the only PNE of this game. Indeetl]' cannot be a PNE becauséA is a better strategy for Player 2:
ua(AA) > ua(AT); itis the same thing fof" A (becaused A is a better strategy for Player L, (AA) > uy (T A))
and forT'T (becausedT is a better strategy for Player L, (TT) < w1 (AT)).

Neither the existence, nor the unicity of a PNE are guarantee

4.2 Argumentation and Game Theory

The first links between argumentation and games have beatifidé by Dung himself in [Dun95]. Then they have
been used by many people for defining proof theories for aeguation.

4.2.1 Dung’s work

[Dun95] uses concepts of Game Theory developed by Von Nenash Morgenstern in [vNM44] in order to present
some links between argumentation and cooperative games.
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Among these concepts, he has used the notion of “dominaanedsues’ dominates another ondf and only if there
exists a non-empty coalition such that the profits of the mennbf the coalition are greater withthan withs and in
which the issue is feasible.

[VNM44] has defined a NM-solution of a cooperative game ag afdesuesS satisfying two postulates: (1) no issue
of S dominates another issue 8f and (2) every issue which does not belong'ts dominated by at least one issue
of S.

The “argumentative” version of this game is the following:their own interest, players try to impose the coalition
which optimizes their profits; each issue of the game is fiatiynan argument in favour of the coalition; moreover,
an issues attacks another ong if s dominatess’; so one finds the notions of arguments and of attack relation.

From a cooperative game, Dung has proposed a particulamargation system whose set of arguments is the set of
the issues of the game and whose attack relation is the dtorinalation. And he has shown that the NM-solutions
of a cooperative game are exactly the stable extensionssgbdinticular argumentation system.

Then he has applied these results to the stable marriagéeprathich is a well-known cooperative game: consider
a set ofn. men and a set af women; each one has a strictly ordered list (representiefg@nces) containing all the
members of the opposite sex; the stable marriage problesistsin finding the best way of marrying all the men and
all the women in order to satisfy their preference critesawell as possible.

In [Dun95], Dung has also identified some other links betwagjumentation and cooperative game, but | do not
present them in this document.

Generally, Dung has been interested by the use of argurm@n{atrticularly the notion of extensions) in order to
study some kinds of games. Indeed, he has considered thiblpassues of the game as arguments and he has used
the concepts of extension and acceptability for extradtiegsolutions of the game.

4.2.2 Dialectical proof theory

The notion of game appears as soon as one defines a proof tbeargumentation problems.

The main idea is to “prove” that if an argumentis acceptable or not by the simulation of a “dialogue” betwee
2 agents: a proponeiitRO which supports the acceptability efand an opponer® PP which supports the non-
acceptability ofr. So this dialogue is awo-player game in which the winner “has the last word”. These ideas have
been used in [JV99a] and have been refined in [Dou02].

This type of dialogue implies that each argument is sigmificand this depends on the problem we want to solve. The
legal-move functiodefines, at every step, what moves can be used to continu@athguk given the previous moves.
When the set of arguments returned by the legal-move fumidiempty, the dialogue cannot be continued.

It is also important to conclude the dialogue and to know wlamwthis is the role of thevinning criterion For
instance, for the acceptability problem of an argumert least 2 winning criteria are possible:

1. there exists aon dialogudor P RO concerning.

2. there exists sinning strategyor x, i.e. a way forP RO to defendr against all the attacks @d P P.

So if we want to decide the acceptability of an argument uldgiven semantics, we need to build a proof theory
whose legal-move function and winning criterion chardetethe chosen acceptability and semantics.

In [Dou02], this work has been done for the credulous actdfitaunder grounded and preferred semantics (and also
in [JV99a] for other semantics which | do not present in tlasuiment).

On this subject, | have worked with JérémeaNG, Sylvie DOUTRE and Denis SREYJoL to identify some of the
characteristics of a game corresponding to a dialecticadfptheory for argumentation (see[Sir04]). This work has
been applied to the dialectical proof theories propose@®oup?2].
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4.3 Boolean games

After my first works on games, | have tried to find a categoryarhgs which are close to logical languages and with
which one can realize a nonmonotonic reasoning and go babipic 3 “argumentation”. The main interest of this
approach is the fact that the use of a logical language alfowisportant reduction of the size of the game. Indeed,
for static games, extended forms and normal forms coinamdiewdility functions are usually represented explicitly,
by listing the values for each combination of strategieswelcer, the number of utility values, that is, the number of
possible combinations of strategies, is exponential inntiber of players, which renders such an explicit way of
representing the preferences of the players unreasonakele the number of players is not very small. This becomes
even more problematic when the set of strategies availabntagent consists in assigning a value from a finite
domain to each of a given set of variables (which is the caseainy real-world domains). In this case, representing
utility functions explicitly leads to a description whosessis exponential both in the number of agemtx(2" values

for n agents each with two available strategies) and in the nuofbariables controlled by the agents % 2P x 2P
values for two agents each controllipdoolean variables). Thus, in all these cases, specifyiagget’ preferences
explicitly is clearly unreasonable, both because it woelglire exponential space, and because studying these games
(for instance by computing solution concepts such as puategly Nash equilibria) would require accessing all of
these utility values at least once and would take time expiiglen the numbers of agents and variables in all cases.

So we have chosen to studdoolean gamesntroduced by Harrenstein, van der Hoek, Meyer and Wittaviee
[HvdHMWO01, HarO4b]. They are two-player and zero-sum gaimeshich Player 1's utility function (and Player
2’s utility function which is its opposite) is representedaformula in propositional logic, called tleoolean fornmof

the game. This game is very compact to represent, but itasvals/ simple. So our first work has been to enrich it on
different aspects.

Note that the main part of this work has been done by Elise BN (the subject of her PHD Thesis was “Modelization
of interactions between rational agents: Boolean gamésgve co-supervised her work with JérdmeNgG, but the
generalization of Boolean gamesri@layers and to non-dichotomous preferences is completelg’&work. Then,
after her PHD Thesis, | have worked with her and Caroline Bé\t ERIA, Angers) to the link between Boolean
games and argumentation (see Section 4.3.3 on page 145).

4.3.1 Boolean games with players

This is a generalization of the two-player version propdsefHvdHMWO1, Har04b].

LetV = {a,b, ...} be afinite set of propositional variables, a Boolean gamke wjtlayers onV' is an-player game
in which each strategy of each player consists in assignimgth value to all variables belonging to a subset/of
Each player’s preferences are given by a propositionaltditaip,; over variables of/.

Definition 86 A Boolean game withn playersis a 5-tuple(N, V, =, T, ), with

= N ={1,2,...,n} the set of players (also called agents);

V' a set of propositional variables;
= 7 : N — V a control assignment function which defines a partitiofy of
= I'={~,...,7} asetof constraints, each being a satisfiable propositional formula Dt,(i)z;

= & ={p1,...,pn} asetof goals, each; being a satisfiable propositional formula 6{,.

A 4-tuple(N, V, 7, T), with N, V, =, T defined as previously is calledBoolean pre-game

The notationZ s denotes the subset éfdefined on the set of propositional variablgsL being a propositional logical language.
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Thecontrol assignment functionassociates with each player all variables she contrgldenotes theet of controlled
variablesby Playeri. Each variable is controlled by one and only one player{Se,. .., ,} is a partition ofV/.

Each~; represents the agent’s constraints on the set of variabkesantrols. This representation choice respects
agents’ independence: each agent handles her variabi$earconstraints which concern her variables, without
depending on other agents.

The use of Boolean games allows a very compact represent#tggames. This point is illustrated by the following
example which is a simplified variant of the prisoner’s ditamproblem.

Example 51 Considern prisoners and only two kinds of sentences, freedom ant jgib the deal proposed by the
police is:

= Those which defect for the prosecution against the otheirfsegoand the ones which remain silent receive the
full 10-year sentence.

= |f everyone remains silent,everyone goes free.

Each prisoner must choose to betray the other or to remaénsilEach one is assured that the other ones will not
know about the betrayal before the end of the investigation.

For 3 prisoners, this problem can be formalized by a 3-playame, each player having two possible strategies:
to cooperate with (denoted &, i = 1,...,n) or to defect from (i.e., betray) the other players (dendigd-T,
i1 =1,...,n). The normal form of this game is:

3:T% 3. 153

T2 —|T2 TQ - T2

T (1,1,1)| (0,1, 0) T 0,0,1)| (0,1, 1)
- | @00/ @1,0]| -7 |@o01)]@11)

Then-tuples give the result obtained by each player: (Playeré&ult, Player 2's results, ...). The valOgresp.1)
means that the player loses (resp. wins).

So forn prisoners, we need a matrix with dimensions, each dimension being equal to 2; so we need tifyspé
n-tuples. However, this game can be very easily translatedd Boolean gamé& = (N, V, «, ', ) with:

= N={1,2,...,n},

.V ={T1,...,T.},

wVie{l,...,n},m ={T:},
«Vie{l,...,n},v=T,and
wVie{l,...,n},pi=(Ti AT N ... ANT,) V —T;.

Definition 87 Let G = (N, V,n,T", ®) be a Boolean game. #8trategy s; for Playeri of G is a m;-interpretation
satisfyingy;. Theset of strategies for Playeri is represented by, = {s; € 2™i|s; = v;}.

Astrategy profile s for G is an-tuples = (s1, ..., s, ), withforall i, s; € S;. S = 51 x...x S, is the set of strategy
profiles.

3In Section 4.3.2 on page 135, the use of non-dichotomousnemtes allows a more interesting translation of this examyth several kinds
of sentences.
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So a strategy for Playéiis the assignment from true or false to the variables she@graénd the constraint reduces
the set of possible strategies for this player.

For a non-empty set of players (calledalition) I C N, the projection ofs on I is defined bys; = (s;)ies. If
I = {i}, the projection ok on {i} is denoted by; in place ofs;, .

The following notations are usual in Game Theory. ket (s1,...,s,) ands’ = (s,...,s,) be two strategy
profiles.
= s_; denotes thatrategy profiles without Playeri’s strategy s_; = (s1, 52, ..., Si—1, Sit1,- - -, Sn). Similarly,

if I C N,s_;denotesy ;.

= (s_;, s;) denotes thestrategy profiles in which Playeri’s strategy has been replaced by that of profile
(S_i, S;) = (817 82,...,8—-1, S;, Sit1ye--y Sn)

71 represents the set of variables controlledbgndr_; = 7y ;-

If I = {i}, 7, denotes theet of variables controlled by all players except Player_; = V' \ 7;.

{m1,...,m,} being a partition of/, a strategy profile is an interpretation fov’, i.e. s € 2V.

71 represents the inverse functionmf

The set of strategies dfC N is denoted by5; = X;¢1.5;.

And the set of the goals df C N is denoted byb; = A, v.
All the previous notions are illustrated with the followiegample:

Example 52 LetG = (N, V,n,T', ®) be a Boolean game with

V ={a,b,c}, N ={1,2},
m = {a,b} andme = {c}.

L] ’yl:ﬁa\/ﬁb,’)Q:T
o =(a—=b)V(maANbA-C),

= oo =(-aAbAc)V (aA-b),

Player 1 has three possible strategies;, = ab, s1, = ab, s1, = ab. Strategyab does not satisfy Playei’s con-
straints, so it is not an acceptable strategy.

Player2 has two possible strategies;, = c or so, =¢.

So there are 6 strategy profiles f6f: S = {abc, abe, abe, abe, abe, abe}.

With strategy profilegbc, abé andabe Player1 wins, whereas, withbe, abé andabe the winner is Playeg.
Playeri’s goalyp; is a compact and dichotomous preference relation, cornespgto a binary utility functioft Player

i is satisfied (so her utility is equal to 1) if and only if her ¢jga is satisfied. Otherwise, her utility is equal to 0. So
goals{y;,i = 1,...,n} play the same role as utility functions.

Definition 88 For Playersi, theutility function induced by the goal of this player is denotedihy: S — {0, 1} and
defined by:
oS 0ifsEp
“l(s)‘{ Lifs ko

4In Section 4.3.2 on the next page, we will present a way foiorény the restriction about this binary preference.
5In the logical sense of this word.
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So we have:

= 5 is at least as good as for i, denoted bys »; ', if u;(s) > u;(s’), or equivalently ifs = —¢, implies
s' = i

= s is strictly better than’ for i, denoted by >, s/, if u;(s) > w;(s’), or equivalently ifs = ¢; ands’ = —;.

= 4 is indifferent betwees ands’, denoted bys ~; ¢/, if s >; s’ ands’ >; s, or equivalently ifs = ; if and
only if s’ = ;.

The next definition describes the notion of winning stratiyya player:

Definition 89 LetG = (N, V,n,T', ®) be a Boolean game, with = {¢1,...,¢,}, andN = {1,...,n}. The strat-
egys; is awinning strategy for Player: if, whatever the other players’ choicesyins by choosing this strategy.

Vs_i € S—i, (5-i,8i) E @i
For Boolean games, the definition of PNE is exactly the santikeeaslassical one given in Game Theory:

Definition 90 LetG = (N, V,n,T', ®) be a Boolean game, witN = {1,...,n} being the set of players.
s = (s1,...,8,) is apure-strategy Nash equilibrium (PNE) if and only if:

Vie{l,...,n},Vs: € Si,ui(s) > wi(s—i, s;)
A simple characterization of PNE exists in the framework oban games:

Proposition 75 Lets € S. sis a PNE ofG if and only if for alli € N:

= eithers = ¢,
= Ors_; ': ;.

This characterization gives an easy way for computing PNB&mlean games: a strategy profilevill be a PNE if
and only if, for each Player, eithers satisfies Playei's goal, or Playei’s goal cannot be satisfied if the other players
keep their strategies.

4.3.2 Boolean games with non-dichotomous preferences

Binary utilities is a real loss of generality. So in this $ectl present a generalization of theplayer Boolean games,
defined previously, in order to incorporate non-dichotompreferences.

There exist different kinds of non-dichotomous preferenddey can be either numerical (one sagsdinal), or
ordinal. Knowing that the essential notion for our work is Nash dftiilm and that this notion can be defined using
ordinal preferences, we have chosen to integrate ordieftmnces in Boolean games.

The second important point is the choice of a representétiotmese non-dichotomous preferences: we always need
a compact representation. Among the different possisliiroposed in literature, | have chosen to present two cases
CP-nets and goals with priority.

The use of non-dichotomous preferences implies some mddiéénitions:

Definition 91 Let L be a propositional language for a compact representatiopreferences. BooleanL-gameis
defined by a 5-tupl&' = (N, V, 7, T, @), with

= N={1,...,n},V,7mandl being defined as previously, and
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= & =(dy,...,P,). For Player:, &, is a compact representation i of the preference relatior; for Playeri
onS. Prefs denoteg=1, ..., =,).

Definition 92 Let L be a propositional language for a compact representatiopreferences.

LetG = (N, V,T',w,®) be a Boolean.-game, andPrefs = (-1,..., =) be the set of preferences (one for each
player).

There are two possible definitions for Nash equilibria:

s = (s1,-..,8,) is aweak pure-strategy Nash equilibrium (WPNE)if and only if:

Vi € {1, .. .,n},ng € Si, (S;, 871') %1 (Si,S,i) (41)

s =(s1,...,8,) IS astrong pure-strategy Nash equilibrium (SPNE)if and only if:

Vie{l,...,n},Vs, € S, (s},s_i) =i (si,5-i) (4.2)

The set of strong (resp. weak) pure-strategy Nash equalisrdenoted bW Eyong (resp. N Eyeak).-

4.3.2.1 CP-nets

CP-nets define a so-called “graphical” representationdagg. This language is based on the comparison criterion
Ceteris Paribus if an agent expresses in natural language a preferencetisaicta round table will be better in the
living room than a square table”, she does not want to sayativatound table would be better that any square table;
she want to express the fact that, she prefers a round tabledoare table if they do not significantly differ on their
other characteristics. This is tlketeris Paribugprinciple which leads to the following notion of independen

Definition 93 Let X, Y and Z be three non-empty sets forming a partitiorlaf X andY are conditionally prefer-
entially independent givenZ if and only ifVz € D(Z), Va1, 22 € D(X) andVy1,y2 € D(Y') we have:

x1y12 = xoy1z if and only ifx1ysz > xoysz

For a given value o, the preference relation on the valuesdis the same whatever the valuesyof

This conditional preferential independence is used in then€ts introduced in [BBHP99] as a tool for compactly rep-
resenting qualitative preference relations. CP-nets baga studied mainly in[Dom02], [BBD04a] and [BBD" 04b].

They can be used in the framework of Boolean games in ordespiesent players’ preferences: each goal for each
player will be a “propositionalized” CP-neit¢. CP-net with binary variables). Stc;, € V, D(x;) = {x;, T;} = 2%
andD({z; ...x,}) = 2{#1-=r} With this representation, an element/dfz;) corresponds to &z; }-interpretation,
and an elementaD({x1 ...z,}) is a{z1 ...z, }-interpretation.

Definition 94 For each variableX € V, a set ofparent variables is specified, and denoted Wa(X). These
variables are those which influence the preferences of tleatagbout the different values faf. Formally, X and
V\ ({X} U Pa(X)) are mutually conditionally preferentially independenign Pa(X).

Theconditional preference table(called CPT) describes the agent’s preferences about theesaf the variableX,
with regard to combinations of values for the parent varesbl

For each combination of values fd?ta(X ), CPT(X) specifies a&complete orderingn D(X) such thatvz;, z; €
D(X) eitherz; > x;, orz; > ;.

LetV = {Xy,..., X, } be a set of variables\ = (G, 7) is aCP-neton V, G being a directed graph of’, andT
being a set of conditional preference tab@®7'(X;) for eachX; € V. Each conditional preference tab{@éP7T'(X;)
is associated with a complete ordering,, with regard top € D(Pa(X;)).
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Formally, the preference relation induced by the CPAderepresented by the induced preference graph, is defined
by:

Definition 95 Thepreference relationinduced by the CP-né¥’ is denoted by- 5, and is defined byo, o’ € D(V),
o=y o ifand only if N =0 > 0.

All these notions are illustrated on the following example:

Example 53 Consider the CP-net given by Figure 4.1 about my preferefaree dinner. Variables' and V' corre-
spond respectively to the soup and the wine. | strictly priefeat a fish soup,) rather than a vegetable soupy),
and about wine, my preferences depend on the soup | eat: drmed wine {;.) with vegetable soupS( : V. >~ V)
and white wine ;) with fish soup §,, : V;, = V;.). SoD(S) = {S,, S} andD(V) = {V,., V, }.

O vy
St | V=W

Figure 4.1: CP-net “My dinner”

Figure 4.2 represents the preference relation induced ky/@P-net. The bottom elemerst; (A 14) is the worst case

and the top element{, A V}) is the best case.
Sp AV

Figure 4.2: Preference graph induced by the CP-net “My dinne

There is an arrow between the nodés A V) and (S; A V) because we can compare these states, every other thing
being equal.
So we can completely order the possible states (from theprefsrred one to the least preferred one) :
(Sp AVB) = (Sp AVL) = (SIA V) = (Si A V)
This relations is the only ranking that satisfies this CP-net.

The introduction of CP-nets in Boolean games modifies sorfiritiens:

Definition 96 The conditional preference tablefor a Boolean game (denoted I6yPT; (X)) describes Playei's
preferences on the values for the variabdewith regard to combinations of values for parent variables.

For each combination of valugsfor Pa;(X ), CPT;(X) specifies a complete ordering such that either; ,, z, or
T ipT.

Definition 97 A Boolean CP-games a 5-tupleG = (N, V,T',m, ®), with N = {1,...,n} a set of players} =
{z1,...,x,} asetofvariablesp = (NVy,...,N,), eachV; being a CP-net oV whose graph is denoted lgy and
foralli € N, =;=ru;.
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The following example shows the possible use of these neition
Example 54 Consider the Boolean CP-ganie= (N, V,I', 7, ®) with:
= N=1{1,2}
» V = {a,b,c}, with D(a) = {a,a}, D(b) = {b,b} andD(c) = {c,c}.
sy ={a=blhyn=T,
m = {a,b}, ma = {c},

Player1’s goal is represented by the CP-net and the induced preferegiation given in Figure 4.3,

Player2’s goal is represented by the CP-net and the induced prefereziation given in Figure 4.4 on the next
page,

a>a
®\©/0 T
abe
a N\ c>=c abe |«
anb|c-¢
@ (b)

Figure 4.3: CP-net and associated preordering for Player

Note that Playerl does not express her preferencescdior the statesib or ab, these two states being impossible,
but it is possible to build the preference relation by trdivifiy: states containing:b are always preferred to states
containingab.

For computing Nash equilibria of this game, one only takés account the strategy profiles appearing in the prefer-
ence relations for both players: for instance, the stratemfile abc does not satisfy Playdrs constraints so it cannot
be a PNE. On this example, the strong and weak PNE are:

NEyear = NEst7'0ng = {abc}
These Boolean CP-games have some interesting propemtigssticular if their CP-nets are acyclic.

Proposition 76 In an acyclic Boolean CP-game, strong and weak Nash eqialiwincide.

Proposition 77 LetG = (N, V, n,T', ®) be a Boolean CP-game such that graghsre all identical §i, j, G; = G;)
and acyclic. This gamé& has one and only one PNE.

We want to exploit this property by making all CP-nets idealti For that, we use the notions of graph union and
equivalent game.
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(a) () [ate]

Figure 4.4: CP-net and associated preordering for Pfayer

Definition 98 LetG = (N, V,,T", ®) be a Boolean CP-game such théite N, graphsg; are all acyclic.

For Playeri, G; = (V, Arc;), V being the set of the nodes of the grépdnd Arc; representing the set of the directed
edges of the CP-net graph farThegraph union of G is the graphG = (V, Arc; U ... U Arey,).

Definition 99 LetG = (N, V,n, T, ®) be a Boolean CP-game such théte N, graphsg; are all acyclic.

G* = (N, V,n,I', ®*) is theequivalent game by rewriting of G in which the CP-net graph of each player has been
replaced by the graph union 6.

The conditional preference tables are modified in order taespond with the new graph, while giving the same
preferences: if the edggX, Y) is added to the graph, the conditional preference table efvhriableY” will be the
same table as previously for each value= D(X). More formally, with>-? denoting the associated relation with
CPT;(Y) for Playeri's CP-net inG, we have foG*: Vo € D(X), =] =~]=~7.

Proposition 78 LetG = (N, V,n,I', ®) be a Boolean CP-game such thét € N, graphsg; are all acyclic. Let
G* = (N,V,n, T, ®*) be the equivalent game by rewriting@f G* gives the same preorderings on strategy profiles
asG. One says thatr and G* are equivalent
The following example gives an illustration of all these cepts:
Example 55 Consider the gamé&' = (N, V, 7, T', @) with:

« N=1{1,2}

= V ={a,b,c}, with D(a) = {a,a}, D(b) = {b,b} andD(c) = {c,¢}.

" =72=1T,

s 11 = {a, b}, m2 = {c},

= Playerl’s goal is given on Figure 4.5 on the following page,

= Player2’s goal is given on Figure 4.6 on the next page.
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P

aAb | c~C
aNb | E>c
alNb|c>c
anb | c-¢

Figure 4.5: Playet’s CP-net

Ql
o
Y
o
o
ol
Y
o

BH—C—C0O

Figure 4.6: Playe?’s CP-net

aANb|c+¢
aAb | ¢=c l
aNb|c=c —
— abe
aNb|c-¢C
(b)
(@)

Figure 4.7: For playet: CP-net and associated preordering for the gééequivalent by rewriting of)
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The graph union o&F and the equivalent game by rewriting Gfare computed, so the new goals for the players are
given in Figures 4.7 on the facing page and 4.8.

On Figure 4.7 on the facing page, one can note that for comgWRINE of this game, one needs to compare strategy
profilesabce, abe, abe andabe for Player1, butabe andabe are incomparable. This “incomparability” is represented
on the figure by a dashed line.

alb=b .

abe

©/O

alNb | c+¢
anb|e=c
aANb | c>¢C
anble-c
™ abe
(a)

(b)
Figure 4.8: For playe2: CP-net and associated preordering for the gétéequivalent by rewriting of)

The graph union is an acyclic graph, so we can apply Propertyi page 138, and conclude that the gathdas
one and only one PNEVE = {abc}.

4.3.2.2 Goals with priority

CP-nets do not allow to represent every kind of prefererbéslanguage is not completely expressive. For instance,
with a CP-net, it is impossible to express the following prehces: “My preferences are, by decreasing ordering,
holidays at sea in summer, holidays at mountain in wintdidhgs at mountain in summer, and then holidays at sea
in winter”. This preference relation compares states whighnot identical “all other things being equati( > =y >

Ty = TY).

So | present in this section another representation lareggfaagion-dichotomous preferences: goals with priority. In
this case, Players’ preferences are expressed by a seteykdrdoals with a priority relation. So we can reuse the
priority relations presented in Chapter 1.1 on page 10 {ferdelection mechanisms of consistent subbases in the
framework of consistency restoration). These relatiors ar

= the preference relation callédiscrimin” which is defined in [Bre89, DLP91, Gef92, BCD3] and which
corresponds to the selection mechanism “incl”,

= the preference relation callélximin” which is defined in [DLP91, BCH93, Leh92] and which corresponds
to the selection mechanism “card”,

= and the preference relation calldakbst-out” which is defined in [DLP91, BCD93] and which corresponds to
the selection mechanism “bo”.

Using these relations, one can define the Boolean BP-games:

6This is the set of variables of the game.
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Definition 100 A Boolean BP-games a 5-tupleG = (N, V,«, T, ®), with ® = (X4, ...,X,) being a collection of
bases of goals with priority in which:

= (.. 2, E{ representing the stratum numbgof ; (the set of goals with priority for Players).
We assume that the number of strata is the same for each plagieve use the following notations:

= If G is a Boolean BP-game anddfe {disc, lex,bo}, thenPref& = (=§,...,=¢%).

")

» NEds¢ (@) (resp. NEZsc (@) represents the set of the weak PNE (resp. strong PNEYferfdsc. Note

weak strong

that>%° and>'°* are complete preference relations; so, in these casesgsiral weak PNE coincide.

These notions are illustrated by the complete version opts®ner’s dilemma.

Example 50 on page 129 (cont'd)The normal form for 2 prisoners is the following:

1 Tg Tg
T (-1/2,-1/2) | (-10,0)
Tl (Ol _10) (_51 _5)
There is one and only one PNE:
NE ={ThT>}

This game can be translated into a Boolean BP-gé@me (N, V, «, T, ®) with:

. N ={1,2},

n V={T1,To},

w1 = {11}, ma = {1},
s =r=T,

w3y = (Ty ;-T),

n 3y = (T ;1Y)

Discrimin Applying the discrimin criterion for each player, one fintle following complete relations:

Playerl 7T, Player2 7T,
s ¥
15 15
TTs T
A A
T >

Then the computation of the PNE (weak and strong) gives tlosviag result:

NEd’LSC — NEd’LSC _ {m}

weak strong —
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Leximin Applying the leximin criterion gives exactly the same fielad that those obtained with the discrimin crite-
rion:

Playerl 7T, Player2 7T,
Ty f2 71,
TTs T
XN i
T T

So the PNE is the same:
NE'"® = [T\T}

Best out With the best out criterion, we obtain:

Player1 T T, Player2 T,
AN AN
TlT% Ty TlT% T

And we find: o
NE" = {T'Ty, ThT», T1 Ty}

The Boolean BP-games have some interesting properties.
First of all, there exist some inclusion links between tHéedént sets of PNE:

Proposition 79 LetG = (N, V, n,T', ®) be a Boolean BP-game aitire f& = (-5, ..., =) be the set of preference
relations onG using a criterionc € {disc, lex, bo}.

1. NEdsc (@) C NE'“*(G) C NE"(G)

strong

2. NE'**(G) C NE%s¢ (G) C NE*(G)

weak

We can als@pproximatea Boolean BP-game considering only thérst strata for each player. The aim is double: to
get a simpler game (for the computation of the PNE), and teamse the possibility to find a PNE taking into account
strata with the greatest priority.

Definition 101 LetG = (N ={1,...,n},V,n, T, ®) be a Boolean BP-game. Lkte {1, p}.

GU=F = (N, V, =, T, ®ll—*) represents thé-reducted Boolean game ofx in which players’ goals are reducted
to their & first strata: 1=+ = (s{! = sli=H)y

Proposition 80 Let G be a Boolean BP-game, and let {disc, lex, bo}. If s is a strong PNE (resp. weak PNE) for
Pref¢_«, thens is also a strong PNE (resp. weak PNE) Bre S, ;.-

This is an interesting property for concluding on the absefa PNE:
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Proposition 81 LetG be a Boolean BP-game, and I6t") the 1-reducted Boolean game®@f Whatever the criterion
used (discrimin, leximin or best-out), if the gadié! does not have a PNE, then the ga@ieloes not have any more
PNE.

Example 56 Consider the gam& = (N, V,«, T, ®) with:

N ={1,2},

V ={a,b},
m = {a}, 2 = {b},

=Y ={(a—b;b—a),

l’yl:’yQ:T,
= Yo = {(a <> —b;—b)

Applying the best out criterion at each player gives theofelhg preference relations:
Player1 Player2

ab abe———7ab

This game has no PNE.

Study the Boolean gan@!!! in which players’ goals are reducted to their first stratud{!! = {N,V, 7, T, &1}
with:

= N ={1,2},
= V = {a,b},

= 1 = {a}, > = {b},
s =72=1T,

» 2 = (o = b},

v = {a o b}

The normal form o[ is:

ol

(1,0) | (1,1)
a 0,1) | (1,0

This game has one PNEb.
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4.3.3 Back to argumentation

In this section, the leading idea consists in translatingqu@umentation systemAF into a Boolean CP-gam@, in
order to use specific tools of Game Theory and some partiputgrerties of Boolean CP-games for computing the
extensions oAF.

This idea is born from the following facts:

= argumentation and games have many strong links, in paatithu fact that both are able to represent interactions
between rational agents;

= a static game should allow the representation of an ab#tfadh both cases, agents give their arguments (resp.
strategies) without analysing those of the others agehis,analysis will be made afterwards that with the
computation of extensions (resp. PNE);

= the graphical aspect of the CP-nets is similar to the graphgpect of the argumentation (interaction graph).

The aim of this work is to establish a new link between arguiegon and games. It is not to obtain more effi-
cient algorithms for computing the extensions (there alyeaxist many efficient algorithms defined in literature —
see [DM01, CDMO03])).

Note that the “constraint” of a Boolean CP-game is not usieiuthis translation, so we will use a simplified version
of these Boolean CP-games (without the constidjnt

4.3.3.1 Translation of an AF into a CP-Boolean game

This transformation is done by Algorithm 2 on the followingge. This algorithm assumes the existence of two others
algorithms:

= IsCvcLic which returngrue if there exists at least one cycle in the argumentation graph

= REMODDCYCLES for removing the odd-length cycles if there are some of thethe AFS.

The execution of these two algorithms can be viewed as a pngitation step of Algorithm 2 on the next page. The
fact that the AF we translate does not contain odd-lengtlecgyields interesting properties (for the AF and for the
Boolean CP-games).

Let AF be an argumentation system which does not contain oddHeaygtes, the principles of Algorithm 2 on the
following page are the following:

= each argument o&F is a variable of;
= each variable is controlled by a different player (so we teeany players as variables);
= the CP-nets of all players are defined in the same way:

— the graph of the CP-net is exactly the directed graphkaf

— the preferences over each variablerhich is not attacked are > v (if an argument is not attacked, we
want to protect it),

"This algorithm is linear: (Step 1) removing all the vertisgisich do not have predecessors; (Step 2) iterating Stepilleither all the remained
vertices have at least one predecessor (there is a cycle initial graph), or the graph is empty ( there is no cycle mitiitial graph).

8This algorithm is polynomial: (Step 1) computation of theoRean adjacency matrix corresponding to all the minimal-igjth paths of
attack; it is sufficient to take the Boolean adjacency of thep M (M(Z,j) = 1 if there is an edge from to 5 in AF) and to compute
MO = ML 4 M3 4.+ M27=1 with n = |A| (the boun2n — 1 is obtained using a general result given by graph theory:difected
graph contains a path fromto b then there exists a simple path — a path in which each verigsaap only one — from to b); (Step 2) removal of
all the arguments for which the diagonal elemenp\dP!C is 1; (Step 3) removal of all the edges having one removednaegtias end point or as
start point.
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Algorithm 2: Translation of an argumentation system into a CP-Booleamega
begin
[* INPUT: AF = (A, R) an argumentation system */
/* OUTPUTS:G = (N, V, 7, ®) a CP-Boolean gaméF after removal of odd-length cycles */
/* LOCAL VAR.: i = current agentg = current arg. */

/* if necessary, removal of the odd-length cycles */
if ISCycLIC(AF) then AF = REMODDCYCLES(AF)
/* no more odd-length cycle iAF */
/* computation of the CPTs for each argument */
for a € Ado
if R™'(a) = othenCPT(a) =a > a
[* unattacked argument */
else
/* case of the other arguments */

L CPT(a)={V er-1(yv:a = a} U{ A\ er-1(s) ¥ : a = a}

/* computation of the CP-net/ */
N = (AF,UqecaCPT(a)) /*itis the attack graph*/
[* after removal of odd-length cycles, */
[* associated with the CPT for each argument */
/* computation of N, V', = and® */

i=1,N=9o,V=A /* each argument is a variable */

for a € Ado
N = NU{i} [* an agent per argument */
m = {a} [* i controls only this argument */
Ni=N [* the same CP-net for each agent */
t=1+1

return (G = (N, V,m, (M, ..., Njv))), AF)

end

— the preferences over each variablevhich is attacked by the set of variabl®s ! (v) depends on these
variables: if at least one variablee R~ (v) is satisfiedp cannot be satisfied (so we haye, ez 1 () w
v = v); however, if all variabless € R~!(v) are not satisfiedy can be satisfied (and Ruer-1() T :
v > D).

The construction of a CP-Boolean gaddrom an argumentation systeftf is made in polynomial time (even XF
is cyclic and if we have to remove its odd-length cycles).sTthanslation is illustrated on the following example:

Example 57 ConsiderAF = ({a,b,¢,d, e}, {(b,a), (¢, b),(d,b), (e,c)}) (AF is acyclic) and transform it in a CP-
Boolean gamé&' = (N, V, m, ®). By applying Algorithm 2V = {a, b, c,d, e} andN = {1, 2,3, 4,5}, withm = {a},
ma = {b}, 13 = {c}, m4 = {d} andw; = {e}. The following CP-net represents the preferences of allgis:

c
c

o e

¢ eVdib=b  pgea
exe ¢ eAdb=b  pasa
e e—", A
d=d

The following example shows the translation of a cyclic AE Wwith only even-length-cycles:
Example 58 ConsiderAF = ({a, b}, {(a,b), (b,a)}). By applying Algorithm 2V = {a,b} and N = {1,2}, with

m = {a}, ma = {b} (AF is cyclic, but contains only even-length cycles). The ¥y CP-net represents the
preferences of all players:
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Q:a>a A/\B
b:a>=a ~—_ 7

And then we give an example of an AF with odd-length cycles:

<o ol
o

SIS

Example 59 ConsidelAF = ({a, b, c,d, e}, {(a,b), (b, ¢), (c,d), (d,e), (e,c)}). Theinitial AF is cyclic, and contains
an odd-length cycle, which has to be removed. The fkaWill contain onlya andb. So, by applying Algorithm 2
on the preceding pagé; = {a,b}, N = {1,2}, withm; = {a}, m = {b} and the following CP-net represents the
preferences of all players:

Initial graph: e Final graph: CP net:

/T a——>p A——>B _

a—>b—>c\d _ aib>b

There exists a link between preferred extensionsoand PNE ofG:

Proposition 82 Let AF = (A, R). LetG = (N, V,w, ®) be the CP-Boolean game aWd’ be the argumentation
system both obtained froAF by applying Algorithm 2 on the facing page.

s is a preferred extension &F' iff s is a SPNE fot G.

Example 57 on the preceding page (cont'd)G has one SPNEedeba} and AF has only one preferred extension
{e,d,a}.

Example 58 on the facing page (cont'd)G has two SPNE$ab, ab} andAF has two preferred extensiofia}, {b}.

Example 59 (cont'd) G has one SPNEab} and the finalAF (after removal of odd-length cyclebas 1 preferred
extensiona}.

4.3.3.2 Computation of preferred extensions

Since preferred extensions correspond exactly to SPNEsm#in properties about computation of SPNE in CP-
Boolean games can be applied. The first interesting caseenwithe acyclic argumentation systems:

Proposition 83 Let AF be an argumentation system. l@tbe the CP-Boolean game aidF’ be the argumentation
system both obtained froAF by applying Algorithm 2 on the facing page.

If AF’ is acyclic,AF’ has one and only one preferred extension which is compuialpelynomial time usings.
Of course, this proposition holds for the simple case of #alracyclic argumentation system.

The computation of SPNE(s) for cyclic argumentation systé&much more complex. However, Algorithms 3 on
page 149 and 4 on page 149 allow to compute such solution pondeen the argumentation system contains even-
length cycles.

These algorithms assume the existence of Algorithom€ NTCYCcLEFORPROP which returns the cycle (or one of
the cycles if there are several) in a given set of variableshvpermits to reach as many variables as possfbkeor
instance, on the following graph:

9Recall thats denotes & -interpretation, that is if = abc for example, this corresponds to the et c}.
10This algorithm uses the notion of Boolean adjacency masiRlgorithm REMODDCYCLES:
= computation of the Boolean adjacency matt#2P corresponding to all minimal paths in the graph reduced ¢ogikien set of variables:
M = M+ M2 + M3 + ...+ M2 with n = |V |; M3P(i) will denote (M3P(i, 1), ..., M3P(i, n));
m ToSee = V; C = &; end? =false
= |oop: while NOTEnd?) do
v = top(ToSee); ToSee = ToSee \ {v};
if (fw € ToSee s.t. M3P(v) C M3P(w)) then
/* no var. permitting to reach more var. thart/
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g f(—tf(—i 7
P
a b c d h

{a, b} permits to reach variables b, ¢, d, e, f, and{4, j} permits to reach variablesj, ¢, d, e, f.

These cycles are more interesting than the other ones fqurthgagation of values over the graph (if they are the
starting point of a propagation process then this propagadimore efficient).

Let \V be the CP-net representing goals of players of a CP-Boolaaegthe principles of Algorithms 3 on the next
page and 4 on the facing page are:

instantiation of all unattacked variables (which have neepts in\/ and are satisfied in the SPNE);
propagation of these instantiations for as long as possible
once all feasible instantiations have been done, loop:

— if all variables have been instantiated, the SPNE can bened)

— else, with Algorithm @MPINTCYCLEFORPROP, the more interesting cyclé remaining is computed
(there is one, otherwise all variables would have beenritistzd);

— using the current state of the current SPNE, create two néNESPthe first one contains a variable©f
instantiated tdrue, the second one contains this same variable instantiatfd te

— propagation of these instantiations for each one of thebESRs long as possible.

Example 60 Using the following graph:

[
.

a\/vb

—il Ik I

e
!
d h

the steps of the computation process are:

g andh are instantiated to true (current state of SPNEgh);

thena andd are instantiated to false (current state of SPNEyhad);
thenb is instantiated to true (current state of SPNEghadb);

thenc is instantiated to false (current state of SPNEyhadbe);

at this point the simple propagation stops; so we must coenthé interesting cycles in the remaining set of
variables(e, f, 1, j, k,1) and the result ig:, j);

the propagation process is restarted with the followingreat states of two SPNEghadbei and ghadbéi;

so, at the end of the propagation process, three SPNEs azenetot o
ghadbciefjkl, ghadbeiefjkl and ghadbciefjkl.
These SPNEs correspond to the three preferred extensionsb, e, j,1}, {g, h, b, f,i, k} and{g, h, b, 1, f,1}.

The following proposition shows that Algorithms 3 on the tigage and 4 on the facing page exactly compute the set
of SPNEs of the CP-Boolean game.

Proposition 84 LetG be a CP-Boolean game given by Algorithm 2 on page 146SEebe the set of strategy profiles
of G given by Algorithms 3 on the facing page and 4 on the next pageS P iff s is a SPNE foiGG.

C = C U{v}; end? =true;
Vw € ToSee do if M3P(v) = M3P(w) thenC = C U {w};
else ifToSee is empty therend? =true;
ReturnC'
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Algorithm 3: Computation of SPNEs of a CP-Boolean game obtained fromg@magntation system
begin

[* INPUTS: a CP-Boolean gam@ = (N, V, m, ®), where® = (Ni,...,N,) */

/* OUTPUTS: a set of SPNESP */

/* LOCAL VARIABLES: v = current variable]n = (resp.Out =) set of variables instantiated taue (resp.falsé,
R = set of variables remaining to be instantiated */

In=2,0ut=9,R=V [* Initialization */
/* Instantiation of all variables without parents */

for v € Rdo if Pa(v) = @then R= R\ {v}, In=InU {v}

[* propagation by a recursive process */

return CoMPSPNEREC(G, R, In, Out)

end

Algorithm 4: ComMPSPNEReC: Recursive computation of SPNEs of a CP-Boolean game datdiom an
argumentation system
begin
/*INPUTS: a CP-Boolean gam@ = (N, V, w, @),
R = set of variables remaining to be instantiated,
In = set of variables already instantiatecttae,
Out = set of variables already instantiatedfatset/
/* OUTPUTS: a set of SPNESP */
/* LOCAL VARIABLES: v = current variablep = cardinal ofR, C' = set of variables forming a cycle*/

if R = o then
/* all variables are instantiated: a SPNE is found */
| return {(InOut)}
else
n = |R| /* n =number of variables remaining to be instantiated */
for v € R do
/* simple propagation process */
if Pa(v) C Out then
/* all parents are instantiated false*/

L In=1InU{v}, R=R\ {v}

else
if (Pa(v)NIn)# @ then
/* at least 1 parent instantiated time */
Out = Out U {v}, R =R\ {v}

n = |R| then

/* none variable instantiated in For instruction */

C = COMPINTCYCLEFORPRORG, R)

v = ToP(C)
| return (COMPSPNEREC(G, R\ {v}, In U {v}, Out) U COMPSPNEREC(G, R \ {v}, In, Out U {v}))
else
/* at least 1 variable instantiated in For instruction */
| return COMPSPNEREC(G, R, In, Out)

=

end

4.3.3.3 Managing odd-length cycles

Of course, the removal of odd-length cycles has an impoitdlaence on the computation of the SPNE(s) and this
point could be considered as problematic in some cases ifloeg not agree with our initial assumption: in general,
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an odd-length cycle may be considered as a paradox. Of couesknow that some odd-length cycles make sense,
in particular when they are not strict odd-length cyclest e work presented in this paper is preliminary and the
removal of this kind of cycles gives a interesting translativhich guarantees some important properties (the trestme

of odd-length cycles will be the subject of a future work.

Example 61 ConsiderAF = ({b,¢,d, e}, {(b,¢), (¢,d), (d,e), (e,c)}). The initial AF is cyclic, and it contains an
odd-length cycle which will be removed and the final AF withtzon onlyb. So, by applying Algorithm 2 on page 146,
V = {b}, N = {1}, withm; = {b} and the following CP-net represents the preferences oflajlgrs:

Initial graph: e Final graph: CP net:
) C/[ b B
T~y b>b

So,G has one SPNEb} which corresponds to the preferred extension of the fdalHowever, it does not correspond
to the preferred extension of the initi&F which was the sefb, d}. If we consider that the odd-length cycle is a
paradox, so that its arguments are not significant, we carsictar that{b} is a more realistic extension tha, d}
(unfortunately, this approach is not accepted by the mainasdics for acceptability).

Example 62 ConsiderAF = ({a, b, ¢,d, e}, {(a,b), (b,a), (c,b), (c,d), (d,e), (e,c)}). Theinitial AF is cyclic, and it
contains an odd-length cycle which will be removed and tta AR will contain onlya andb. By applying Algorithm 2

on page 146} = {a,b}, N = {1,2}, withm; = {a}, 72 = {b} and the following CP-net represents the preferences
of all players:

Initial graph: e  Final graph: CP net:
a’ ‘b<—c/ a_,b A8
S~—~7 _ —
N ba-a ab>b

d ba>-a ab=b

So0,G has two SPNE$ab, ab} which correspond to the two preferred extensions of the AlalHowever, they do not
correspond to the preferred extension of the inif& which was only the sdt:}. In this case, to take into account the
extension{b} means that the attack— b is considered as not significant (because an odd-lengtledga@ paradox
and its arguments are not significant; so, they cannot be tbjrovide a realistic attack against other arguments).

4.4 Conclusion on Topic 4

In this chapter, | have presented Boolean games and | hadetlhisen for simulating interactions between rational
agents.

These games give another method for handling inconsistehih is close to the principles of consistency restora-
tion: from an inconsistent initial information set one caefide consistent information subsets on which a classical
deduction can be applied. Using these games, a new link batargumentation and games can be established.

Indeed, these games are an interesting tool for descrilgiegts’ preferences under the form of more or less complex
Boolean formulae (from simple propositional formulae tsdmm of formulae with priority or CP-nets). So in this
framework there are several agents which share an incensiaformation set (the set of all players’ goals); then the
computation of solution concepts of a such game impliesdbatification of the consistent and “preferred” subsets of
goals satisfied by players, which has exactly the same firaitonsistency restoration.

And so this type of game can be used for modelling an argurtientsystem (AF) and so computing its extensions via
the computation of solution concepts of the game (PNE). Trheéthis work essentially is the definition of a new link
between argumentation and games (the algorithms obtandtisoway for computing preferred extensions are not
more efficient than the ones already defined in literaturéhis point of my work, this modelization is only partial
because it does not take into account AFs with odd-lengtlesy8ut this limitation does not seem really problematic
for us since odd-length cycles in an AF are very often comsitias paradoxes and since such argumentation systems
do not always have interesting properties. Nevertheleswititk realized on this subject should be pursued.
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Chapter 5

Research project

My main works concern argumentation and | would like to comdi on this topic which seems to still offer many
potentialities.

Indeed, the complete argumentation process can be dividgifférent aspects:

1. construction of “arguments” from information sets,
2. identification of “interactions” (positive or negativegtween these arguments,

3. “valuation” of arguments or interactions using differ@mechanisms (for instance, preferences on the initial
information sets),

4. selection of “the best” arguments,

5. and “conclusion” using selected arguments (the cormtudépending on the problem for which argumentation
was realized).

All these steps have been studied by many people and | myaadfliorked on Steps 3 and 4.
Existing argumentation systems can be divided into two gsou

= The first group of systems, calledbstractargumentation systems, ignores completely the first anththeteps
of an argumentation process, and focuses only on the notianceptability considering that arguments and
interactions are given; all my works on argumentation bghanthis framework but they are not alone (see for
instance [Dun95, Cam06]).

= In the systems of the second group, all the five ingredienteldped above are formally defined. However,
such systems are generally defined for one particular agifdictlike, for instance, handling inconsistency in
knowledge bases or explaining and making decisions. Seetkgstems may be calledncreteargumentation
systems and some examples of such systems can be found i&,[8§97, AC02b, BHO1] ...

Consequently, an essential problem appears: how to glasithese systems? Different comparative studies have
been carried out in order to show the links, similarities] #re differences between systems of each group.

For instance, in [BGO7], for the abstract systems, diffeemeeptability semantics have been compared on the basis
of a collection of criteria.

Regarding the second group of systems, since such systendgwaloped for particular uses, thus only systems that
are devoted to the same application are compared. For gestanthe ASPIC project (see http://aspic.acl.icnet.uk),
one may find a comparison of argumentation systems devefop&endling inconsistency in knowledge bases, and
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in [APO8], a comparison of argumentation-based decisistesys has been carried out. Generally, these comparisons
are only based on the outcome of the systems. Unfortunatetyy comparisons may be considered as incomplete
since the compared systems may use different languagésredif definitions for an argument, different kinds of
attack between arguments, different notions of accejityabir the arguments ... Thus, comparing two argumentation
systems only on the basis of the outcome may be misleading.

Moreover, despite the huge literature on argumentatioarthand its applications, there are unfortunately several
guestions that remain without clear answers:

= What are the main criteria that are needed for comparing tgoraentation systems of the same group?

= What are the criteria that can be used for comparing two aegation systems that are devoted to the same
application?

= How can two argumentation systems developed for two dissipplications be compared?
= How can two systems pertaining to two distinct groups be cmenh?

= What is the most appropriate class of argumentation systemasparticular given application?

So my project would be an interdisciplinary project, conibinexpertise in Artificial Intelligence and Cognitive
Psychology. It aims to answer the above questions. For tirabge, the following main steps are mandatory:

= To unify all existing argumentation systems by developirgeaeral framework that takes into account all the
ingredients involved in an argumentation process.

= To define rationality postulates that should be satisfiedryyaagumentation system.

To define a collection of criteria that will be used to evaduahd compare systems.

To validate those criteria theoretically and experimdytay psychological studies.

5.1 Background

The background concerning this project can be partitioméal 83 parts, which justify the interest of the proposed
project:

Existence of some comparison criteria and rationality posilates for argumentation in A. . These studies cover
two distinct approaches. First, some studies concern ameatisation of specific argumentation systems. How-
ever, it is worth mentioning that very few works exist on aratizing argumentation systems. The only attempt
that has been done concerns rule-based systems (strideasdse rules): in [CAQ7], it has been argued that any
such a system should satisfy at least two main postulatesigency and closure postulates). These postulates
refer to the sets of assertions which can be accepted asustnts of the argumentation process. Things are
different with the second approach: many different stugiepose comparison criteria for some argumentation
systems taking into account only some particular notionthése systems. For instance, in the case of abstract
argumentation systems, one can find the following works eoring the acceptability semantics: [CamO06] has
compared different semantics (grounded, stable, serbiestaomplete, preferred) using the “reinstatement” cri-
terion and a labelling process on the arguments; [JV9918 hiso proposed a comparison of different semantics
using a similar labelling process; [BG07] have propose@ssevaluation criteria and have compared most of
existing semantics with these criteria.

152



Existence of links between argumentation and nonmonotonieasoning in A. I. (the importance of these links for
our project is due to the existence of some rationality datgs for nonmonotonic reasoning in A. I. — see Chap-
ter 1 on page 9) These links between argumentation and nastordo reasoning have already been established
from a theoretical point of view for some particular semestir particular types of arguments [Dun95, Cay95,
BDKT97, NOCO08, TKI08]. Moreover, some works (see ASPIC pobjand [EGWO08]) investigate this issue
from a practical point of view as we plan to do. At this backgrd, we can also add all the works concern-
ing the definition of rationality postulates in nonmonotréasoning [Gab85, KLM90, LM92, GM94]; these
postulates were already validated for nonmonotonic reagdsy some psychological experiments (see the last
item of the following point of this background).

Existence of some comparison criteria and rationality posilates for argumentation in cognitive psychology and
philosophy Argumentation does not only appear in the A.l. domain; thiglso a research domain in phi-
losophy and cognitive psychology. In these frameworkstetteready exist some works proposing sets of
rules or characteristics of argumentation processes. eTbets could be also significant in A.l. (see for in-
stance [Rip98, OCHO08, HO07, Tha03]). Another interestiggeat relates to the previous point: as works on
the rationality postulates for nonmonotonic inferenceenshieved, an experimental validation of these postu-
lates has been carried out under the form of psychologig@r@xents (see [NBR02, BBN04, BBNO5]). It thus
seems interesting to perform to the same experiment wittg@riramework of argumentation.

5.2 Originality
Three main aspects can be pointed out for illustrating tigrality of our project:

A global vision of an argumentation process in Al Some of the existing works take place at the language levtl an
take advantage of the structure of the arguments in ordesfioedpostulates. Such postulates generally concern
the set of justified assertions. Other existing studiesratistrom the nature of arguments and try to propose
evaluation criteria for the semantics, considering thatsamantics is totally independent of any property of
arguments at the language level. The originality of our grbjs to consider both levels, since building a
complete argumentation system requires different steps) the definition of arguments to the extraction of
justified conclusions.

A multidisciplinary project involving psychology and computer science Another originality of our project is about
the role of psychologists. In previous collaborations kestw Al and psychology, psychologists conducted
mainly the empirical test of precise, formal and well docuked patterns of inference or postulates of ratio-
nality. Such empirical tests will naturally be conductedidg this project, but in addition to this well known
methodology, a new methodology will be introduced thatweddo infer new properties or patterns of inference
that emerge spontaneously from the activity of human imfigaesystem at work on processes of argumentation.
In this context, the role of the psychologists is not to idfgrthe best argumentation systems but to identify
some postulates and criteria used in the human process whargation, and to validate the complete set of
postulates and criteria identified in the project under a&psipgical point of view.

The realization of software for mapping argumentation and ronmonotonic reasoning A similar research project
was carried out in the 1990s in the domain of nonmonotonisaeiag. Because links between argumentation
systems and common sense reasoning exist, they can betedptoa cognitive and psychological perspective,
by experiments aiming at comparing theoretical postulatils common sense reasoning principles shared
by human beings. A software dedicated to automated argati@mtreasoning under various semantics of
argumentation will help for this study. Since no such sysieravailable today we plan to develop such a
system.
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5.3 Organisation

This project could be composed of four steps:

Step 1 A comprehensive study of existing studies, from a theoaéiod an experimental perspective.

Step 2 Definition of general principles (like rationality posttéa in nonmonotonic reasoning) in order to characterize
argumentation systems. With this purpose, we will followethdifferent lines of research: to find principles
by considering only the argumentation point of view; to userationality postulates defined in nonmonotonic
reasoning context using a translation of an argumentagistes into a nonmonotonic reasoning framework (so
we need a special tool for carrying out this translationy} emidentify new principles by considering the results
of some experimental studies.

Step 3 Formalisation of criteria for comparing argumentationtsgss. Among these criteria, we will find the respect
of the principles previously defined, but also the cauti@ssrof the inference (either at the level of the computed
extensions, or at the level of the justified arguments) ahdratriteria raised at the algorithmic point of view.

Step 4 A theoretical and experimental validation of these prifes@and criteria.

People involved in this project will be of course computdestists in Al (with solid knowledge in argumentation
and nonmonotonic inference) but also psychologists (i@ review the psychological and philosophical literatur
concerning the existing results about argumentation faist to make an experimental inquiry into new properties
of the human inferential system in argumentation, and twlasd the sets of criteria and principles identified in this
project).

This project has been proposed as ANR white project (“praldR blanc”) in January 2009. And 11 people belonging
to 4 french research laboratories are involved in this gtoje

My contribution at this project: | have proposed this project so my first contribution wouldtte project co-
ordination. But | am also interested by the theoretical espencerning the definition of rationality postulates for
argumentation and the formalization of comparison citésr argumentation systems. To work on these points would
be a ideal to further increase my knowledge about nonmoimiteasoning and argumentation.
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Appendix A

Appendices

A.1 Supervision work

A.1.1 Supervision for Master degree

| Student’s name| % supervision| period |

topic

L. VIDAL 50 1999 2 “Conflict resolution”
L. DUSSEUX 50 2002 2 “Conflict resolution”
P. LAFOURCADE 33 2003 2 “Conflict resolution”
D. Gay 50 2004 3 “Argumentation”
D. SIREYJOL 50 2004 | 3-4 “Argumentation and Games
M. MARDI 50 2005 3 “Argumentation”
A. MIQUEL 33 2007 3 “Argumentation”

A.1.2 Supervision for PHD Thesis

| PHD student’s name | % supervision|  period

| topic

S. DOUTRE
(associate professor at Toulouse | since 20085)

33

1999-2002

Title of the PHD thesis: “Around the preferred semanticsrgbianentati

3 “Argumentation”

on systems”

E. BONzZON
(associate professor at Paris Descartes since 2008)

50

2004-2007

4 "Games”

Title of the PHD thesis: “Modelization of interactions betn rational agents: Boolean games”
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A.2 Organisation of publications

A.2.1 By type of publication

| Type of publication | Number | Year of publication]
International journals with review committee 5 1998 a 2009
Book parts 3 (+ 1in press) 2002 a 2009
International conferences with review committee and 13 1996 a 2008
published proceedings
International conferences and workshops with review 4 2002 a 2007
committee but not published proceedings
National conferences with review committee and pub- 6 1994 a 2008
lished proceedings
Other conferences 4 1994 a 2008
Technical reports 16 1992 a 2008
PHD Thesis 1 1995

| TOTAL | 52 (+Llinpress) 1992242009 |

A.2.2 By research topic

| Research topic | Number | Year of publication]
Nonmonotonic inference (Topic 1) 14 1992 a 2000
Conflict resolution (Topic 2) 1 2000 a 2003
Argumentation (Topic 3) 26 (+ 1in press) 2001 & 2009
Games (Topic 4) 11 2004 a 2008
TOTAL 52 (+ 1in press) 1992 &4 2009

Submitted papers:

= |JCAI (international conference)
= |JIS (international journal)

= JOLC (international journal)

A.3 Project participation and collaborations

| have worked on the following projects:

= an European project in the framework of #5f#&°PCRD Programme Cadre de Recherche et Développement de
la commission européenne on argumentgtioamed ASPIC (“Argumentation Service Platform with Integd
Components”), which has started in January 2004 for thraesye

= a CNRS national project in the framework of tRéseau Thématique PluridisciplinaTP 11) “Information
et Intelligence: Raisonner et Décider” on “the bipolar eg@ntation in reasoning and decision” for one year
(from October 2003 to October 2004).

Submitted project:

= an “ANR project” (ANR: Agence Nationale pour la Rechergtmn the argumentation (project AXSA: Axioma-
tisation of argumentation systems) (see Chapter 5 on pagje 15
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Collaborations apart from projects:

= in local (RPDMP and LILAC teams at IRIT): Claudetten@RoL, Leila AMGOUD, Sylvie DOUTRE, Florence
DUPIN DE SAINT-CYR, Jérbme IaNG, Jérdme MENGIN;

= in national: Sylvie ©@STEMARQUIS (CRIL Laboratory at Lens), SébastieroKieczNY (CRIL Laboratory at
Lens), Pierre MRQuIs (CRIL Laboratory at Lens), Caroline#vRED (LERIA Laboratory at Angers), Elise
BoNnzoN (CRIP5S Laboratory at Paris Descartes), BrumonZ TTINI (GREYC Laboratory at Caens).
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