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Abstract

Vehicular ad hoc networks (VANETs) are considered as a fundamental technology to
manage the intelligent transportation systems (ITS), which are a set of innovative
technologies enabling a wide range of road traffic management and safety services.
VANETs have gone from a simple curiosity stage to a true interest from both the
point of view of the automotive industry and the operators of networks and ser-
vices. Indeed, these networks are an emerging class of wireless networks, allowing
data exchange between vehicles or between vehicles and infrastructures placed along
the roads and provide new technologies to improve the safety and efficiency of road
transport. Following this same vision, commercial Unmanned Aerial Vehicles (UAVs)
or what are commonly referred to as drones, have been increased significantly over
urban areas because of their affordable prices and the multiplication of different useful
applications in which the UAVs can be the suitable support during their functioning.
Consequently, we can consider vehicles and UAVs as two different entities, with dif-
ferent properties, belonging to the same area, and can form a single network dealing
with various common constraints over this kind of environment.

In this context, in this thesis, we are interested in the process of inter-vehicle
communications in urban areas. Our aim is to propose a set of routing solutions
meeting the constraints and difficulties of such environments based on the cooperation
of UAVs with VANETs. Firstly, we propose a routing scheme which relies on selecting,
at each moment and ahead of time, the most connected road segments towards the
target destinations based on the Hello packets exchanged periodically between vehicles
with the assistance of UAVs acting as supervisors. Secondly, we propose a routing
scheme which consists of two routing components, the first supports the wireless
communications on the ground exclusively between vehicles, while the second operates
in the sky in order to support the communications exclusively between UAVs. Finally,
we introduce a reactive-based routing approach based on a prediction technique to
calculate the expiration time of each discovered routing path between communicating
entities.

Our proposed approaches are promising candidates for routing in VANETs, which
can realize reliable and efficient end-to-end communications between nodes in urban
areas. On the other hand, the performances of our approaches are evaluated based
on a series of simulations, and its merits and pitfalls are well discussed.

Keywords: Routing protocols, UAVs, Urban area, Connectivity, VANETs.
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Résumé

Les réseaux véhiculaires (VANETs) sont considérés comme une technologie fonda-
mentale pour gérer les systèmes de transport intelligents (ITS), qui sont un ensemble
de technologies innovantes permettant une large gamme de services de gestion de la
circulation routière et de sécurité. Les VANETs sont passés d’une simple étape de
curiosité à un véritable intérêt tant du point de vue de l’industrie automobile que
des opérateurs de réseaux et de services. En effet, ces réseaux constituent une classe
émergente des réseaux sans fil, permettant l’échange de données entre les entités
communicantes de la route et fournissent de nouvelles technologies afin d’améliorer la
sécurité et l’efficacité du transport routier. Suivant cette même vision, les véhicules
aériens sans pilote commerciaux (UAVs) ou ce que l’on appelle communément des
drones ont été largement déployés dans les zones urbaines en raison de leurs prix
abordables et de la multiplication des applications utiles dans lesquelles les drones
peuvent être le support approprié pour leur fonctionnement correct. Par conséquent,
les véhicules et les UAVs sont considérés comme deux entités différentes, ayant des
propriétés différentes, appartenant à un même environnement, et pouvant former un
seul réseau traitant de diverses contraintes communes sur ce type d’environnement.

Dans cette thèse, notre objectif est de proposer un ensemble de solutions de
routage dans les VANETs répondant aux contraintes et aux difficultés des environ-
nements urbains. Dans un premier temps, nous proposons un protocole de routage qui
consiste à sélectionner préalablement et de façon permanente les segments de route
les plus connectés vers les destinations cibles à l’aide des paquets Hello échangés péri-
odiquement entre véhicules où les drones peuvent agir comme des superviseurs. En-
suite, nous proposons un protocole de routage qui intègre deux composants de routage
différents, le premier supporte les communications sans fil au sol exclusivement entre
les véhicules et le second opère dans le ciel afin de supporter les communications ex-
clusivement entre les drones. Pour finir, nous introduisons une approche de routage
réactive basée sur une technique de prédiction pour calculer le temps d’expiration de
chaque chemin de routage découvert entre les entités communicantes.

Nos protocoles proposés peuvent être considérés comme efficace qui permettent
de réaliser des communications de bout en bout fiables et efficaces entre les noeuds.
En revanche, les performances de nos approches sont évaluées sur la base d’une série
de simulations, dont les avantages et les inconvénients sont bien discutés.

Mots-clés: Protocoles de routage, UAVs, Zone urbaine, Connectivité, VANETs.
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Chapter 1

Introduction
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1.1 Preamble . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Issues and Challenges . . . . . . . . . . . . . . . . . . . . . 2
1.3 Thesis goals . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Thesis contributions and outline . . . . . . . . . . . . . . 4

1.1 Preamble

For many years now, wireless networks have been an integral part of the daily lives
of businesses, individuals, industrial corporations, and other organizations. Wireless
networks represent one of the most important building block of present and future
ubiquitous intelligent systems. Indeed, in the near future, computers, sensors, chips,
digital networks, and other electronic systems will participate in the democratiza-
tion of ubiquitous computing. The goal of this concept is to establish "Intelligent"
environments that offer to their users a multitude of highly available services and
applications (e.g., Intelligent Transportation Systems, Smart Home, Medical Assis-
tance, Surveillance, etc.) in which their complexity of implementation is invisible to
these same users.

A typical example of these applications is the Intelligent Transportation Systems
(ITS), which received immense attention during the last few decades [3, 4]. Among
the main objectives of ITS. First, improving the comfort of the drivers and passen-
gers by providing a multitude of information services making commuting a pleasant
experience. Second, enhancing the road safety by providing a high level of travel
security. The success of these two objectives mainly relies on the key part of ITS,
which is VANETs considered as a fundamental technology supporting road-safety as
well as comfort applications. VANETs consist of a set of vehicles and road-side-units
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(RSUs), which can communicate with each other and exchange data [5]. Such com-
munication relies on the use of a wireless on board unit (OBU), which allows a vehicle
to connect to other vehicles in its neighborhood and exchange information pertain-
ing to the travelling, road traffic, and road condition. Vehicles may also exchange
information with an RSU. Vehicle-to-Vehicle communication is referred to as V2V
and vehicle-to-RSU communication is referred to as V2R. As an ad hoc network, a
vehicular network is characterized by its highly dynamic topology due to the high
mobility and the unpredictable direction changes of vehicles causing several failures
on the communication links.

An effective VANET requires that vehicles and RSUs take into account two per-
formance factors in the case of exchanging data: (i) robust delivery and (ii) end-to-
end delay. The robust delivery implies efficient techniques to maintain the constant
connectivity between the communicating entities. While for the end-to-end delay, a
variety of methods has to be followed, which all aim to minimize the distance of the
communication links transited by data packets while ensuring a minimum of packet
losses and avoiding obstructions which can distort the data transmission. The unique
characteristics of VANETs have to be respected to successfully reach a near-optimal
performance.

1.2 Issues and Challenges

The applications based on vehicular communications require in most cases reliability
and real-time of communications, and in some cases, minimum quality of service,
but this contrasts sharply with the nature of vehicular networks. Indeed, the high
mobility, the density of vehicles, and the extent of the areas to be covered, make the
topology of VANETs highly dynamic and affect the quality of the connections between
vehicles and make them unstable. These constraints become more serious when the
vehicles are deployed in urban environments, where the high mobility increases due to
the unpredictable direction changes of vehicles. In addition, sometimes direct wireless
communications cannot be established between vehicles located on different streets
due to the presence of obstacles (e.g., high-rise buildings), even though the distances
are smaller than the transmission ranges of vehicles.

Efficient methods of delivering data between vehicles are required to overcome
these challenges, while taking into consideration the unpredictable movements of ve-
hicles and the frequent change of the topology. These methods should be in the form
of routing protocols, ensuring a reliable and secure data delivery between vehicles [6].
A routing is needed when two communicating vehicles (i.e., source and destination)
are not within the radio range of each other where a multi-hop communication has
to be ensured through intermediate vehicles participating in the construction of the
communication path (or routing path) connecting the two vehicles. The routing path
among vehicles may not be ensured all time due to the high mobility of vehicles. So

2



finding a shortest end-to-end path is very difficult, especially in urban areas because of
the vehicles mobility pattern which is constrained by obstacles and preexisting roads.
Several routing solutions have been developed in the literature, which all aimed to
provide successful routing of data packets to their target destination with a reduced
delay. Also, they tried to overcome the frequent network disconnections by finding
suitable routing paths providing a high degree of connectivity. However, in the best
of our knowledge, a great majority of them disregard existing obstacles that can ad-
versely impact the quality of data routing. Moreover, they do not take into account
the real distribution of vehicles and the degree of connectivity, which are crucial in
the selection of a suitable path for data delivery.

In urban environments, there are many mobile entities such as trains, cars, air-
planes, and even pedestrians, which can be considered as a part of VANETs. All of
these entities can serve as relays to support routing in VANETs and forwarding data
packets [7]. However, the different relays can be localized in predefined areas, and
sometimes cannot participate in relaying data between vehicles. During the last few
years, the number of Unmanned Aerial Vehicles (UAVs) that fly over urban roads
has been increased significantly. Equipped with communication and navigation ac-
cessories, it is only natural to expect a network of UAVs extending VANETs in an
integrated way and cooperating with vehicles on the ground. UAVs can be the suit-
able choice to assist vehicles on the ground during the routing process and improve
the reliability of the data delivery by bridging the communication gap whenever it
is possible. Furthermore, UAVs can be also considered as the ideal solution to avoid
obstacles on the ground and safely relay data packets in the sky to their target des-
tinations.

1.3 Thesis goals

The cooperation in ad hoc mode between UAVs and existing VANETs on the ground
can be beneficial to address the different issues mentioned above, which are often
caused by the high mobility of nodes and obstructions. This cooperation needs to be
organized, flexible, and adaptive to the situation of the network. Being able to have a
global vision of the connectivity and traffic information on the ground, UAVs can play
a key role both in increasing the data delivery ratio and decreasing the end-to-end
delay.

In the present thesis, we investigate the use of UAVs in assisting vehicles on the
ground by bridging the communication gap when a disconnection occurs. Indeed,
UAVs can place themselves so as to allow relaying data when connectivity between
sole vehicles on the ground is not possible. The main idea behind this work is the
exploitation of this new heterogeneous wireless communication between vehicles and
UAVs in order to enhance the connectivity and minimize the delay of data transi-
tion between communicating nodes. Various criteria can be used to select the most

3



appropriate multi-hop path to deliver the data packets successfully to their destina-
tions, such as the traffic density, degree of connectivity, expiration time, and the real
distribution of nodes constituting the path. All these criteria have paved the way to
design three important routing schemes for urban VANETs, where each one has its
own mechanisms to select the suitable routing path for data transition. In order to
achieve the goals of this thesis, we have to address the following research questions:

• Study the concept of ad hoc networks and identify the main types of this kind of
networks. Furthermore, provide more details about the adopted architectures,
distinguished characteristics, main applications, and technical issues of each
kind of ad hoc networks.

• Investigate the use of UAVs and how they can assist vehicles on the ground
during the data delivery. Consequently, this requires a deep study of the main
routing concepts proposed in the literature, and especially those dedicated for
VANETs and UAV ad hoc networks (UAANETs). In addition, try to identify
the different challenges and issues encountered by the proposed routing concepts
and provide solutions to overcome them.

• Design routing solutions assisted by existing UAVs in the sky in order to improve
the routing process in urban VANETs. Moreover, demonstrate the applicability
of these approaches according to the nature of both VANETs and UAANETs.
Identify the limitations of each proposed approach based on the obtained per-
formance results provided by the simulation tool.

• Highlight the future improvements which can be expected to be made opera-
tional in order to enhance the functionality of our proposed routing schemes.
This can be an important guidance to researchers willing to contribute to this
research area.

1.4 Thesis contributions and outline

The purpose of this research is to study the different routing schemes dedicated for
VANETs and UAANETs proposed in the literature. In addition, we explore how UAVs
can assist existing VANETs on the ground to enhance the robustness of the routing
process by proposing novel routing schemes. This could provide an advantage when
UAVs re-establish communication links in case of disconnections due to obstacles and
high mobility. To that aim, we explore how UAVs can be used for both delivering
data packets and re-linking disconnected road segments. This thesis has the following
contributions:

• Our first contribution is to describe in detail related position-based routing pro-
tocols for VANETs and UAANETs. Our proposed routing approaches have the
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objectives to find the most connected and stable routing path while satisfy-
ing delay restrictions and low overhead. Consequently, in order to achieve this
purpose, we try to distinguish all advantages and drawbacks of the discussed
related routing schemes based on comparative studies.

• Our second contribution is to propose a delay tolerant routing protocol called
Connectivity-based Traffic Density Aware Routing using UAVs for VANETs
(CRUV) in which the routing process is assisted by UAVs [8]. The robustness
of routing paths is estimated based on the traffic density and the connectivity
of vehicles within a road segment. This scheme overcomes the presence of ob-
structions on the ground (e.g., buildings) and the frequent path failures thanks
to the use of UAVs as relays.

• Our third contribution is to introduce a novel routing scheme called UAV-
Assisted VANET Routing Protocol (UVAR) [9, 10]. This routing approach
consists of two routing components, the first one operates on the ground and
takes into consideration key parameters such as the real distribution of vehicles
and their connectivity in order to find the shortest end-to-end connected path.
Furthermore, UAVs are used for the connectivity calculation with the help of
their global vision of the overflown road segments. While the second one, is
a reactive-based routing component and operates in the sky supporting exclu-
sively UAVs and can be used in the case when the network is poorly dense and
suffers from fragmentations. This reactive component establishes paths on de-
mand, by using an original discovery process in order to find the most connected
sequences of UAVs to the target destination.

• Finally, we are interested to include a reactive technique to our new routing
concept assisted by UAVs. In this context, the fourth contribution of this thesis
consists to design a reactive routing protocol destined for city environments,
which is based on the most stable path with a low delay of transmission [11].
Different techniques including a prediction method are used in the discovery
process, which aim to improve the delay, overhead, delivery of data, and increase
the expiration time of each discovered path.

The rest of the thesis is organized as follows. Chapter 2 introduces the concept
of MANETs, VANETs, and UAANETs. More precisely, we describe the architecture
of communications and potential wireless communication technologies for these types
of networks. Also, we explore their various characteristics and applications. While
chapter 3 tackles related routing issues for both VANETs and UAANETs, where the
main proposed routing protocols are described and global comparative studies are
presented. In the chapters 4, 5, and 6, we introduce the different functionalities of our
routing approaches dedicated for urban VANETs and their performance evaluations.
Chapter 7 concludes this thesis by summarizing its contributions, results, as well as
some suggested further research topics.
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2.1 Introduction

In parallel with the growth of network infrastructures and the multiplication of of-
fered services, the necessities to develop new technologies of communications becomes
crucial and sometimes a mandatory condition. With the appearance of new mobile
objects such as laptops, smartphones, connected vehicles, etc., classical wired net-
works are surpassed due to the unpredictable mobility of these mobile objects. Direct
wireless communications are essential to exchange crucial information between them
establishing a new kind of network called Ad hoc Network. This has given a birth to
Mobile Ad hoc Network (MANET), which, in turn, has given a birth to two popular
types of mobile ad hoc networks, called Vehicular Ad hoc Network (VANET) and
UAV Ad hoc Network (UAANET), which are defined based on the type of mobile
nodes in which are composed and the environment where they are deployed (c.f.,
Figure 2.1). Therefore, some common techniques are shared for data exchange. How-
ever, for the right functionality of the forwarding process, these techniques have to
be adapted to both mobility models and operating environment, which are specific
to each kind of ad hoc networks and quite different from each other.

Ad hoc Networks

Vehicular Ad hoc Networks

(VANETs)

Mobile Ad hoc Networks

(MANETs)

UAV Ad hoc Networks

(UAANETs)

Figure 2.1: Ad hoc networks subclasses.

In this chapter, we introduce the concept of ad hoc networks and their main fea-
tures. Also, we introduce the concept of the three mentioned networks by describing
their architectures, their main characteristics, and their technical issues. In addi-
tion, for each kind of network, we present the main applications and we identify the
objectives and the main challenges toward the different issues.
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2.2 Ad hoc networks

Ad hoc networks have appeared during the last century [12, 13]. The entities of
this kind of networks are mobile and can exchange data between each other without
relying on fixed infrastructures, by establishing direct or multi-hop communications
because of the limited range of their wireless interfaces [14]. Ad hoc networks can
be deployed quickly and easily by allowing the direct exchange of data packets with
mobile stations. In the case when two mobile stations cannot communicate directly
because they are not within the communication range of each other, a multi-hop
communication is established using the intermediate nodes. In this case, the data
packets are transmitted from station to station before reaching the desired destination.

Internet

Gateway

Mobile 

station

Wireless link

Internet request

Figure 2.2: Scenario for using an ad hoc network.

Ad hoc networks provide the connectivity with a rapid and low-cost deployment
in different application areas. Although they do not require any fixed infrastructure,
in practice, ad hoc networks are often linked to the internet through a gateway (c.f.,
Figure 2.2). This kind of connectivity can extend the network coverage in order
to communicate with other nodes localized outside of the infrastructure (Gateway)
transmission range. The recent technological progress in computer hardware and the
evolution of their use (e.g., consoles providing multi-players games) have led to the
emergence of configurations in which all the nodes are equal and participate in the
network maintenance. Here, we are talking about non-infrastructure networks or ad
hoc networks.
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2.2.1 Ad hoc networks architecture

In a general case, the wireless networks can be classified into two categories [15]: (i)
Infrastructure-based which consists of nodes and access point and (ii) ad hoc-based
which is independent of any access point.

In the infrastructure-based architecture, each mobile station does not have a di-
rect link to communicate with another mobile station in the same coverage of a given
infrastructure or with another mobile station belongs to a different infrastructure.
The role of an infrastructure is to manage the network using the control messages.
The messages exchanged between the mobile stations are sent directly to the infras-
tructure to which they belong, and then, the infrastructure distributes the messages
to the desired mobile stations. However, in the case when a mobile station wants to
send a message to another mobile station which belongs to another infrastructure,
the current infrastructure forwards the message to another infrastructure, in which
the destined mobile station belongs using the existing wired connection between each
other. After that, the target infrastructure relays the message to the desired mobile
station. The main drawback in this kind of architecture, is when there is a fail-
ure in the infrastructure, all mobile stations within its coverage cannot perform any
communication.

Unlike the infrastructure-based architecture, the ad hoc-based architecture has a
different method for delivering messages between mobile stations. For instance, if a
mobile station wants to communicate with another mobile station, the message is sent
directly to the desired node using the radio signal. In the case when the desired mobile
station is located outside the transmission range of the source node, the current node
has to hop the message through a succession of nodes to reach the target destination.
A set of rules in the form of routing algorithms decide which path is the most suitable
for the message delivery. Consequently, ad hoc networks can be a robust way to route
messages between mobile stations compared with the infrastructure networks.

2.2.2 Ad hoc advantages

Several causes favor the ad hoc over infrastructure architecture [16, 17]. Among the
strengths of an ad hoc deployment is its autonomy from any centralized infrastructure,
which can be considered as an advantageous factor to establish such architecture in
any difficult situation. Following are the main advantages of ad hoc networks.

• Distribution mode: there are some situations where it is useless to build
an infrastructure such as in a battlefield, isolated area, mountain, etc. An in-
dependent network is needed to avoid the expensive costs of installation and
maintenance of infrastructures. The user can base only on other users to com-
municate or to transmit information to another network.
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• Mobility: sometimes the users need a certain flexibility of movements without
relying on a centralized connectivity. For instance, the most popular scenarios
where the mobility is required are disaster situations, military actions, rescue
operations, etc. The current generation of wireless communications consists
of mobile users communicating with each other as long as the connectivity is
available between them. The rapid deployment of such network is simple to
be guaranteed. However, the connectivity has to be ensured while taking into
consideration the random mobility of the nodes.

• Fault tolerance: the robustness of an ad hoc network is maintained for the
duration of the network’s functioning. Indeed, in the case when there is a
malfunction in a network of infrastructures, the network has to be maintained
all-time (i.e., continuous connectivity). However, an ad hoc solution is consid-
ered as the best way to deal with such situation where all nodes of the network
can act as relays to hop the messages.

• Affordable cost: compared with a traditional architecture based on infras-
tructures, which requires a huge budget for solely its installation. However,
the exchanged data can be done using only the existing nodes without relaying
through infrastructures, which can save costs while functioning normally.

• Collaborative application: some applications need a special type of coop-
eration when exchanging data between their mobile users. Thus, in any time
and in any place, the users need to form a network to exchange information in
which an ad hoc solution is the most suitable choice.

2.3 Mobile Ad hoc Network (MANET)

The absence of a wired connection between the nodes in this kind of network provides
a certain flexibility of movements [18]. We consider that a network is mobile when the
movements of nodes allow to establish new wireless connections and disconnections
(i.e., appearance and disappearance of links). However, if a network does not contain
any connection or disconnection, it can be considered as a static network where the
topology of the communication graph remains fixed. Called Mobile Ad hoc Network,
generally composed of self-organized mobile nodes characterized by its unstable be-
havior (mobility), which can cause sometimes packet losses. Each mobile node can
act as a router relaying data packets from other nodes, which can be carried out using
multi-hop communications.

The mobile nodes move randomly and are able to leave or to join the network
freely, which results in unpredictable topology changes. The nodes consist of antennas
which allow the transmission and reception of signals from other nodes (c.f., Figure
2.3). The transmission range of each node is defined by the radius in which the
antenna can operate. The zone covered by the transmission range can be determined
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Mobile node

Wireless link

Figure 2.3: Mobile Ad hoc Network.

by the level of transmission power. Neighboring nodes are identified if they are able
to hear the transmission of a node forwarding data to another node. The higher level
of the transmission power, the large number of neighboring nodes, and the higher
level of interference.

2.3.1 MANET Architecture

Two different kinds of architectures are distinguished in a MANET [19, 20]. Firstly,
the peer-to-peer architecture where each mobile node has the same role in a peer-to-
peer structure. Each node has a total flexibility to move randomly in the network
and is able to establish a wireless link with every node belongs to the network. The
messages and information are exchanged directly between the nodes.

Secondly, the hierarchical architecture divides the network into different subnets in
the form of clusters composed of one cluster head with multiple cluster nodes. Except
the cluster heads, all mobile nodes in each cluster share the same radio frequency
to communicate with each other, they can move randomly, and are self-organized.
Regarding the cluster heads, they use a different radio frequency to communicate with
each other. The existing link between the cluster heads provides a virtual backbone,
in which the traffic flow is much higher than other wireless links. Thus, all mobile
nodes which are located far from the backbone are not able to participate in the
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routing process.

2.3.2 MANET characteristics

Thanks to the self-organization of MANETs, the cost of their deployments can be
reduced considerably. However, MANETs are not only characterized by their self-
organization, several other unique characteristics are distinguished as follows:

• Dynamic topology: the constant movement of the mobile nodes in the net-
work can, therefore, make the topology highly dynamic. This has a disadvan-
tageous impact on the routing protocols, which have to ensure a periodical
maintenance of the routing path. Among the negative effects which may occur,
the increase of the control overhead needed to collect topology information of
the network [21, 22].

• Limited bandwidth: the wireless physical medium offers a limited bandwidth
that must be shared between the mobile nodes within the transmission range
of each other [23, 24]. The available bandwidth depends on both the number of
mobile nodes present in the neighborhood and the data traffic to be transported,
regardless of the physical disturbances that may occur.

• Restricted energy: the mobile equipment of nodes are strongly constrained
by the limited life of their batteries. Despite the significant improvements in
batteries and increasingly energy-saving technologies, mobile nodes are partic-
ularly solicited, especially when relaying the network traffic on behalf of other
nodes [25, 26].

• Self-organized: since MANETs do not have any centralized infrastructure, the
mobile nodes have to be self-organized to operate and participate in the proper
functioning of the network.

• Heterogeneity of nodes: the nodes constituting a MANET can correspond
to a multitude of wireless equipment such as laptops, intelligent sensors, mobile
phones, etc. Each equipment is different from another in terms of physical and
software properties, but they must inter-operate to establish a common network
[27].

• Security: the nature of the physical medium makes MANETs more vulner-
able. Wireless transmission can be easily captured by a node located in the
neighborhood. A denial of service (DoS) attack can be easily performed by a
malicious node by appropriating the bandwidth or by overloading a neighboring
node with a large amount of traffic to be routed [28, 29].
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2.3.3 MANET applications

Mobile ad hoc networks are easy to be adapted for many situations, in which fixed
infrastructures are not suitable or cannot be installed due to the complicated envi-
ronments. The interest of mobile ad hoc networks increases rapidly in recent year,
because the ad hoc mode supports mobility and freedom in the networks. To be more
clear, data can be exchanged without cable, access point, or portable memory space.
This section briefly describes some popular applications of mobile ad hoc networks
[30–32].

• Military field: in hostile environments, it may be difficult or too cumber-
some to use an infrastructure network. Wireless mobile networks are perfectly
adapted to this type of environments where movements are slow and not very
sustained. Indeed, a typical mobile ad hoc network was first designed for use in
military situations. The soldiers have to communicate with each other on the
battlefield in order to make an efficient strategy in front of the enemy. Conse-
quently, installing an infrastructure or equipping each soldier with cable is out
of the question due to their flexible movements. A mobile ad hoc network is
obviously harder to intercept, more robust, and more suitable for this case.

• Sensor networks: As indicated by its name, Wireless Sensor Networks
(WSNs) are in the middle of three different architectures: networking, wire-
less communications, and sensing. The WSNs are wireless networks consisting
of a large number of sensor nodes having a low mobility and limited battery
life. In addition, among the equipment of a sensor node, a wireless transceiver
which has two main functionalities: (i) A transceiver is used to sense activities,
and (ii) measures given activities. Also, WSNs can be used in ad hoc fashion
to relay the gathered information to data sinks. Consequently, the hop-count
may be high. WSNs can provide several useful applications such as information
on the temperature in different places of a cold room, the level of sunlight of a
room, the health of animals in a zoo, etc.

• Rescue mission and emergency: in natural disasters, the pre-existing in-
frastructures may not be operational. Furthermore, it complicates the commu-
nication required by the rescue services. A substitution of infrastructure has to
be established as soon as possible to support rescue teams. The compactness
and speed of deployment of mobile ad hoc networks support the various rescue
teams to quickly establish links and exchange information.

• Personal area network (PAN) and bluetooth: a PAN is a localized net-
work whose nodes are generally associated with a specified person. Limited-
range MANET such as Bluetooth can make simpler the exchange among several
portable devices like laptops cell phones. The Bluetooth is a wireless local net-
work, which supports this scenario. It has only small range area transmission
(i.e., generally smaller than 10m or 100m), operates in the 2.4 GHz spectrum
and does not need infrastructure or cable to connect their nodes.
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• Embedded systems: a good example for the use of mobile ad hoc networks
in embedded applications is the V2V (Vehicle-to-Vehicle) project. Indeed, a
consortium of car manufacturers has focused on the exchange of information
between vehicles in order to improve the safety of road users. The aim of this
project is to make vehicles communicate with each other in a transparent way
using an ad hoc network. In the case of danger (e.g., accident, emergency stop,
abrupt slowdown, etc.), the first vehicle detecting this danger prevents other
vehicles using messages. Each vehicle receives this message inform other vehicles
that the traffic conditions have been changed. Then, the driver is warned by a
light or sound warning of the danger and the behavior to be adopted.

• Games: mobile ad hoc networks are well suited for the exchange of information
between personal applications. Thus, for users wanting to play using a network,
it is easy and low cost to deploy a mobile ad hoc network between each other.

2.3.4 Technical issues in MANET

The characteristics of mobile ad hoc networks involve specific constraints on their
functioning, and therefore, negative effects on their performance. The main technical
issues that can be encountered in MANETs environment can be grouped into several
categories according to the source of the problem [33, 34]. The subsequent list of
issues indicates the inadequacies and restrictions that are the most distinguished in
a MANET environment:

• High error rate: totally different from wired networks, MANETs use radio
waves to allow nodes communicate with each other. However, these waves can-
not escape the constraints associated with their medium of transmission (air).
Several constraints are distinguished such as the electromagnetic, solar, or ob-
stacle disturbances, which affect the transmitted signals, and are, therefore, a
source of particularly high bit error rates. Also, the obstacles cause shadowing,
reflection, scattering, fading, refraction, and diffraction of the wave. These prop-
agations can result in the contraction of the transmitted packets, and therefore,
receive them erroneously.

• Lower data rate: the modesty of wireless networking is often highlighted.
Compared to some wired networks, the data rates may appear to be low. Con-
sequently, in the context of multimedia transfers requiring a sustained exchange
of data, these data rates can be problematic. In addition, the characteristics of
wave supported in wireless communications, prevent transmitting a high rate of
data than wired communication. A higher frequency can transmit more data,
however, it is more vulnerable to interference and perform well in short ranges.

• Dynamic topology and scalability: since the mobile nodes can be in con-
stant movement, the network topology also evolves. The neighborhood of a
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node can vary continuously: at any time mobile nodes can join or leave the
network. The modification of the topology depends directly on the speed of the
node movement and the network radius of action. With a rapid and sustained
movement of all nodes, the topology continues to evolve. A good algorithm
for MANETs has to be able to evaluate and compare the network scalability in
the face of nodes mobility. It is very important to know the number of control
messages required to transmit a data packet over the network.

• Mobility-induced route changes: wireless communication between mobile
nodes in MANETs are insecure. Consequently, consecutively conservative pro-
cedures for MANETs over a great damage frequency can suffer from performance
deprivation. Though, with a large frequency of inaccuracy, it is problematic to
supply a data packet to its target destination.

• Security: since the signals are broadcasted, they can be heard by any mobile
node in the same coverage area. The confidentiality of certain information
requires the use of adequate security mechanisms. The data of users from
one node to another node must be transferred safely and completely. The least
privilege principle can also enhance the security of MANET systems as proposed
for organizations. Moreover, there are hybrid models which are also available,
offering benefits of two access control models with implementations.

• Routing: Routing in MANETs is and always remains an important challenge
to overcome. The degradation of performance caused by unicasting, multicast-
ing, and geocasting, requested by the network nodes need a deep research and
efficient solutions. Unlike single hop wireless networks, MANETs suffer from
many issues such as the frequent change of the topology due to the high mo-
bility of the nodes, energy restrictions, lack in the security side, and several
other constraints. These challenges make the routing the most important task
to develop.

2.4 Vehicular Ad hoc Network (VANET)

Nowadays, vehicles are considered otherwise than a way of transport. Thanks to
recent technological advances, vehicles are equipped with a multitude of information
and communication devices, allowing them to interact with the road environment. By
exploiting this interaction, the establishment of a dedicated network becomes more
than essential to make the experience on the roads more pleasant and safe. In this
context, Vehicular Ad hoc Networks (VANETs) can be considered as the keystone
of any communication between vehicles and with other road entities to share useful
information. In this section, we describe the VANETs architecture and their basic
applications, followed by the discussion of the main distinguished technical issues in
VANETs. In addition, a specific part of the IEEE 802.11p standard is described and
the criteria of connectivity in VANETs and its different constraints are detailed.
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2.4.1 VANET Architecture

The various applications and services proposed by VANETs require several kinds
of communications. The use of wireless communication in VANETs provides three
possible types of communication to share information between the entities of the road
[35, 36]. These three possibilities of communications in the VANETs architecture can
be summarized as follows: (i) Vehicle-to-Vehicle (V2V) communication, (ii) Vehicle-
to-Infrastructure (V2I) communication, and (ii) hybrid communication (c.f., Figure
2.4).

V2V
Wireless

Communications

V2I

RSU

Internet

Server

VANETs domain

Figure 2.4: Main architecture of VANETs.

• Vehicle-to-Vehicle (V2V) communications: there is a real interest in V2V
architecture from both industry and the scientific community. This kind of ar-
chitecture is made up of moving vehicles which create wireless communication
links between each other in ad hoc fashion without relying on a fixed infrastruc-
ture. Typically, the data exchange between vehicles can be generally classified
into three types: (i) Unicast (e.g., sending private data), (ii) Multicast (e.g.,
exchanging traffic information on a specified area), and (iii) broadcast (e.g., ac-
cident warnings). Without any fixed infrastructure, multihop forwarding must
be enabled between two vehicles, which are not within the communication range
of each other increasing the coverage of all vehicles. It is clear that V2V com-
munications are more efficient in the road safety applications compared with
traditional infrastructure networks, which show their limitations, and especially
in terms of delay. The advantage of this architecture is the addition of a distinct
high bandwidth network to the existing infrastructure network.

• Vehicle-to-Infrastructure (V2I) communications: V2I communication
(commonly called V2X), this kind of architecture allows moving vehicles to
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communicate with road infrastructures, which are fixed along the roads called
Road Side Units (RSUs). The communication architecture is centralized, the
RSUs are static elements that can act as central points and manage the prior-
itization of messages to and from the vehicle. This communication is mainly
used for applications requires data gathering and information such as Internet
Access, traffic information, road condition, data exchange Home-to-vehicle, etc.
When a vehicle wants to communicate with an infrastructure, the communi-
cation is unicast, however, in the opposite direction, the communication can
be both broadcast (i.e., disseminating general data) and unicast (i.e., respond-
ing to vehicles). Due to its fixed nature, there is no energy restriction since
the RSUs are supported with a fixed power supply and a backbone network
connection.

• Hybrid communications: the combination of these two kinds of communi-
cation allows obtaining a very interesting hybrid communication. Indeed, due
to the limited coverage of fixed infrastructures, vehicles can be used as relays
to extend this coverage (i.e., Plain V2V supplemented with V2I features). The
intermediate vehicles are used as relays in order to minimize the number of fixed
infrastructures along the roads. RSUs can be seen as access points trying to
communicate with all vehicles, while vehicles try to optimize their use of the
bandwidth by minimizing the data transmissions with other vehicles. When
vehicles enter the communication range of an RSU, they do not only exchange
data with the RSU, but they can also exchange data with services supported
by the internet, via the access link provided by the RSU (i.e., if such feature is
provided).

2.4.2 VANET communication technology

Since 2003, the IEEE organization has been working to define a new standard dedi-
cated to communications in the DSRC band known as IEEE 802.11p/WAVE (Wireless
Access in Vehicular Environments) [1, 2]. The DSRC communication model conforms
to the OSI architecture but with emphasis on 3 layers sufficient for communication
purposes (c.f., Figure 2.5). The layer one is called Physical layer based on the mi-
crowave link at 5.8 GHz. The layer two is called Data Link layer, which is dedicated
for data management and communications between vehicles and road infrastructure.
Finally, the layer three is called Application layer, which is composed of a set of com-
mands that deal with the intended applications (i.e., embedded applications on the
device.). The rest of the WAVE protocol stack between the data link layer and the
application layer represents the WAVE architecture that the IEEE 1609 group has
standardized under four categories as follows:

1. IEEE 1609.1 - WAVE Resource Manager: allows remote applications a good
management of OBU resources such as: memory and user interface ensuring
interoperability.
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2. IEEE 1609.2 – WAVE Security Services for Applications and Management Mes-
sages: describes the packet format and security functions in a WAVE system
for security messages, data messages, and management messages.

3. IEEE 1609.3 - WAVE Networking Services: defines network and transport ser-
vices including addressing, routing, and forwarding, which are based on the
WAVE Short Messages Protocol (WSMP) that enables efficient exchange of
WAVE Short Messages (WSM).

4. IEEE 1609.4 - WAVE Multi-Channel Operation: defines priority access mech-
anisms and allows coordination and management of the seven DSRC channels
during routing and data transmission.

Figure 2.5: Wave architecture [1, 2].

The IEEE 802.11p standard uses the multi-channel concept to provide communi-
cations for security applications and other Intelligent Transportation Systems (ITS)
services. This protocol responds to a lack of homogeneity between automotive manu-
facturers and provides sufficient support for the organization of management functions
and operating mode for vehicular communications. WAVE provides a set of services
and interfaces that collectively provide secure V2V or V2I communications. IEEE
802.11p is the protocol on which WAVE is based at the MAC layer and the physical
layer.

• IEEE 802.11p physical layer: at the 5.9GHz physical layer (c.f., Figure
2.6), this frequency band is defined in Europe and the United States by ETSI
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(European Telecommunications Standards Institute) and FCC (Federal Com-
munication Commission), respectively. It is generally segmented into seven 10
MHz channels each and all channels are functionally divided into one control
channel and six service channels. The control channel is dedicated for the trans-
mission of network management messages and messages of very high priority,
such as certain critical messages related to road safety. The other six channels
are dedicated to the transmission of data from the various services announced
on the control channel. IEEE 802.11p is used with the same manner as in
IEEE 802.11a, but with 10MHz channels. However some modifications can be
made to adapt it to the vehicular environments. It is able to offer a channel
capacity between 6 and 27Mbps (for a range that can reach 1000 meters and
support speeds up to 200 Km/h) with OFDM (Orthogonal Frequency Division
Multiplexing) coding and modulation.

Figure 2.6: ITS/DSRC channel plan [1, 2].

• IEEE 802.11p MAC layer: at the MAC layer, 802.11p is based on CSMA/CA
(Carrier Sense Multiple Access with Collision Avoidance) as in 802.11a proto-
col. The extensions of 802.11p MAC concern the priority management of the
messages to better manage the applications sensitive to the delay. The IEEE
802.11p uses the EDCA (Enhanced Distributed Channel Access) technique at
the MAC layer based on that of the IEEE 802.11e with some modifications.
When a node wants to make a transmission, it senses the medium first. If the
medium is free for an AIFS (Arbitration Inter-frame Space), the node delays
the transmission by selecting a random backoff time. In order to guarantee
that highly relevant safety messages can be delivered in a timely manner. The
802.11p MAC protocol is based on the priority of the messages using different
Access Classes (ACs). AC0 is the lowest priority and AC3 is the highest (See
Table 2.1). A data traffic category is assigned to each AC as follows: Back-
ground traffic (BK or AC0), Best Effort traffic (BE or AC1), Video traffic (VI
or AC2), and Voice traffic (VO or AC3). Different AIFSN (Arbitration Inter-
Frame Space Number) and CW (Contention Window) values are selected for
different ACs, which are random values selected between CWmin and CWmax.
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Table 2.1: Parameter settings for different application categories in IEEE 802.11p
[1, 2].

AC CWmin CWmax AIFSN T µs
BK 15 1023 9 264 µs
BE 15 1023 6 152 µs
VI 7 15 3 72 µs
VO 3 7 2 56 µs

2.4.3 VANET characteristics

Vehicular networks have specific characteristics that distinguish them from other
types of mobile networks (e.g., MANETs, WSNs). VANETs support ad hoc commu-
nications between mobile nodes in highly dynamic network scenarios. Nevertheless,
research studies dedicated for MANETs cannot be applied directly to VANETs since
these latter present unique specificities [37, 38]. Here are some characteristics that
distinguish a network such as VANETs:

• Network environment and mobility model: the topology of VANETs is
highly dynamic, but the mobility of vehicles is limited by predefined paths (e.g.,
roads), directions of travel, and the number of lanes on roads. Vehicle trajec-
tories are fairly predictable at the equipment level. The environment where
VANETs are deployed can be urban, rural or highway. Constraints imposed
by such environments such as traffic lights and speed limits greatly affect the
mobility and density of vehicles. Thus, VANET protocols have to handle these
variations of the density and all its own features, which are considered as chal-
lenging tasks to overcome [39].

• Scalability: vehicular networks can grow rapidly, especially in urban areas
where intersections and multi-lane roads are frequent. Consequently, the pro-
posed protocols must deal with the scalability. As a result, a large number of
possible collisions on the communication medium and interference between the
nodes during their transmissions [40].

• Processing, energy, and communication capacity: contrary to the con-
text of MANETs or WSNs, where the energy constraint represents one of the
problems treated in the literature. The elements of VANET have no limit in
terms of energy and high processing capacity. Therefore, the problem of the
energy restriction no longer arises in VANETs. In addition, each vehicle in the
network is equipped with a device called an on-board unit (OBU). It performs
a set of applications and supports several wireless technologies used for the
communications such as WiMax [41], WIFI [42], GSM [43], Bluetooth [44], etc.

• Density and network topology: Unlike most mobile wireless networks, ve-
hicular networks are characterized by the high mobility of their nodes. This
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is essentially due to the high speed of vehicles and their sudden change of di-
rections, especially on highways and urban areas. Therefore, a node can join
and leave the network in a very short period of time, which makes the topology
very unstable. Moreover, the density of the network can vary according to the
environment (i.e., urban, rural, highways) and according to the time of day
(e.g., a low density at a late hour of the night). Consequently, the protocols
designed for vehicular networks have to face the challenges of density variation
and high mobility [45, 46].

• Anonymity and security in the network: among the major challenging
tasks in VANETs privacy and data security, which are considered as crucial
components to be designed. Indeed, the shared medium and wireless commu-
nication used in VANETs are very vulnerable. The attacks can be performed
without making physical access to network infrastructure. Therefore, it is a
mandatory condition to develop VANET protocols as reliable as possible and
secure them against attacks [47, 48].

Beyond the characteristics introduced above, vehicular networks are also distin-
guished by a variety of attractive and specific applications. In the following, the
VANET applications can be categorized into three main different categories as fol-
lows: road safety applications, traffic efficiency and management applications, and
infotainment applications.

2.4.4 VANET Applications

VANETs consist of three main classes of applications [49, 50], which can be classified
according to their functionalities (c.f., Figure 2.7). Indeed, the applications related
to the road safety, traffic efficiency, and infotainment constitute the major part of
the VANET applications [51]. Several services are provided by these applications
bringing interesting prospects for telecommunications operators seeking new services.
Each class of applications requires a different level of performance and quality of
service. Generally, three types of metrics are considered, the end-to-end delay to
respect the lifetime of an information, the delivery ratio to ensure a minimal ratio of
data delivery, and the throughput to guarantee a certain access channel rate.

Road safety applications

Assist drivers in order to avoid vehicle collisions and decrease car crash death ratios
[52–55]. Therefore, this kind of applications is very sensitive to the delay and are
mostly related to the traffic information, which should be up-to-date periodically.
These applications can be summarized according to concrete examples in order to
identify their specific features.
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Figure 2.7: Main applications in VANETs.

• Collision warning: when a vehicle or an infrastructure detects a crash on
the road, they broadcast information about the crash (i.e., the positions of
accidents) based on V2V/V2I wireless communications between the vehicles
near the accident approaching each other in the same or opposite direction, in
order to prevent them from danger. The advantage of this scheme is to allow
vehicles changing their direction or the line in which the crash is produced in
order to avoid further traffic accidents and maybe a serious traffic congestion.

• Signal violation warning/Traffic light: the traffic lights fixed in most cases
at the intersections can play a role of RSUs. The signal violation is detected
when a vehicle violates a road signal, which increases significantly the risk of an
accident. In this case, based on V2I communications, the RSUs (Traffic lights)
broadcast temporary messages to all vehicles in the area in order to inform them
that a vehicle has violated the signal, and consequently, reduce the risk of an
eventual accident [56].

• Lane change assistance: this technique provides the required assistance to a
vehicle wanting to change the lane. This is done by informing vehicles located on
neighboring lanes in order to facilitate this change using V2V communications.

• Road condition warning: this service is responsible for preventing vehicles
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on the dangerous conditions of the road, which are caused by ice storms or other
slippery substances on the roadway. In each vehicle, on-board sensors collect
information about the condition of the roadway in order to both alert the driver
and to send messages to other vehicles [57].

• Pre-crash sensing: the objective of this type of service is to alert drivers
to accidents that may occur due to current conditions. The service is based
on multi-hop V2V communication, in order to inform drivers localized in the
area. The exchanged messages may contain information about the geographical
position, direction, speed, and acceleration of vehicles so that to exchange them
with vehicles and thus avoiding the risk of accidents.

• Hazardous location notification: this application plays an important role
in the information of vehicles about any hazardous location either permanent
or temporary. It aims to reduce the risk of accident and have the purpose to
allow vehicles have a global knowledge about the roadway. The technique of
V2V and V2I communications are used by this application, in which periodical
or authoritative messages are triggered by traffic management entity.

Traffic efficiency management applications

Obviously, the exchanged messages with this type of application are intended to
improve the road traffic through the selection of suitable roads and paths, while
taking into consideration potential traffic jams or obstacles in order to circumvent
them. This allows the distribution of the road traffic, reduce the travel time of drivers,
and save on fuel consumption. The information provided by this kind of application
has to be always available, in order to allow drivers make the right decisions at the
right time during the trip. Two main services can be provided by these applications,
the speed management and cooperative navigation systems.

• Speed management system: this system aims to assist drivers for smooth
driving with managing the speed of vehicles and avoiding unnecessary stopping
[58, 59]. Furthermore, this system can alert drivers about the speed excess
using a green light best speed advisory or regulatory/contextual speed limit
notification.This system is beneficial to improve the road safety, enhance the
traffic flow, and to reduce the vehicles’ pollution. The RSUs can be used as the
main entity to regulate the speed of vehicles by broadcasting periodically the
speed limits using V2I cooperative awareness messages.

• Cooperative navigation system: in this system, The V2V and V2I commu-
nications are used to manage the navigation of vehicles in order to increase the
traffic efficiency [60–62]. Road situations and real-time traffic information are
collected by moving vehicles, such as under construction road segments, traffic
jam, road accidents, etc. Then above information need to be transmitted in
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real-time to related vehicles through VANETs to be processed by the naviga-
tion system to choose the optimal moving path. The fixed RSUs can play an
important role in this system, by broadcasting periodically some local traffic
information and provide circulation advices to reduce traffic jam.

Infotainment applications

The main objective of this category of applications is to provide road users with in-
formation, advertisements, and entertainments, which makes commuting a pleasant
experience [63]. These applications aim to improve the comfort of drivers and pas-
sengers. For instance, they provide information of general utility, such as weather
forecast or other information on the localization of the closest restaurant or prices
at a gas station. Also, they allow passengers to access to Internet-based services.
Numerous popular applications are known in this category, which have different re-
quirements such as connectivity, availability, and reliability, in order to provide the
information that the drivers need in a timely manner.

As depicted in Figure 2.7, several applications are illustrated [63–66]. The road
users are no longer need to stop. Indeed, they can take advantage and utility of
these applications when they are interested. Moreover, these applications can provide
Internet access, instant messages, games, and other services, while being more tolerant
to additional delays. Also, they aim to provide comfort services, which are meeting
the preferences of road users.

2.4.5 Technical issues in VANET

The VANETs have the advantage of not being conditioned by the problems related
to the memory space, computing capacity, and energy. However, VANETs suffer
from a large amount of data to be sent and wider geographical areas to be covered.
In addition, the dispersal and high mobility of vehicles, lack of infrastructures, and
network density variation create several technical issues for data delivery. Below we
list a few examples of these problems:

• Signal fading: sometimes direct communications between some vehicles are
impossible due to the high-rise buildings, even though the distance is smaller
than the transmission range. Indeed, the present obstacles have a direct impact
on the connectivity, which can affect the performance of the data delivery, and
therefore, impact the accuracy of the connectivity. This is mainly due to the
fading, which is increased significantly in the wireless channel and reducing the
transmission efficiency [67].

• Density and connectivity: the density of vehicles in VANETs is not constant,
it can be very low, as in the case of rural areas with low traffic or very high
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in a congested urban network. This has a direct impact on the delivery ratio
and the delay of data delivery. Indeed, in low-density scenarios, disconnections
frequently occur, which can cause high transmission delays and low delivery
ratios of messages. Similarly, for high-density scenarios, competition for access
to the communication channel is high, causing message collisions, and therefore,
many packet losses and low delivery ratios of packets [68, 69].

• Bandwidth limitations: VANETs do not have any coordinator for the allo-
cation of the bandwidth to vehicles. Then, it becomes the responsibility of each
vehicle to manage these resources equitably [70, 71]. This can increase waiting
times before access to the channel and thus the latency of messages. Indeed,
VANETs use radio communications. Consequently, it is important to design
specific MAC solutions for VANETs. In addition, it is required to conceive
protocols, which provide quality of service and manage priorities by solving
problems of radio interference, multi-path problems of waves, electromagnetic
irregularities, distributed resource allocation in a dynamic topology, etc.

• Scalability issue: the number of vehicles is increased significantly. The
amount of information collected and exchanged within the VANETs does not
the same. In fact, the growing number of moving vehicles has a large effect on
the network connectivity as well as the collisions of packets and wireless inter-
ferences. This implies that any proposed solution for VANETs considers, from
its conception, the problems of scalability. For this reason, we make sure that
all the solutions we propose to VANET issues support scalability [72].

• Security and privacy: are among the major challenges which have a great
impact on the future deployment of vehicular networks and their applications.
For instance, selfish vehicles may try to clear up the way ahead or mess up the
way behind with false information, which can result in serious crashes and even
loss of human lives. In the case of privacy, a lot of information about vehicles
is shared in VANETs, which is easy to be collected such as speed and velocity.
Consequently, malicious drivers intercept this kind of information and falsify
it and use it against the driver. In this context, the development of security
mechanisms that establish trust relations between communicating entities of
the road and guarantee access control of services as well as the security of data
transfers is of paramount importance [73].

• Routing protocols: in order to communicate with each other, the vehicles
have to define a routing protocol. Indeed, when the vehicles are not within a
direct radio transmission range, unicast routing is required to establish commu-
nication between two vehicles or between a vehicle and a fixed infrastructure.
Each vehicle can, therefore, act as a sender, receiver, or router [74]. Finding the
connected end-to-end connected path satisfying delay restrictions and minimal
overhead is confronted with many constraints and difficulties. Such difficulties
are due to the high mobility of vehicles, the frequent path failures, and the
various obstructions, which may affect the reliability of the data transmission
and routing.
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2.5 UAV Ad hoc Network (UAANET)

The recent progress of wireless technology has been witnessed in our daily life, par-
ticularly because of the vast availability of low-cost Wi-Fi radio interfaces and other
devices like GPS, sensors, micro-embedded computers, etc. All these innovative de-
vices have paved the path for the development of small intelligent flying vehicles, e.g.,
Unmanned Aerial Vehicles (UAVs), leading to the creation of a new kind of network
called UAV Ad hoc Network (UAANET) [75]. Since the introduction of UAANET,
different kinds of civilian and military applications have emerged, such as the co-
ordination of rescue teams on the ground [76–78], border supervising [79, 80], and
autonomous tracking [81–84]. In addition, there are also many civilian applications
such as agricultural and yards monitoring, discovering oil fields, and film-making [84–
88]. These types of applications need a serious support from several research areas,
which require attracting the attention and interest of scientists.
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Figure 2.8: UAANET Transmission modes.

Two kinds of applications of aerial nodes exist (see Figure 2.8). First, single-UAV
applications in which the UAV is at the center of a set of base stations localized
on the ground. The UAV can be used by the base stations as a router (relay) to
communicate with other base stations, which are not within their communication
range. However, several issues can be found such as the short transmission range
of UAV and the problem of interference. To overcome these challenges, the second
application is the use of a team of UAVs, which provides many possibilities to solve
these problems and supplies a variety of applications called multi-UAVs applications
[89]. The advantages of multi-UAVs over a single-UAV can be summarized as follows:

• The fault tolerance in the multi-UAVs is increased when a node fails.

• In the cooperative missions, the tasks can be parallelized decreasing consider-
ably the duration of the missions.

• The capabilities of calculations and storage can be distributed among UAVs.
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2.5.1 UAANET Architecture

UAANETs have a similar standard as MANETs in which the nodes are flying, creating
different characteristics. Figure 2.9 shows two different kinds of communication which
can be established between the nodes forming a classical UAANET:
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Figure 2.9: Wireless communications between UAANET nodes.

1. Air-to-air wireless communications: UAVs can communicate with each
other using a pure ad hoc architecture in order to avoid the restrictions on
the transmission ranges imposed by the communication between UAVs and the
ground base stations [90]. In addition, this kind of wireless communication can
be used to support different applications and multi-hop communications when
the node wants to establish a transmission of the data packet to another node
outside of range.

2. Air-to-ground wireless communications: in UAANET, not all UAVs can
communicate with existing infrastructures such as ground stations and satel-
lites [89]. However, only selected UAVs can establish a communication with
infrastructures in order to both improve and increase the connectivity and to
provide additional services.

UAANET can be seen as a special case of MANET in which we distinguish cer-
tain differences like the very high degree of mobility of UAANET nodes and the long
distances between them. These may require wider communication ranges and differ-
ent techniques to overcome these constraints. The wireless communication between
UAANET nodes is considered as a challenging task, which needs rules of communica-
tion in a form of routing protocols supporting the effectiveness of such transmissions.
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2.5.2 Unmanned Aerial Vehicle (UAV)

Unmanned Aerial Vehicle (UAV) and drone are two terms used frequently to talk
about the same thing. The UAV or drone is an aircraft without a human pilot
on-board; either an operator on the ground pilots it, or it is auto-controlled by an
on-board computer system. The unique characteristics of UAVs are their predefined
movements in the sky, their high mobility compared with default MANET nodes
(i.e., their speeds can exceed 400 km/h [91]), and the control algorithms of their
movements. This means that the topologies of UAANETs are not constant and
change recurrently causing frequent link failures between the UAVs. The different
categories of UAVs can be classified based on different criteria, such as usage (e.g.,
mapping, monitoring, etc.), weight, altitude, endurance, or even the range of data
link. However, the best criteria for the UAVs classification are the aerial platforms
[92]. There are four major types of UAVs identified by their aerial platforms, such
as Multi-rotor UAVs, Single-rotor UAVs, Fixed wing UAVs, and Fixed wing Hybrid
UAVs (c.f., Figure 2.10).
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Figure 2.10: Classification of UAVs.

• Multi-rotor UAVs: this kind of UAVs have multiple rotors present in their struc-
ture. Currently available multi-rotor drones include quad-copters, hex-copters,
and octo-copters. The most commonly used multi-rotor drones are quad-rotor
drones (c.f., Figure 2.11(a)). Because of their flexibility and durability, quad-
rotor drones are considered in a lot of applications such as aerial photography,
aerial video surveillance, etc. Overall, multi-rotor UAVs are the cheapest option
available in the market and the easiest to manufacture. In addition, multi-rotor
UAVs are fundamentally very efficient in terms of energy consumption because
the small rotors do not need a large amount of power to keep the UAVs in the
air. However, the expected flight time are limited to approximately 20 to 30
minutes depending on the models.

• Single-rotor UAVs: Unlike multi-rotor UAVs, a single rotor UAV has only two
rotors. The first is a big sized rotor placed on the roof of the UAV, while the
second is a small sized one placed on its tail to control its heading (c.f., Figure
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(a) Quad-rotor UAV

(c) Fixed-wing UAV
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Figure 2.11: UAV types.

2.11(b)). In contrast with multi-rotor UAVs, the single-rotor UAVs have higher
flying times and can even be powered by gas engines. In aerodynamics, the lower
the count of rotors the lesser will be the spin of the object. Consequently, they
are more stable during the flight compared with multi-rotor UAVs. However,
this kind of UAVs comes with much higher operational risks, complexity, and
their costs are also on the higher side. They also require a special training to
fly them on air correctly.

• Fixed-wing UAVs: this kind of UAVs use a "wing" like normal manned airplanes
(c.f., Figure 2.11(c)). This allows to never use the engines to stay afloat on
air (i.e., cannot stand still on the air) fighting gravity. However, the engines
can solely provide the forward thrust needed, making them much more efficient
than the multi-rotors. Also, they can fly at high speeds and stay in the air for
much longer periods of time. Consequently, fixed wing UAVs are considered as
the ideal choice for mapping or surveillance of large areas. As a limitation, fixed
wing UAVs are characterized by their higher costs and skills training required
in flying.

• Fixed-wing Hybrid UAVs: this kind of UAVs are a hybrid version combining the
benefits of multi-rotor models (hover) with that of fixed wing models (higher
flying time). Accelerometers and a vertical lift are both used to keep the drone
stabilized in the air and lift the drone up into the air from the ground, respec-
tively (c.f., Figure 2.11(d)). Package delivery is among the main applications of

29



these UAVs. However, this kind of UAVs is not widely available in the market
and their prices are not affordable for a normal budget user.

2.5.3 UAANET characteristics

As a special class of MANET, UAANET is differentiated by its unique properties that
characterize the nodes and the surrounding environment. Several main characteristics
can be employed to characterize UAANET: UAVs, density, network connectivity,
energy autonomy, propagation model, topology, scalability, localization, and mobility
models. All these characteristics are described and discussed as follows:

• Density: the density of nodes in UAANET is generally low because of the
great distances separating the nodes which can reach kilometers [93], resulting
in the use of wider transmission ranges. Furthermore, the high speed of UAVs
and their wide transmission ranges are sufficient to cover the entirety of the
network (i.e., the limited mission zone). Overall, the majority of the UAANET
applications can be executed using a restricted number of UAVs [90].

• Network connectivity: due to the low density and the very high mobility
of nodes, UAANET can be considered to be sparsely connected. This results
in the fluctuation of the link quality which may cause loss of connectivity and
performance degradation. To address this problem, a solution is proposed,
which consists to create an ad hoc network between the nodes in order to extend
the communication coverage [94]. Even if nodes cannot establish a connection
with existing infrastructures on the ground, they can still communicate through
other nodes.

• Energy autonomy: according to [95], the power and the movements of
UAANET nodes are powered and supplied using the energy resources of the
nodes. Indeed, there is no energy restriction since each node is equipped with
rechargeable batteries, which are continuously recharged as UAVs moving. Also,
batteries may be powered by the nodes’ resources such as solar energy, gasoline,
electrical energy, etc. In addition, the amount of energy needed to move a UAV
is much greater than the energy required for computing data. Consequently, we
can say that UAANET nodes do not have energy power restrictions compared
with MANET nodes, where developers have to make more attention to the en-
ergy consumption by the communication protocols to extend the lifetime of the
network [96].

• Propagation model: unlike other ad hoc networks such as Mobile and Ve-
hicular Ad hoc Networks (MANETs and VANETs), which operate, in the most
cases, on the ground and their radio propagation models are vulnerable to exist-
ing obstacles. In addition, the line-of-sight is prevented between the nodes [96].
UAANETs are less exposed to obstacles which allows nodes to have a line-of-
sight between each other. The UAVs usually move in the sky. Consequently, in
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the simulation, the free-space path loss model is the most used in the physical
layer. However, we cannot ignore big obstacles (e.g., buildings and mountains)
or weather conditions which can affect the links between nodes.

• Topology: the topology of UAANETs changes permanently and more fre-
quently than VANETs or MANETs. Several phenomena can affect the topology
of UAANETs such as the link failures between the nodes, the speeds, and direc-
tion changes of the nodes. Consequently, the critical information (i.e., control
packets) has to be managed in the network [96]. In addition, efficient data
exchange strategies have to be adapted to the frequent change of the topology.

• Scalability: in many UAANET applications, the performance is related to the
number of UAVs. For instance, search and rescue missions need more UAVs to
be quickly completed [97]. In addition, the mobile nodes in UAANETs move
randomly and are able to leave or to join the network freely. As a result, we
can say that UAANET protocols should work independently of the number of
UAVs while ensuring a minimal performance degradation.

• Localization: due to the high mobility of nodes, UAANETs need to be
equipped with an accurate localization system such as a Global Positioning
System (GPS) [96]. Moreover, because of the extra delay caused by the GPS,
UAANET must also be equipped with Inertial Measurement Unit (IMU) in
order to solve the problem of the delay and to provide accurate geographical
positions as quickly as possible [98, 99].

• Quality of Service (QoS): certain UAANET applications need efficient real-
time services such as the transmission of aerial photography and video for a
real-time monitoring [95]. Several metrics have to be taken into consideration
such as end-to-end delay, available bandwidth, packet losses, and jitter. As
a result, designed applications for UAANET have to take a minimum of QoS
requirements for their correct functionality.

• Mobility models: the movements of nodes in UAANET are generally defined
beforehand. However, due to external factors (e.g., weather, mission, etc.),
the movements can be updated which can affect directly the mobility model of
nodes. In addition, mobility models proposed for MANETs are not suitable for
UAANETs, in which their use results in the establishment of inadequate path
plans [96].

We can say that a UAANET protocol has a satisfying performance level out-
comes if it covers all UAANET specific characteristics mentioned above. As a result,
there is a clear need to develop robust protocols for UAANETs, which have to be
tested and validated in real scenarios. However, the protocols proposed for VANETs
and MANETs cannot be deployed directly to support the unique requirements of
UAANETs. Following (see Table 2.2) is the main differences between MANETs,
VANETs, and UAANETs.
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Table 2.2: Difference between UAANETs, VANETs, MANETs.

Characteristics MANETs VANETs UAANETs
Density High High Low
Network connectivity High Medium Low
Energy autonomy Low High High (Depends on UAV kind)
Topology variation Occasionally Frequently V ery frequently
Scalability Medium High Low
QoS Low High (Depends on the application) High (Depends on the application)
Mobility models Random Restricted throug roads pattern Predefined by mobility models
Node speed Medium High V ery high

2.5.4 UAANET applications

Many factors make the UAANET nodes easy to be deployed in different environments.
Their ease of organization in an ad hoc network, allows us to not wait too long to
create a UAANET in which its nodes can communicate and exchange data between
each other. Flying nodes can also communicate with different infrastructures localized
on the ground such as base stations or ground bases. It has, however, been observed
that different obstructions can affect the communication between flying nodes and
base stations such as mountains, walls, and buildings, which may block the radio
signals of both infrastructures and flying nodes [96]. Three kinds of applications can
be distinguished in UAANETs as follows: Multi-UAV cooperation, UAV-to-Ground
tasks, and UAV-to-VANET collaborations.

Multi-UAV cooperation

Certain particular tasks require a cooperation between several UAVs to be carried
out according to a certain time limit. The high number of UAVs in each task is, the
more accurate the obtained results will be, and the less the reduced time of the task.
This decentralized mechanism offers more robustness since it is not related to any
fixed infrastructure on the ground. Many kinds of applications are based on Multi-
UAV cooperations such as detection, accurate geographic localization, tracking and
monitoring in disaster, and emergency situations [100].

As multi-UAV applications [101–109], all of them try to provide an appropriate
and optimal solution using a given number of UAVs cooperating toward a particular
task.

UAV-to-Ground tasks

Important information has to be communicated between UAVs and the human opera-
tor located on the ground so that to take the right decisions in different scenarios such
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as search and rescue missions, military monitoring, and other civilian applications.

We can cite as UAV-to-ground applications [110–118], in which the wireless com-
munication can be established between both UAVs and mobile or fixed nodes on the
ground.

UAV-to-VANET collaborations

Recently, a new kind of wireless communication has emerged between UAVs and
vehicles on the ground cooperating in an ad hoc mode with each other in order to
accomplish certain tasks. This creates a new possibility of potential research issues in
UAV-to-VANET communications, and consequently, can be beneficial to design more
applications in the near future.

Until now, the UAV-to-VANET cooperation can be used in different applications
such as road traffic explorations, routing improvements, data packet delivery, traffic
monitoring, route guidance, etc. The main applications proposed for this kind of
cooperation are [8, 10, 119, 120].

Based on the analysis done above, TABLE 2.3 produces a comparative study
between the characteristics of the different types of UAANET applications.

Table 2.3: Comparison of potential scenarios for UAANET .

Parameters Multi-UAV cooperation UAV-to-Ground tasks UAV-to-VANET collaborations
UAVs density High Medium Low
Ground environment Not aware Aware Aware
Infrastructure No Yes Maybe
Obstacles effect Low High Medium
Task duration Limited Not limited Not limited
Human operator No Yes Maybe

2.5.5 Technical issues in UAANET

UAANET architecture is under a continuous development, since the research over
this kind of a highly dynamic network is not complete on several levels, and the
routing is not an exception. Communications between UAVs always remain the most
challenging task, because the existing routing protocols proposed for MANETs as well
as VANETs cannot satisfy the unique requirements of UAANETs. Finding a single
routing scheme able to adapt to all the unique characteristics of UAANET, and at
the same time, provides perfect outcomes is very hard and quasi-impossible.

Although there is a wide range of proposed routing solutions, there still exist
several issues that have not been resolved and need a deep research. For instance,
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in terms of UAANET nature and communication environments, most of the rout-
ing protocols were not proposed by considering these crucial details. Such routing
protocols have not functioned perfectly under a network severely partitioned. Fur-
thermore, UAANETs cannot cope with the security requirements, where the nodes
are exposed to any kind of attack. To overcome such unique characteristics, different
details should be considered further in designing UAANET routing protocols. In this
section, we have identified several open challenges that need more study in future
research.

• Network partitions: the main causes of this problem are the low density of
UAANET nodes and their high degree of mobility. Future solutions have to
take into account these issues by adopting appropriate techniques or using, for
instance, another kind of nodes located on the ground. The adequate placement
of UAVs can also play a key role in order to remedy this problem of partition
[121–124]. Therefore, developing new techniques to cover the entirety of the
network, while avoiding the network partitions is still an open issue.

• Security: crucial information is exchanged between UAANET nodes, and com-
promising them has catastrophic outcomes. Further studies need to be carried
out to design security methods to make the proposed routing protocols more
secure. The majority of the proposed routing protocols focuses essentially on
the performance improvements, and do not provide any defense against attacks
or malicious attackers. Indeed, if the UAVs are hijacked, they can be used as a
weapon or as something more dangerous. Only a few secure routing protocols
are proposed in the literature [125, 126], hence the necessity to propose new
routing solutions including security components.

• Simulation: the implementation of UAANET routing protocols needs to be
more credible and realistic and uses reasonable assumptions. A unique simu-
lation tool or package should be designed in order to unify the parameters so
that to apply verification methods for all the proposed solutions to determine
their proof of correctness and complexity. More and more simulation tools and
testbeds are used to evaluate existing solutions about UAVs and UAANET in
general [127–129]. The majority of them do not provide reasonable and realistic
outcomes, due to their negligence of many known characteristics of this kind
of network. In addition, more realistic mobility models need to be designed
in order to get more realistic results both in the data exchange and evalua-
tion criteria. Therefore, the mobility of UAVs, as well as the simulation tools,
still remain open issues for future research in order to evaluate accurately the
routing protocols performances.

• UAANET applications: several UAANET applications are conceived based
on the cooperation of nodes such as improving the routing protocols, search
and rescue missions, and recently deployed to assist VANET on the ground to
improve traffic management in VANETs and can also provide a road guidance
for emergency vehicles [130, 131]. The mapping applications could also be an
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open research issue since there are only a few proposed solutions. All these
challenges need to be more studied in order to propose suitable solutions taking
into consideration the unique characteristics of UAANETs as well as provide
more useful applications.

• Quality of Service (QoS): QoS is considered as an additional issue to be
addressed and integrated into the routing solutions in UAANETs. Because of
some applications such as streaming video, P2P connections, GPS localization,
etc., require a certain level of QoS in order to support their right functionality.
In addition, QoS can provide a certain satisfaction to a set of requirements
imposed by some performance constraints of services such as bandwidth, packet
losses, delay restriction, jitter, etc. In certain routing protocols supporting
QoS, these limitations could be considered as metrics to measure the degree of
performance. The QoS could be a promising research challenge regarding the
different constraints proper for UAANETs.

• UAVs cooperation: certain applications require the cooperation of several
UAVs to be done efficiently, and in most cases, in a timely manner (e.g., search
and rescue missions). However, this requirement is not always an easy task,
due to the unique characteristics of UAANETs such as the high mobility and
the network partitions. In addition, this kind of cooperation needs a minimal
of constant connectivity between the nodes in order to exchange crucial infor-
mation to accomplish a given mission with an accurate way. Consequently,
efficient mobility models, strategies of communication, and the flexibility to the
environment would have to be investigated by the proposed protocols in order
to ensure efficient cooperation of the nodes [106, 132–141].

• UAANET standardization: there is a deeper need for standardization of
UAANET communications, which allows a certain degree of flexibility. Indeed,
UAANETs have to operate with different frequency bands according to the
application areas. Therefore, the standardization of these communication bands
becomes a mandatory condition in order to reduce the problem of frequency
congestion and to unify the way of communications between the nodes [89].

• UAV equipments and adequate placements: UAVs are characterized by
their small size and can carry a predefined device, such as integrated cameras,
single radars, image sensors, etc. In the case when there is a need to use the
integrated sensor with a radar, UAVs should cooperate with different other
UAVs. For instance, one UAV can be equipped with a radar, while another
UAV is loaded with a sensor. This is beneficial to decentralize the tasks among
the UAVs. There is an open issue in this topic to optimize the UAV equipment
and their adequate placements to increase the efficiency of the mission while
reducing the energy consumption [89].

• Coordination of manned aircraft with UAVs: With the increasing number
of UAVs, and especially near airports, the coordination of UAVs with manned
aircraft becomes crucial and inevitable. In the future, this coordination should
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be done automatically in a networked environment without human interactions.
In addition, it will be an effective way of avoiding accidents between these two
flying nodes. Therefore, this topic can be considered as an open issue needing
a deep research [89].

• Path Planning: In UAANETs, each UAV can maintain its current path or
change it according to the mission or the situation. This should be done by
re-calculating automatically the paths and coordinates with other UAVs. Con-
sequently, cooperation and coordination between UAVs are not only desirable,
but also a crucial feature to increase efficiency. Thus, new solutions/methods
in dynamic path planning need to be conceived [89].

• Routing: among the main open issues for UAANETs and cooperating UAVs, is
the routing (i.e., the rules of communication between UAVs). Indeed, the data
exchange between UAVs faces serious issues, which are quite different from
those distinguished in MANETs or VANETs. The UAVs should be able to
have a real-time global knowledge of the dynamic topology of a network like
UAANET. This is why the proposed routing solutions for UAANETs or even
the techniques of the data delivery taken from MANETs and VANETs have to
deal with these challenging constraints. Consequently, there is a crucial need
to develop efficient routing techniques which provide at least a flexible behavior
with the topology of UAANETs. Furthermore, a minimum level of performance
has to be defined to guarantee the efficiency of the proposed routing schemes.
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2.6 Conclusion

The main idea behind this chapter is to introduce the background of wireless ad
hoc networks. Hence, this kind of network paradigm provides different forms of
networks. MANET, VANET, and UAANET are the kinds of networks described in
this chapter with their specific requirements and characteristics. Furthermore, the
main applications of each network are presented, which require effective strategies
for the management of communications channel resources, quality of service, and
communications security. However, several technical issues are distinguished during
the deployment of these applications. Indeed, each kind of network has its own
characteristics, which generate unique constraints.

The success of all these applications relies on a reliable and robust data packet
delivery and need to be verified through many studies related to these communica-
tion protocols. Consequently, routing protocols have to be conceived to support the
requirements. The unique characteristics of the studied networks such as the frequent
change of the topology and the high mobility of nodes can cause several link failures
on the routing paths already established. In addition, the majority of the proposed
routing protocols dedicated to these kinds of networks try to address the problem of
frequent disconnections and the wireless links instability. Because, this may affect
the performance of routing, and therefore, impact the accuracy of the connectivity
between the nodes.

There are many research problems in the field of VANETs and UAANETs. In
this thesis, we will focus on those related to the routing of data, connectivity among
the nodes, and the cooperation between the nodes of VANETs and UAANETs. The
next chapter will be dedicated to the presentation and description of the routing
concept as well as the different routing solutions proposed in the field of VANETs
and UAANETs.
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Chapter 3

Routing in VANETs and
UAANETs
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3.1 Introduction

The communication between the nodes of an ad hoc network is a promising solution
that allows nodes belonging to the same network to exchange useful information. For
instance, this kind of exchange is considered as a crucial support for the comfort
and safety of driving in VANETs and to accomplish specified missions in UAANETs.
In order to carry out this wireless communication, rules have to be established for
the information delivery between the nodes. These rules are simply routing protocols
that take into account the constraints of each kind of networks. Furthermore, the aim
of these rules is to ensure a strategy which guarantees, at any time, the connection
between any pair of nodes belonging to the network. Indeed, when the nodes are not
within a direct radio transmission with each other, a routing is required. Therefore,
each node can take the role of a sender, a receiver, or a router. However, a number of
problems can arise, such as the unstable paths between each pair of nodes due to the
high mobility and discontinuous connectivities that characterize vehicular and UAV
ad hoc networks, which can make the routing a difficult task to be accomplished.

The main objectives of a routing protocol conceived for highly dynamic networks
such as VANETs or UAANETs are as follows:

• Establishment of shortest and robust paths between the communicating nodes.

• Consideration of the frequent topology changes as well as the specific charac-
teristics which characterize each kind of networks.

• Treatment of the path failures using efficient recovery strategies.

• Minimization of the end-to-end delay during the data delivery.

• Reduction of the packet losses.

The aim of this chapter is to present a state of the art in VANETs and UAANETs
routing. In addition, to be able to ensure an efficient data delivery in such networks, it
is necessary to know all possible routing techniques and environments of deployment.
Moreover, we define each category of the proposed routing protocols in each kind of
networks based on proposed taxonomies. Then, we describe the functioning details of
selected routing protocols from each category. To differentiate between the proposed
routing protocols, comparative studies based on several parameters are presented.
These comparisons allow to distinguish all weak points of the studied protocols. At
the end, we introduce a novel heterogeneous communication scheme between existing
VANETs on the ground and UAANETs in the sky.
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3.2 Routing in VANETs

The problems related to routing in vehicular networks are far from clear. The difficulty
lies mainly in the instability of routing paths caused by the high mobility of nodes
and the frequent fragmentation of the network. Indeed, the fact that the network
has a partial or an intermittent connectivity indicates that the routing management
must be different from the topological approaches used in traditional mobile ad hoc
networks (MANETs).

The main routing strategies for VANETs can be deployed in different environ-
ments, which are diversified by several displacement areas. These areas are differenti-
ated by their locations and specificities (i.e., speed, density of vehicles, road patterns,
etc.). For instance, the urban environments are characterized by a complex mobility
model, high vehicle density, and reduced speed, which are mainly caused by existing
intersections and stop points (e.g., traffic lights, stop, give way, etc.). However, as for
the highway and rural environments, the roads are characterized by long distances,
which makes these environments to be less disruptive for radio waves during inter-
vehicle communications. Hence, the need to install access points (i.e., RSUs) along
roads that act as gateways to extend the connectivity in the network is greater than
ever before.

Nowadays, inter-vehicular routing is still a major challenge, and especially, in
urban environments characterized by the high density of vehicles (especially at inter-
sections) and the presence of obstacles (e.g., buildings, etc.). The proposal of a new
routing solution must meet the requirements and peculiarities of this kind of envi-
ronment whose constraints considerably affect the mobility model of nodes and the
routing performances. Consequently, the routing path between vehicles may not be
ensured all time due to the high mobility of vehicles. So finding a shortest end-to-end
path is very difficult, especially in urban areas because of the vehicle’s mobility pat-
tern, which is constrained by obstacles and pre-existing roads. However, most existing
protocols do not fully consider the impact of the existing obstacles that can affect
directly the performance of the routing, and therefore, impact the communication be-
tween vehicles. Furthermore, most of the topology-based routing protocols designed
for MANETs are not considered suitable for VANETs, since they pass over the unique
characteristics of such networks [142]. Nevertheless, compared with topology-based
routing, position-based routing demonstrated high efficiency and resilience to han-
dle the high mobility of nodes and the frequent disconnections in a network such as
VANET.

The next sections describe three important points: (i) the routing constraints in
urban areas and the most adopted routing techniques, (ii) the main position-based
routing protocols proposed in this kind of environment. We note that the topology-
based routing protocols are partially investigated since they are not suitable for highly
dynamic networks such as VANETs. Finally (iii) a general comparative study based
on several criteria between the discussed protocols is presented.
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3.3 Routing techniques in VANETs

Communications between vehicles have to take into account the specific character-
istics of urban areas [143]. Indeed, the urban environments are characterized by
existing obstacles, which considerably affect the quality of the radio transmission.
These obstacles can also cause the reflection phenomenon of the radio signal, which
is propagated by several paths and is received by an antenna. Furthermore, frequent
disconnections are distinguished in this kind of areas, which are mainly due to the
high mobility and complex movements of vehicles caused by the road patterns and the
drivers’ behaviors. These constraints have to be taken into account by the protocols.

Several techniques have been adopted by the position-based routing protocols in
order to adapt to the constraints and the inherent characteristics of vehicular networks
and also to succeed in an efficient routing, which guarantees a reliable data delivery.
Among the most used routing techniques in VANETs, we distinguish:

• Store-carry and forward: it consists to keep1 the packet to be sent in the
current vehicle that it does not have immediate neighbors. This until it en-
counters a node closer to the destination or reaches the destination itself [144].
Figure 3.1 (A) illustrates an example of this local recovery strategy functioning.

• Greedy forwarding: the main criterion for selecting a relay is to choose the
nearest neighbor vehicle to the target destination. Indeed, the source or the cur-
rent vehicle selects the geographically closest vehicle to the target destination,
which is within its transmission range (see Figure 3.1 (B)).

• Unicast-based routing: consists to transmit the data packet to a specific
destination, hop-by-hop through the network. This technique is the most com-
monly used in Vehicle-to-Vehicle (V2V) communication (see Figure 3.1 (C)).

• Cluster-based routing: as shown in Figure 3.1 (D), several groups are formed
with a leader in each group that handles communication between groups. How-
ever, given the high mobility of vehicles and their unpredictability of move-
ments, the groups will be partitioned continuously, making the application of
this technique less effective in this kind of network.

• Broadcast-based routing: it consists to broadcast the data packet by each
node receiving it for the first time except the destination (see Figure 3.1 (E)).
The advantage of this technique is that the data packet will arrive at its desti-
nation, but it can cause an excessive consumption of the bandwidth.

• Geocast-based routing: it consists to deliver data packets to other nodes
within a certain specific geographical area called Zone of Relevance (ZOR) (see
Figure 3.1 (F)). However, to avoid the flooding of the network, another zone is
used to limit the transfer of geocast data packets until they reach the ZOR.

1Save the packet to be sent in a buffer for a certain duration
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Figure 3.1: Main VANET routing techniques.
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3.4 Routing protocols for VANETs

An important number of routing protocols have been proposed. All of them try to
find an optimal solution for forwarding data using different methods and assuming
different hypotheses with a common objective to ensure a high throughput, an ac-
ceptable level of packet loss, and keeping the network overhead under controllable
levels.

As illustrated in Figure 3.2, VANET routing protocols can be classified according
to the adopted technique in the data delivery process. Based on our proposed taxon-
omy, there are two relevant categories: (i) topology-based routing and (ii) position-
based routing. The first category does not demonstrate high efficiency and resilience
to handle the high mobility of VANET nodes. However, the second category is able
to adapt to highly dynamic networks such as VANETs. In addition, it has provided
interesting results in terms of end-to-end delay and delivery ratio. In the following
sections, we reviewed the main routing protocols for VANET with a focus on the
most popular position-based routing protocols proposed in each category.

VANET routing protocols

Topology-basedPosition-based

Hierarchical

routing
Flat routing

OLSR    [146]

FSR       [145]

TBRPF  [147] 

DSR       [148] 

AODV    [149] 

CBRP [150]

Greedy-based DTN-basedReactive-based

A-STAR [156]

GSR       [155]

GPCR    [157]

RBVT-R  [151] 

MURU     [152] 

AGP        [153]

GvGrid [154]

GyTAR [160]

IGRP    [158]

ETAR   [159]

Figure 3.2: Toxonomy of VANET routing protocols.

3.5 Topology-based VANET routing protocols

The topology-based protocols are not suitable for highly scalable networks such as
VANETs [142]. Indeed, several topology-based approaches initially proposed for
MANETs are deployed for VANETs without taking into account the unique charac-
teristics of such networks. We distinguish several categories of topology-based routing
protocols, in which each of them has its own specificities.

The first category is the flat routing, which can be divided into two subsets: on the
one hand, the proactive protocols (FSR [145], OLSR [146], TBRPF [147]) and, on the
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other hand, reactive protocols (DSR [148], AODV [149]). A proactive protocol keeps
all possible routes for each destination in the network in a routing table that it builds
and maintains periodically. Therefore, the routing path is available immediately.
Conversely, reactive protocols wait for a route to be requested in order to determine
it using a discovery process. In this case, an additional delay is required at the
beginning of each session to find the path. In general, these routing protocols (i.e.,
proactive and reactive) are well suited to low or medium transmission range ad hoc
networks, but reach their limits for networks with a high number of nodes.

The second category is the hierarchical routing, which consists of dividing the net-
work into clusters for better dissemination of routing information. Indeed, clustering
consists of classifying the nodes of the network in a hierarchical way according to
certain parameters: address, geographical area, capacities, etc. A subset of nodes is
elected, in a distributed manner, each playing the role of local coordinator. Among
the hierarchical routing protocols CBRP [150], which aims to reduce the routing
table size based on the used clustering method. The algorithm of clustering used
by CBRP is based on the following steps: (i) forming cluster heads (election), (ii)
communication between cluster heads, and (iii) maintenance of cluster heads.

3.6 Position-based VANET routing protocols

This category of protocols is considered as the most suitable for vehicular networks
[142]. With the GPS standardization, the source node can use geographic position
information to make the decision to select the best routing path to deliver the data
packet to its target destination. In a general case, the geographical position of the
destination is included in the header of the data packet by the source, which is then
sent by taking into consideration the position of the direct neighbors. All information
is crucial for the right transition of the data packet.

3.6.1 Reactive-based routing protocols

The reactive process is considered as the most used technique in VANETs. Routing
protocols using this technique are adequate to scenarios where vehicles are frequently
leaving or joining the network, which corresponds to highly dynamic networks. Sev-
eral routing protocols are proposed.

Road-Based using Vehicular Traffic (RBVT) [151] is based on two different routing
protocols, the proactive protocol (RBVT-P) and the on-demand routing protocol well-
known as reactive (RBVT-R). RBVT-R performs route discovery on-demand and
reports back to the source based on the greedy forwarding using a route reply (RR)
in which it includes in its header the position of the destination and a list of traversed
intersections. In the case when the destination received several route discovery (RD),
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this means that RBVT-R has to choose the path that has the smallest number of
traversed junctions (shortest path to the source) among many discovered paths and
then to send the RR through it. Once the source receives an RR, it starts sending
data packet via the same path traversed by the RR. As a drawback, RBVT-R selects
the shortest path (i.e., the minimum number of transited intersections) back to the
source without taking into account the vehicle density on the road segments which
may cause, at any time, a disconnection problem.

MURU (Multi-hop Routing protocol for Urban VANET) [152] calculates a metric
called Expected Disconnection Degree (EDD) which is a probability that a given path
might be disconnected during a given time period. The lower of EDD, the better is
the path. The EDD is estimated by combining the vehicle positions, velocities, and
trajectories. Consequently, the path containing vehicles moving at similar speeds and
directions is considered as more stable, and therefore, more desirable. After calculat-
ing the shortest path to the destination, the source initiates the route discovery and
at the same time the EDD is calculated permanently at each hop and stored in the
route request (RREQ). When the destination receives a certain number of RREQs,
it chooses the path with the smallest EDD. The principal drawback of this protocol
is that it does not take into consideration the vehicle density, which is an important
factor to measure the connectivity and ensure an efficient data delivery.

The authors in [153] use a route discovery process for both finding the destination
location and installing a robust data delivery path. At the end, several RREQs reach
the destination indicating several routing paths. Then, the destination calculates a
weight for each different path (a set of intersections) based on the vehicle density and
the delay. The path which obtains the best weight will be selected to send the route
reply (RREP) back to the source using a greedy forwarding technique. To deal with
the mobility of the destination, an intermediate vehicle can use a trajectory prediction
based on additional information (velocity and motion direction of the destination)
included in data packets. The major disadvantage of this protocol is that it does
not calculate the real distribution of vehicles between two successive intersections on
the selected path, which may cause a path failure even if this path contains a large
number of vehicles.

Sun et al. proposed a routing protocol destined for urban environments called
GvGrid [154]. GvGrid adopts a grid-based approach using a discovery phase to
construct routing paths. The map is assumed to be initially divided into several grids.
The RREQs are delivered along the roads through different grids in order to find
routing paths composed of a minimum number of grids. Several useful information
and parameters are recorded in the routing table such as the source vehicle, the
destined grid, and the grids sequence. If the routing path fails, GvGrid has to find
another vehicle in the disconnected grid instead of the previous vehicle. In the case
when the network is severely partitioned, vehicles are not able to use the process
of grids since there is no vehicle to be selected as a next hop. In addition, GvGrid
supposes that the network is highly dense, which is not reasonable since, as widely
known, the number of vehicles is a random variable and not constant during the day.
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3.6.2 Greedy-based routing protocols

The majority of the proposed routing protocols for VANETs employ greedy forwarding
as a data delivery technique. The proposed greedy-based routing protocols aim to
reduce the number of hops and minimize the delay of the data delivery.

GSR [155] (Geographic Source Routing) calculates the shortest path to the des-
tination based on the map geographic information using Dijkstra’s Algorithm. The
data packet has to transit through a sequence of intersections initially selected by
the source vehicle. The Greedy Forwarding is used when transferring data packets
between two successive intersections. As a drawback, GSR calculates the full routing
path without taking into account the traffic density information, which is an impor-
tant factor that can affect the performance of the packet delivering. In fact, GSR can
select paths where there are not enough vehicles, and therefore, more packets will be
lost due to the lack of connectivity.

To avoid the drawback of GSR, A-STAR [156] (Anchor-based Street and Traf-
fic Aware Routing) is a routing protocol operating in urban areas which takes into
account the traffic density on roads. It is based on the street map to compute the
sequence of intersections (anchor) through which a data packet is delivered to its
destination. It takes into account the city bus route information to identify anchor
paths with a higher connectivity. However, this protocol can suffer from problems of
local maximum and connectivity in a certain time period.

GPCR [157] (Greedy Perimeter Coordinator Routing) is a routing protocol des-
tined for city environments. The main idea of the protocol is to take the advantage
from the natural planar graph about roads and intersections. The protocol consists of
two strategies: (i) restricted greedy forwarding and (ii) repair strategy. GPCR uses
a restricted greedy approach for data forwarding and uses recovery approach, where
the packets are going to be delivered using the reverse greedy mode and can find an
alternative solution to switch back to the greedy mode.

3.6.3 Delay-tolerant-network-based routing protocols

In VANETs, several partitions can occur due to the high mobility. Vehicles may
employ the store-carry and forward technique to cache data packets until the network
becomes progressively connected.

The authors in [158] proposed Intersection-based Geographical Routing Proto-
col (IGRP) for routing packets in city environments. IGRP selects road intersections
through which a data packet is delivered to the target destination (Internet gateway).
The selection is based on many criteria such as the connectivity of the road inter-
sections, the quality of service constraints, the tolerable delay, and the bandwidth
usage. The technique of greedy forwarding is used between two selected intersections
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to make the data delivery efficient while reducing the sensitivity to an individual
mobility of vehicles. The connectivity is also taken into account in different moments
of the day, even the nighttime (sparse network). However, IGRP only considers the
fixed destination (Road Side Units) and has not proved its effectiveness on mobile
destinations.

ETAR [159] (Efficient Traffic Light Aware Routing Protocol for VANETs) selects
road intersections based on a score calculated by combining four parameters: (i) the
connectivity, (ii) the traffic density, (iii) the remaining distance between a pair of
nodes (Source/Destination), and (iv) the indicated traffic light. The data packet is
delivered through a sequence of gradually selected intersections depending on the
previous parameters by using a completely distributed technique based the periodical
exchange of Hello messages between vehicles. As a drawback, ETAR does not take
into account the real distribution of vehicles which is an important factor to measure
the degree of connectivity on segments. In addition, when the network becomes
sparse, it is difficult to find a connected road segment to deliver the data packet, and
consequently, the data packet will be carried only by the (source/forwarder) vehicle
increasing the delivery delay. Furthermore, in a certain time, the packet cannot be
delivered due to the direction which is already taken by the carrier vehicle.

GyTAR [160] (an improved Greedy Traffic aware Routing Protocol), uses a ded-
icated multihop packet called CDP (Cell Data Packet) generated by each vehicle
leaving a road segment and reaches an intersection, in order to calculate the num-
ber of vehicles between two successive junctions. A vehicle wants to forward a data
packet, calculates a score for each segment that allows reaching the destination based
on the distance and the density of vehicles. Then, it sends the packet with the road
segment which has obtained the highest score. The main drawback of this protocol is
the problems caused by the transmission of CDP like the additional overhead, channel
collision, and channel utilization.

3.7 Comparative study of VANET routing proto-
cols

Based on the analysis done above, TABLE 3.1 summarizes the characteristics of
the routing protocols proposed for urban vehicular networks. By reviewing these
protocols, we can say that the excess of overhead and the fragmentation of the network
are the major drawbacks which are suffered by the proposed routing protocols. That
is why the newly proposed routing schemes have to deal with all these challenges by
adopting an efficient routing technique, which avoids congestion and the frequent link
disconnections between vehicles.
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Table 3.1: Comparative study between routing protocols.

Criteria Reactive-based routing DTN-based routing Greedy-based routing
RBVT R AGP MURU GvGrid GyTAR IGRP ETAR A STAR GSR GPCR
Ref.[151] Ref.[153] Ref.[152] Ref.[154] Ref.[160] Ref.[158] Ref.[159] Ref.[156] Ref.[155] Ref.[157]

Carry and forward No No No No Yes Yes Yes No No No
Greedy forwarding No Yes No Yes Yes Yes Yes Yes Yes Yes
Path discovery Yes Yes Yes Yes No No No No No No
Single path No No No No Yes Yes Yes Yes Yes Yes
Multi path Yes Yes Yes Yes No No No No No No
Recovery strategy1 Recalculate path Carry and Forward GF GF RHR

Location service
√

× ×
√ √ √ √ √ √ √

GPS
√ √ √ √ √ √ √ √ √ √

neighbors Table
√ √ √ √ √ √ √ √ √ √

Traffic lights impact × × ×
√

× ×
√

×
√ √

Infrastructure × × × × ×
√

× × × ×

Mobility SUMO VanetMobiSim NETSTREAM VanetMobiSim SUMO VanetMobiSim — — VanetMobiSim
Simulation tool NS-2 NS-2 — — QualNet MATLAB NS-2 NS-2 NS-2 QualNet
Evaluation metrics2 P, E P, E, H P, E, O P, E P, E, O P, E, H P, E P, E, H P, E, H P, H
Drawbacks3 O, C O, C, LO O,

C, LO
O, D, C O, D O, D O, D LO, GFl LO, GFl LO, GFl

1Recovery strategy: GF: Greedy Forwarding, RHR: Right Hand Rule.
2Evaluations metrics: P: Packet Delivery Ratio, E: End-to-End Delay, O: Overhead and H: Number of hops.
3Drawbacks: O: Overhead, D: Delay, C: Congestion, LO: Local Optimum, GFl: Greedy Failure NEL: No Expiration Links.
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3.8 Routing in UAANETs

Since UAANETs have specific characteristics and operate in a special environment,
they have also their own routing techniques. In fact, UAANETs are considered as a
subclass fromMANETs (see Figure 3.3). Therefore, common techniques are shared for
data delivery [96]. However, for the right functionality of the forwarding process, these
techniques have to be adapted to both mobility models and operating environments,
which are specific to UAANETs. Also, these requirements are quite different from
those of MANETs and VANETs. The selection of the relays to forward data packets
is crucial since it has to be efficient to avoid the packet losses.

MANETs

VANETs

UAANETs
 

 

 

Figure 3.3: UAANETs subclass.

There is a wide range of routing protocols proposed for UAANETs. All these pro-
tocols are intended to improve the packet delivery ratio and to provide low delays and
packet losses. In addition, all UAANET characteristics, and especially the high mo-
bility of nodes have to be taken into consideration. UAANET routing protocols can
be classified into two main categories according to the followed technique and the idea
behind each protocol: (i) Topology-based routing protocols, and (ii) Position-based
routing protocols. The next sections below investigate the most relevant routing pro-
tocols. We note that the topology-based routing protocols are partially investigated
since our work is based only on the most important position-based routing protocols,
which are the most suitable for this kind of networks.
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3.9 Routing techniques in UAANETs

Various environments of deployment are distinguished in UAANETs. Each environ-
ment is characterized by particular elements such as the kind of area located on the
ground in which UAVs exchange information (i.e., urban, rural, highways, etc.) and
the altitude in which UAVs interoperate. In addition, the highly dynamic nature of
UAANETs and the unpredictable movements of nodes can cause several link failures
resulting in frequent packet losses. Consequently, several constraints and issues arise
in each kind of environment which all have to be considered by adopting the suitable
technique of data exchange. However, each adopted kind of technique has its own
drawbacks, but it always remains the most suitable in a given kind of situation.

Figure 3.4 summarizes the most popular technique used for data delivery in
UAANETs. Following we describe the most adopted routing techniques in UAANETs.

• Store-Carry and Forward: at a certain moment, when the network is in-
termittently connected, the forwarder nodes do not have any solution to find a
relay node. Consequently, it is not possible to forward any data packet to a pre-
defined node which does not exist in the transmission range. Only in this case,
the current node tends to carry the packet until meeting another node or the
target destination itself. This kind of routing is known as the store-carry-and-
forward paradigm. Its cost is not negligible in terms of delay, which is caused
by the physical movement of the node. This kind of technique is often used in
UAANETs since they are poorly dense and partially connected (see Figure 3.4
(A)).

• Greedy Forwarding: this technique is used when a conventional UAANET
is densely deployed. The purpose of Greedy forwarding is to minimize the
number of hops in which a data packet can make during its transition to the
target destination. The principle is to select the geographically closest node to
the target destination as a relay node and so on until the packet reaches its
destination. Some drawbacks are to be deplored, such as the local optimum
problem, in which the process is blocked at a node which is considered as the
closest to the destination and cannot find any relay nodes to reach it. In this
case, a combination of other techniques should be used to ensure the reliability
of this technique. Figure 3.4 (B) illustrates this type of routing technique.

• Path Discovery: as shown in Figure 3.4 (C), the discovery process is deployed
when the geographical position of the target destination is not known by the
source node. The discovery is based on the RREQs’ dissemination to find all
possible paths to the target destination. When all possible paths are received by
the target destination, a suitable path is selected according to specific criteria.
Then, this path is used for data packet transition. The discovery process is
among the most used methods in existing UAANETs routing protocols due to its
simplicity. Furthermore, the advantage of this technique is that the message will
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arrive at its destination, but the cost for this is significant and may unnecessarily
cause excessive consumption of bandwidth.

• Single Path: as indicated by its name, this technique consists of establishing
a single routing path between two communicating nodes. This may simplify the
handling of the routing tables in each node constituting the path. However, the
major disadvantage of this technique is that when a fault occurs in the network
and there is no alternative path to forward data packets, it may result in crucial
packet losses (see Figure 3.4 (D)).

• Multi Path: unlike the single path technique, in the multi path technique,
there are several paths between two communicating nodes. It is more complex
to maintain the routing tables of the nodes since a node can be a central point of
two different paths or more. Nevertheless, when a fault occurs, the multi-path
routing can easily detect the fault and find an alternative solution as fast as
possible. As a drawback, it is very complex to configure such technique, because
the slightest error results in routing loops blocking the network. This technique
is illustrated in Figure 3.4 (E).

• Prediction: there are several forms of prediction techniques for data delivery
used in UAANETs. The most popular one is the prediction based on the geo-
graphical location, direction, and speed, to predict the future position of a given
node. All these parameters can give an accurate information about the next re-
lay node location which decreases considerably the packet losses, and sometimes
reducing the end-to-end delay between two communicating nodes. Figure 3.4
(F) represents a prediction technique based on the future geographical location
of a next relay node.

Figure 3.5: Toxonomy of UAANET routing protocols.
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3.10 Routing protocols for UAANETs

There is a wide range of routing protocols proposed for UAANETs. All these protocols
are intended to improve the packet delivery ratio and to provide low delays and packet
losses. In addition, all UAANET characteristics, and especially the high mobility of
nodes have to be taken into consideration.

As shown in Figure 3.5, UAANET routing protocols can be classified into two main
categories according to the followed technique and the idea behind each protocol: (i)
Topology-based routing protocols, and (ii) Position-based routing protocols. The
next sections below investigate the most relevant routing protocols. We note that
the topology-based routing protocols are partially investigated since this section is
dedicated to study the most important position-based routing protocols, which are
the most suitable for this kind of networks.

3.11 Topology-based UAANET routing protocols

This category of routing protocols exploits IP addresses to define the nodes and
uses the existing link information in the network to forward packets through the
appropriate paths. The protocols are classified as Proactive routing, Reactive routing,
and Hybrid routing.

In this kind of routing protocols, tables are computed and used by each node in
order to save all routing paths between every pair of nodes in the network. The main
benefit of a proactive routing strategy is that all latest routing paths are available in
each node. Therefore, the sender selects immediately the best route to the receiver
minimizing considerably the delay of the data delivery. However, these tables are
updated and periodically shared with neighbors, and especially when the network
topology changes, which results in the abuse of the bandwidth consumption. In
addition, proactive routing protocols are inappropriate for UAANETs because of the
low reaction to the frequent connection failures and the considerable need for memory
and processing due to the scalable nature of UAANETs. The most popular proactive
routing protocols proposed or adapted to UAANET in the literature are OLSR [161–
163], D-OLSR [164], M-OLSR [165], CE-OLSR [166], and DSDV [161].

To overcome the overhead problem of proactive protocols, Reactive routing pro-
tocols (on-demand) use a flooding method when there is no route between two nodes
when it is necessary. The sender that wants to send a data packet to a receiver, it
initiates a route discovery by flooding a route request (RREQ) packet through the
whole network. The receiver replies with a route reply (RREP) packet. Consequently,
this kind of repetitive path discovery can satisfy the requirements of highly mobile
ad hoc networks such as UAANET, because there are no periodic updating of links
[96]. However, reactive routing can suffer from the high latency due to the route
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discovery which may take a long time. Furthermore, it cannot be suitable for security
applications in UAANET. Several reactive routing protocols have been proposed dur-
ing the last decade: AODV [161, 163], AODV-SEC [167], Time-slotted AODV [168],
M-AODV [169], and DSR [148].

To make the routing more efficient and scalable, hybrid routing protocols are intro-
duced. This kind of protocols is the combination of reactive and proactive strategies
in order to overcome the limitations of each one (i.e., the high latency of a reactive
routing and the huge overhead of control messages of a proactive routing). A Hybrid
routing strategy divides the network into zones. Inside the zones, a proactive routing
is applied in order to reduce the overhead of the periodic exchange of messages to
update the routing tables. The communication between zones is ensured by the re-
active routing [89]. As hybrid routing protocols which are adapted to UAANETs, we
can cite HWMP [163, 170], ZRP [171], SHARP [172], HRPO [173] and TORA [174].

3.12 Position-based UAANET routing protocols

This class of routing protocols is based on the knowledge of the geographical positions
where each node is able to define using the GPS. We note that for calculating the
position of the destination, the node can use a location service such as the Reactive
Location Service (RLS) [175], the Grid Location Service (GLS) [176], or the Hierar-
chical Location Service (HLS) [161–163]. This kind of routing is the most suitable
for highly dynamic networks such as UAANETs. Below we investigate in details the
most relevant routing protocols belonging to this category.

3.12.1 Reactive-based routing protocols

The reactive technique is the most used technique in UAANET routing protocols.
Indeed, when there is no route to the target destination, the source node needs to
establish an on-demand path in order to start a communication with the target des-
tination. Many reactive routing protocols are proposed for UAANETs.

Shirani et al. proposed Reactive-Greedy-Reactive protocol (RGR) [177], which
is a reactive routing protocol based on the combination of a topology-based routing
protocol to create on-demand paths using the well-known reactive protocol AODV
(Ad hoc On-demand Distance Vector) [149], and a classic delivery technique based
essentially on the Greedy Geographic Forwarding (GGF) [177]. To illustrate the
functionality of RGR, we have to describe its discovery process. Indeed, when a
source UAV S has a data packet to send to a destination UAV D, it initiates a path
discovery process (same as AODV ) in order to find a connected path to reach the
target destination by flooding Route Request (RREQ) over the network. As soon
as the Route Reply (RREP) is received by the source from the destination UAV, it
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starts the data delivery.

The novelty in RGR is that the geographic position of the destination UAV D
is cached in the routing table (maintained periodically based on Hello packets) of
each intermediate UAV traversed by the RREP packet when it is sent back to the
source. As a recovery strategy, an intermediate node may detect a disconnection
with the next forwarding node due to high mobility, which signifies the failure of the
discovered path. In this case, RGR switches to GGF mode and forwards the packets
to the closest neighbor UAV to UAV D until reaching it. If GGF fails to find the next
forwarding UAV, the packet will be dropped. In parallel, a Route Error (RERR) will
be sent to the previous node until reaching the source node. If the source node has
more data packets to transmit, it initiates a new path discovery so as to create a new
reactive path to the target destination.

Sakhaee et al. proposed MUltipath DOppler Routing (MUDOR) [178, 179], which
is a reactive routing protocol inspired from Dynamic Source Routing (DSR) [148]
and designed for highly mobile ad hoc networks like UAANETs. MUDOR is based
on the selection of the most stable path with the longest lifetime. To find the best
path, MUDOR measures the frequency shift due to the Doppler effect of the received
packets. This determines the relative velocity between the source and the destination
aerial vehicle. Then, we can estimate the lifetime of the link. Before starting the data
delivery, MUDOR uses the flooding of RREQ to discover routes toward the target
destination. The first time when a node receives the RREQ packet; it rebroadcasts
this packet after adding its identifier and the Doppler value from the previous node.
At the end, the destination will reply with a RREP packet through the path with the
longest lifetime by considering all the calculated Doppler values.

In fact, the discovery phase is the only way to get the most stable path using the
estimated Doppler values for each discovered path. To be more clear, as soon as the
target destination makes the routing decision, it replies with a RREP packet through
the succession of nodes, where their velocity vectors are in the direction toward the
destination itself and their speeds are relatively the same. Once the source node
receives the RREP, it starts the data delivery. Indeed, the source node S selects the
same sequence of nodes transited by the RREP packet depending on their velocities
and speeds resulting in long lifetime links between them. Consequently, the selected
path has a long duration of life and MUDOR made time to initiate a new path
discovery.

Iordanakis et al. proposed Ad hoc Routing Protocol for Aeronautical Mobile ad
hoc networks (ARPAM) [180], which is a routing protocol based on the geographical
positions. ARPAM has the same principle as in AODV [149], and consequently,
is partly reactive. ARPAM uses geographic positions of UAVs in the network to
select the shortest path between the source UAV and destination UAV. Similarly to
AODV protocol, when a source UAV wants to send data packets and there is no path
to the destination UAV, a RREQ packet is flooded over the network. The RREQ
contains the velocity vector and the position of the source. This information is used
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by intermediate UAVs to estimate the current position of the source UAV, which is
changing rapidly due to the high speed of the UAVs. Also, the geographical position
and velocity vector information can be used to provide the distance that the packet
has transited which can be used as a metric during the routing path decision. When
the destination receives the RREQ packet, it responds with a RREP packet which
is sent unicastly to the source node. ARPAM is also based on an on-demand path
maintenance mechanism, which aims to maintain routing tables when necessary, and
especially, for certain applications such as voice over IP (VoIP) or video on demand
(VoD), which requires low response times from the network. Consequently, ARPAM
is a reactive routing protocol which can be proactive on-demand.

As an illustration, we take the example of the discovery phase executed by the
source node. Indeed, when the source node UAV S wants to send a data packet to
destination UAV D, it broadcasts a RREQ packet in the network, which includes
the geographic position and velocity vector of the source. Once UAV D receives the
RREQs packet, it selects the closest path to the source based on the information
included in the received RREQs. When a path is selected, UAV D sends unicastly
a RREP packet back to UAV S through the selected path. Once the source UAV
S receives the RREP packet, it starts the data delivery to the target destination
through the same path transited by the RREP packet.

3.12.2 Greedy-based routing protocols

As a forwarding strategy in a classical UAANET position-based routing protocol,
the technique of greedy forwarding is frequently employed for data packet delivery.
This technique aims to minimize the number of hops to the target destination, and
consequently, the delay of delivery. Some of the well-known approaches proposed for
UAANETs are presented in this section.

Lin et al. proposed Mobility Prediction based Geographic Routing (MPGR) [181],
which is a routing protocol based on the geographic positions for inter-UAV commu-
nications. The same principle in GPSR (Greedy Perimeter Stateless Routing) [182]
is used in MPGR. Furthermore, MPGR uses a mobility prediction method based on
the Gaussian distribution function so as to reduce the impact of the high mobility of
UAVs with an acceptable communication overhead. The novelty in MPGR is when
a source UAV wants to send a data packet, firstly, it must broadcast a Neighbor
Discovery packet (ND) to know the available next forwarding UAVs and to select the
appropriate one based on the information included in the Reply Packet (RP). How-
ever, the selected next forwarding node can move out of the source transmission range
causing the loss of the data packet due to the link interruption. In this case, MPGR
uses the mobility prediction to predict the accurate geographic location of UAVs at
time tn based on the mobility feature and position at tn−1. The estimated position
allows the analysis of the persistent connection of the neighboring nodes. Thus, we
can perform the selection of the next forwarding node more accurately.
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The selection of the next forwarding node, which is carried out by the source or
the current node is based on a metric called Reliable Next Hop (RNH). This metric
combines the estimated position and speed of the current node and its neighbors, and
also the distance and time of persistence between each pair of nodes. The smaller
is the value of RNH, the better is the next hop. RNH is calculated based on the
following formula:

RNHA(D) =
dA + η

∆T , (dA < dB) ∧ (∆T ≥ 1)
Max_value, otherwise

(3.1)

where dA and dB are the distances between a UAV A and destination UAV D, and
between a UAV B andD, respectively. RNHA is the calculated metric of the neighbor
A for the destination D. The ∆T is the maximum persistence time of the forwarding
neighbor A. η is a factor used to adjust the neighbor connection persistence which is
set within the range (1, R), where R is the transmission range. Max_value is the
maximum value which has to take RNH metric. As an example, if an intermediate
UAV detects a routing void (i.e., it is the closest to the destination UAV D), the
greedy forwarding mode will fail and MPGR has to switch on perimeter forwarding.
The current UAV calculates the distance between each two-hop neighbor and UAV
D. In the case when a UAV is found, it will be selected as a forwarding node because
it has a neighbor node which is the closest to UAV D.

Lin et al. proposed Geographic Position Mobility Oriented Routing (GPMOR)
[183], which is a routing scheme dedicated for UAANET. GPMOR uses the mobility
prediction of UAVs that move based on Gauss-Markov mobility model [184]. Indeed,
each UAV has the knowledge of its own geographical location with the help of the
GPS. Each UAV periodically exchanges its position with its direct neighbors trying
to predict the movement of its neighboring nodes and to define their new positions
during a time interval. Consequently, it is possible to select the suitable forwarder
towards the destination UAV which can itself change position occasionally.

According to its functionality, GPMOR can carry out the best forwarder selection
based on the adopted prediction method. For instance, the source UAV S can select
another UAV as a forwarder of the data packet if and only if it is the most appropriate
UAV according to its future movement, which is towards the destination UAV D.
However, if the next forwarder UAV can move away from the transmission range of
UAV S, it will not be selected as a next relay because it may result in the loss of data
packets due to the high mobility of the nodes. Once the destination D is within the
communication range of the selected forwarder UAV, the data packet is automatically
delivered to its corresponding destination.

Medina et al. proposed Geographic Load Share Routing (GLSR) [185–188], which
is a geographical routing protocol for UAANET. GLSR is an extension of the proto-
col GPSR [182] which operates the multiple paths between source and destination.
The idea behind GLSR is to simultaneously use multiple paths between source and
destination. The key principle of GLSR is to send data packets to the nodes, which
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allow approaching to the destination. To this end, GLSR defines the distance advance
(aMK ) that permits a neighbor UAV K to reach a destination M . aMK is calculated
based on the difference between distances of a current UAV I and the neighbor UAV
K from the destination UAV M as follows:

aMK = δIM − δKM (3.2)

If aMK is positive, the neighbor UAV K allows to reduce the distance to the destination
UAV M . Then, GLSR determines the best path among the different available paths.
For this, each node has multiple queues for packets to send. Furthermore, there is
a queue for each neighbor. GLSR takes into account the degree of filling of these
queues to determine the best path. The metric used to select the best neighbor is
called the speed of advance vMK of the neighbor UAV K toward the destination UAV
M as follows:

vMK = aMK
QIK .size+ 1 (3.3)

Where QIK is the neighbor UAV K queue size using Self-organized time-division
multiple access (STDMA) link scheduling. This favors the nodes that have the highest
speed of advance and the lowest queuing delay to be selected to deliver data packets
toward the destination UAV M .

Similar to GPMOR, the forwarder UAV K checks periodically in its neighborhood
to find, if possible, another suitable node to the target destination with the previously
mentioned characteristics by using the same equations 3.2 and 3.3 to determine the
next hop. Finally, when the destination is within the communication range of the
UAV K, the data packet is delivered directly to its corresponding destination.

3.12.3 Delay-tolerant-network-based routing protocols

In some cases, a UAANET becomes partitioned due to the high degree of mobility
nodes. This category of protocols uses the technique of store-carry-and-forward to
transmit data packets to the target destination. This technique decreases significantly
the overhead since it does not use any additional control packets. However, it increases
the delay of transmission since data packets are transited based on the movements of
nodes. Some protocols are presented in this section.

Kuiper et al. proposed Location Aware Routing for Opportunistic Delay Tolerant
(LAROD) [189], which is a delay tolerant geographical routing protocol based on
the combination of the store-carry-and-forward and greedy forwarding techniques
according to the network situation. In addition, a beacon-less strategy is used, which
reduces considerably the overhead with the help of the network management.

The data delivery is the key part of the LAROD functioning. Indeed, when a
source UAV S wants to send a data packet to a destination UAV D, it broadcasts it
to the neighboring nodes. When it is received by each one, intermediate nodes start
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a timer. The best forwarding node, which is the first one having the timer expired,
it forwards the data packet in the same manner. The source UAV S will overhear
this transmission and deduct that the forwarder has successfully received the data
packet and broadcasted it. If no transmission is heard, UAV S periodically broadcasts
the data packet until a node becomes available. However, if the network is sparsely
connected, the current UAV (i.e., the custodian) uses the store-carry-and-forward
technique by holding the data packet until it meets other UAVs nearby. In this case,
it uses the greedy forwarding to resume the data packet delivery until it reaches the
destination UAV D. When the data packet is successfully received by UAV D, an
acknowledgment (ACK) is broadcasted back to the source.

Jabbar and Peters et al. proposed Aeronautical Routing Protocol (AeroRP) [190,
191], which is a geographical delay tolerant routing protocol designed for aeronautical
networks which consist of fast aerial vehicles (e.g., Aircraft). The first phase of
the AeroRP’s functionality is to detect the neighboring nodes by intercepting their
positions and velocities. This information is updated through the periodical exchange
of Hello packets. Based on the neighbors’ table, each node calculates for its neighbors
a metric called Time to Intercept (TTI) which is used to select the next forwarding
node. TTI indicates when a potential neighbor will be within the communication
range of the current node. TTI is calculated based on the following formula:

TTI = ∆d−R
Sd

(3.4)

Where R is the transmission range of each neighbor. ∆d is the distance between the
specific neighbor and the target destination. Sd is the velocity of the specific neighbor
in which it moves towards the target destination.

The keystone of AeroRP is that when a source airborne vehicle S has a data packet
to send to the destination D, it has to select the fastest next forwarder or custodian
among its neighboring nodes moving towards D. S calculates its own TTI (i.e., if its
velocity is towards D) and those of the neighboring nodes. The neighbor node that
obtained the lowest TTI is selected to hold the data packet. However, if S obtains
the lowest TTI from D or all nodes are moving away, S continues to keep the data
packet. If a neighbor node obtains the lowest TTI and it will be selected to hold the
data packet.

Hyeon et al. proposed Geographic Routing protocol for Aircraft Ad hoc Network
(GRAA) [192], which is a geographic routing protocol based on GPSR. The routing
decision is taken locally at each intermediate node. To determine the next hop, each
node takes into account the position and the velocity of its neighbors and destination.
Initially, the current node calculates the estimated position of the destination after
a time period t based on its current position and speed. Then, it calculates the
estimated position of each of its neighbors, according to the same time t. The node
with the closest estimated position to that of the destination after time t is selected
for the next hop.

To give a deeper understanding of the next relay selection, we provide a concrete
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scenario when the source node UAV S selects the next hop according to the predicted
position of its neighbors UAV J and UAV K and the destination node UAV D esti-
mated after a time ∆t. We suppose that the predicted position of the neighbor node
J will be closer than neighbor K to the destination UAV D after time ∆t. Therefore,
the node UAV J will be selected as the next hop to deliver the data packet to the des-
tination UAV D. However, when the network is sparsely connected and there are no
neighboring nodes, UAV S continues to keep the packet until the target destination
D.

3.12.4 Heterogeneous routing protocols

In this category, nodes on the ground can be assisted by UAVs to improve the ro-
bustness and reliability of the data delivery. In addition, UAVs can be used as one
team to accomplish certain tasks (as mentioned before) or to be used as sensors for
different applications. Some protocols are presented here.

Le et al. proposed Load Carry and Deliver Routing (LCAD) [193], which uses a
new mechanism in UAV ad hoc networks using UAVs to enhance the connectivity. In
this protocol, the technique of store-carry-and-forward is used uniquely by the UAVs
in order to improve efficiently the connectivity and packet delivery between two dif-
ferent routing protocols: Disruption Tolerant Network (DTN) in the sky and Ad hoc
On Demand Distance Vector (AODV) [149] on the ground. The major disadvantage
of this protocol is that UAVs do not use GPS information and trajectory calculation
during route discovery and data forwarding.

To clearly describe the functioning detail of LCAD, we take an example of its
data delivery process. Indeed, when a source node (base station) has a data packet
to send, it starts a discovery process on the ground until it gets at least one path to
the target destination. If there is no path to the target destination, it means that the
destination is located in another area. In this case, LCAD will rely on the existing
UAVs in the sky to deliver the data packet to the area where the destination is located
using the store-carry-and-forward technique.

Oubbati et al. proposed Connectivity-based Traffic Density Aware Routing using
UAVs for VANETs (CRUV) [8], which is the improved version of [159, 194]. It is
a delay tolerant protocol based on the periodic exchange of Hello packets between
vehicles. This exchange allows vehicles on the ground to calculate the most connected
segment among their neighboring segments. Then, the connectivity information about
their neighboring segments will be shared with the existing UAVs, in order to have
a global vision of all the segments around. When there are data packets to deliver,
UAVs exchange this information with all vehicles located at each intersection to allow
them to take an efficient routing decision . In addition, UAVs can be selected as
forwarding nodes in the case when the network is sparsely connected.

When a source vehicle wants to send a data packet to a destination vehicle based on
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the UAVs in the sky. The source vehicle selects a UAV to deliver the data packet when
there is a connected segment. The UAV checks if there is a connected segment around,
if yes, this segment will be selected to deliver the data packet. Otherwise, the data
packet will be sent directly to the target destination if it is within the transmission
range of the UAV. In the case if the current vehicle is not located at an intersection,
CRUV first tries to get the closest intersection in order to start calculating scores
for different segments around. If there is at least one connected segment, it will be
selected to forward the data packet. Otherwise, the closest UAV in range will be
selected to transmit the data packet to the target destination. Nevertheless, when no
forwarder is found, the current node will carry the packet until a possible neighbor is
found in order to submit the carried data packet to it.

As a drawback, CRUV does not take into account the real distribution of vehicles
on the selected segments which is very crucial to measure connectivity factor. Fur-
thermore, when there is a disconnection, CRUV will use the store-carry-and-forward
technique as a recovery strategy resulting in an important delay in delivering.

3.13 Comparative study of UAANET routing pro-
tocols

The routing protocols differ from each other by taking into consideration specific pa-
rameters. As shown in TABLE 3.2, the UAANET routing protocols are categorized
according to the used delivery strategies. In addition, we clarify the different assump-
tions made by each protocol and the methods used for evaluating their performances.
In order to classify the UAANET routing protocols, we use several crucial criteria
such as data delivery strategies, assumptions, evaluation features, and the calculated
performance metrics. These criteria can make the difference between the proposed
position-based routing protocols for UAANETs. Following are the descriptions of
these criteria.

Data delivering strategy

The strategies used by each protocol both in the data delivery and the recovery
process can determine to which category the protocol belongs.

• Store-carry-and-forward: aims at keeping a data packet by the current node,
which has no immediate neighbors to deliver the data packet. It is carried until
that the target destination moves into the transmission range of the current
node.

• Greedy forwarding: the main idea consists of selecting the geographically
closest next forwarder to the target destination.This process is done by the
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current node and repeated by intermediate nodes until that the data packet
reaches the destination.

• Path discovery: it is among the most used techniques. Its principle is to
broadcast the message by each node receiving for the first time this message
except the target destination.

• Single path: consists of establishing between each pair of nodes
(Source/Destination) the shortest path in ad hoc networks. This kind of
strategy is considered as more complex than multi-path routing.

• Multi-path: is more appropriate for highly dense networks in which there is
more than one path between each pair of nodes (Source/Destination).

• Predictive: some routing protocols assume that the mobility characteristics
are exploited in the routing process. The current and the future geographical
locations of nodes are predicted based on several metrics such as the velocity
and the last known location of each node, this method is efficient to have an
accurate robust routing path.

• Recovery strategy: is defined as a method to avoid a critical functioning of
the routing protocol and to continue working normally.

Assumptions

Each protocol can suppose different assumptions for the right functionality of its own
mechanism. Most of the proposed protocols take into account at least one of the
following assumptions.

• Location service: each node can use a location service to calculate the geo-
graphic position of each node (especially destination nodes) in the network.

• GPS: allows each node to define its own geographic location and to determine
the neighboring locations.

• Neighbor table: is a table included in each node which contains information
about the neighboring nodes (i.e., position, speed, trajectory, etc.).

• Infrastructure: each node is able to communicate with existing infrastructures
on the ground in order to get or to transmit certain information. In certain
situations, infrastructures can be in the form of base stations or access points
where it is indispensable that mobile nodes have to exchange data with them.

• Environment awareness: each node in the network should have a global
vision about the region where a routing protocol is applied. This vision allows
routing protocols to avoid certain constraints like obstructions which prevent
direct communications between the nodes resulting in frequent disconnections
and packet losses.
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Evaluation features

Each proposed protocol has to be tested, validated, and classified according to its
drawbacks, kind of nodes, and the obtained results from the simulation.

• Mobility models: are the generated movements which can be classified ac-
cording to each kind of model. The type of mobility is selected based on different
criteria such as scenarios, environments, and applications.

• Mobility generator: is the tool used to generate the movements of each node
in the simulation scenario. Generally, in most cases, it is the same tool used for
the simulation.

• Simulation tool: is the main tool used for coding the algorithms of each
routing protocol. It may vary from a protocol to another, depending on the
used techniques which require certain packages or functionalities.

• Evaluation metrics: are the different metrics calculated in each simulation
scenario for each routing protocol to study its behavior and to compare them
with other protocols using the same calculated metrics. These metrics differ
from a protocol to another according to the used techniques and strategies.

• Latency: is defined as the time needed to deliver data between two pairs of
nodes (Source and Destination) when the routing protocol is based on a special
strategy. Particularly for real-time applications such as video monitoring, which
needs constant delay where the data packet has to be transferred to the target
destination.

• Drawbacks: are the major limitations found in each routing protocol concern-
ing its functioning or is deducted from the evaluation results of the protocol.
The main drawbacks found are the problem of disconnection, congestion, and
overhead, which are caused by different factors such as the applied data delivery
strategies, the control packets, and their broadcasting frequency.

• Type of the network: is the environment and kind of nodes where the routing
protocol can be deployed to support its communications or its data exchanges.
In certain cases, the network can be heterogeneous (i.e., many types of nodes
can exchange data packets between each other).

Performance metrics

Generally, six major metrics are used to evaluate the performances of the FANET
routing protocols [9]:
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1. Packet Delivery Ratio (PDR): defined as the ratio of packets successfully
delivered. i.e., the percentage of all data packets received by the receiver to all
data packets generated from the senders. The bigger is PDR, the better is the
performance of the protocol.

2. Average End-to-End Delay (EED): the average time for data packets to
reach the target destinations. It also includes the time taken by the discovery
process in the case of reactive protocols, and the tail of data packets delivering.
Only the data packets successfully received and generated are counted. The
smaller is EED, the better is the performance of the protocol.

3. Average number of Hops (H): number of data packets delivered divided by
the number of hops performed by all packets. As a general idea, consumption
of resources increases as the number of hops increase. The smaller, the better.

4. Overhead (O): ratio of control routing packets to the successfully delivered
packets at receivers. This metric shows the degree of saturation of the network.
The lower, the better.

5. Throughput (T): number of data packets successfully delivered to the target
destination during a given amount of time (generally 1 (s)). The bigger is T ,
the better is the performance of the routing protocol.

6. Latency (L): the measure of time taken by a data packet to transit between
a pair of nodes in a given network. The lower, the better.

All these criteria are the most distinguished in the studied routing protocols ded-
icated for UAANETs. From this comparative study, we deduct that a new proposed
routing scheme has to avoid as much as possible all drawbacks distinguished in the
discussed protocols while taking into account a minimum of assumptions. In addi-
tion, reasonable evaluation features and adequate metrics of performance have to be
defined for each kind of newly proposed routing schemes.
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Table 3.2: UAANET position-based routing protocols (comparative study).

Parameters
UAANET position-based routing protocols

Reactive-based Greedy-based Delay tolerant (DTN) Heterogeneous
RGR ARPAM MUDOR MPGR GPMOR GLSR LAROD AeroRP GRAA LCAD CRUV
Ref.[177] Ref.[180] Ref.[179] Ref.[181] Ref.[183] Ref.[188] Ref.[189] Ref.[190] Ref.[192] Ref.[193] Ref.[8]

Store-carry-and-forward No No No No No No Yes Yes Yes Yes Yes
Greedy forwarding Yes No No Yes Yes Yes Yes No No No Yes
Path discovery Yes Yes Yes No No No No No No Yes No
Single path No No No Yes Yes Yes Yes Yes Yes No Yes
Multi-path Yes Yes Yes No No No No No No Yes No
Predictive Yes No Yes Yes Yes No No Yes Yes No No
Recovery strategy1 GF Recalculate path T-HPF Movements prediction Store-arry-and-forward Store-carry-and-forward

Location service
√

×
√ √ √ √ √ √ √ √ √

GPS
√ √ √ √ √ √ √ √ √ √ √

Neighbors Table
√ √ √ √ √ √

×
√ √ √ √

Infrastructure × × × × ×
√

×
√ √ √

×
Environment awareness ×

√
× ×

√ √
×

√ √ √ √

Mobility model2 Modified
RWP RM Gauss-Markov RM PR RWP — MM

Mobility generator OPNET JAVA NS-2 OMNeT++ — NS-3 — NS-2
MobiSim
VanetMobi-
Sim

Simulation tool OPNET Aero-
MANET NS-2 INET NS-2 NS-3 QualNet NS-2

Evaluation metrics3 P, D, O P, T, L P P, D, O P, D, H P, D, T P, O P, D, O P, D P, T P, D, H
Latency Low Unknown Low High High
Drawbacks4 GFL, O, C O, C NEL, C C IFL, D D, C IFL, D IFL, D O, C D, O

Type of network UAANET UAANET UAANET UAANET UAANET UAANET UAANET UAANET UAANET UAANET-
MANET

UAANET-
VANET

1Recovery Strategy: T-HPF: Two-Hop Perimeter Forwarding, GF: Greedy Forwarding.
2Mobility model: RWP: Random Way Point, RM: Random Movements, PR: Pheromone Repel and MM: Manhattan Model.
3Evaluations metrics: P: Packet Delivery Ratio, D: End-to-End Delay, O: Overhead and H: Average number of hops.
4Drawbacks: GFL: Greedy failure, O: Overhead, C: Congestion, D: Delay, NEL: No expiration links and IFL: Infrastructure
failure.
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3.14 UAANET-to-VANET communications

UAVs are composed of a variety of essential devices, providing various functionalities
such as wireless communications, controlled movements based on algorithms, and
a global knowledge about the ground activities. This kind of intelligent nodes can
be the suitable choice to improve the connectivity and to serve terrestrial mobile
nodes [195]. Hence, air-to-ground communications allow to exchange information
with nodes located on the ground, to direct and coordinate its actions from the
air, and guaranteeing a high level of radio coverage, which is not always ensured
by terrestrial mobile nodes. Therefore, this kind of communication is beneficial to
develop more intelligent connected nodes in the future using UAVs.

The last three years (i.e., since 2014), scientists opened a new avenue of research
in the possibility to use UAVs to improve connectivity in VANETs and coordinate
specific actions. It is expected that UAV-to-VANETs communications will make it
possible to surpass the constraints detected in a conventional VANET (c.f., Figure
3.6). Finally, we can say that UAV-to-VANETs communications are also among the
worthwhile research issues to take into account.

 

 

Wireless Communications

UAV

RSU

Vehicle

Figure 3.6: UAV-to-VANETs communications.
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3.15 Conclusion

In the present chapter, we have described the concept of routing in both VANETs and
UAANETs. A number of routing techniques adopted in such networks are detailed.
Furthermore, according to the adopted technique, the routing protocols proposed in
VANETs and UAANETs are classified. Because of the high mobility of these networks,
topology-based routing protocols are not suitable since they ignore this crucial detail
and their other unique characteristics. However, we have demonstrated that position-
based routing protocols are the most adequate to handle the high mobility and the
frequent disconnections which characterize these networks.

In this context, the most popular position-based routing protocols proposed for
VANETs and UAANETs are illustrated. The problem of routing in these kinds of
networks is far from clear. The difficulty lies mainly in the instability of the routing
paths caused by the high mobility of the nodes and the frequent fragmentation of
the network. Another aspect of the problem is that position-based routing protocols
dedicated for VANETs pose problems in the case of communications in environments
where there are obstacles (e.g., buildings, etc.) and partially connected segments as
in an urban environment. As for UAANETs, despite the fact that the problem of
obstacles does not appear in the sky, but we have distinguished several other issues
such as the unpredictable movements of UAVs and the frequent disconnections. At
the end of this chapter, we have introduced a novel communication scheme between
UAANETs and VANETs to improve the routing process between them. This cooper-
ation can be a promising architecture to resolve the issues and surpass the constraints
distinguished in these kinds of networks.

In the next three chapters, we introduce our routing schemes dedicated for urban
VANETs, which are assisted by existing UAVs in the sky in order to improve the
routing process. First, a delay tolerant network routing scheme is presented in which
UAVs partially assist the data exchange between vehicles on the ground. Second, the
UAVs are fully exploited by introducing two routing components in the sky and on
the ground. Finally, a reactive method which considers that UAVs as full members
in VANETs allowing to increase the number of alternative solutions in the case of
routing path failures.
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Chapter 4

CRUV–Connectivity-based Traffic
Density Aware Routing using
UAVs for VANETs
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4.1 Introduction

Most of the routing protocols proposed for VANETs tend to address the problem of
frequent disconnections distinguished in this kind of networks. This can be done by
finding the most connected end-to-end path to successfully deliver data packets to
their destinations with a reduced end to end delay. However, most existing protocols
do not fully consider the impact of the existing obstacles that can affect directly
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the performance of the routing, and therefore, impact the communication between
vehicles.

The advent of commercial drones or UAVs is expected to facilitate the deployment
of a plethora of UAV-based applications. As a result, we expect UAVs to cooperate in
ad hoc fashion and joint VANETs in order to avoid existing obstacles on the ground
and to have a global vision of the connectivity between vehicles. In this chapter,
we propose a novel routing scheme for VANETs called CRUV (Connectivity-based
Traffic Density Aware Routing using UAVs for VANETs) [8]. The main idea of this
approach is to use UAVs through cooperative and collaborative communication. Our
approach is based on information exchange between vehicles and UAVs to help vehicles
on the ground find the best multi-hop path by selecting the most appropriate next
intersection to deliver the data packets successfully to their destinations. We use the
real-time traffic variation which is estimated with a completely distributed manner
based on the periodic exchange of Hello messages between all vehicles and UAVs in the
system. In addition, we aim at integrating Vehicle-to-UAV (V2U) communications to
make routing in the presence of UAVs more efficient and more reliable. Consequently,
this can be a promising solution to ensure packet delivery with a minimum of packet
losses and end-to-end delay. This approach is beneficial to develop more intelligent
connected nodes in the future.

4.2 Assumptions

The main objective of CRUV is to find the shortest and the most reliable segment
among others available beforehand based on a score calculated permanently by the
vehicles situated at the intersections for all the segments around. In addition, the
UAVs have a global vision of all the intersections surrounding them (in range). Con-
sequently, the UAVs can immediately deduct the most connected segments based on
the best scores given at each intersection, which are shared through the periodical
exchange of Hello messages by the vehicles located at the intersections. The vehicles
can select a UAV as a forwarding node instead of road segments in the case where
the UAV detects a score on another intersection better than calculated by the vehicle
located at the current intersection.

This new routing protocol mainly relies on choosing, at each moment and ahead
of time, the most connected path among others available and avoid available paths
that can be quickly broken. Connectivity paths are done and undone due to the high
mobility of the vehicles and to the encountered obstructions and obstacles. A path is
considered most connected based on the degree of traffic density and connectivity of
the vehicles within a road segment. A path connectedness can be measured based on
several possibilities: (i) through periodic Hello messages exchanged between vehicles,
(ii) by forwarding the data packets directly to UAVs within range when there are no
available routing paths, and then, forward the data packet directly to the destination
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if it is within the transmission range of the UAV, or (iii) through the vehicle located at
the most appropriate intersections where there are available connected road segments
leading to the destination. This scheme overcomes the presence of obstacles when
calculating the traffic density, connectivity, and the data packet delivery.

For the right functionality of our routing approach, several assumptions are con-
sidered as follows:

• All the vehicles and UAVs are equipped with a Global Positioning System (GPS)
and with an embedded digital road map to locate the neighboring intersections.

• The knowledge of the destination’s position is assumed to be known thanks to
the GLS (Grid Location Service) [176].

• A table of neighbors is maintained and updated periodically by all vehicles and
UAVs.

• All UAVs always have enough battery power.

• A vehicle can communicate with UAVs and other vehicles within a line-of-sight
(LoS).

• The format of hello message is modified by adding new fields in order to allow
vehicles to calculate the total number of vehicles and to have a global vision of
the connectivity between two successive intersections and to share them with
the existing UAVs that can then participate to make the routing decision carried
out by the (source/forwarder) vehicle located at the intersection.

4.3 System model

The system is composed of vehicles and unmanned aerial vehicles (Commercial-
Quadcopters) distributed equitably on the network.

• Each vehicle has a long range WiFi interface for communication with other
vehicles (V2V) on the same street. However, the communication cannot be
established between vehicles located on different streets, which are not opposite
from each other due to the presence of obstacles. Also, vehicles can communicate
with all UAVs within transmission range.

• The UAVs are able to communicate and to fly autonomously without human
interaction. The transmission range of the UAVs is supposed to be sufficiently
large for air-to-ground communications (V2U), so they will not be affected by
the obstacles (e.g., buildings) since they can fly high enough (c.f., Figure 4.1).
We note that we treat the range of all the vehicles and UAVs as the same when
the communications need to be established between them.
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V2U
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Figure 4.1: Communication architecture of CRUV.

• To ensure delivering a data packet to its destination, one of the four following
states (c.f., Figure 4.2) is considered to be run depends on the situation of the
network and the location of the (forwarder/source) vehicle: (i) Path selection,
(ii) Greedy forwarding, (iii) Store-carry and forward, and (iv) UAVs.

Intersection

Connected path

Sparse

Greedy 

Forwarding

-

Destination 

Area

UAVs

(small copters)

Carry & 

ForwardSparse

Sparse & UAVs available.

Intersection IntersectionPath 

Selection

Sparse & UAVs not available.

Figure 4.2: CRUV states.
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Therefore, CRUV uses Greedy Forwarding and Store-carry and forward as data
delivery mechanisms according to the situation of the network. The path selec-
tion is carried out uniquely at the junctions because they are the only places
where a routing decision is taken based on the traffic density estimation and
the shortest path to the final destination. UAVs are used only to deliver data
packets when they detect a best score somewhere in another intersection or
when there are no available connected road segments. All these states can
lead directly or indirectly to the destination state, which represents the target
destination of the transited data packets.

4.4 Scoring system

The score is calculated based on the traffic density and the knowledge of the con-
nectivity on the road segment. These two metrics are calculated in a completely
distributed manner using the periodical exchange of Hello messages between vehicles
located on the same road segment. This process is carried out permanently in all
road segments of the network.

4.4.1 Hello packet format

To correctly estimate the score for each road segment, we have added new fields in
the Hello message format in order to allow both vehicles and UAVs to calculate and
to broadcast the best score obtained in each road segment.

 
0                      16                 30 31 

VL 

VR 

DLN DRN 

SC 

NT SFS Lj Rj 

 

Figure 4.3: Additional fields in the Hello packets.

The new modified Hello message format as shown in Figure 4.3, contains the node
type (NT) (e.g., Vehicle or UAV) mainly used to define which fields we have to take
into consideration. It also contains the number of one-hop neighbors situated on the
left (DLN) and the right (DRN), the total number of vehicles located on the left (VL)
and the right (VR) until the next intersections, two flags (Lj and Rj) to indicate the
existing connectivity between two successive intersections, the best score between all
the scores calculated at the current intersection or intercepted from the UAVs (SC),
and finally the selected forwarding solution (SFS) (e.g., UAV or road segment).
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4.4.2 Score calculation

Each vehicle broadcasts the connectivity information which indicates whether or not
we can reach the left or right intersection and also calculates and broadcasts the
total number of vehicles upon receiving a Hello message from the farthest neighbors
located at the left and the right (c.f., Figure 4.4). Then, the neighboring nodes will
re-broadcast the Hello message to their neighboring nodes. The process is repeated
until the Hello messages are intercepted by the vehicles at the ends of the segment
(i.e., intersection Lj and Rj). As shown in Figure 4.4, A is a vehicle located on the
road segment and it participates at the estimating of the traffic density. Vehicle A
intercepts the Hello messages broadcasted by the vehicles situated on the left and the
right in which it learns the number of the vehicles located at the left and the right
respectively and the connectivity information.

Periodical exchange of Hello messages

Lj

Source

Rj

A

Figure 4.4: The score’s calculation.

Based on the intercepted Hello messages, the vehicle A broadcasts a hello message
to all its neighbors which it contains much information (see Figure 4.5).

When the source vehicle (i.e., yellow vehicle in Figure 4.4) located at the inter-
section intercepts the Hello message from the red vehicle located at the end of the
segment, it can immediately calculate the score for the segmenti using the equation
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Figure 4.5: The Hello message broadcasted by the vehicle A.

4.1 as follows:
Scorei = TOTALV ehicles

Dw

· (Lj ×Rj) (4.1)

Dw is the Dijkstra weight to the destination in term of distance. Lj and Rj are two
flags to indicate the connectivity between two successive intersections (i.e., Inter-
section Lj and Rj) included in the new Hello message format (Lj=1, it means the
intersection Lj is reachable. 0 if not). TOTALV ehicles is calculated based on the VL
and VR information intercepted through the Hello message broadcasted by the vehi-
cle located at the extremity of the road segment (red vehicle) based on the following
equation:

TOTALV ehicles = (V L or V R) + 1. (4.2)

In another scenario (c.f., Figure 4.6), when the network is sparsely connected, the
vehicles located on the disconnected road segment cannot calculate their accurate
number of vehicles. However, they can share the connectivity information between
them and the vehicles situated at the intersection.

We assume that the source vehicle has a data packet to send (c.f., Figure 4.6), it
calculates the scores of all the segments around after intercepting the Hello messages
broadcasted by the vehicles located at the extremity of the segments. Based on the
broadcasted Hello message by the vehicle C (c.f., Figure 4.7). Then the source vehicle
concludes that the road segment is disconnected (i.e., Rj = 0, we cannot reach the
other side of the segment) and it cannot be selected as a transition segment.
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Periodical exchange of Hello messages

Lj

Source

Rj

C
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Figure 4.6: Disconnected road segment.
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Figure 4.7: The Hello message broadcasted by the vehicle C.
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4.5 Path selection

The path selection is the most complicated mechanism, due to the decision to select
the most connected and the shortest path which is taken only on road intersections,
because they are the only places where a routing decision is taken. Several steps are
considered in the path selection as follows:

• All the vehicles located at each intersection calculate permanently a score for
each segment around them.

• The segment with the best score will be selected as the convenient routing path
for the destination.

• At the same time, the UAVs that overflying the area, intercept the best scores
already calculated at each intersection in range through the periodical broad-
casted Hello messages (c.f., Figure 4.8).

• If the vehicles located at the intersections detect UAVs, other scores will be
intercepted from UAVs and compared with the best score already calculated.

• The (source/forwarder) vehicle located at the intersection has to create a deci-
sion table to select the most appropriate next intersection or the UAV.

• The segment or the UAV with the highest score is selected for delivering the
data packet.

• When the highest score is obtained by the UAV, in this case, the (for-
warder/source) vehicle will base on the UAV to deliver the data packet to the
destination vehicle (c.f., Figure 4.9).

• Then, the UAV sends the packet to the forwarder vehicle situated at the selected
intersection that obtained the highest score (i.e., Intersection 3).

• the packet will be delivered toward the intersection 3 through the road segment
where there are enough vehicles providing connectivity and it is the nearest
road segment to the destination (c.f., Figure 4.9).
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Figure 4.9: Path Selection.
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The details of the CRUV’s algorithm is discribed in Algorithm 1:

Algorithm 1: CRUV Selection Strategy.
1 C ← The current vehicle;
2 D ← The destination vehicle;
3 Nc ← The set of one hop neighbors of C;
4 J ← The current intersection;
5 if C = D then
6 Received packet (Success);
7 else
8 if D ∈ Nc then
9 Forward (packet,D);

10 else
11 if Position(C) ∈ Intersection areas then
12 foreach Segmenti do
13 Scorei = TOTALV ehiclesi

Dwi
· (Lji ×Rji)

14 J ←Max of all (Segmenti, Scorei);
15 // Select the next intersection.

16 if J ≥ SC then
17 SFS ← vehicle;
18 Greedy Forwarding (packet, SFS) to the next Intersection;
19 // SC is the best score obtained by the UAV.
20 // SFS is the selected forwarding solution.
21 else
22 SFS ← UAV ;
23 Forward (packet,SFS);
24 Wait For Intersection or Destination();
25 // Wait for the intersection or Destination D

4.6 Performance Evaluation

In this section, we present the evaluation of the proposed approach. NS-2 (Network
Simulator 2) is used to perform the simulations in order to conduct a series of ex-
periments. Two protocols are examined, IRTIV [194] and CRUV [8] using Network
Simulator 2 (NS-2). This simulation tends to demonstrate that the assistance of
UAVs can improve the routing process by increasing the data delivery ratio and the
delay of transmissions.
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4.6.1 Simulation Model

We use VanetMobiSim [196] to generate the mobility model based on the 3×3 km2

area of the 9 intersections city map shown in figure 4.10. We also use MobiSim [197]
to generate a Random Walk mobility model for 10 UAVs present in the network.

IntersectionBidirectional Lane

Figure 4.10: Simulation area.

Segments are bidirectional, the vehicle speed is about 0 to 50 km/h. However, the
UAVs speed is about 50 to 120 km/h, which are assumed to cover each area of four
road segments. Furthermore, only vehicles located at the intersections can exchange
information or data packets with existing UAVs in the sky. Table 4.1 summarizes
the other parameters:

Table 4.1: Simulation parameters

Parameter Value
Simulation area 3000m × 3000m
Number of intersection 9
Number of roads 24
Number of UAVs 10
Communication range of vehicles ≈300m
Communication range of UAVs ≈1000m
MAC Protocol 802.11DCF
Frequency Band 5.15 GHz
Number of packets senders 35
% of nodes requesting data 20%
Channel capacity 1 Mbps
Data packet size 1 KB
Number of vehicles 80-200
Vehicle speed 0-50 Km/h
UAV speed 50-120 Km/h
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4.6.2 Evaluation metrics

Four metrics are considered in the evaluation process:

1. Packet Delivery Ratio (PDR): is defined as the percentage of packets that
are successfully delivered, i.e., the ratio of the total number of data packets
received by the target destinations to the total number of data packets generated
from the sources. The higher value of PDR means the better performance of
the protocol. PDR is calculated as follows:

PDR = |Pr|
|P |

(4.3)

where |Pr| is the number of packets successfully received and |P | is the total
number of packets generated in the system.

2. Average End-to-End Delay (EED): is the average time taken by data pack-
ets to reach the target destinations. It also includes the time taken by the
discovery process in the case of reactive protocols, and the tail of data pack-
ets delivering. Only the data packets successfully received and generated are
counted. The lower value of EED means the better performance of the protocol.
EED is calculated as follows:

EED =
∑pi∈Pr Ta(pi)− Td(pi)

|Pr|
(4.4)

where pi is a received packet, Ta(pi) is the arrival time of pi and Td(pi) is the
delivery time of the packet pi.

3. Average number of Hops (HOP): can be obtained from the total number
of data packets successfully delivered to the destinations divided by the total
number of hops performed by all packets. As a general idea, a high number
of hops means more consumed resources. The lower value of HOP means the
better performance of the protocol. HOP is calculated as follows:

HOP =
∑pi∈Pr H(pi)
|Pr|

(4.5)

where H(pi) is the number of hops traversed by packet pi before reaching its
destination.

4. Routing overhead (OH): is the extra routing packets to the successfully
delivered packets at destinations. This metric shows the degree of saturation
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of the network. The lower value of OH means the better performance of the
protocol. OH is calculated as follows:

OH = |M |
|P |

(4.6)

where M ⊂ P and |M | is the total number of routing message required for
finding routes for data packets.

4.6.3 Results Analysis

Our approach takes into consideration the presence of 10 UAVs in the simulation
area. Also, We assume that UAVs maintain an altitude that it does not exceed
≈1000m, which are considered only on the CRUV protocol. Numerous tests are done
under different vehicle densities with the same parameters mentioned above. For
both protocols, the vehicles and UAVs are distributed equitably on the network. In
addition, we set the Hello interval to 0.1 s and we purge the table of neighbors of all
nodes after 1 s of inactivity.

Figure 4.11 shows the performance in terms of the average delivery ratio for a
different number of vehicles. We noticed in this figure that the proposed CRUV
protocol significantly outperforms IRTIV. The main reason is, our protocol CRUV
always finds the best intersection to forward the data packet to the destination because
it selects the appropriate intersection by comparing the scores obtained at the current
intersection and the intercepted ones from the UAVs. Consequently, CRUV can select
the UAV as a forwarder instead of vehicles when the network is sparsely connected.
However, IRTIV takes into account only the best score calculated at the current
intersection.

In figure 4.12, we compare the performance of the two protocols in terms of the
average delay. We can distinguish that CRUV has a lower delay compared with
IRTIV. This is because CRUV has more chance to reach the destination than IRTIV
because sometimes it chooses UAV, which reduces considerably the distance traveled
by the data packet to the destination. However, IRTIV combines Greedy Forwarding
and the Dijkstra weight to select the shortest path, which take more delay to select
at each moment the next forwarder.

The average number of hops is the ratio between the number of data packets
delivered successfully to their destinations and the total number of hops carried out
by all packets. Lower average number of hops, more the performance is the protocol.
In figure 4.13, The number of hops is improved when the number of vehicles increases
for our approach. When the density of vehicles is low, the number of hops increases
because the vehicles located at the current intersection do not find a connected path
due to the problem of partition, which often let them trying to find the present
UAVs in range to forward data packets to them, which increases the number of hops.
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Figure 4.11: Packets delivery ratio vs. vehicle density
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Figure 4.12: End-to-End delay vs. vehicle density

However, when the number of vehicles increases, the selection of the intersection is
always successful and generally promotes UAVs than the next intersections which
decreases significantly the number of hops. The number of hops decreases when the
number of vehicles decreases for IRTIV because the networks become more sparse
and the protocol uses the store-carry and forward technique to overcome the problem
of disconnection reducing the number of hops of the data packets.

As shown in Figure 4.14, the outcomes are clear, we distinguish that CRUV gen-
erates more overhead than IRTIV. This is explained by the additional periodical
exchange of Hello packets between existing UAVs with vehicles located at the inter-
sections. Indeed, as the number of vehicles increases, the vehicles located at inter-
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Figure 4.13: Average number of hops vs. vehicle density

sections increases, the exchange of Hello packets increases between vehicles, and the
exchange of Hello packets with UAVs also increases. However, it is not the case of
IRTIV, which generates less overhead in all vehicle densities compared with CRUV.
This is mainly due to the fact that there are no UAVs in the sky, and consequently,
no exchange of Hello packets with them. In addition, the exchange of Hello is only
distinguished between vehicles located on the road segments and not at the inter-
sections, which explains the slight increase in the overhead. The overhead in both
protocols is increased progressively with the increase of the vehicles’ number.
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Figure 4.14: Overhead vs. vehicle density

83



4.7 Conclusion

In this chapter, we proposed a novel routing protocol specific for VANETs called
CRUV (Connectivity-based Traffic Density Aware Routing using UAVs for VANETs).
It can find at each moment the shortest stable connected path in order to forward
packets more efficiently to their destinations by combining the real-time traffic density
based on the periodic exchange of Hello messages, and the Dijkstra algorithm to
determine the shortest path towards the destination. UAVs have been used to make
the routing strategy more efficient and reliable in order to avoid obstacles that have a
negative impact in delivering packets. As future work, we intend to bring new features
to our approach in order to simulate it and to compare it with other protocols in the
same context.

Several limitations are distinguished in CRUV, which can degrade the perfor-
mance of the routing process. Indeed, the UAVs are not fully exploited by CRUV
since they are used only for delivering data packets when the road segments on the
ground are partitioned or to explore other connected road segments somewhere else
on the network. Furthermore, CRUV takes into account only the number of vehicles
and the connectivity of the road segments as selection criteria, but neglects the real
distribution of vehicles on the selected road segment, which is very important to mea-
sure the degree of connectivity. Two recovery strategies are used, (i) the store-carry
and forward technique, which causes an important delay of data delivery and (ii) the
data delivery through UAVs in the case when the network is poorly dense or parti-
tioned. Consequently, many issues have to be addressed in CRUV by increasing the
number of recovery strategies and fully exploiting UAVs in the sky. In addition, the
real distribution of vehicles on the ground has to be considered in order to measure
accurately the connectivity factor on the road segments.

In the next chapter, our second UAV-assisted routing protocol is introduced which
addresses all distinguished drawbacks of CRUV. This protocol consists of two routing
components called UVAR-S and UVAR-G, which operate in the sky and on the ground
respectively. UVAR-S fully exploits UAVs in the sky to deliver data packets in the
sky and avoid disconnections and obstructions on the ground. UVAR-G takes into
account the real distribution of vehicles in the road segment selection using existing
UAVs in the sky. These two routing components can be used in parallel to accomplish
the same objective which is delivering data packets to their target destinations reliably
and efficiently.
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5.1 Introduction

In this chapter, we introduce UVAR (UAV-Assisted VANET Routing Protocol), which
is a novel routing protocol collaborating with existing UAVs in the sky in order to have
a global vision of the connected segments and improve the routing [9]. To avoid the
limitations in our previous works [8, 159], UVAR protocol takes into account the real
distribution of vehicles in the selected road segments, which not only provides accurate
calculations of vehicle connectivity, but also overcomes the present obstacles distorting
the calculation. In UVAR, UAVs are also used for the connectivity calculation with
the help of their global vision of the overflown road segments. Despite the use of the
principle of forwarding data packets on the ground, UVAR fully exploits UAVs since
the problem of obstacles no longer arises in the sky. Table 5.1 clarifies the limitations
of previous works compared with our current work.

Table 5.1: Comparative study between our works.

Criteria ETAR [159] CRUV [8] Current work [9]

Real distribution of vehicles × ×
√

Obstacles avoidance ×
√ √

Exploitation of UAVs None Partially Fully

Maintenance methods One Two Many

Average delay High High Low

Average delivery ratio Low Low High

The full exploitation of UAVs can be done in several ways, such as the perpet-
ual calculation of the connectivity degrees on road segments, delivering data packets
directly to their target destination and the most of the time as nodes used for mainte-
nance when the network becomes sparsely connected on the ground. In the previous
works [8, 159], we use a maximum of two kinds of maintenance technique for the bro-
ken paths which are carry-and-forward and the UAVs when the network is sparsely
connected. However, in our current work, more maintenance techniques are used both
on the ground and in the sky, beside those used in our previous works. In general,
there are two possible ways for data delivery, which should be determined according to
the score calculated for each method. The data delivery is completely improved using
this hybrid communication between vehicles and UAVs, which helps to considerably
decrease the packet losses and delivery delay.

UVAR is composed of two routing components which can be used in parallel, each
illustrating a routing strategy of data packets: (i) UVAR-G forwards data packets
on the ground through connected vehicles, and (ii) UVAR-S forwards data packets
in the sky through connected UAVs. Before proceeding, we first present the different
assumptions which are taken into account by UVAR and its architecture model, and
then we describe the functioning details of the UVAR’s components.
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5.2 Assumptions

The UVAR protocol assumes that each vehicle or UAV is equipped with a GPS and
digital map to obtain their current geographical positions and locate the neighboring
intersections respectively. Nodes (Vehicles/UAVs) in UVAR have no energy restric-
tions since they are equipped with batteries which can be recharged from energy
resources (e.g., fuel, solar energy, etc.).

Most of the urban applications that use UAVs like small Quad-Copters do not
fly at high altitudes, such as in [198, 199]. Therefore, in this chapter, we assume
that UAVs have a low and constant altitude during the flight in order to be able to
communicate with vehicles on the ground. IEEE 802.11p wireless interfaces with a
large transmission range (i.e., up to 1000 m [200, 201]) are assumed to be used by
UAVs. In addition, we assume that the selected urban area has a sufficient number
of UAVs so that at each moment, each area of four road segments is covered by at
least one UAV (c.f., Figure 5.1).

 

 

 

 

 

 

  

 

Figure 5.1: Overview of the assumed scenario.
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5.3 System model

As shown in Figure 5.2, the system is composed of a set of vehicles and UAVs fairly
distributed on the network. In our hybrid communication system, we adopt the
IEEE 802.11p MAC protocol for both inter-vehicular communication and UAV-to-
Vehicle communication, since this MAC protocol is expected to be widely used by
the industry and the most suitable for vehicular scenarios [202]. In addition, a line of
sight is supposed to be indispensable for wireless communications involving a hybrid
communication between vehicles and UAVs, since the UAVs are located in the middle
of a four road segments area in which a radio signal can be distorted by existing
obstacles (e.g., buildings, etc.).
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Figure 5.2: Communication architecture of UVAR.

Four kinds of wireless communications are used in our system as follows:

1. Vehicle-to-Vehicle (V2V): Vehicles are able to communicate with other
vehicles in their communication range and line of sight. However, the wireless
communication cannot be carried out between vehicles which are on different
streets not opposite from each other due to the presence of obstacles. In this
case, UAVs can be exploited as forwarding nodes to transmit data packets in
order to avoid existing obstacles. In addition, all vehicles can store and carry
the data packets for a certain moment until they reach next forwarders.

2. Vehicle-to-Roadside unit (V2R): Roadside units (RSUs) can be deployed
in different places such as intersections, petrol stations, interchanges, etc.
RSUs provide wireless interfaces to V2R communication within their range.
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The communications between RSUs and vehicles are established when some
applications need to be run such as Internet access, service discovery and etc.

3. Vehicle-to-UAV (V2U): UAVs are small mobile drones, which can fly
autonomously without human interaction. The significant characteristic of
UAVs is that their movements can be controlled using algorithms, which
makes small commercial Quad-copters to be the most suitable choice. Vehicles
can communicate directly with UAVs hovering the area and vice versa. The
communication range of the UAVs is assumed to be sufficiently large enough
for air-to-ground communications (V2U), so they will not be affected by the
obstacles (e.g., buildings, etc.).
We note that we treat the range of all the vehicles and UAVs as the same
when the communications need to be established between them. In addition,
UAVs are also able to deliver data packet when they quickly detect the target
destination somewhere in another road segment or intersection in the case when
it is not possible to deliver data packets on the ground due to the unavailability
of connected road segments.

4. UAV-to-UAV (U2U): The UAVs can communicate with each other.

5.4 UVAR-G

The first component of our routing protocol UVAR, namely, UVAR-G, is conceived
for delivering data packets on the ground exclusively through vehicles to the target
destination, where its geographical position is supposed to be known using a location
service such as GLS (Grid Location Service) [176]. UVAR-G is a routing component
based on the gradual selection of next intersections by taking into consideration the
real time traffic density variation on roads and their connectivity through which data
packets are delivered to their respective destinations. UVAR-G can be run in three
steps: (i) First, the information on traffic density is obtained through a centralized
mechanism which is executed only on UAVs, then (ii) the detection of connectivity
is carried out based on the collected information from UAVs, and finally (iii) the
selection of the appropriate segment (next intersection) will take place.

5.4.1 Traffic density estimation

To estimate the traffic density on a specified road segment, we have fractionated
each road segment into fixed zones of an equal size similar to the communication
range of vehicles (≈ 300 meters). Each area of four road segments is covered by a
UAV which collects the periodical exchange of Hello packets between vehicles on each
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segment. Indeed, each UAV creates and maintains a table of density for every road
segment. Then, after intercepting all the required broadcasted Hello packets, the total
number of vehicles is extracted from the table. The example of Figure 5.3 represents
the traffic density calculation process, where the UAV collects the broadcasted Hello
packets from vehicles located on a road segment divided into five fixed areas.
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Figure 5.3: Traffic density estimation.

The table of density (see TABLE 5.2) contains the exact number of vehicles and
their geographical coordinates per area in the segment number 1 (c.f., Figure 5.3).

Table 5.2: Table of density of the segment 1.

Segment 1

Area Number of vehicles Vehicles Coordinates

A1 2 v1 (10.00, 5.50)
v2 (190.00, 5.00)

A2 1 v3 (320.00, 5.00)

A3 3
v4 (370.00, 5.50)
v5 (410.00, 5.50)
v6 (510.00, 5.00)

A4 2 v7 (680.00, 5.50)
v8 (790.00, 5.00)

A5 2 v9 (800.00, 5.00)
v10 (980.00, 5.50)
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The total number of vehicles in segment S is given by:

V (S) =
|S|∑
i=1

V (Ai) (5.1)

Where |S| is the total number of fixed areas within a specific road segment S (e.g.,
in Figure 5.3, the number of areas in segment 1 is equal to 5). V (Ai) is the number
of vehicles in the area Ai.

5.4.2 Connectivity detection

The connectivity is detected using a simple technique of position’s calculation based
on the table of density (see TABLE 5.3) of the segment number 1 (c.f., Figure 5.3),
which is sorted by the geographic coordinates of vehicles according to the correspond-
ing segment. Furthermore, the X and Y coordinates of the two successive intersections
are inserted in the sorted table.

Table 5.3: Sorted table of density.

Segment number 1

Node Vehicles/Intersection (x, y)

n0 i1 (0.00, 5.00)
n1 v1 (10.00, 5.50)
n2 v2 (190.00, 5.00)
n3 v3 (320.00, 5.00)
n4 v4 (370.00, 5.00)
n5 v5 (410.00, 5.50
n6 v6 (510.00, 5.00)
n7 v7 (680.00, 5.50
n8 v8 (790.00, 5.00)
n9 v9 (800.00, 5.00)
n10 v10 (980.00, 5.50)
n11 i2 (1000.00, 5.00)

Based on the sorted table of density, the UAV can immediately deduct if the
segment number 1 is connected or not, according to the degree of connectivity δ.
To compute δ, few definitions are needed. Two vehicles vi and vj are said to be
directly connected, that is dconn(vi, vj) = True, if dist(vi, vj) ≤ RV , where RV is the
transmission range of the vehicles. Two vehicles vi and vj are said to be connected,
that is conn(vi, vj) = True, if either dconn(vi, vj) = True, or there exists a vehicle
vk such that dconn(vi, vk) = True and conn(vk, vj) = True. A road segment S
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is said to be connected at a given time, that is conn(S) = True, if the two ends
of the segment are connected. For the two intersections defining a road segment
to be said connected, we assume that any hypothetical vehicle at one intersection
should be able to connect with a hypothetical vehicle at the other intersection of the
segment. Therefore, a segment is connected when direct or indirect connectivity is
made possible between its two ends through the vehicles running on that segment.
Since we extended the definition of connectivity to the intersections of a segment, the
definition of dist should be applied similarly to intersections as well. Therefore, we
define N as the sorted set of vehicles within a segment based on their geographical
position, plus the two intersections. That is, N = S ∪{i1, i2|i1, i2 ∈ I} where I is the
set of road intersections and i1 and i2 are the two intersections defining segment S.

Given two nodes ni and nj from the set of vehicles in segment S or its intersections,
the function dist(ni, nj) is performed such as that the degree of connectivity results
in an integer number. That is, assuming that (xi, yi) are the coordinates of the node
ni and (xj, yj) are the coordinates of nj, the function dist is defined as follows:

dist(ni, nj) =


Rv, if xi = xj and yi = yj

√
(xi − xj)2 + (yi − yj)2, otherwise

(5.2)

δ is calculated by the following formula:

δ =
|N |−1∏
i=0

⌊
RV

dist(ni, ni+1)

⌋
where ni, ni+1 ∈ N and are successive nodes (5.3)

When δ > 0, it means that the segment is connected and it should be compared
with other connected segments in order to choose the most connected one which has
the highest δ. However, since we take the floor of

⌊
RV

dist(ni,ni+1)

⌋
, when δ=0, it means

the segment is disconnected and cannot be selected to transmit the data packets.

Table 5.4: Sorted table of density (scenario 2).

Segment number 1

Node Vehicles/Intersection (x, y)

n0 i1 (0.00, 5.00)
n1 v1 (10.00, 5.50)
n2 v2 (190.00, 5.00)
n3 v3 (320.00, 5.00)
n9 v9 (800.00, 5.00)
n11 i2 (1000.00, 5.00)
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In another scenario, when segment 1 is sparsely connected (c.f., Figure 5.4), the
UAV collects the broadcasted Hello packets between vehicles in order to fill the table
of density (see TABLE 5.4). The connectivity is calculated using the formula (5.3).
The UAV deducts immediately that segment 1 is disconnected (δ=0) and it cannot
be selected as transition segment.
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Figure 5.4: Sparsely connected segment.

The disconnected segments will be ignored and UVAR-G tries to find another
alternative solution as follows:(i) first, it tries to find another connected segment,
(ii) second, in the case when there is no connected segment, UVAR-G is switched
to UVAR-S which is based exclusively on UAVs to deliver data packets in the sky,
(iii) finally, if UVAR-S fails to deliver the data packets to the target destination, the
current vehicle uses the carry and forward technique as a recovery strategy.

5.4.3 Segment selection

UVAR-G adopts a technique of scoring by attributing a score to each road segment.
The score is calculated by combining the degree of connectivity, the awareness of
the real distribution of the traffic density and the shortest distance between the
current node and the target destination. Based on the collected table of density
(see TABLE 5.2), first, the corresponding UAV calculates the real distribution of the
traffic variation on the road segment (c.f., Figure 5.3) by calculating different metrics
such as the average number of vehicles (µ) per area and the standard deviation of the
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area densities (σ) as follows:

µ = 1
|S|
×
|S|∑
i=1

V (Ai) (5.4)

Second, the standard deviation indicates how the densities of vehicles are dis-
tributed around the average.

σ =

√√√√√ 1
|S|
×
|S|∑
i=1

(V (Ai)− µ)2 (5.5)

Generally, a large standard deviation indicates that the vehicles are more widely
dispersed, while a small standard deviation denotes that the vehicles are not widely
dispersed around the average and consequently, vehicles are not fairly distributed in
the corresponding path, which can cause disconnection at any time.

A multi-criteria score proper for each road segment candidate (i.e., next inter-
section candidate) can be calculated based on the previously calculated parameters.
The score favors the road segment, which has the highest degree of connectivity and
the shortest distance to the target destination. This score is called ScoreG, which is
calculated for the UVAR-G protocol as follows:

ScoreG = δ ×
(

RV

(1 + σ)×Dw

)
(5.6)

Dw is the length of the shortest road segments between the current node and the
target destination.
As we can see, equation (5.6) is based on three factors:

• The first factor (δ) is to measure the connectedness degree of each road segment
candidate, which can be considered as a favoring factor.

• The second factor
(

1
(1+σ)

)
is to measure the regularity and stability of a road

segment, which is calculated based on the dispersion degree (σ), which pro-
vides an idea about the distribution of vehicles on a given road segment. It is
considered as a disadvantageous factor.

• The third factor
(
RV

Dw

)
is a ratio between the transmission range of vehicles

and the shortest distance to the target destination, which is considered as a
disadvantageous factor as well.

By multiplying these three factors, we obtain a proper value for each road segment.
The bigger is ScoreG, the more regulated and stable is the road segment and vice
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versa.
To understand more the Dw calculation, we consider the pair of vehicles (cur-
rent/destination). Dw is the shortest distance between the current node and the
target destination. By applying Dijkstra’s Algorithm, the UAVs use the current ge-
ographic locations of the current node (i.e., the requesting node) and that of the
target destination which is supposed to be known using a location service such as
GLS (Grid Location Service) [176]. Dw is automatically calculated which represents
the shortest distance between the source node S and the destination node D along
the road segments and through the road intersections.
To illustrate the calculation of Dw, let us consider Figure 5.5 which represents a sce-
nario of path selection carried out by the source vehicle at intersection 0. Based
on our assumption, each node in the network is supposed to have the whole map,
its current position and that of the destination node [176]. Two routing paths are
available: Path 1 through road segment 1 and intersection 3 , and Path 2 through
road segment 2, intersection 1 and 2. The existing UAV calculates the real distri-
bution of vehicles in each road segment and applies Dijkstra’s algorithm to compute
Dw. We have Dw = 1 km for road segment 1 and Dw = 4, 5 km for road segment 2.
After this calculation, a ScoreG is calculated for each road segment which is then
broadcasted to the source vehicle. By comparing the two scores, the source vehi-
cle favors the routing path with the highest and regulated density in which a short
distance is a plus.
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Figure 5.5: Dw calculation scenario.

Pseudo code of UVAR-G is shown in Algorithm 2:
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Algorithm 2: UVAR-G
1 C ← The current vehicle;
2 D ← The destination vehicle;
3 I ← The next intersection;
4 Nc ← The set of one-hop neighbors of C;
5 if C == D then
6 Received packet(Success);
7 //If I am the target destination.
8 else
9 if D ∈ Nc then

10 Forward(packet,D);
11 //If the target destination is a neighbor of the current

vehicle, the data packet is forwarded directly.
12 else
13 if Position(C) ∈ Intersection zones then
14 foreach Segmenti do
15 Collect from UAVs(ScoreG);
16 Select(I,ScoreG,Dijkstrai);
17 I ←Max of all (Segmenti);
18 // Select the next intersection of the shortest

connected segment.
19 else
20 if ∃ vehicle ∈ Nc then
21 Greedy Forwarding (packet,C,I);
22 else
23 Carry and forward (packet,C,I);
24 Wait For neighbors();

The calculated ScoreG of each covered segment is shared with vehicles located at
the intersection through the periodically broadcasted Hello packets. The UAVs update
the ScoreG of each road segment periodically and perpetually, which can provide a
near-accurate distribution of vehicles on segments at each time unit. Formula (5.6)
is an empirical equation to compute ScoreG, which takes into account those three
parameters impacting the quality of the routing path. In our numerical simulations,
which will be presented in Section 5.6, ScoreG is shown to be a good integrated criteria
for the path selection. The selection process is carried out at the intersection in the
current (source/forwarder) vehicle because it is the only place where a routing decision
is taken. The current vehicle compares intercepted ScoreG of all the segments around.
The segment with the highest score is selected for delivering the data packet to the
destination vehicle. Once the segment is selected, the greedy forwarding technique
is used as a forwarding mechanism to deliver the data packet before arriving at the
next intersection. However, due to the high mobility of vehicles, disconnections can

96



occur, in this case, the forwarder vehicle continues to carry the packet until the next
intersection or delivers it to the vehicle moving towards the next intersection.

5.5 UVAR-S

UVAR-S is the second component of our routing protocol which can be run at the
same time with UVAR-G. UVAR-S is a reactive routing protocol that establishes
paths on demand, by using an original discovery process in the sky in order to find
the most connected sequences of UAVs to the target destination. The key idea behind
this approach is to select the closest UAVs of each other so as to guarantee a long time
of connectivity. In certain cases, the selected sequence of UAVs between a source and
destination can be quickly broken due to the high mobility of UAVs. Intelligent path
maintenance is used to find an alternative path and avoid initializing a new discovery
process. Three steps are required to operate UVAR-S: (i) First, a discovery process is
initialized on demand when a source has data packets to send, then (ii) several paths
(sequence of UAVs) are intercepted by the destination in which a routing decision has
to be taken to select the most connected one, and to send the selected path back to
the source through a RREP packet. Finally, (iii) the source node starts to send data
packets via the selected path.
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Figure 5.6: Discovery process of UVAR-S.
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5.5.1 Discovery process

UVAR-S is conceived based on the reactive broadcasting. When the source vehicle
S wants to establish a communication with destination vehicle D, S initiates the
discovery process by flooding a RREQ in order to discover both all the sequences
of UAVs toward D and obtain its geographical location since UVAR-S does not
assume any use of a location service (see Figure 5.6). These discovered sequences
of UAVs (The existing direct links between UAVs) are cached in each intermediate
node and used to send data packets correctly. Furthermore, they are also used in the
maintenance process.

The RREQ packet is handled by all nodes as shown in Algorithm 3:

Algorithm 3: UVAR-S (RREQ handling)
1 C ← The current node (vehicle/UAV);
2 ListRREQID

← List of treated RREQs;
3 if (Source (RREQ) = C) OR
4 (RREQID ∈ ListRREQID

(C)) then
5 Drop (RREQ);
6 // Be the source vehicle of this RREQ or I already received

this RREQ, it will be ignored.
7 else
8 if Destination (RREQ) = C then
9 Routing Selection Process ();

10 // If I am the target destination, I will make a routing
decision.

11 else
12 Record (RREQID, ListRREQID

(C));
13 Add (UAVID, traversed UAV s(RREQ));
14 Rebroadcast (RREQ);
15 // A new RREQ will be recorded and broadcasted.

• The route request (RREQ) packet format: The RREQ packet consists
of several fields (c.f., Figure 5.7). The RREQID field identifies the initiated
discovery path process to which the RREQ packet belongs. The lifetime field
determines the expiration time of the RREQ packet, which is an important
parameter to avoid flooding of the entire network. The identifier fields of source
and destination. UAV field is a succession of transited UAVs (ID and position)
by the RREQ packet until it reaches the target destination.

• The RREQ flooding: To avoid the impact of the broadcast storm, a RREQID

field is included in the RREQ packet. When a UAV receives a RREQ packet
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Figure 5.7: The Route Request (RREQ) packet format.

which has the same RREQID with a previously received one, it will be ignored.
Otherwise, the RREQID of the received RREQ packet will be cached in the
List_RREQID of this UAV. Then, the RREQ packet will be broadcasted and
the same process is carried out by all intermediate nodes while adding identifiers
of transited UAVs. Finally, the broadcast will be achieved when all RREQs
reach the destination during the waiting time started at the reception of the
first RREQ by D.

5.5.2 Routing decision process

When the first RREQ reaches the destination d, it starts a timer to wait during a
defined time (i.e., up to 500ms) in order to have the knowledge about all possible
paths intercepted in this time interval. After the expiration of the waiting time, all
received RREQs are dropped and the routing decision is taken directly by forwarding
a RREP packet containing the best path with the best score to the source node. The
waiting time does not have any impact on the calculation of the real distribution of
vehicles in UVAR-G, since UVAR-G is carried out independently. While, for UVAR-
S, since UAVs just hover urban areas, their speed does not exceed 16 m/s. During this
waiting time, the UAVs will not have a big variation in their geographical positions
compared to their supposed transmission range using the MAC protocol 802.11p (i.e.,
1000 m [200, 201]). Indeed, a score is calculated for every discovered sequence of UAVs
based on the received information through the RREQs. As shown in Figure 5.6, the
destination has the knowledge about three sequences and accurate parameters about
all of them (see TABLE 5.5). These information are exploited to know the suitable
path.
∆ is the cumulative distance between the destination and the corresponding node
through the sequence of UAVs (nodes). Based on these intercepted information as
shown in TABLE 5.5, a score is calculated by the destination per discovered Path
using the following formula:

ScoreS =
H−1∏
i=0

⌊
RU

dist(∆ni
,∆ni+1)

⌋
(5.7)
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Table 5.5: Discovered paths.

Path 1 Path 2 Path 3

Node ∆ Node ∆ Node ∆

n0 (s) 2710.0 n0 (s) 2990.0 n0 (s) 3010.0
n1 (uav1) 2510.0 n1 (uav1) 2790.0 n1 (uav1) 2810.0
n2 (uav2) 1700.0 n2 (uav5) 1800.0 n2 (uav5) 1810.0
n3 (uav3) 990.0 n3 (uav3) 990.0 n3 (uav6) 1100.0
n4 (uav4) 280.0 n4 (uav4) 280.0 n4 (uav4) 280.0
n5 (d) 0.00 n5 (d) 0.00 n5 (d) 0.00

RU is the transmission range of all UAVs; H is the total number of hops forming
the path between the source s and destination d. dist(∆ni

,∆ni+1) is the distance
between two successive nodes starting from the source vehicle. Paths with low scores
are undesirable, it means that there are long distances between UAVs and they can be
quickly broken due to the high mobility of nodes especially for the UAVs characterized
by their very high mobility. This is why the path with the highest score will be
selected.

• The Route Reply (RREP) packet format: Two information are added
by the destination to the RREP packet (c.f., Figure 5.8): (i) its geographic
location, and (ii) the selected path is included in the RREP packet. The direct
links between each UAV are cached in the intermediate nodes in order to be
used in the path maintenance.
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Figure 5.8: The Route Reply (RREP) format.

• The RREP forwarding: The path with the best score will be selected (Path 1
in blue in Figure 5.6). A RREP packet will be generated and sent unicasting
back to the source along the selected succession of UAVs. The source starts the
data packets delivery as soon as it receives the RREP packet.

The RREP packet is handled by all nodes as shown in Algorithm 4:
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Algorithm 4: UVAR-S (RREP handling)
1 C ← The current vehicle;
2 if Source (RREP) = C then
3 Data packet delivering();
4 // If I am the destination of this RREP, I start the data

packet delivering.
5 else
6 Forwards(RREP, Selected(traversedUAV s));
7 // If I am not the destination of this RREP, I will forward

it along the selected traversed UAVs.

5.5.3 Recovery process

When the source vehicle S receives the RREP packet, First, S copies all the required
information such as the Source ID/Position, the Destination ID/position and the
selected path in the header of the data packet. Then, it starts to send the data
packet through the selected path. If this path will be disconnected, the first vehicle
or UAV that detects this disconnection will check available paths (other links)
already recorded in the intermediate node, and try to find alternative paths. If there
is an alternative path, it will be selected and the data packet is sent through the new
link. Otherwise, a Route Error (RERR) message is sent back to the source which
contains the details of the disconnection. Then, the source will re-initiate a new path
discovery process.
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Figure 5.9: Recovery process.
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To give an example of the recovery process, consider Figure 5.9 which depicts the
uav1, uav2 and uav5 by zooming in Figure 5.6. If for instance, Path 1 is disconnected
(i.e., conn(uav1, uav2) = False, uav1 finds that the communication with uav2 is fail-
ing and no data packets can be delivered to the destination via this path). Therefore,
uav1 resorts to the next available path by selecting its next hop (see Path 2 in Table
5.6). After this verification, an alternative path is found through the uav5 which will
be selected to send the data packet based on the uav1, by choosing the closest UAVs
(which corresponds to the Path 2) until it arrives at the destination.

Table 5.6: Alternative path.

Path 1 Path 2

Node ∆ Node ∆

n0 (s) 0.0 n0 (s) 0.0
n1 (uav1) 200.0 n1 (uav1) 200.0
n2 (uav2) Fail n2 (uav5) 1190.0
n3 (uav3) Fail n3 (uav3) 2000.0
n4 (uav4) Fail n4 (uav4) 2710.0
n5 (d) Fail n5 (d) 2990.00

The functionality of UVAR is described in Algorithm 5:

Algorithm 5: UVAR-Data packet delivering
1 D ← The destination vehicle;
2 Nc ← The set of one hop neighbors of C;
3 UVAR-G(packet,D);
4 if ∃ UAV ∈ Nc then
5 UVAR-S (packet,D);
6 // UVAR-G and UVAR-S can be used in parallel.
7 if ScoreG ≥ ScoreS then
8 Data packet delivering(UVAR-G);
9 // UVAR-G is selected for delivering data packets.

10 else
11 Data packet delivering(UVAR-S);
12 // UVAR-S is selected for delivering data packets.

The two components of UVAR (UVAR-G and UVAR-S) can be executed in parallel
by the source vehicle S. However, when the two components respond positively to
the request of sending data packets, one component will be executed according to the
obtained score. The ScoreG and ScoreS are calculated by approximately the same
method so that they could be compared. However, ScoreS can be favored over ScoreG,
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because in UVAR-S, data packets are delivered directly to their target destination.
This is not the case of UVAR-G in which routing paths are built gradually at each
intersection until it reaches the target destination. ScoreG and ScoreS are compared
by S and the highest one; its component is executed for delivering data packets to
the destination D. When the two components fail to reach the destination vehicle D,
the current vehicle uses the carry and forward technique until one of the components
responds positively to the request.

To have a deep understanding of the UVAR’s functionality, the data delivery
methods have to be clarified. Indeed, the current vehicle located at an intersection,
which has a data packet to send, has two ways to forward data packets: (i) in the
sky exclusively through UAVs or (ii) on the ground exclusively through vehicles. The
current vehicle initiates the discovery process in the sky through UAVs. Then, it
intercepts from the direct UAV the calculated ScoreG of each road segment around.
Besides, it can also intercept a possible RREP packet if there is a path through UAVs
containing the ScoreS. The current node selects the best road segment, according
to the comparison of scores. After that, the technique with the best score will be
selected for delivering data packets to the target destination. UVAR-S is favored over
UVAR-G, because the data packets are directly delivered to their target destination
using UVAR-S, which can provide the full routing path to the target destination as
long as ScoreS > 0. However, the routing path of UVAR-G is built gradually at each
intersection until it reaches the target destination if no path through UAVs exits. In
the case when ScoreS ≈ 0, it means that there exists a weak connection between the
full path of UAVs or there is no path to the target destination. Only in this situation,
UVAR-G is employed to find another suitable intersection to deliver data packets to
their target destination.

5.6 Performance evaluations

Having detailed the functionalities of our protocols, now we focus in this section
on the performance evaluation of UVAR routing components. To this end, a set
of simulations was carried out using the simulation tool NS-2 [203]. To study the
performance, we have created a urban scenario (Network topology) close to the reality,
with a surface of 4 × 4 km2 consisting of 25 intersections and 40 bidirectional road
segments (c.f., Figure 5.10).

The network topology is exploited in order to generate the movements of vehicles
using VanetMobiSim mobility generator [196]. To generate the movements of UAVs,
we have used MobiSim [197] to generate a Random Walk mobility model for 16-80
UAVs covering each area of four road segments. Also, We assume that UAVs maintain
a constant altitude that it does not exceed 200 meters during the flight. Table 5.7
recapitulates the rest of the parameters.
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Table 5.7: Simulation parameters.

Simulation scenario Routing
Parameter Range of values Parameter Range of values
Simulation area 4000m × 4000m Communication range of vehicles ≈ 300m
Simulation time 180s Communication range of UAVs ≈ 1000m
Mobility generator VanetMobiSim [196] MAC Protocol IEEE 802.11p
Number of intersection 25 Frequency Band 5.9 GHz
Number of roads 40 Number of packets senders 50
Number of vehicles 80-320 Packet size 1 KB
Number of UAVs 16-80 Channel capacity 1Mbps
Vehicle speed 0-50 km/h % of nodes requesting data 20 %
UAV speed 0-60 km/h Evaluation metrics PDR/EED/OH/HOP
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Figure 5.10: Network topology.

5.7 Results analysis

The experiments are carried out with our protocols and other state-of-the-art routing
protocols such as GyTAR and ETAR which are position-based delay tolerant routing
protocols for VANETs, where their implementations are taken from [160] and [159] re-
spectively. UVAR protocols are also compared with AODV [149] which is a MANET
routing protocol and its implementation was provided by NS-2.34.
Firstly, the tests are run under different vehicle densities: (i) 80-140-vehicles shows
sparsely connected networks, (ii) 160-220-vehicles shows medium-dense networks, and
(iii) 240-320-vehicles shows well-connected (dense) networks. Secondly, the tests are
run under different UAV’s densities: (i) 16 UAVs shows relatively low UAVs’ density,
(ii) 32-48 UAVs shows a medium UAVs density, and (iii) 64-80 UAVs shows a highest
UAVs’ density. The initial positions of vehicles are distributed uniformly on the net-
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work. In addition, we also fixed traffic lights at each intersection where their period
is set to 40s.
In the simulation, we set the transmission range of each vehicle to ≈ 300 m with
a 100% probability of success for communications on the ground. For UAVs, the
transmission range is set to ≈ 1000 m with an 80% probability of success for com-
munications. We note that when vehicles want to establish a communication with
UAVs, the transmission range of vehicles is set to ≈ 1000 m with a 70% probability
of success for communications. These values are selected based on several executed
scenarios in the simulation.
For more accuracy on neighboring vehicles and UAVs, we set the Hello interval to
0.1 s and clear list of neighbors after 1 s of inactivity. The IEEE 802.11p standard
is adopted at the MAC layer for all nodes, since we used different types of nodes
(Vehicles and UAVs).

As evaluation metrics, we consider the following measured parameters: Packet
Delivery Ratio, End-to-End Delay, average number of hops, and the overhead.

5.7.1 Average delivery ratio

In this part, we compare the delivery ratios under different vehicle and UAV densi-
ties for the evaluated protocols. As seen in Figure 5.11(a), UVAR-G and UVAR-S
achieve much higher delivery ratio than other routing protocols thanks to their used
mechanism based on the UAVs ensuring a significant accuracy of calculations of the
routing path selection. Here, UVAR-S has a slight advantage over UVAR-G, this is
because UVAR-S does not rely on vehicles to deliver the data packets, but it is based
exclusively on UAVs, which permits to guarantee a constant connectivity compared
with vehicles on the ground due to their large transmission ranges. We also notice
that ETAR and GyTAR in their calculations of the routing path selection are based
on the collaboration of the existing vehicles on the segments, which cannot always
be done accurately leading to the selection of inappropriate paths, resulting in their
lower delivery ratios. AODV achieves the lowest PDR in different vehicle densities
since it is a reactive topology-based routing protocol calculating the totality of the
routing paths without taking into consideration the high mobility of vehicles resulting
in high packet losses.

In the variation of the UAV densities in Figure 5.11(c), we clearly see the high
PDR achieved by UVAR-S as the number of UAVs increases. This is principally due
to the use the reactive mechanism which selects the closest UAVs of each other in
order to ensure a long lifetime of connectivity (as explained before) and consequently
decreases considerably the packet losses. However, we distinguish certain stability in
the PDR of UVAR-G, because UAVs are only used to calculate the traffic density
variation and the connectivity on the segments. When the number of vehicles is
fixed to 200, the number of UAVs does not have any impact on the delivery ratio of
UVAR-G.
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Figure 5.11(b) shows the boxplot of the average PDR obtained by varying the
density of vehicles (80-320) for all the compared routing protocols. We clearly see
that with UVAR-S we maintained over 85% of received packets which is a high rate
compared to other protocols. We also notice the 25% accomplished by ETAR which
is considered as the lowest rate of successfully received packets. This great difference
is explained by the used techniques applied by the routing protocols which all aimed
at increasing the packet reception rate.
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(b) Average packet delivery ratio.
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Figure 5.11: Packet Delivery Ratio vs. Density of nodes (Vehicles/UAVs).
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5.7.2 Average delay

Figures 5.12(a) and 5.12(c) illustrate the average end-to-end delay for the different
vehicle’s and UAV’s densities. We can observe that UVAR-G has the lowest aver-
age delay which demonstrates the best performance compared with other evaluated
protocols. In Figure 5.12(a), overall, we denote that the delay decreases whenever
the density increases except for UVAR-G which shows the lowest and stable delay
whatever the vehicles’ densities. This is due to two reasons. First, the constant use
of the existing UAVs in range which support the computing of accurate scores leads
to the correct selection of the appropriate road segment. Second, the short distances
traveled by the data packets to the target destination minimize significantly the av-
erage delay. However, we can clearly distinguish the extra time taken by UVAR-S
due to the discovery process initialized before delivering each data packet to select
the optimal succession of UAVs to the target destination. GyTAR and ETAR do
not perform as well as UVAR-G and UVAR-S, this is because the use of the carry
and forward technique causing additional delay when the links break on the road
segments due to the high mobility of vehicles and the imprecise calculations caused
by the problem of collision generated by the exclusive collaboration of vehicles (as
explained before). AODV achieves the highest delay which can be justified by the
fact that its discovery process is not adequate to the high mobility which may require
several path discoveries at each broken path.

From the simulation, Figure 5.12(c) depicts that the average delay of UVAR-
S increases whenever the number of UAVs increases for each area of the four road
segments. This is explained by the time required by UVAR-S to discover the optimal
path to the target destination which will be considerably increased when the network
becomes highly dense. However, in general, it is clearly shown that the delay taken
by UVAR-G is stable whenever the number of UAVs increases. This is because the
number of UAVs has no relationship with the functioning of UVAR-G which needs
only one UAV per area of four road segments to work correctly.

In Figure 5.12(b), the two components of our protocol UVAR show the shortest
response time to the data packet requests compared with other routing protocols
with the same density of vehicles scenarios (80-320). However, the box plot of AODV
demonstrates the worst performance in terms of delay. This is due to the way AODV
manages the data packet delivery, which is based essentially on the topology causing
frequent path failures, and consequently repeated discovery process and hence, the
shown extra time. The techniques used by the rest of the protocols whether reactive
or not, all have one goal, which is to minimize the delay of packets delivery. As a
result, we can say that the routing protocols based on the geographic positions are
the most suitable for the high mobility which characterizes VANETs.

107



 

Density of vehicles

50 100 150 200 250 300 350

E
n

d
-t

o
-E

n
d

 D
e

la
y

 (
s

)

0

2

4

6

8

10

UVAR-G

UVAR-S

AODV

ETAR

GyTAR

 

(a) EED vs. Density of vehicles (UAVs=16).
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(c) EED vs. Density of UAVs (Vehicles=200).

Figure 5.12: End-to-End Delay vs. Density of nodes (Vehicles/UAVs).
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5.7.3 Overhead

The curves in Figures 5.13(a) and 5.13(c) show the control overhead when the density
of vehicles and UAVs varies. In the Figure 5.13(a), it can be seen that the control
overhead, gradually increases as the density of vehicles is increased for both UVAR-S
and AODV, whereas there is no significant increase in UVAR-G and ETAR, which
they generate less overhead packets, in which their number are approximately con-
stant since they do not use any additional packets except the periodical exchange
of Hello packets. However, GyTAR has two control messages which are periodically
broadcasted what explains the additional overhead packets generated compared with
UVAR-G and ETAR.

For the reactive protocols UVAR-S and AODV, we can observe the proportional
relationship between the control overhead and the number of nodes. In general,
UVAR-S generates fewer overhead packets than AODV; this is due to the reduced
number of UAVs compared with vehicles and the mechanism of maintenance used
by UVAR-S which exploits alternative paths (as explained before). However, AODV
generates more overhead packets this is because AODV is not appropriate for the
high mobility of our system. In addition, AODV generates more RERR due to the
frequent disconnections occurred on the network.

As shown in Figure 5.13(c), we denote that in most cases, UVAR-S generates
more overhead packets as the number of UAVs increases. This is mainly due to the
generated extra routing packets (RREQ, RREP, and RERR) as the number of UAVs
increases, which confirms the aforementioned explanations about UVAR-S discovery
process. However, UVAR-G remains approximately constant as the number of UAVs
increases. This is because UVAR-G does not use the discovery process in the data
delivery and consequently, it has no relationship with the additional UAVs.

For the control overhead, the Figure 5.13(b) shows almost no overhead for UVAR-
G and ETAR because they do not use any additional routing packets in the data
packet delivery. However, for the other protocols, we notice the using of additional
packets both in the discovery process for the reactive ones and in the data delivering
for others. UVAR-S demonstrates lower overhead than AODV. This is because, first,
because UVAR-S executes the discovery process through a limited number of UAVs;
second, the discovery process is not re-initiated directly when there is a path failure.

5.7.4 Average number of hops

Figures 5.14(a) and 5.14(c) illustrate the average number of hops with different ve-
hicle’s and UAV’s densities. As it is noticed in Figure 5.14(a), we observe that the
number of hops of all the evaluated protocols has a proportional relationship with
the density of vehicles, except for UVAR-S, where we see a stable behavior of the
average number of hops whatever the number of vehicles. This is explained by the
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(a) OH vs. Density of vehicles (UAVs=16).
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(c) OH vs. Density of UAVs (Vehicles=200).

Figure 5.13: Control Overhead vs. Density of nodes (Vehicles/UAVs).

constant number of UAVs (16) for packet delivery and no exploitation of vehicles on
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the ground. For the other protocols, we can distinguish two interesting trends. First,
the density of vehicles between 80-240 has a stable number of hops for all protocols
explained by the low density of the network and the different mechanisms used by
them which minimize the distance traveled by the data packets. Secondly, the den-
sity of vehicles between 240-320 is considered as high density and consequently the
average number of hops becomes bigger and bigger. This is mainly caused by the
long distances between the sources and the target destinations in which the proto-
cols select paths with a high density of vehicles without taking into consideration the
number of junctions.

As depicted in Figure 5.14(c), we can see that UVAR-S outperforms UVAR-G
with the help of the use of the UAVs to deliver the data packets which minimizes the
average number of hops by avoiding unnecessary hops especially when the network is
highly dense. The figure also shows that the average number of hops increases as the
number of UAVs is increased. This is because UVAR-S selects the path composed
of UAVs, which are closest to each other. However, the average number of hops of
UVAR-G is very high. This is essentially due to the important distances traveled
by the data packets since UVAR-G is based only on the vehicles on the ground. In
addition, in UVAR-G, the distance between the source and the destination does not
have a great impact especially when the ground is sparsely connected, and it favors
the density as a selection factor.

The simulated average number of hops is shown in Figure 5.14(b). The best
result is obtained by UVAR-S, which demonstrates the smallest number of hops.
This is because it is the only protocol which delivers the data packets in the sky using
a limited number of UAVs and consequently resulting in fewer hops to the target
destination.
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(a) HOP vs. Density of vehicles (UAVs=16).
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(c) HOP vs. Density of UAVs (Vehicles=200).

Figure 5.14: Average number of hops vs. Density of nodes (Vehicles/UAVs).
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5.8 Conclusion

In this chapter, we presented the UVAR protocol and its extension to support ad
hoc routing between UAVs and VANET as well as between UAVs themselves. UVAR
protocols are dedicated for urban vehicular environments, whose main objective is
to improve the performance of routing based on the UAVs awareness of the road
traffic in the ground. Here, we presented a set of two protocols: UVAR-G for ground-
to-air communication and UVAR-S for air-to-air communication. First, UAVs are
used to estimate the vehicular density within a given road segment by monitoring
and exchanging Hello message with vehicles on the ground. UAVs are then used to
assist vehicles in selecting communication routes for routing their data. Secondly,
and through UVAR-S, UAVs are also used to route data packets through UAVs when
communication on the ground is deemed poor or when the vehicular density is not
enough to route packets through vehicles. We have conducted a simulation-based
performance evaluation of our UVAR protocols, and shown UVAR’s effectiveness and
robustness in terms of the added reliability of the routing, the reduced delay, and
improved delivery ratio compared to other existing state-of-the-art routing protocols.
As future work, UVAR protocols will be improved on the security side and adapted
to other environments such as highways and rural.

UVAR is composed of two components working together, but with completely
different methods. This protocol can be considered as a complex concept since two
process are executed in parallel based on two different entities (i.e., UAVs and vehi-
cles). It will be more simple to consider UAVs and vehicles as full members of existing
VANETs. All the entities of the road as well as those of the sky can participate in the
routing process, each one with its own particularities and limitations. Furthermore,
it is preferable to use a unique method for the routing process in order to unify the
nodes’ behaviors towards the data exchange.

In the next chapter, we introduce our last contribution which is in the form of a
reactive routing protocol destined for city environments. This protocol is based on
forwarding packets using the densest (connected) and stable path which includes the
fastest path in term of delay. Improved techniques are used in the discovery process
that aim to minimize the delay and the control traffic overhead. In the case where
there are several discovered paths, a scoring technique is used to select the optimal
path based on several criteria. The route maintenance process is ensured based on
two steps: (i) another alternative path can be used in each path breakage without
re-initiating the discovery process. When there is no routing path, (ii) UAVs are used
to establish a connection between the two disconnected clusters in order to create an
alternative path.
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6.1 Introduction

VANETs are characterized by frequent path failures due to the high mobility caused
by the sudden changes of vehicle’s direction. The routing paths between two different
vehicles should be established with this challenge in mind. They must be stable
and well connected in order to guarantee a reliable and safe delivery of packets.
Indeed, numerous routing challenges need to be addressed in order to adapt the
proposed solutions to the unique characteristics of VANETs, and especially to the
highly dynamic movements of vehicles (various speeds and directions). Most of the
reactive routing protocols for VANETs only indicate the presence or absence of routing
paths between two vehicles. Also, they use a recovery process when a link-breakage
takes place. When there is a path failure, a significant delay is diagnosed in the
initialization of a new path discovery. In addition, most of them do not take into
account whether the discovered path is dense with vehicles, which is crucial to increase
the chances of a successful delivering data packet between a source and destination.
When the network is sparsely connected (no existing paths), these protocols cannot
forward the data packets because their route maintenance process fails to find a new
path, and consequently, the data packets cannot reach their final destination.

The aim of this chapter is to present a new reactive routing technique providing
effective and well-regulated communication paths [11]. These discovered paths are
created based on a robust flooding discovery process involving UAVs to ensure the
connectivity when the network is sparsely connected. Moreover, this routing protocol
takes into account the real distribution of vehicles on the discovered paths based
on scoring technique involving many criteria. In addition, UAVs may belong to the
discovered paths and it can also be used as forwarding nodes connecting disconnected
clusters when the network is poorly dense. The main idea behind this approach is to
exploit the discovery phase to have an accurate vision about the traffic density in each
discovered path. A multi-criteria score is given to each discovered path based on the
real distribution of vehicles and the end-to-end delays. However, in some situations,
the selected path that was created between a pair of source and destination nodes
cannot remain constant due to the high mobility of nodes. This is the reason why
we use an intelligent route maintenance process using alternative paths discovered
beforehand and stored in the source. In addition, a prediction technique is employed
to define the expiration time of each discovered path and also used as a metric during
the maintenance phase when there is a path failure. UAVs can play a role of a
routing assistant, both in the discovery process and during the recovery strategy. The
evaluation of this approach is performed using NS-2 simulator and its performances
are compared with on-demand protocols dedicated for VANETs. Simulation results
show clearly that our approach gives interesting outcomes ensuring a high delivery
ratio with a minimum delay. This hybrid communication between the vehicles and
UAVs is attractive to initiate smarter connected nodes in the near future.
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6.2 Assumptions

Let us detail the different assumptions taken into account by our approach. Each
node (Vehicle/UAV) in the network is equipped with a global positioning system
(GPS) to define its geographical position. The network is supposed to be divided
into identified fixed zones and the nodes use a digital map to know the positions and
identifiers of all fixed zones. All nodes maintain and update their own routing tables.
There is no energy restriction since each node is equipped with rechargeable batteries,
which are continuously recharged as vehicles or UAVs moving. Also, batteries may
be powered by the resources of nodes such as solar energy, gasoline, electrical energy,
etc. Vehicles and UAVs are equitably distributed on the network and can exchange
data packets through integrated wireless interfaces using IEEE 802.11p at the MAC
layer, which is widely adopted by the industry and considered as the most suitable
for vehicular communications [202]. In our case, the wireless interfaces can provide
five possible kinds of wireless communications (c.f., Figure 6.1(c)) as follows:

• Vehicle-to-Vehicle (V2V): vehicles on the ground within the communication
range of each other and line of sight can communicate. In the case where there
is an obstacle, the communication is not possible.

• Vehicle-to-UAV (V2U): vehicles and UAVs can communicate with each
other. We note that we use UAVs in the form of small Quad-Copters, which
fly at low and constant altitudes (i.e., do not exceed 300 m during the flight).
Overall, Quad-copters in urban areas do not fly at high altitudes since most
of their applications need to be done at low altitudes such as in [198] and in
our selected simulation scenario. This restriction is imposed in order to avoid
restricted flight zones reserved for other aircraft [204].

• UAV-to-UAV (U2U): UAVs can exchange data if they are within the com-
munication range of each other.

• Vehicle-to-Road-Side-Unit (V2R): a communication link is established be-
tween RSUs and existing vehicles only when certain applications need to be run
such as Internet access.

• UAV-to-Road-Side-Unit (U2R): Several UAV-based applications require
Internet access for their right functionality [205]. UAVs establish a connection
with an RSU in range either to supply their current applications or to relay
data packets from another node in the network.

Each road segment and the airspace are assumed to be divided into identified
fixed zones (e.g., see Figure 6.1(a) and 6.1(b)). The size of each zone depends on
the communication range of vehicles and UAVs (≈ 300m) for the roads and the sky,
respectively.
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Figure 6.1: Network topology.

117



In the next subsections, we outline the execution phases of our routing approach.
Four steps (phases) are required to be done in the order so that to provide a high
level of correct functionality of the proposed approach. Each phase has to be done
separately, in which the fixed zones can play a crucial role in its smooth execution.

6.3 Identification of fixed zones

The identification phase of fixed zones is carried out both in the sky and on the ground.
Our network is divided into several fixed zones identified by a unique ID (e.g., Figure
6.2), since our approach is not based on the nodes but it is based exclusively on the
zones. This decomposition is crucial for the knowledge of important information such
as the traffic density, the real distribution of the nodes (vehicles and UAVs), and the
exact location of link breakages when they occur. In addition, it can also help to find
alternative solutions to avoid sparsely connected zones towards the target destination
during the data delivery phase. The identity of each zone is supposed to be known
by all vehicles and UAVs using their included digital map.
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6.4 Discovery phase

When there is a possible need to send a data packet to a particular node
(fixed/mobile), the discovery phase is initialized to get all possible paths to the target
destination. In the discovery phase, the source node uses the flooding technique by
broadcasting a Route Request (RREQ) packet across the network through all existing
nodes. This broadcast allows the source vehicle to discover all existing paths in the
form of zones’ succession towards the target destination. Also, the discovery phase
allows to get the geographic position of the destination node and its zone of location
as well.

Furthermore, during the flooding process, the paths are built gradually. At the
same time, several other parameters can be progressively calculated such as the traffic
density, the real distribution of vehicles, the path expiration time, and the connectiv-
ity degree of each discovered path. Robust and well-stable paths are ideally desired
by our approach so that to be used as data relaying paths in order to support both
the data delivery and maintenance phase. Each path is represented by a succession
of zone ID, which are stored in the routing table of each node as a sequence number
(SN). SN is used both by the target destination and intermediate nodes to differen-
tiate with an accurate way between the discovered paths. The full paths cannot be
stored, neither in the control packets (RREQs and RREPs) nor in the exchanged data
packets due to their static size. All these criteria make the originality of our flood-
ing process compared with traditional flooding techniques used by other protocols
proposed in the literature.

6.4.1 The route request (RREQ) packet format

As depicted in Figure 6.3, several fields characterize the RREQ packet. The
RREQ ID field defines the discovery phase to which the RREQ packet belongs.
The Delay field represents the time needed for data delivery. The Life time field
represents the time duration of the flooding, which is initially set to a certain value.
If Life time reaches its expiration, the RREQ will be dropped in order to limit the
permanent flooding of the entire network. The Identifiers of the source S and the
destination D. The Movement information field is used to calculate the expiration
time of the transited path, where intermediate nodes modify it at each hop by adding
the required information about their movements (i.e., velocity, speed, and position).
This allows to estimate the lifetime of an existing wireless link between two succes-
sive nodes. The DisZone field represents the disconnection zone, which defines the
weakest connected zone (i.e., the links between its nodes are the weakest one in the
discovered path). The SN field corresponds to a unique path, which exists between
the source and the target destination. SN is stored in the routing table of nodes in
each transited zone. The number of transited zones Zone count, the total number
of nodes in the path N(Z), and the real distribution of nodes in the path σ are the
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parameters of a score, which will be calculated at the end of the flooding.
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Delay Life time 

Source 

Destination 

Movement information 

Zone count N(Z) σ 

PE (s) DisZone SN 

 

Figure 6.3: Route Request (RREQ) Format.

6.4.2 Prediction of the path expiration

The path expiration time PE of a given path is defined as the minimum lifetime on a
specified wireless link between two successive nodes belonging to this path. Each node
exploits theMovement information field, which contains the mobility parameters of
its previous node such as the geographical location, velocity, and speed, all included
in the received RREQ packet. With its own movement information, the current node
calculates the lifetime of the link. This value is then used to modify the PE field (c.f.,
Figure 6.3). The modification is done if, and only if, the value of the already included
PE in the RREQ packet is higher than the calculated lifetime of the new wireless
link. After that, when the target destination makes the selection phase, it selects the
path with the highest PE in order to be used as a transition path to transmit the
RREP packet. Then, it is used by the source S to transmit the data packet to the
target destination D.

As a basic step, when a node in the network is willing to send a data packet to
a specific node, it generates a RREQ packet. Before proceeding to the flooding of
this generated RREQ, the requesting node encloses its own mobility details (location,
speed, velocity) and other information in other fields (as mentioned before) all encap-
sulated into the RREQ packet. Initially, the path expiration time PE is initialized
to a maximum value. Then, the flooding process is started by the source node S.
When an intermediate node receives the RREQ packet for the first time, it extracts
the broadcaster mobility details and uses them with its own ones in order to calculate
the new PE. The PE field is modified on the new generated RREQ if the lifetime of
this wireless link is smaller than PE already included.

As an illustration, we take the example of Figure 6.4. Let two nodes a and b with
nonzero speeds va and vb, R as the transmission range of the two nodes, (xa, ya) and
(xb, yb) are their coordinates, and θa and θb are their velocity angles, respectively.
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Based on all this information, the lifetime of the link between the nodes a and b is
calculated by using the same method in [206] as follows:

PE =
−(ij + km) +

√
(i2 + k2)R2 − (im− jk)2

i2 + k2 (6.1)

Where,
i = va cos θa − vb cos θb
k = va sin θa − vb sin θb

j = xa − xb
m = ya − yb

Consider the case when the vehicle a broadcasts a RREQ to all its neighbors as
depicted in Figure 6.4. When the vehicle b located in the zone number four receives the
RREQ broadcasted by the vehicle a, it calculates the lifetime of the link that connects
it with the node a using the equation (6.1). If the calculated lifetime of the link is
smaller than the PE value already included in the received RREQ, it will be modified
with the DisZone field (i.e., zone ID of vehicle b). If it is the case, PE is modified by
the new lifetime of this link and DisZone is modified by the identifier of the current
zone, which is currently considered as an eventual disconnection zone. Otherwise, the
node b adds its own movement details (i.e., velocity, speed, and position) and other
information necessary for the rest of the flooding process. Then, the RREQ packet is
re-broadcasted and so on until a route to the target destination is found.

Source

 

RREQ

1

2

4

3

PE=5(s)

PE=5(s)

a

b

Figure 6.4: Path expiration calculation.
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Destination gateway
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Route Request (RREQ)

Source

Destination

Route Reply(RREP)

Data packet

Figure 6.5: Principle of functioning of the discovery phase.
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6.4.3 Principle of the flooding

The routing paths are gradually discovered and built to the target destination using
a flooding technique. To give an example of the flooding principle, consider Figure
6.5 which depicts the source vehicle1 located in the zone A and the fixed destination
gateway5 located in the zone Z. If for example, vehicle1 has a data packet to send
to gateway5, it starts broadcasting a RREQ packet to find all possible paths to
the destination as well as to get its geographic information and its zone ID. The
flooding process is assigned a unique ID and each discovered path is defined with a
unique sequence number (SN), which helps to reduce the broadcast storm effect. If a
received RREQ has the same SN and Flooding ID as a previously received RREQ, it
is automatically discarded. Furthermore, a RREQ cannot make a reverse path of an
already transited path. Otherwise, all necessary information included in the RREQ
is cached in the routing table of the current node, and then, updated in the RREQ,
which will be then re-broadcasted.

At the first step, we remark that there are two possible paths towards the target
destination. From the zone A, vehicle1 starts the broadcast of the RREQ packet
in all directions (i.e., it broadcasts the RREQ to its two neighboring zones L and
B). Based on the next zones B and L, we define two different sequence numbers
(SNs) SN = B and SN = L, respectively. These SNs represent two different paths
towards the destination (i.e., the first path from B and the second one from L), which
are included in two different RREQ packets and broadcasted by the vehicle1 each in
turn.

 

Routing Table (Zone A) 

Prev. Zone Next Zone Dest. ID/Zone Flooding ID Flooding SN 

- B 5 01 B 

- L 5 01 L 

… … … … … 

 

Figure 6.6: Routing table of the vehicle1.

Two routing entries are added to the routing table of the vehicle1 (c.f., Figure
6.6), which represent two different paths towards the target destination. Useful infor-
mation is also included in the routing table such as the neighboring zones, a unique
SN for each entry, the same flooding ID for both entries, and the identifier of the
target destination (ID = 5). If a path will be selected for data transmission, all this
information will be eventually used during the data delivery.

At the reception of the broadcasted RREQ by the vehicle located in the zone
C, a new routing entry is added in its routing table (c.f., Figure 6.7(a)). Similar
information is included as in the routing table of the vehicle1 with the same SN
value as in the RREQ, since it is considered as the same path. Nevertheless, for the
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case where there are at least two next neighboring zones, the SN field has to be
modified. We take as an example the zone H, which has two next connected zones I
and O. The forwarding vehicle located in this zone assigns the same SN for the zone
I (SN = B) considering it belonging to the same current path, however, to the zone
O, it assigns SN = O considering it as a different path. This information is updated
by adding two entries in the routing table of the vehicle located in the zone H to
differentiate between the two paths (c.f., Figure 6.7(b)).

There is a case where a vehicle receives two RREQs coming from different paths,
which are known from their SN fields. We take as an example the vehicle located in
the zone N , which receives two RREQs from two different paths recognized based on
their SNs. It will carry out two different broadcasts to the only next zone V (i.e.,
RREQs cannot make the reverse path through K or M). The target destination will
receive two different RREQs, with two different SNs, and representing two different
paths. The routing table maintained at the zone N is updated by adding two entries,
representing two different paths with different SNs (SN = B and SN = L) according
to the received RREQs (See Figure 6.7(c)).

 

Routing Table (Zone C) 

Prev. Zone Next Zone Dest. ID/Zone Flooding ID Flooding SN 

B D 5 01 B 

… … … … … 

 

(a) Routing table maintained at the zone C.

 

Routing Table (Zone H) 

Prev. Zone Next Zone Dest. ID/Zone Flooding ID Flooding SN 

G I 5 01 B 

G O 5 01 O 

… … … … … 

 

(b) Routing table maintained at the zone H.

 
Routing Table (Zone N) 

Prev. Zone Next Zone Dest. ID/Zone Flooding ID Flooding SN 

K V 5 01 B 

M V 5 01 L 

… … … … … 

 

(c) Routing table maintained at the zone N.

Figure 6.7: Routing tables in crucial points during the flooding process.
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The RREQ packet will be handled by all nodes as shown in Algorithm 6:

Algorithm 6: RREQ handling
1 C ← The current node;
2 S ← The source node;
3 D ← The destination node;
4 RTC ← The routing table of C;
5 if (S(RREQ) = C) or ((RREQ ID and SN) ∈ RTC(C)) then
6 Drop (RREQ);
7 // If I am the source of this RREQ or I already received it,

it will be dropped.
8 else
9 if D(RREQ) = C then

10 Goto selection phase;
11 // If I am the destination of this RREQ, make the routing

decision.
12 else
13 Store (RREQ ID,SN ,RTC(C));
14 Update (Zone count,N(Z),SN ,PE,DisZone,σ);
15 Rebroadcast (RREQ);
16 // Update all necessary information in the RREQ and

rebroadcast it.

At the end, the target destination starts a timer as soon as it gets the first RREQ
packet. This allows to wait a certain moment to have the maximum of RREQs,
which correspond to existing paths to the vehicle1. The waiting time is set to 50ms,
in which all nodes do not change their positions a lot. These modifications of positions
are considered as a minor variation according to their limited speeds in urban areas.
However, beyond that time all received RREQs will be dropped and the broadcast
is considered to be achieved. In this case, the destination gateway5 has to take a
routing decision by selecting the suitable path for data delivery.

 

Routing Table (Zone Z) 

Prev. Zone Next Zone Dest. ID/Zone Flooding ID Flooding SN 

V V A 01 B 

V V A 01 L 

U V A 01 O 

X V A 01 W 

… … … … … 
 

Figure 6.8: Routing table of the destination gateway5.
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After the reception of the RREQs, a set of updates has to be done in the routing
table of the target destination (c.f., Figure 6.8), which can help for the knowledge of
all existing routing paths. The destination node adds all received SNs, compares the
calculated scores, selects the best path with the highest score, and updates the next
zone in the routing table. The selected SN (i.e., selected path), PE, DisZone, and
the identifiers of the source and destination are included in the RREP and sent back
to the source. These fields can be used both to make the reverse path and later in
the maintenance phase.

Both UAVs and vehicles can constitute the routing paths to the target destination.
However, the number of paths can be increased at crucial points such as intersections
and UAVs, where a forwarder node has many possibilities to broadcast the RREQ to
different next zones. The importance of UAVs, as well as intersections, is increasing
the number of alternative solutions. These next zones are used when the network
becomes sparsely connected.

6.5 Selection phase

The destination makes the selection phase only in the case where there are different
discovered paths, in order to select the most suitable path for data delivery. A score
is calculated by the destination for each discovered path based on several metrics
already included in each received RREQ packet. Paths with low scores are undesirable
because they are the most confronted with the problem of disconnection. Once a path
obtains the best score, a Route Reply (RREP) packet is generated and sent back to
the source node through this path. The RREP includes all necessary information
about the selected path in order to be used later in the maintenance phase when a
disconnection occurs.

6.5.1 Scoring calculation

In the example of Figure 6.5, several paths are received by the destination gateway5
located in the zone Z. All necessary metrics of each path are described in TABLE
6.1. The calculation of the metrics related to the density such as σ, Zone count, µ,
and N(Z) are calculated based on the Online Algorithm [207] as follows:

• The value of σ is progressively calculated during the transition of the RREQ
packet in each path. The Online algorithm allows to use only one field from
the RREQ packet (i.e., RREQ packet does not have a dynamic size to keep all
values or store a full discovered path). The calculation has to be done using
only one field (i.e., the σ field) included in the RREQ packet.

126



• The value of Zone count is continuously incremented, while the RREQ packet
is in transition at different zones in the path. The Increment is stopped by
reaching the target destination.

• The total value of N(Z) is progressively calculated at each transited zone, which
also takes into account the density of nodes in the source and destination zones,
respectively.

These metrics are calculated during the transition of the RREQ using the Online
Algorithm [207] presented in Algorithm 7:

Algorithm 7: Online Algorithm
1 Pathi: the current path;
2 σ: the standard deviation;
3 Zone count: number of transited zones;
4 mean: additional variable;
5 µ: average number of nodes per zone;
6 N(Z): total number of nodes in the path;
7 N(Zi): number of nodes in the zone i;
8 Zone count ← 0;
9 mean ← 0;

10 N(Z) ← 0;
11 σ ← 0;
12 foreach N(Zi) ∈ Pathi do
13 Zone count ← Zone count + 1;
14 variable1 ← N(Zi) - mean;
15 mean ← mean +

(
variable1
Zone count

)
;

16 variable2 ← N(Zi) - mean;
17 σ ← σ + (variable1× variable2);
18 N(Z) ← N(Z) + N(Zi);
19 σ ←

√
σ;

20 µ ← N(Z)
Zone count

;

To define the appropriate path among the discovered paths, we first need to cal-
culate a Score for each discovered Pathi based on the information included in the
received RREQs. The destination D has the knowledge of accurate metrics of four
paths (see TABLE 6.1). These crucial parameters represent the degree of the path
robustness. The higher value of the Score means the better robustness of the path.
For the sake of clarity, we calculate the different metrics (i.e., µ and σ) directly from
TABLE 6.1, which combining the final Score. The average number of nodes per zone
(µ) is calculated as follows:

µ = N(Z)
Zone count

(6.2)
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Table 6.1: Discovered paths.

Path1 Path2 Path3 Path4

Zone count = 14 Zone count = 6 Zone count = 12 Zone count = 16
N(Z) = 19 N(Z) = 7 N(Z) = 15 N(Z) = 20
σ = 0.47 σ = 0.37 σ = 0.42 σ = 0.43

Delay = 2(s) Delay = 0.5(s) Delay = 2.5(s) Delay = 3(s)
PE = 5(s) PE = 1.5(s) PE = 4(s) PE = 4.5(s)
DisZone = I DisZone = M DisZone = W DisZone = P

SN = B SN = L SN = W SN = P

Zone Number of nodes Zone Number of nodes Zone Number of nodes Zone Number of nodes
A 1 A 1 A 1 A 1
B 2 L 1 B 2 B 2
C 1 M 1 C 1 C 1
D 1 N 1 D 1 D 1
E 1 V 2 E 1 E 1
F 2 Z 1 F 2 F 2
G 2 G 2 G 2
H 1 H 1 H 1
I 1 O 1 O 1
J 1 W 1 P 1
K 2 X 1 Q 1
N 1 Z 1 R 1
V 2 S 2
Z 1 T 1

U 1
Z 1

Score =25.85 Score =15.32 Score =10.56 Score =13.98

Where Zone count is the total number of fixed zones within a specific discovered
Pathi (e.g., in TABLE 6.1, the number of zones in Path1 is equal to 14). N(Z) is the
total number of nodes in the Pathi. The formal equation of the standard deviation
of zone densities σ can be presented as follows:

σ =

√√√√ 1
Zone count

×
Zone count∑

i=1
(N(Zi)− µ)2 (6.3)

Where N(Zi) defines the number of nodes present at a specific zone Zi. A high
standard deviation means that the nodes are widely dispersed around the average and
vice versa. A disconnection can be caused if we obtain a small standard deviation,
which corresponds to the unfair distribution of nodes at a specific Pathi.

If we take into consideration all intercepted information and the aforementioned
calculated metrics, we can define a multi-criteria score for each Pathi based on the
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following equation:

Score =
⌊
PE

Delay

⌋
×
(
N(Z)
1 + σ

)
(6.4)

From the equation (6.4), we can notice the following remarks:

• The calculated Score has a proportional relationship with N(Z) and PE, which
play a key role to determine the connectivity degree of a path.

• The floor of PE
Delay

represents if the corresponding path still remains connected or
not during a data transmission. When

⌊
PE
Delay

⌋
= 0 it means that there is a high

probability of disconnection during the data delivery. However, if
⌊

PE
Delay

⌋
> 0

it means that we have a certain guarantee that this path remains connected
during the data transmission.

• Paths with high scores are suitable because they can ensure a reliable data
delivery.

When the destination D selects the appropriate path (e.g., Path1 in Figure 6.5
and in TABLE 6.1), a Route Reply (RREP) packet is generated and sent back to the
source S using the technique of greedy forwarding along the selected path (succession
of zones).

6.5.2 The route reply (RREP) packet format

As shown in Figure 6.9, the RREP packet format consists of several fields. Certain
fields are the same included in the RREQ packet such as the identifiers and the
geographic positions of the source and destination. The SN field determines the
selected path discovered beforehand, which is used for data delivery. The expiration
time of the selected path PE and eventually its disconnection zone DisZone, which
are exploited during the maintenance phase to determine an alternative path when
the selected path will be disconnected during the data transmission.

 
0                      16                    31 

Flooding ID 

Source 

Destination 

PE (s) DisZone SN 

 

Figure 6.9: Route Reply (RREP) Format.
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When the target destination calculates the suitable path for data delivery, it gen-
erates a RREP packet which will be sent back to the source. This packet contains
all required information in order that the data packet can make the reverse path to
the destination, and that, even if the selected path will be disconnected at a certain
moment. As an illustration, we always take the example of Figure 6.5 to describe the
series of modifications brought to the routing tables (c.f., Figure 6.10).

Since the gateway5 located in the zone Z has carried out the selection phase by
choosing Path1 as the most suitable path for data delivery. It starts sending unicastly
the RREP packet to the next zone V , which belongs to Path1. At each zone transited
by the RREP packet, the modification has to be done in the routing tables of vehicles
located in these zones. For example, in the zone N , the forwarder vehicle modifies its
routing table according to the information included in the RREP packet.

 

Routing Table (Zone N) 

Prev. Zone Next Zone Dest. ID/Zone Flooding ID Flooding SN 

K V Z 01 B 

M V Z 01 L 

V K A 01 B 

… … … … … 
 

(a) Routing table maintained at the zone N.

 

Routing Table (Zone H) 

Prev. Zone Next Zone Dest. ID/Zone Flooding ID Flooding SN 

G I Z 01 B 

G O Z 01 O 

I G A 01 B 

… … … … … 
 

(b) Routing table maintained at the zone H.

 

Routing Table (Zone C) 

Prev. Zone Next Zone Dest. ID/Zone Flooding ID Flooding SN 

B D Z 01 B 

D B A 01 B 

… … … … … 
 

(c) Routing table maintained at the zone C.

Figure 6.10: Routing tables in crucial points during the selection phase.
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A new routing entry is added, which contains the Flooding ID, the zones of
both the source and target destination, and the next zone defined based on SN field
included in the RREP. SN is equal to B, which means that the next zone is K,
where the RREP is then forwarded to it (c.f., Figure 6.10(a)). The same process is
done in each transited zone, such as in the zone H and C (See Figure 6.10(b) and
6.10(c), respectively), where the same entry is added to the routing tables of vehicles
located in these transited zones. These updates clearly indicate the right path for
data packets to the target destination during the data delivery.

The RREP packet will be handled by all nodes in each transited zone of the
selected path as shown in Algorithm 8:

Algorithm 8: RREP handling
1 C ← The current node;
2 Store (SNs of discovered paths);
3 // Include all SNs of paths discovered beforehand into the RREP

packet.
4 if Destination (RREP) = C then
5 Start Data packet delivering;
6 // If I am the source of this RREP, I start sending the data

packet.
7 else
8 Greedy Forwarding (RREP, Selectedpath,Source);
9 // If I am not the destination of this RREP, I will use the

greedy forwarding along the selected path toward the
destination (i.e., source of the request).

At the reception of the RREP packet by the source node located in the zone
A, the source node is able to start the data delivery to the destination through the
same selected path transited by the RREP packet (c.f., Figure 6.5). For each data
transmission, the data packet has to transit along each zone of the selected path in
order to have a possibility to find an alternative solution at each hop if a next zone
will be disconnected. Before starting the data delivery phase, the source node has to
do some modification in its routing table by adding the new entry of the selected path
(c.f., Figure 6.11). This will help to start the data transmission and to send other
data packets in the future if the selected path is not expired. Over 10 (s) of inactivity,
each routing table is purged, and the discovery phase is a mandatory condition to
make other data transmissions.
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Routing Table (Zone A) 

Prev. Zone Next Zone Dest. ID/Zone Flooding ID Flooding SN 

- B Z 01 B 

- L Z 01 L 

- B Z 01 B 

… … … … … 
 

Figure 6.11: Routing table of the source node at the selection phase.

6.6 Data delivery phase

The data delivery phase is carried out using the greedy forwarding technique when
it is possible. This helps to minimize the number of hops, and consequently, the
delay of delivering. If this path will be disconnected at a certain time, a maintenance
technique is used to recover the path in order to avoid re-initializing the discovery
phase. An essential condition for delivering data packets is receiving the RREP packet
by the source node. Once all information included in the RREP packet is copied into
the header of the data packet, the source node starts the data delivery phase using
the technique of greedy forwarding along the selected path already transited by the
RREP packet.

The header of the data packet consists of several fields similar to the RREP packet,
which do not exceed 12 bytes (c.f., Figure 6.12). The Source and Destination fields
are used for both greedy forwarding technique and to indicate the sender and the
receiver. SN field denotes the selected path, which has to be transited during the
data delivery. PE and DisZone fields are periodically checked by the source vehicle
and intermediate nodes in order to determine whether this selected path is still valid
to make other data transmissions or to find other alternative solutions in the case of
a sudden disconnection.

 

 

 

Header  Data 

 

 

 

 

Source 

Destination 

PE (s) DisZone SN 

 

 

m bytes 12 bytes 

Figure 6.12: Data packet Format.
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To illustrate the data delivery phase, we also take the example of Figure 6.5. The
source vehicle1 located in the zone A starts the data delivery to the gateway5 located
in the zone Z. For instance, when a vehicle located in the zone C receives the data
packet, it checks its header and compares all information with those included in its
updated routing table (c.f., Figure 6.10(c)). Based on the Destination, Flooding ID
and SN fields, the forwarder vehicle can find out automatically the next zone to the
target destination.

The same maneuver is executed by the forwarder located in the zone H. Indeed,
the zone H has two next zones O and I, where the forwarder selects the next zone
I to forward the data packet to the destination. This can be done based on both
Flooding SN and the modification carried out when the RREP packet doing the
reverse path (i.e., the new entry highlighted in red in the Figure 6.10(b)). When the
data packet reaches the vehicle located in the zone N , its routing table is checked.
As a result, to reach the target destination, two different routing entries are found
leading to the same zone V , where the data packet is automatically forwarded to it.

When the destination node receives the data packet, it checks the Destination
field in its header to confirm the reception of the data packet. In the case where the
received data packet is not intended for this destination node, the current node checks
its routing table to find the right next zone where the data packet will be forwarded.

The data packet will be handled by all nodes located at the selected path as shown
in Algorithm 9:

Algorithm 9: Data packet handling
1 C ← The current node;
2 Store (Discovered paths);
3 // Include all paths discovered beforehand into the data packet.
4 if Destination (data) = C then
5 Received packet (Success);
6 // If I am the destination of this data packet, the data

transmission is carried out successfully.
7 else
8 Greedy Forwarding (Data, Selectedpath,Destination);
9 // If I am not the source of this data packet, I will use the

greedy forwarding along the selected path toward the
destination.

6.7 Maintenance phase

The maintenance phase takes place in the case when the selected path disconnects
at a certain time. The current vehicle has the knowledge of the target destination’s

133



location and its corresponding zone, which allows to use the greedy forwarding for
data transmission. In a general case, if a next zone is disconnected in a selected
path, the current node has to check its neighboring nodes to find the closest one to
the destination. This is carried out based on the information included in the header
of the data packet and its knowledge of the whole map (i.e., the knowledge of each
zone ID). If there is no connected zone in its neighboring zones, the vehicle has to
generate a route error (RERR) packet. The RERR is sent back to the source in order
to re-initiate the discovery phase if there are future transmissions.

Periodically, the forwarder node has to check a possible disconnection at the pre-
vious zone of DisZone in each transited path. This verification is beneficial to detect
a possible disconnection. It is done through its table of neighbors to know whether
there is a node located in DisZone or not, in order to avoid the packet losses and to
forward the data packet to the right zone.

 

 

 

Destination 

 

UAV node 

Destination gateway 

Vehicle node 

Data packet 

Figure 6.13: Recovered path failure.

To give a deeper understanding of the maintenance phase, we give a concrete
example depicted in the Figure 6.13 by zooming in Figure 6.5. If, for example, the
selected Path1 is disconnected at the zone I and P . The closest node to the desti-
nation located in the zone Z has to be found to continue the data transmission. The
current forwarder (i.e., the forwarder located in the zone H) has to check the avail-
ability (connectivity) of next connected zones other than I and P . After verification
(checking its routing table and intercepted Hello packets from the neighboring zones),
the current vehicle finds the zone O as an alternative zone belonging to the Path3
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and Path4. Known for its closer geographic location to the destination, the zone O
can have a direct path to the destination. The data packet is forwarded to the zone
O using the greedy forwarding technique until it gets the target destination.

In another scenario (c.f., Figure 6.14), where the Path1 and Path3 disconnect at
the zones I and W , respectively. The current vehicle located in the zone H checks its
routing table to find an alternative solution. The zone O is found as a next connected
zone where the data packet is automatically forwarded using the greedy forwarding.
When the vehicle located in the zone O intercepts the data packet, it founds only
that the zone P is connected and much closer to D. A vehicle located in the zone
P is selected as the next hop, and so on until the data packet reaches the target
destination.

 

 

Destination 

 

UAV node 

Destination gateway 

Vehicle node 

Data packet 

Figure 6.14: Another Recovered path failure.

According to several tests, the alternative connected zones can be found both in
the sky and on the ground through UAVs and vehicles, respectively. The mechanism
used during the maintenance phase can reduce significantly the overhead caused by
the flooding of control packets. In addition, the packet losses and the end-to-end
delay are also reduced due to the minimization of the discovery phase at each path
failure.
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6.8 Evaluation

To evaluate the performances of our protocol we use the simulation tool NS-2 [203].
Realistic movements are generated for both vehicles and UAVs, using two mobility
generator tools SUMO [208] and MobiSim [197] respectively. These movements are
based on a real-world urban area in Laghouat (Algeria) as shown in Figure 6.15, which
knows a flexible and perpetual movement of vehicles. For the UAVs, a Random Walk
mobility is deployed for up to 10 UAVs, which cover the simulated area. The geodata
is imported from OpenStreetMap [209] in order to include the road layout in our
simulation. This urban map is stretched over 4 × 4 km2 encompassing nearly 47
intersections, which are compounds of traffic lights and their period is set to 40 (s).
All simulations are carried out under the parameters presented in TABLE 6.2. We
suppose that the altitude of all UAVs does not exceed 200 meters during the flight.
A number of evaluation metrics are calculated during the simulation such as the
packet delivery ratio (PDR), the end-to-end delay (EED), the overhead (OH), and
the average number of hops (HOP).

Table 6.2: Simulation parameters.

Simulation scenario Routing
Parameter Range of values Parameter Range of values
Simulation area 4000m × 4000m Communication range of vehicles ≈ 300m
Simulation time 900s Communication range of UAVs ≈ 300m
Mobility generator SUMO [208] MAC Protocol IEEE 802.11p
Number of intersection 47 Frequency Band 5.9 GHz
Number of roads 100 Number of packets senders 50
Number of vehicles 80-320 Packet size 1 KB
Number of UAVs 0-10 Channel capacity 1Mbps
Vehicle speed 0-50 km/h % of nodes requesting data 20 %
UAV speed 0-60 km/h Evaluation metrics PDR/EED/OH/HOP
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6.8.1 Results analysis

The performances of our approach are compared with our previous protocols CRUV
[8] and UVAR [10], in which their architectures resemble more closely to that employed
by our approach. In addition, we also compare the performance of our approach with
RBVT-R [151] and OLSR [146].

In order to prove again the efficiency of our approach, fifty pairs of mobile nodes
are selected randomly to establish a communication between each other. This can
also demonstrate that our approach supports mobile destinations. Moreover, to be
more accurate in our simulations, the Hello interval is set to 0.1 (s). The list of
neighboring nodes and routing tables included in all nodes are purged after 10 (s)
of no activity. It is worthy to mention that the transmission ranges of vehicles and
UAVs are considered as the same (≈ 300m). In addition, wireless channel interfaces
are assumed to be integrated into both vehicles and UAVs.

80% is the probability of success for radio transmissions between UAVs. For the
hybrid radio transmission (between UAVs and vehicles), the probability of success is
set to 70%. The line of sight (LoS) is considered to be guaranteed between vehicles
and UAVs, which allows establishing a radio transmission if they are in range of each
other. However, no line of sight between vehicles on the ground if they are located in
road segments not opposite from each other.

To evaluate the simulated protocols in a more realistic way, the initial geographic
positions of both vehicles and UAVs are distributed fairly over the network. The
mobility of UAVs and vehicles is controlled since their movements are limited only in
the simulated area.

6.8.2 Packet delivery ratio (PDR)

As a first step, we evaluate the packet delivery ratio (PDR) under different densities
of vehicles and UAVs for all the evaluated protocols. The results showed in Figure
6.16(a) and box plots in Figure 6.16(b), depict the proportionality of PDR with the
density of vehicles for all the evaluated protocols. In the majority of cases, we clearly
distinguish that our approach achieves a high delivery ratio compared with other
protocols (more than 80%), which can be justified by the mechanism of prediction
applied for the calculation of the path expiration PE. This permits to guarantee a
safe data delivery to the target destination. Also, this mechanism can ensure a certain
reliability of the discovered paths during their maintenance by minimizing the packet
losses. We also notice the higher delivery ratios of RBVT-R and OLSR compared
with those of UVAR and CRUV. Firstly, because RBVT-R is a reactive-based protocol
working without using a penalizing technique such as the carry-and-forward which is
employed by UVAR and CRUV. Secondly, because in OLSR, all routes are computed
beforehand and data packets can be quickly forwarded or dropped at intermediate
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Figure 6.16: Packet Delivery Ratio vs. Density of nodes (Vehicles/UAVs).
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Figure 6.16(c) shows the variation of PDR according to the density of UAVs for
the UAV-Assisted routing protocols (i.e., Our approach, UVAR, and CRUV). Our
approach achieved the highest PDR which proves again its efficiency. This is because
in the data delivery relies both on vehicles and UAVs (i.e., paths can be composed of
both vehicles and UAVs), which can ensure, at each time, possible paths in the sky or
on the ground. However, for the other protocols, they rarely rely on UAVs to deliver
data packets if the network on the ground is considered as a highly dense. It is the
case in the simulated scenario where the number of vehicles is two hundred, which
can be considered as a medium density.

6.8.3 End-to-End delay (EED)

As a second step, we analyze the impact of density of vehicles on the performance in
terms of end-to-end delay depicted in Figure 6.17(a) and in the box plots in Figure
6.17(b). In general, we notice that our approach achieves the lowest delay for all vehi-
cle densities. This is explained by the low durations taken during the discovery phase
and the expiration time of paths calculated before the data delivery, which allows
to avoid the re-initialization of the discovery phase at each path failure. However,
RBVT-R does not perform as well as our approach, thus, it can be explained by the
permanent re-initialization of the discovery phase at each broken path. This is es-
sentially due to its inefficient maintenance mechanism compared with the prediction
technique employed by our approach. In the reactive protocols, the flooding process,
as well as the selection phase, can probably generate additional extra times. Never-
theless, it is not the case of OLSR, as a proactive protocol, the routes are maintained
periodically by exchanging link state information among the nodes. This can cause a
significant delay since it is not adapted to highly dynamic networks such as VANETs.

Several other causes of additional delays are observed during the simulation. For
instance, in the delay tolerant network routing protocols such as UVAR and CRUV,
the store-carry and forward is automatically used when the network is poorly dense
generating an important additional delay. The data packets are transmitted using
exclusively the physical movement of vehicles. However, their performances will be
quickly recovered as the network becomes progressively connected.

Figure 6.17(c) shows the effect of changing the UAV density on the end-to-end
delay of the UAV-assisted routing protocols. Our approach obtains the best results
compared with other protocols. This is essentially due to the efficient discovery phase,
which involves vehicles and UAVs as well. However, it is not the case of CRUV and
UVAR, which use UAVs only for data delivery in certain cases, and in the majority of
cases as central points in the selection phases (collectors). In addition, their excessive
use of the store-carry and forward technique can be also a disadvantageous factor
increasing the delay.
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Figure 6.17: End-to-End Delay vs. Density of nodes (Vehicles/UAVs).
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6.8.4 Overhead (OH)

The curves and box plots presented in Figure 6.18(a) and Figure 6.18(b) respec-
tively, show the overhead in each density variation. It can be shown that the control
overhead of the reactive protocols (Our approach and RBVT-R) and the proactive
protocol OLSR is important compared with CRUV or UVAR. This is mainly due to
the generated control packets during the discovery phase and the periodical exchange
of link states between the nodes respectively. However, as a reactive protocol, our
approach has the lowest overhead, which it generates less overhead packets thanks
to the used maintenance mechanism based on the prediction of the paths expiration.
This allows minimizing the re-initialization of the discovery phase at each path fail-
ure. In addition, the used control packets in our approach have a fixed size, which
also minimizes significantly the overhead over the network. However, it is not the
case of RBVT-R and OLSR. As for UVAR and CRUV, they generate less overhead
packets because they do not use any additional control packets except exchanging
periodically the Hello packets between the nodes.

In figure 6.18(c), the results show clearly that our approach generates more over-
head packets than UVAR and CRUV, which is mainly due to the extra generated
control packets (RREQ, RREP, and RERR). The more the number of UAVs, the more
will be the number of generated control packets during the flooding process. However,
for UVAR and CRUV, they do not have any relationship with the additional UAVs
in the network, since the UAVs are used only as traffic density information collectors
and rarely as relays. Consequently, their control overheads are very low and stay
approximately constant during all the simulations. UVAR has more control overhead
than CRUV, which is explained by the important exchange of Hello packets between
UAVs and all vehicles. However, it is not the case of CRUV, in which Hello packets
are only exchanged between UAVs and vehicles located at the intersections in order
to calculate the scores of each road segment. Furthermore, in CRUV, the UAVs do
not play a key role in the selection of the road segments.
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Figure 6.18: Control Overhead vs. Density of nodes (Vehicles/UAVs).
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6.8.5 Average number of hops (HOP)

Figure 6.19(a) and Figure 6.19(b) show the average number of hops according to the
vehicle density for the evaluated protocols. It is clearly observed that the average
number of hops of UVAR and CRUV has a proportional relationship with the density
of vehicles. This is essentially caused by two factors: (i) the long distances between
the communicating nodes, and (ii) the selection of the densest road segments and at
a certain time without taking into consideration the distances separating each pair of
communicating nodes. However, for the reactive protocols (our approach and RBVT-
R), initially (low densities 80-180) they have an important number of hops compared
with UVAR and CRUV, which is essentially due to the frequent failures caused by
the high mobility of nodes. This imposes to the reactive protocols to re-initiate the
discovery phase for each data request increasing at each time the number of hops for a
requested data packet. In a general case, we can approximately say that the number of
hops has a stable behavior except for the higher densities (240-320). In our approach,
we distinguished a slight decrease of hops caused by the use of the greedy forwarding
technique and especially through UAVs, which minimizes considerably the number
of hops. The same observation is distinguished for RBVT-R, where the number of
hops decreases for the higher densities. However, due to occasional disconnections on
the network, RBVT-R can re-initialize the discovery phase. As for OLSR, we clearly
distinguish a high average number of hops in most of the cases, which is explained by
the hop-by-hop transition of the data packets.

Figure 6.19(c) shows that the average number of hops of our approach is signifi-
cantly higher than CRUV and UVAR for 8, 16, and 24 UAVs. This is because when
the number of UAVs increases, the paths which are composed of both vehicles and
UAVs will be increased, and consequently, the number of hops will increase. How-
ever, for UVAR and CRUV, the number of hops decreases as the number of UAVs is
increased, which is mainly due to the increase of the UAVs coverage in the simulated
area. This can facilitate the frequent use of vehicles and UAVs for data delivery,
which minimizes significantly the number of hops.
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Figure 6.19: Average number of hops vs. Density of nodes (Vehicles/UAVs).
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6.9 Conclusion

In this chapter, a novel reactive routing protocol has been introduced. This scheme
exploits a multi-criteria selection of paths which allows benefiting from the advantages
of well-stable and regulated paths toward fixed or mobile nodes. Several applications
requiring a minimum of packet losses can be supported by this routing scheme. Work-
ing in conjunction with the flooding process, a predictive technique is also used by our
approach in order to estimate accurately the expiration time of paths at each discov-
ery phase initialized by a requesting node. In addition to vehicles, UAVs are dispersed
in the sky in which can also belong to the discovered paths, and consequently, par-
ticipate in the data delivery and act as relays. Also, UAVs have demonstrated their
crucial role in the majority of time during the maintenance phase due to their lo-
calizations, which allow vehicles to find an appropriate support at each time when a
path is disconnected.

Performance results are presented, which clearly justify our claims for the use of
this hybrid wireless communication between vehicles and UAVs in terms of delivery
ratio and delay of transmission. We have noticed that the data delivery in our ap-
proach can be done in a near-optimal end-to-end delay with a minimum of overhead
and smaller number of hops. However, it is not the case of the routing protocols
proposed in the same category. Given such performances, another part of this work
which we are currently investigating is the control of the UAV’s mobility could be-
come part of future work. This technique will be a keystone of the path failures
detection by placing UAVs at adequate locations in order to be a bridge between two
disconnected parts of the network. Furthermore, our protocol will be improved by
including a security component and adapted to different environments such as rural
and highways.

145



Chapter 7

Conclusion
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7.1 Overview of the contribution

VANETs are an emerging class of ad hoc networks, enabling data exchange between
vehicles and between road infrastructure and vehicles. VANETs provide commuters
a multitude of services, comfort applications, and contribute to the road safety and
transportation efficiency. VANET services and applications require intensive commu-
nications between vehicles and critical information needs to be robustly and rapidly
delivered to the drivers. Hence, the necessity to deploy an efficient routing technique
in order to find a stable communication path in which data packets can be routed
from one node to another with a maximum of reliability.

Two major problems are identified: (i) instability of routing paths and (ii) fre-
quent network fragmentation due to the high mobility of nodes. Many of the routing
protocols proposed in the literature aim to relay the data packets reliably with a min-
imum delay taking into account the environments where they are deployed. However,
using traditional V2V communications alone appears to be insufficient in fragmented
networks. In this context, we proposed a novel approach that integrates the use of
UAVs with vehicles for improving data routing in VANETs, and making routing paths
more robust and more stable. Following this same vision, we proposed a set of rout-
ing protocols dedicated for VANETs with the assistance of UAVs to make the routing
process more efficient and reliable. Our routing protocols not only complement each
other, but also together provide an ability to face network fragmentation and frequent
disconnections when they occur, and provide better routes to ad hoc data.
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In this research, we conducted several experiments that show the benefits of our
routing protocols. The obtained results demonstrate the effectiveness and the relia-
bility of our routing protocols to deal with the aforementioned problems, and validate
their feasibility in a real-world scenarios. In the following, we give an overview of the
contributions presented in this thesis:

• Given the nature of the UAANETs compared to VANETs, and given the mo-
bility models employed by UAVs, we first presented the different techniques
adopted during the data exchange in UAANETs and VANETs. In this context,
we have provided a comprehensive survey of the UAANETs routing protocols
proposed in the literature and conceived to deal with the different limitations
and drawbacks distinguished in each kind of networks [210]. Also, we have clas-
sified these protocols into different categories based on the followed technique
during the data delivery. Comparative studies are proposed to highlight the
weaknesses and the open issues in each kind of routing protocols.

• Our first routing proposal is called CRUV, which is based on UAVs as relays
assisting the data exchange between vehicles on the ground and participating in
the routing process [8]. The idea behind this routing protocol is to have a global
knowledge of the connected road segments located elsewhere from the vehicle
making a forwarding decision. This knowledge helps to make a reliable routing
and to ensure a robust data delivery until the receivers, increasing considerably
the delivery ratio of data packets. However, when the network suffers from
fragmentations, UAVs here can be used as relays instead of vehicles. Therefore,
the end-to-end delay and the number of hops are decreased significantly, because
using UAVs as relays can considerably reduce the distance transited by data
packets. It is worthy to note the steady increase in overhead generated by the
periodical exchange of Hello packets between UAVs and vehicles.

• CRUV does not consider the connectivity degree as a criteria to select the road
segments and does not fully exploit UAVs. Our second proposal called UVAR is
based on two routing components working with completely different strategies
called UVAR-S and UVAR-G [9, 10]. UVAR-S operates in the sky and fully
exploits UAVs to deliver data packets between a pair of source and destination
nodes, while avoiding disconnections and obstructions on the ground. As for
UVAR-G, data packets are routed on the ground through vehicles with the as-
sistance of UAVs to select the well-regulated and most connected road segments
for data delivery. As simulation results, UVAR-G achieved a high delivery ratio
and a low and stable delay due to the accurate calculations provided by existing
UAVs and shared with vehicles on the ground. In addition, the combination of
the greedy forwarding technique and the efficient selection of the road segments
permit to decrease the distance traveled by the data packets, and consequently,
decreasing both the delay of delivery and the number of hops. As for UVAR-S,
the data packets are delivered in the sky through UAVs using a reactive tech-
nique. In contrast with UVAR-G, in UVAR-S we have the full path to the
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target destinations, increasing considerably the delivery ratio of data packets,
with a significant delay of transition, and important overhead due to the control
packets used during the flooding process.

• A unified reactive routing strategy is used by our final contribution called UAV-
Assisted reactive routing for urban VANETs [11]. Indeed, as indicated by its
name, this approach uses a reactive strategy to build on-demand robust routing
paths to the target destinations. The discovered paths can be composed of
vehicles and UAVs providing efficient support during the recovery phase. The
destination has the possibility to receive many discovered routing paths from
the source, which can be all exploited as alternative solutions in the case of
disconnections. The maintenance process has proven its efficiency by improving
the delay of transmission and the delivery ratio of data packets. Nevertheless,
an important overhead is distinguished during the discovery process or in the
case when there is no connectivity among the nodes.

7.2 Limitations and possible improvements

CRUV, UVAR, and our UAV-Assisted reactive protocol provided interesting perfor-
mance results, and showed many advantages especially in the case of frequent dis-
connections and in network configurations with fragmentation. Nevertheless, these
techniques can show some limitations and therefore call for improvement.

• In the case of CRUV, a vehicle making a routing decision relies on the selection
of the most connected segments either detected by itself or detected by UAVs.
Since the connectivity degree is a neglected factor on the segments constituting
the routing path, a necessary improvement will be to take into account the real
distribution of vehicles to estimate accurately this factor on the selected road
segments. In addition, we suggest making UAVs the only place where routing
decisions are made instead of the vehicles, because of their general view of the
overflown area.

• In UVAR, a routing decision is based on two calculated scores, ScoreG and
ScoreS. According to the highest score, data packets can be delivered exclu-
sively in the sky or on the ground. Since the network topology is continuously
changing, a major improvement would be to incorporate a adaptive method
during which data delivery is made according to the network situation. For
instance, data packets can be forwarded through UAVs in the sky; however,
when the vehicles on the ground are more connected than UAVs, data transits
through vehicles on the ground.

• The performance of our reactive-based protocol is based on experiments lacking
some realistic elements like obstacles in urban environments such as buildings,
etc.. Therefore, this technique can be further improved by adapting it to a
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more realistic scenarios. As a next-step research, we intend to incorporate
obstructions in our simulation model that will allow us to study the reactiveness
of our approach in the presence of obstructions and obstacles. In addition,
another improvement to this technique is to investigate ways to further reduce
the overhead and improve the reception rate of data packets.

A plenty of robust and adaptive methods have tried to address the problems
encountered in a variety of routing categories in VANETs. However, all these methods
showed drawbacks when it comes to react to certain abnormalities about the data
delivery and to adapt to perturbations of the node’s mobility. The integration of data
routing in both UAANETs and VANETs opens the door to more research that can
improve data routing in the next generation intelligent transportation systems. Our
believe is that our contribution in this thesis represents one of the first steps in a
more heterogeneous ad hic netwroks.

7.3 Future directions

The inter-vehicle communication is apparently a complex task to be achieved. This
task becomes more complex than expected when it is both deployed in urban areas
and supported by existing UAVs in the sky. As a result, several future research
directions open up as follows:

• Investigating and analyzing various mobility models of UAVs for various UAV
applications and services.

• Extending UAV-assisted routing schemes for VANETs with new schemes
adapted to uncontrolled environments.

• Incorporating security features into our routing schemes.

• Extending and deploying our routing solutions in environments other than ur-
ban areas, such as highways and rural areas.
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