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I. Introduction 

For more than 70 years, antibacterial drugs have been regarded as the best human-made products to cure 

infections.  Discovered in 1928 by Alexander Fleming, penicillin was the first antibacterial drug and a fabulous 

advance in medicine that saved millions of lives1,2. Due to their efficacy towards infections, antibiotics are largely 

consumed, in 2012, 3000 tons of antibacterial drugs were sold in EU for human medicine, and 8000 tons for 

veterinary medicine3. Unfortunately the use of antibiotics is also a major factor increasing the development of 

bacterial resistance.  During his Nobel Prize speech in 19454, Alexander Fleming, warned that bacteria could 

become resistant to these remarkable drugs. Indeed the development of each new antibacterial drug has been 

followed by the detection of resistance to it. The development of resistance is a normal evolutionary process for 

microorganisms, but it is accelerated by the selective pressure exerted by the use of antibacterial drugs. Until 

1980s the development of resistance was counteracted by discoveries of new classes of antibiotics active towards 

these resistant bacteria. However the last new classes of antibacterial drugs were discovered during the 1980s, 

and during the last 30 years bacterial resistance continued to develop without new barrier to slow this process 

down. The development of bacterial resistance has actually lead to bacteria resistant toward all known antibiotics, 

called pan resistant bacteria, that constitute a serious threat towards human health. 

In 2014, the World Health Organization (WHO) published the first global report on antibiotic resistance with data 

from 114 countries5. Almost one year later, in February 2015, the European Centre for Disease Prevention and 

Control (ECDC), the European Food Safety Authority (EFSA) and the European Medicines Agency (EMA) published 

the first joint ECDC–EFSA-EMA report on consumption of antimicrobials and antimicrobial resistance in animals, 

food and humans3. The major point of these reports is that resistance of bacteria is a serious threat that is now 

observed in every region of the world and possesses the potential to affect anyone. Moreover these resistances 

concern common bacteria as Escherichia coli, Klebsiella pneumoniae and Staphylococcus aureus, usually 

encountered with health-care associated and community-acquired infections. The major cause of antimicrobial 

resistance in humans remains the inappropriate use of antibiotics. Therefore one of the major areas for 

management, control and prevention of antimicrobial resistance is the prudent use of antimicrobials5.
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This thesis focuses on the development of pharmacokinetics and pharmacodynamics models for antibiotics in 

order to improve the treatment of infections in critically ill patients. Pharmacometrics is a quantitative science 

using mathematical and statistical methods to characterize, understand, and predict drugs͛ pharmacokinetics (PK) 

and pharmacodynamics (PD). PK describes the relationship between dose and concentration with time, which 

takes into account drugs absorption, distribution and elimination. PD describes the relationship between 

concentration and effect, including therapeutic but also adverse effects. PK and PD models are linked together and 

resulting PK-PD models are powerful tools to describe and predict the time course of drug effect under various 

circumstances. These models are increasingly used to fit experimental and clinical data and some of these analyses 

are mandatory to the development of new drugs.  

A.  Bacterial resistance development 

1. Mechanism of resistance 

 

Antimicrobial resistance is the resistance of a microorganism to an antimicrobial drug that was originally effective 

for treatment of infections caused by it5. The mechanism of resistance, describing modifications occurring in 

sensitive bacteria to become resistant, depends mostly of the strain and of the antibiotics. At the moment 

numerous mechanisms have been described, that can be categorized into 4 patterns: inactivation of the antibiotic 

by bacterial enzyme, limitation of membrane passage by decrease of its permeability or  by drug efflux pump, or 

modification of the drug target6.  

The first mechanism of resistance described was the inactivation of the drug before it can reach its site of action. It 

was encountered since 19457,8 with β-lactams, that were hydrolyzed ďǇ ďaĐteƌial eŶzǇŵes Đalled β-lactamases. 

These antibiotics englobe penicillins, cephalosporins, cephamycins, carbapenems and monobactams, they are the 

antibiotics the most used in the world. In 2012, in UE, 2110 tons of β-lactams drugs were sold (e.g. 63 % of the 

antibiotics). Therefore resistance toward this class of antibiotics has a great impact on human health. In order to 

counteract this resistance, two strategies have been used: the development of  new β-lactams with the ability to 
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escape β-lactamases or an association between a known β-lactam and a β-lactamase inhibitor, such as clavulanic 

acid, a naturally pƌoduĐed β-lactamase inhibitor discovered in 19769. Unfortunately bacteria have endlessly 

produced new enzymes over time. Nowadays huŶdƌeds of β-lactamases have been discovered and classified using 

schemes based on function (the system of Bush-Jacoby-Medeiros10,11) or structure (Ambler classification12). One of 

the last enzyme discovered is a metallo-β-lactamases named 'New Delhi' which is coded by the NMD-1 gene 

carried on a plasmid, that provides resistance to all β-lactams13 excepted to monobactam. This resistance presents 

a threat toward human health and its expansion is under surveillance by health agencies.  

Another strategy employed by bacteria is to limit the passage of antibiotics through the membrane and so to limit 

access to their site of action. This can be obtained by modification of entry channels such as porins14 (e.g. OmpF 

porin and quinolone resistance in E. coli
15-17 or OprD and carbapenem resistance  in P. aeruginosa

18,19) or by 

reduction of their number. Bacteria can also enhance the efflux of drug by pumping them out of the intracellular 

environment, via efflux systems such as MexEF-Oprn20,21  or AcrAB–Tolc22-24, that both contribute to multi-drug 

resistant in some bacterial strains. To overcome this resistance, it would be necessary to increase the dose, in 

order to achieve efficient concentration at the action site.  

Last, bacteria can also modify the drug target (e.g. mutation in the ribosomal protein RpsL that confers resistance 

to streptomycin25). Just by itself a modification of the target can lead to low resistance but when cumulated with 

other mechanisms, high resistance can appear26, that will render the drug inefficient. As an example 

fluoƌoƋuiŶoloŶe ƌesistaŶĐe ĐaŶ ďe attƌiďuted to ŵutatioŶs ǁithiŶ the dƌug͛s taƌgets, DNA gǇƌase aŶd 

topoisomerase IV27,28.  

2. Acquisition and transfer of resistance 

 

Despite the variety of mechanism described, resistances can be intrinsic or acquired as a result of mutation in DNA 

or by hoƌizoŶtal tƌaŶsfeƌ of geŶetiĐ ŵateƌial ;Ŷaked DNA, plasŵids, ďaĐteƌiophage …Ϳ6,29. 
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A mutation is a spontaneous change in the DNA sequence that can change the natural expression of the gene 

coded by the sequence. A mutation on a gene coding for a protein can for example alter its structure and therefore 

provide resistance towards antibiotic targeting this protein. A mutation in the quinolone-resistance-determining-

region coding for the DNA gyrase would provide a resistance toward quinolone, by modifying the structure of its 

action site30,31. A mutation can be partially characterized by the mutation rate of the bacteria which is an 

estimation of the rate per generation of mutation in the genome (or in specific area for a specific mutation). 

Derived from this definition, the frequency of mutation is the ratio of mutant in a given population at a given 

time32. The mutation rate depends on multiple factor such as the bacterial strain, the antibiotics used33 or the 

environment of the bacteria32,34.  

Another way for bacteria to acquire resistance is by swapping genetic material with neighboring bacteria, this 

process is called horizontal gene transfer. Depending on the nature of the transfer, it is called transformation, 

transduction or conjugation. Transformation involves direct uptake and incorporation of short fragments of naked 

DNA35. Transduction involves transfer of DNA from one bacterium into another via bacteriophages. The size of the 

DNA fragment is limited by the phage head size36,37.  Conjugation involves transfer of DNA mediated by conjugal 

plasmids or conjugal transposons, it requires cell to cell contact and can transfer long fragment of DNA38. Thus, the 

size of DNA fragment that can be transferred depends on the process involved and several genes providing 

resistance against various drugs or against one drug by different mechanisms is possible.  For instance a mutation 

modifies only one gene already present in the bacteria and change its expression whereas extended-spectrum 

beta-lactamases (ESBLs) are plasmid-associated enzymes found in Enterobacteriaceae that provides resistance 

against multiple drugs39
. 

Both mutation and horizontal gene transfer provoke a modification of the bacterial genome in order to provide a 

drug resistance. However, a resistance can also be native and the acquisition of this resistance will appear by the 

modulation of the expression of native genes, such as the over-expression (up regulation) of genes coding for the 

MexXY/OprM efflux pump that provide resistance against aminoglycosides and fluoroquinolones in Pseudomonas 
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aeruginosa
21,40, or the over-expression of pmrA gene that provide resistance against polymycins in Pseudomonas 

aeruginosa
41. This kind of resistance is called adaptive resistance, since the resistance will be induced in the 

presence or drug and will reverse upon the removal of the antibiotics.  

Mutation or horizontal gene transfer and adaptive resistance should not be opposed. A resistance native or 

obtained through mutation or horizontal transfer, reflects the mode of transmission of the resistance, whereas an 

adaptive resistance is a kind of resistance that mainly reflects the reversibility of the resistance. Thus resistances 

can be gathered in two types of antibiotic resistance, namely, heteroresistance and adaptive resistance14,42-45. A 

heteroresistance is considered stable and irreversible in a given bacteria. This resistance leads to a resistant 

subpopulation of bacteria which can be mixed with a sensitive subpopulation. The resistant subpopulation is 

usually in minority and would need higher drug concentration to be killed. An adaptive resistance describes a 

process evolving over time that is induced by the presence of antibiotic and that reverses upon its removal.  The 

reversibility of a resistance in a whole population will be discussed in the next chapter (I.A.3 Fitness cost). 

Moreover an adaptive resistance can be acquired by horizontal gene transfer, such as the transmission of plasmid 

with gene coding for efflux pump46,47. A mutation can also occur on gene coding for an adaptive resistance and 

therefore modify its comportment (e.g. Mutation in the PmrB in Pseudomonas aeruginosa and colistin 

resistance48). In this case the mutation may split the population into 2 sub-populations, mutants and not mutants, 

and each one can produce an adaptive resistance. Therefore heteroresistance and adaptive resistances may be 

concomitant. 

3. Fitness cost 

 

The presence of an antibiotic resistance gene clearly benefits to bacteria when the corresponding antibiotic is 

present.  However the acquisition of antibiotic resistance may also be associated with a physiological cost for the 

bacteria, called fitness cost49-51.  This cost could be due to the energetic burden caused by the synthesis of new 

proteins, the over expression of genes or to the production of impaired proteins necessary to the bacteria 
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physiology. It is usually measured by a diminution of the growth rate52-54, but it can also induce other 

deleterious effect as an impaired mobility55.  

A major impact of fitness cost would be the possible reversibility of the resistance in a population when a 

reduction of the pressure of selection occurs. This means that without pressure of selection (e.g. without 

antibiotic), a sensitive population would better fit in the new environment than a resistant population. Therefore 

the sensitive population would grow faster and would result in a drop in the frequency of resistant bacteria 

measured in isolates56. However this reversibility is variable, in particular because the fitness cost, which varies 

with the bacteria and the type of resistance. It may be high57 or very low and even inexistent58. But bacteria can 

also adapt to the fitness cost with compensatory mutation occurring to prevent the fitness cost without loss of 

resistance56,59,60. Although compensatory mutations are limited61, the reversibility of resistance due to fitness 

cost remains difficult to estimate. 

B.  PK/PD methods used in optimizing dosing 

There are both experimental and clinical evidence to support that dosing schedule may influence resistance 

development and that dosing regimen may be optimized by proper use of PK/PD62-64.  In this chapter, some PD and 

PK/PD methods and parameters will be presented. Those include minimum inhibitory concentration, PK/PD indices 

and description of the full time course of concentration and effect using PK/PD modeling. 

1.   Minimum inhibitory concentration (MIC) 

The MIC is defined as the lowest static concentration (constant concentration with time) of antibiotics that inhibits 

the visible growth of bacteria after overnight incubation. The method consists in the preparation of a range of 

antibiotic concentrations, usually two-fold serial concentration dilutions, followed by the addition of an inoculum 

corresponding to approximately 5x105 colony-forming units (CFU)/mL. The tubes are then incubated depending on 

the strain for 18 to 24 hours. Then the MIC is defined as the lowest concentration of antibiotic at which there is no 

turbidity (no visible growth) of the microorganism, which usually happens at approximately 107 CFU/mL65. 
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During several decades MIC was predominantly used to predict antibiotic efficacy and dosage regimen were 

adjusted to obtain minimal plasma concentrations equal or higher than MIC. It is still consider  as a ͚gold staŶdaƌd͛ 

by microbiologists to determine bacterial susceptibility to antimicrobials65. Despite its popularity MIC presents 

several disadvantages as a PD parameter. It is a threshold value estimated by visual inspection observation of a 

two-fold serial concentration dilution which is poorly accurate. Furthermore MIC is determined at only one time 

point and therefore it neither provides information on the time-course of bacterial killing66-68 nor on the 

emergence of resistance69,70. Another limitation is that MIC is determined at a single and relatively low initial 

bacterial inoculum (i.e. usually in the absence of resistant populations)65, and do not provide information on a 

potential inoculum effect (e.g. the possible change of MIC with high inoculum71).  

However the MIC remains a parameter easy to estimate and provides a quick comparison of the sensitivity of a 

particular strain toward various antibiotics. It can also be used in association with the mutant prevention 

concentration (MPC)72, the minimal concentration that allows no mutant recovery when more than 1010cells are 

applied to drug-containing agar73. The MIC99 and the MPC can be used to define a mutant selection window, 

corresponding to a range of concentrations that would kill drug sensitive bacteria but not the resistant one and 

therefore potentially induce selection pressure64. 

To overcome some of the MICs limitations, antimicrobial agents PD can be better studied by observing changes in 

CFU over time in the presence of a range of drug concentrations70,74-77. 

2.   In-vitro time-kill studies 

a) The different settings 

 

Time-kill studies are performed in-vitro to assess the change of CFU with time after an initial bacterial inoculum has 

been exposed to various antibiotic concentrations. These experiments are easier to perform than in-vivo 

experiments, and allow a greater flexibility in the study design. Depending on the aim of the study, the design can 

be drove to assess the effect of one or several antibiotics in combination78,79, to evaluate the influence of the 
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inoculum size on the drug effect74,80, or the effect of changing broth composition to assess the mechanism of 

resistance of a bacteria81 …. . A wide variety of experimental setups have been described and thanks to a 

controlled environment, results are not affected by as many factors of variability as during in-vivo experiments 

(immune system or drug disposition, loĐal iŶfeĐtioŶ…Ϳ.  However extrapolation of in-vitro results to the in-vivo 

setting should be done with caution.  

Noticeably in-vitro infection experiments 82 may use static70,74-77 or changing antibiotic concentrations to simulate 

the dynamic time-course of concentrations observed in patients 69,83-85. It is also possible to mix these 

approaches.86-88 These experimental settings provide information on the time-course of antibiotic effects and the 

development of resistance and are well suited to develop PK/PD models that will be presented later 89. The latter 

mathematical models can characterize bacterial killing and resistance 67 and optimize antibiotic dosage regimens. 

Static concentration time-kill studies 82 are efficient and cost-effective and allow studying a large range of 

antibiotic concentrations. Yet they present several potential drawbacks. Antibiotics such as β-lactam antibiotics are 

not very stable and may be degraded with time, which needs to be considered and possibly corrected for, seriously 

complicating the approach. Another potential problem comes from the fact that growth medium nutrients may get 

depleted or/and toxic bacterial metabolites may accumulate over time, which may have an effect on bacterial 

growth or death. Therefore performing static concentration time-kill studies over more than 24 h may require to 

change the growth medium regularly (e.g. every 24 h), increasing the amount of work.  

Dynamic in-vitro infection settings such as the one-compartment and hollow-fiber systems can mimic 

human PK 67, by changing drug concentrations thanks to the introduction of fresh broth medium using various 

pumps. The control of these flow rates permits to simulate different half-lives of drugs and also allows the 

elimination of toxic bacterial metabolites. Therefore, these dynamic experiments are often run over several days 

or even weeks 90, 91 and typically use multiple dosing 92. However the simplest systems use filters leading to clotting 

problems which depending on the bacteria may be almost impossible to solve. The advantage of hollow-fiber 

systems is that they do not present this limitation. However their disadvantage is their elevated cost. Therefore 
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these dynamic in-vitro settings may complement and validate results of initial experiments conducted with static 

concentration time-kill conditions before translation to animal studies and ultimately to patients. 

b) Quantification of bacterial count 

 

Time-kill studies are based on the quantification of bacterial counts over time. For bacterial quantification, various 

dilutions are prepared for each sample and spread onto agar plates either manually or automatically with a spiral 

platter. After 18 to 24 h of incubation at a given temperature (usually 37°C), the number of colony is counted 

manually or with an automated colony counter93,94. An image analysis of a plate photography may also be done. 

The lower limit of quantification is usually in the range of 10–400 CFU/ml70,75,95. However the antibiotic present in 

the broth may be plated on agar along with bacteria, especially after bacteria have been exposed to high 

concentrations, , inhibits bacteria growth and therefore bias the bacteria count. This phenomenon is known as the 

carryover effect96. To minimize this effect the sample may be centrifuged and then reconstituted with sterile saline 

to the original volume. The characterization of heteroresistance, also called population analysis profile (PAP), can 

be performed by counting irreversible resistant subpopulations of bacteria, onto agar plates supplemented with 

the corresponding antibiotic at different concentrations 74,97.  

 

Bacterial count on agar plates is the gold standard method to determine the bacterial load. Alternative methods of 

quantification exist, such as the real time PCR98 or flow cytometry99,100, but they require specific equipment. These 

methods require an extraction of the bacteria from the environment (broth for in-vitro studies and tissues for in-

vivo studies) and the sample may be altered during this analytic process. The bioluminescence technique is a non-

destructive, real-time reporter of bacterial metabolism that can be used to monitor the effect of antimicrobials 

and to quantify the bacteria101,102. This technique uses microorganisms expressing the lux operon which emit light, 

as a result of the activity of bacterial luciferase in metabolically active bacteria103,104. The advantages of this 

imaging technique is that it can be used for in-vitro
102,105,106  and in-vivo107-111 studies, without killing the animal at 
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each time of measure. However an imaging device is needed and the insertion of the lux operon may modify the 

sensibility of the bacteria to the antibiotic. Yet these bioluminescent strains may be used for academic research. 

 

3.   PK/PD indices 

 

In the 1940s and 1950s, Eagle et al.112-114 investigated the dose-activity relationship between bactericidal 

antibiotics and bacteria, and identified different patterns of bactericidal activity. The first pattern was observed 

with penicillin that showed no improvement of bactericidal activity despite increasing the dosage above a certain 

level. This pattern corresponds to time-dependent antibiotics such as iŶ β-lactams and macrolides. The saturation 

of the killing rate occurs at relatively low concentrations, usually four or five times the MIC. The second pattern 

was observed with aminoglycoside, for which an increase of the antibiotic concentration led to a more rapid killing 

of the bacteria. This corresponds to concentration-dependent antibiotics, including aminoglycosides and 

fluoroquinolones. The investigations made by Eagle et al. were the first demonstration that MIC is not enough to 

describe bacterial activity and that the pharmacokinetics of the antibiotics need to be taken into account to have a 

better understanding of the antibiotics activity and to define precise targets. Vogelman et al115 and Craig66 

investigated the PK/PD relationship of antibiotics and defined three PK/PD indices based on a measure of the drug 

exposure and the MIC of the bacteria. The terminology of these PK/PD indices have been standardized116 into 

fAUC/MIC, fCmax/MIC and fT>MIC. The fAUC/MIC is the area under the unbound concentration–time curve over 

24h divided by the MIC; fCmax/MIC is the unbound peak concentration divided by the MIC and fT>MIC is the 

cumulative percentage of time over 24h when the unbound drug concentration is above the MIC. 

The determination of the best PK/PD index describing the effect of an antibiotic on a bacteria is obtained by 

plotting bacterial counts (e.g. log10 CFU/mL) measured at one specified time (e.g. 24h) versus the value of each 

the three PK/PD indices. The ĐlassifiĐatioŶ of the aŶtiďiotiĐ as ͞tiŵe depeŶdeŶt͟ oƌ ͞ĐoŶĐeŶtƌatioŶ depeŶdeŶt͟ 
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depends on the index that better fits the pharmacodynamic endpoint when assuming the following sigmoidal 

EMAX model:                              Equation 1 

Where E is the summary PD endpoint (e.g. log10 CFU/mL), E0 is the effect representing the value of the PD 

endpoint without drug treatment, X is one of the PK/PD indices, PDmax is the maximum effect obtained when 

increasing exposure results in no further killing, EX50 is the magnitude of X that is needed to achieve 50% of PDmax 

and γ is the sigŵoïdicity factor. 

Numerous studies have been conducted mostly in mice in order to identify the best PK/PD indices for antibiotics 

on pathogens using different conditions of experimentation. These studies showed that the aĐtiǀitǇ of β-lactams 

was dependent on fT>MIC115,117,118, that of aminoglycosides and fluoroquinolones dependent on either fCmax/MIC 

or fAUC/MIC 115,119,120 and that of glycopeptides and macrolides was considered as dependent on fT>MIC66 

although more recent studies suggest that they rather depend on fAUC/MIC121 . 

At the moment PK-PD indices are considered as the gold standard to evaluate the PK-PD of antibiotics and their 

evaluation is recommended by the regulatory agencies (EMA, FDA)122 for new antibiotics. Once the PK/PD index of 

an antibiotic for a bacteria is determined, a target is defined in order to achieve the desired bactericidal effect 

(e.g.: fCmax/MIC > 6 or (fT >MIC)>80%).  Then simulations of the antibiotic concentrations versus time profiles can 

be performed, using previously estimated PK parameters, in order to select a dosing regimen that permits to attain 

the defined target. These simulations can also take into account the variability in PK and in PD (MIC distribution) 

through Monte-Carlo methods. 

  

4.   PK/PD modelling 

 

The PK/PD indices are summary endpoints based on the MIC, which do not provide any information on the time 

course of antimicrobial activity. Therefore a lot of information is lost in the process of generating these endpoints, 
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such as the regrowth of bacteria that can be observed after an initial decay although the antibiotic concentration is 

kept constant, and suggesting a changing effect with time.  These complexities can be analyzed by a modeling 

approach that allows description of the full time course of antimicrobial activity.  

The simplest PK/PD model was originally proposed by Zhi et al123. It is composed of a compartment representing a 

single bacterial population (S) with and exponential growth characterized by a growth rate constant (kgrowth) and a 

natural death rate constant (kdeath), as presented in Equation 2: 

  Sk
dt

dS
growth  deathk     Equation 2 

Where S is the bacteria concentration. 

However there are usually insufficient data to separately estimate the growth and the natural death rate 

constants, therefore the apparent growth rate constant (kg = kgrowth – kdeath) is commonly reported in PK/PD 

studies86,120. In the absence of antibiotics bacteria grow until a stationary bacterial level (Popmax) is reached. This 

self-limiting growth can be modeled by a logistic function89,124, as presented in Equation 3. 

S
Popmax

S
1k

dt

dS
g 


 


     Equation 3 

The antibacterial effect is generally modeled by a sigmoïdal Emax model, that could either inhibit the bacterial 

growth125,126  (Equation 4) or increase the bacterial killing127,128, as presented in Equation 5. 

S
Popmax

S
1

CIC

CImax
1.k

dt

dS

50

g 


 


 




    Equation 4 

where Imax is the maximal rate constant of growth inhibition and IC50 the antibiotic concentration yielding 50% of 

kmax. 
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1k

dt
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






      Equation 5 
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where kmax is the maximal rate constant of bacterial killing and KC50 the antibiotic concentration yielding 50% of 

kmax. 

The emergence of resistance can be described by two different approaches. The most frequent approach is to 

assume that the total bacterial population is composed of several distinct subpopulations which differ in drug 

susceptibility83,129,130. The most part of the bacterial population is considered to be sensitive. A bacterial regrowth 

would be observed when the drug concentration is sufficient to kill the sensitive bacteria but not the resistant 

ones. An initial decay, attributed to the killing of the sensitive subpopulation, would be observed until the growing 

resistant population becomes predominant and induces a regrowth. The resistant subpopulation can be 

considered as present in the starting inoculum, when high inoculum is used83 (Equations 6 and 7).  

S
CKC

Ckmax

Popmax

R  S
1k

dt

dS

50

g 







     With Initial S = Inoc*(1-PropR)  Equation 6 
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RS
1k

dt

dR

50

gR 







   With Initial R = Inoc * PropR   Equation 7 

Where KgR is the apparent growth rate constant of the resistant population; kmaxR, the maximal rate constant of 

bacterial killing in the resistant population; Inoc, the size of the inoculums and PropR, the proportion of resistant in 

the inoculum. 

An alternative approach consists in considering a pure inoculum with only one bacterial population and to describe 

the mutation of these bacteria with a first order mutation rate83.  
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      With Initial S = Inoc   Equation 8 
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With Initial R = 0  Equation 9 
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Where MutF is the mutation rate of the sensitive bacteria. Some models also used a first rate constant describing 

the transfer back from R to S. However most of these models estimated this constant negligible compared to mutF 

and set its value to zero75,83. 

Mostly both approaches describe the bacterial resistance as an irreversible phenomenon. Resistant subpopulation 

is modelled as being less sensitive toward the antibiotic than the sensitive (wild) subpopulation. The resistance of 

the bacteria can be modelled through a lower kmax131 , a greater KC50
125

 or both83. 

 An adaptive resistance model has been proposed previously by Tam et al.90 and also by Nielsen et al132. In this 

case, all bacteria are initially considered sensitive. Decay is observed, when bacteria are put in presence of 

antibiotics. Concomitantly a gradual development of resistance occurs over time in function of the antibiotic 

concentration. The resistance gradually decreases the efficiency of the antibiotics towards bacteria until it 

becomes inferior to the natural growth rate and consequently a regrowth is observed. When treatment is 

interrupted the resistance phenomenon can be reversed. Nielsen et al.132,133 described this adaptive process with 

two compartments, one describing the hypothetical amount associated to the absence of adaptation, ARoff, 

initially fixed to 1 and one describing the amount associated to the adaptation, Aron, initially fixed to 0. Upon 

colistin exposure transfers occurred between these two amounts, which affects the fraction of amounts in the two 

compartments. The transfers between ARoff and ARon for adaptive resistance are described in Equations 11 and 

12. Kon and koff describe the rate of development and reversal of adaptive resistance, respectively. 

                          Equation 10 

Where Konslope is the resistance rate constant in the presence of colistin. 

                               With initial ARoff = 1   Equation 11 

                             With initial ARoff = 0   Equation 12 
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In case of adaptive resistance the antibiotic effect is reduced by a function of the proportion of resistance 

development (Aron) powered by a parameter β (Equation 13). 

                      CKC

Ckmax

50 
                    Equation 13 

The antimicrobial effect can also be modelled in a more mechanistic way, as performed by Bulitta et al74, in a 

model that describes the competitive binding between colistin, Mg2+ and Ca2+ to the outer bacterial membrane. 

Another example is the modeling of the inoculum effect, defined as the reduced antibacterial drug effect observed 

against high bacterial population134. Nielsen et al.75,132 described the inoculum effect with a model that assumed 

that growing bacteria can become resting (non-growing) as a function of the total density, whereas Bulitta et 

al.74,131 used a model describing cell-to-cell communication associated with quorum sensing. 

C.  Colistin the last line of defense 

 

Colistin, also known as polymycin E, is a cationic antimicrobial peptide, produced by some strains of bacteria, e.g. 

Bacillius polymyxa. It is composed of at least 30 different compounds, mainly colistin A and colistin B135,136 and it is 

administered as colistin methanesulfonate (colistimethate), its inactive prodrug.  Having entered clinical use in 

1959, colistin has been on the market for more than fifty years, but due to concern about nephrotoxicity and 

neurotoxicity137,138, it was replaced by antibiotics safer to use in the 1970s.  However in the last decade colistin has 

regained interest toward the medicine community for two reasons. Firstly bacterial resistance towards commonly 

used antibiotics have largely increased in all regions of the world during the last years in common bacteria. 

However due to its replacement in the 1970s, colistin did not exercised a pressure of selection during the last 30 

years and still exhibits rapid and concentration dependent bacterial activity against Gram negative bacteria notably 

Pseudomonas aeruginosa. Secondly there is a limited number of alternatives due to the dry antimicrobial drug 

development pipeline leading to limited options against multidrug resistant bacteria. Nowadays colistin is used in 

the treatment against multidrug-resistant Gram-negative bacteria (MDR-GNB), including Acinetobacter baumannii, 
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Pseudomonas aeruginosa and Klebsiella pneumonia 
135,137,139. However having entered clinical use in 1959, 

CMS/colistin was not developed with the same procedures that are now mandated by international drug 

regulatory agencies. As a result PK and PD information required to underpin prescribing recommendations in the 

product information is lacking. Colistin is prescribed in special populations such as critically ill patients whom 

specific illness can alter the pharmacokinetics of the drug and therefore its efficiency. Colistin and CMS can been 

removed from plasma in patients undergoing hemodialysis. CMS can also be aerosolized in patients with cystic 

fibrosis that suffer of pulmonary infection.  

1.   PK of colistin 

The reliability and the accuracy of PK study depend on the quality of the data collected and especially on the 

analytical methods used to measure drug concentrations. CMS is unstable in plasma and common matrices and 

can spontaneously convert into colistin140. Therefore analytical assays should give both precise and specific 

measures of colistin, i.e. distinguish colistin from its prodrug, CMS. Indeed CMS and colistin are undistinguishable 

by microbiological assay141 that was originally used142 . The recent development of chromatographic procedures 

such as HPLC with fluorimetric detection143 or liquid chromatography–tandem mass spectrometry (LC-

MS/MS)144,145 has permitted more accurate PK studies. However confusions were made due to the multiple ways 

the CMS doses were reported in publications. In Europe and Asia, doses are expressed in number of internal units 

(UI) or/and in number of milliGrams of the chemical CMS (i.e. CMS sulfate). In the remaining global regions (USA, 

Austƌalia …Ϳ doses are expressed in number of milliGrams of colistin base activity (CBA), based on microbiological 

standardization146,147. One milliGram of CBA is not equivalent to one milliGram of CMS sulfate, thus doses 

expressed in milliGrams can be misunderstood depending on the region of interest. Recommendations to authors 

have been made during the First International Conference on Polymyxins (Prato, Italy): to cease reporting doses in 

terms of milliGrams of CMS and to provide equivalence of the dose in the others units, such as one million of 

international units (MIU), are equivalent to 30 mg of colistin-based activity (CBA) or 80 mg of CMS sulfate147. 

a) PK in animals 
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The first accurate assessments of colistin and CMS PK were obtained in rats after intravenous administration of 

colistin in 2003 148, and after intravenous administration of CMS in 2004149. The protein binding of the colistin was 

determined by equilibrium dialysis and the unbound fraction of colistin estimated at 43-45%. A difference of 

binding between colistin A and B was noted with respectively a free fraction at 36% and 52%.  The colistin 

elimination half-life in rats was 74.6 ± 13.2 min with less than 1 % of colistin being excreted unchanged in urine 

after colistin administration. However after CMS administration relatively large amounts of colistin were recovered 

in urine. Therefore the authors concluded that most of the colistin measured in urine was the result of post-

excretion CMS hydrolysis. It was estimated that only 6.8% of the CMS dose was converted systemically into 

colistin. Finally CMS elimination half-life was estimated at 23.6 ± 3.9 min that was significantly shorter than that of 

colistin. These results were confirmed by  other groups150, with some discrepancies about the exact fraction of 

CMS converted into colistin, estimated at 15.5 % by Marchand et al150, confirming however that only a limited 

fraction of the CMS dose is actually converted into colistin. Marchand et al151 have also investigated the influence 

of the route of administration in rats, and estimated that after nebulization of CMS , two thirds of the CMS dose 

were directly absorbed in the systemic circulation, and one third was converted into colistin pre-systemically. 

b) PK in critically ill patients 

 

The first pharmacokinetic study performed in patients using HPLC to measure colistin concentrations was 

performed in 2003 by Li et al152 followed by Markou in 2008153. These two studies were performed in critically ill 

patients, however one study simply described CMS and colistin PK at steady state and the other measured only 

colistin. A more complete PK study of colistin and CMS in critically ill patient was performed in 2009 by Plachouras 

et al154. In this study, colistin and CMS concentrations were measured in 18 patients after administration of CMS at 

3 MUI every 8h. The model used to describe the concentrations was composed of 2 compartments for CMS and 1 

compartment for colistin. The key findings of this study were a colistin half-life longer than that of CMS (14.4 h and 

2.3 h respectively), a colistin plasma peak concentration achieved several hours (7h on average) post CMS 

administration, and a slow increase of colistin concentration after CMS administration. Therefore to attain a 
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threshold concentration at 2 mg/L, the authors have suggested the use of a 9 MUI loading dose (equivalent to 720 

mg of CMS sulfate or 270 mg of CBA) . These results were confirmed in 2011 by Garonzik at al.155 in a PK study 

conducted in 105 critically ill patients. In addition to the large number of patients included, Garonzik was able to 

identify some covariates explaining the inter-individual variability of some PK parameters such as the creatinine 

clearance on the clearances of CMS and colistin or the body weight on the volume of distribution of CMS. Although 

this study was conducted at steady-state and did not include concentrations measurements after the first CMS 

administration, the authors suggested a dosage regimen with a loading dose based on the weight and a 

maintaining dose based on the creatinine clearance. In 2011, Couet et al.156 performed the first PK study in healthy 

volunteers, with measures of colistin and CMS concentrations, in plasma and urine. The fraction of CMS excreted 

unchanged in urine was estimated for the first time in human, i.e. 70 %. Moreover in this study the authors 

described a relatively early colistin peak since time to peak was close to 2h post CMS administration. This 

observation was also made in 2014 by the same group in a study included 73 critically ill patients139. In this study, 

the authors estimated that the apparent volume of distribution of colistin was approximately 7-folds lower than 

previously published by Plachouras et al154, resulting in a shorter estimation of the colistin half-life (3.2 h vs 14.4h). 

This short half-life suggests that colistin steady state should be reached in few hours, which from a PK standpoint 

do not support the use of a loading dose (LD). However the use of a LD could be justified from a 

pharmacodynamics point of view since it should lead to high peak concentrations of colistin and therefore improve 

its efficiency, which constitutes the rational for such front-loading strategies157. 

2.   PD of colistin 

a) Mechanism of action 

 

Colistin, as a member of the polymycin family, is active against Gram negative bacteria. It presents a bactericidal 

effect with rapid killing rate138,158.  Polymycins interact with the Lipopolysaccharides (LPS) of the outer membrane 

of the Gram negative bacteria74,138,159 and displace Mg2+ and Ca2+ ions cross-bridging between adjacent negatively 

charged LPS74,158,159. It results in an increased permeability of the outer membrane and allows uptake of a variety of 
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molecules including the drug itself, as described by Hancock, in a self-promoting uptake model160. The polymycins 

also interact with the phospholipid bilayer of the cytoplasmic membrane160-162 forming channels. The modification 

of the cytoplasmic membrane permeability leads to leakage of cytoplasmic molecules and to bacteria death. 

b) PD parameters values 

 

As for other polymyxins, colistin exhibits a concentration dependent antibacterial effect138. It exhibits a median 

MIC at 0.5 µg/mL for Acinetobacter baumannii and Klebsiella pneumonia (with a MIC90 at 1 µg/mL) strains and 

presents a median MIC at 1 µg/mL for Pseudomonas aeruginosa strains (with a MIC90 at 2µg/mL)
163

.  The effect of 

colistin on Pseudomonas aeruginosa has been correlated to fAUC/MIC in both in-vitro
95 and in-vivo studies164. The 

target breakpoint has been estimated in-vitro between 22.6 and 30.4 depending on the strain 95. In-vivo, fAUC/MIC 

targets required to achieve a 2-log kill were estimated between 27.6 and 36.1, in a thigh infection model, while the 

corresponding values were 36.9 to 45.9 in a lung infection model164. For example, a fAUC/MIC of 27.6 is equivalent 

to an average total concentration at steady state of 4.6 µg/mL, considering a MIC of 2 µg/mL and a free fraction of 

50 %. 

Although these estimations can help to determine effective dosage regimens, they do not provide any information 

about the emergence of resistance over time. Some PK/PD modeling studies have been performed in order to 

describe the full time course of the colistin efficacy. Bulitta et al74, have built a model that describes the 

competitive binding between colistin, Mg2+ and Ca2+ to the outer membrane of Pseudomonas aeruginosa. In their 

mechanistic model they also described the resistance to colistin with the presence of three subpopulations in the 

inoculum. By contrast Mohamed et al.133 described the development of resistance as an adaptive process that is 

developing over time and that can reverse. This later model was used to perform PK/PD simulations leading to 

recommend the use of a fixed loading dose followed by an 8 or 12 hourly maintenance dose. 
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3.   Resistance to colistin 

In 1966, Brown et al. demonstrated that low concentrations of Mg2+ decrease the activity of polymycin on 

Pseumonas Aeruginosa
81, therefore they described the first resistance to polymycin mediated by the growth 

condition of the bacteria. Seven years later, Gilleland et al. reported the first polymyxin adaptive resistance 

phenotype on Pseudomonas aeruginosa
165. They described the acquisition of resistance to polymycins in bacteria 

growing in non-Mg2+-limited medium containing polymycins. The resistance was correlated with architectural 

change in the outer membrane that decreases its permeability and therefore protects the cytoplasmic membrane 

toward polymyxins and antimicrobial peptides. They also described the loss of the resistance when the resistant 

bacteria grew in a medium without polymycins, and described the reversible phenotype of the resistance.  

Since then, many studies have focused on the mechanism of the adaptive resistance. Two systems have been 

identified to play a major role in the resistance to polymycin: the PhoP/PhoQ system166 or the PmrA/PmrB 

system41,167-170. Both systems are able to stimulate the transcription of PmrA-activated genes, conducting to a 

modification of the LPS by addition of 4-amino-4-deoxy-L-arabinose (L-Ara4N) on the lipid A 167 . This modification 

decreases the negative charge of LPS (initial site of action of colistin) and causes polymycin resistance. Resistance 

to colistin and to polymycin have been identified and characterized in several Gram negative pathogens such as:  

Escherichia coli 
171,172, Salmonella enterica

173, Pseudomonas aeruginosa and Acinetobacter baumannii.
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II. Aims  

The general aim of this thesis was to describe the pharmacokinetic (PK) and the pharmacodynamics (PD) of colistin 

using  a PK/PD modeling approach in order to provide better a understanding of PK and PD process to guide 

optimization of dosing regimens in some specific populations and different routes of administration. 

The specific aims were: 

- to describe the pharmacokinetics of colistin after CMS aerosol delivery for treating pulmonary 

infections in critically ill patients 

-  to assess colistin pharmacokinetics (PK) in intensive care unit patients requiring intermittent HD 

(ICU-HD)  

- to compare the ability of static and dynamic in-vitro infection models to identify the ͞tƌue ͞ PK/PD 

model and to estimate model parameters accurately and precisely, using simulations 

- To develop a semi-mechanistic PD model to characterize the reversible and/or non-reversible 

resistance of Pseudomonas aeruginosa occurring in the presence of colistin, using bioluminescence 

imaging. 
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A. Colistin and aerosol delivery 

 

Comparison of Intrapulmonary and Systemic Pharmacokinetics of Colistin Methanesulfonate (CMS) and Colistin 

after Aerosol Delivery and Intravenous Administration of CMS in Critically Ill Patients 

Matthieu Boisson,a,b Matthieu Jacobs,b,c Nicolas Grégoire,b,c Patrice Gobin,a,b Sandrine 

Marchand,a,b,c William Couet,a,b,c Olivier Mimoza,b,c 

CHU Poitiers, Poitiers, Francea; INSERM U1070, Poitiers, Franceb; Université de Poitiers, Poitiers, Francec 

Abstract 

Colistin is an old antibiotic that has recently gained a considerable renewal of interest for the treatment of pulmonary 

infections due to multidrug-resistant Gram-negative bacteria. Nebulization seems to be a promising form of administration, 

but colistin is administered as an inactive prodrug, colistin methanesulfonate (CMS); however, differences between the 

intrapulmonary concentrations of the active moiety as a function of the route of administration in critically ill patients have not 

been precisely documented. In this study, CMS and colistin concentrations were measured on two separate occasions within 

the plasma and epithelial lining fluid (ELF) of critically ill patients (n = 12) who had received 2 million international units (MIU) of 

CMS by aerosol delivery and then intravenous administration. The pharmacokinetic analysis was conducted using a 

population approach and completed by pharmacokinetic-pharmacodynamic (PK-PD) modeling and simulations. The ELF 

colistin concentrations varied considerably (9.53 to 1,137 mg/liter), but they were much higher than those in plasma (0.15 to 

0.73 mg/liter) after aerosol delivery but not after intravenous administration of CMS. Following CMS aerosol delivery, 

typically, 9% of the CMS dose reached the ELF, and only 1.4% was presystemically converted into colistin. PK-PD analysis 

concluded that there was much higher antimicrobial efficacy after CMS aerosol delivery than after intravenous 

administration. These new data seem to support the use of aerosol delivery of CMS for the treatment of pulmonary infections 

in critical care patients. 

Introduction 

Aerosol delivery of antibiotics for the treatment of pulmonary infections has recently gained considerable 

attention, and approval has been obtained for this administration route worldwide for several compounds, 

including tobramycin (1, 2), aztreonam (3), and colistin (4, 5). Dry-powder formulas have been 

optimized, and at the same time, a new generation of pocket nebulizers was developed to favor aerosol 

delivery of antibiotics in ambulatory patients, such as a cystic fibrosis patient, in order to improve their quality 
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of life. However, aerosol delivery of antibiotics for the treatment of nosocomial pulmonary infections is also 

quite popular. And yet, there is no general consensus regarding the administration method, and in practice, 

it is quite difficult to provide clinical evidence demonstrating the superiority of the aerosol delivery of 

antibiotics over that of other routes of administration in critically ill patients. Therefore, a comparison of 

antibiotic concentrations at the site of infection after intravenous administration and aerosol delivery, 

followed by predictions of the resulting antimicrobial activity using modern pharmacokinetic-

pharmacodynamic (PK-PD) modeling approaches, may provide valuable information. Numerous 

physicochemical parameters, including particle size, aerodynamic diameter, density, and charge, which 

are in part determined by the type of aerosol generator, determine how much of the drug may reach the 

alveolar space after aerosol delivery. However, patient physiopathology, such as impaired expiratory airflow 

or atelectasis, may also have a major impact on antibiotic distribution within the lung after aerosol 

delivery. Overall, only a limited fraction of the inhaled dose is likely to reach the target, and antibiotic 

characteristics, such as solubility, permeability, and affinity for efflux transport system present at the blood 

alveolar barrier, will also determine the intrapulmonary concentration-versus-time profile. Eventually, PK-

PD characteristics that vary by antibiotic must also be considered for the optimization of aerosol 

treatment. Even with this relative complexity, promising results have been obtained with colistin after 

nebulization in rats by several groups, including Marchand et al. (6) and Yapa et al. (7), and the objective of 

this study was to describe the pharmacokinetics of colistin after CMS aerosol delivery for treating pulmonary 

infections in critically ill patients. 

MATERIALS AND METHODS 

Study population. The study was performed in 12 adult patients hospitalized in the intensive care unit (ICU) of 

the University Hospital of Poitiers, France, who developed ventilator-associated pneumonia during their stay 

between October 2011 and August 2012. Patients were eligible if they were between 18 and 85 years of age, 

were intubated, and had a pneumonia caused by Gram-negative bacteria sensitive to colistin. Patients were 

not eligible if they had received colistin within 7 days prior to the study, had creatinine clearance of <30 

ml/min, or had a personal or family history of myasthenia. At the study onset, the following data were 

collected: age, sex, weight, diagnosis on admission, serum urea, serum creatinine, simplified acute 

physiology score (SAPS II), and sequential organ failure assessment (SOFA) score. Creatinine clearance was 

calculated according to the Cockroft-Gault formula (8). The study protocol was approved by the local ethics 

committee (CPP Ouest III, approval no. 2009009578-28). In all patients, informed consent was obtained 

from their nearest relatives prior to the initiation of the study. A total of 6 women and 6 men were 

enrolled. Their demographic, clinical, and biological data are shown in Table 1. 
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TABLE  1  Patient demographic and clinical  characteristics 

Patients 
Age    

(years) 
Gender 

Weight        

(Kg) 
Diagnosis at admission 

SOFA 

score
α
 

SAPS II 

score
α
 

 Creatinine 

clearance
β 

(mL/min) 

1 44 F 53 Respiratory decompensation 2 19 156 

2 66 F 88 Tracheo-œsophageal fistula 3 47 125 

3 18 M 59 Craniocerebral trauma 10 40 170 

4 59 M 65 Cardiopulmonary arrest 4 33 120 

5 72 F 65 Pneumonia 9 43 85 

6 68 F 77 Peritonitis 11 42 66 

7 64 M 115 Peritonitis 1 38 104 

8 36 M 90 Multiple trauma 2 17 250 

9 43 F 70 Multiple trauma 11 47 133 

10 74 M 88 Cardiopulmonary arrest 9 67 88 

11 74 F 86 Tracheo-œsophageal fistula 3 36 111 

12 33 M 92 Thoracic injury 3 22 205 

Mean ± SD 54 ± 19   79 ±17   6 ± 4  38 ±14 134 ± 53 

αAt study onset  

βAccording to Cockroft and Gault formula 

CMS administration. The patients were treated with CMS (Colimycine; Sanofi-Aventis, Paris, France). Treatment 

was initiated with a 2-million international unit (MIU) dose of CMS, corresponding to 160 mg of CMS sulfate or 

60 mg of colistin-based activity (CBA) (9), dissolved in 10 ml of saline and nebulized over 30 min via a 

vibrating mesh nebulizer (Aeroneb Pro; Aerogen, Galway, France). Thus, 8 h later, the same dose of CMS was 

dissolved in 50 ml of saline and infused intravenously (i.v.) over 60 min. Intravenous administrations were 
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then repeated every 8 h until the end of treatment or therapeutic deescalation. The CMS solutions were 

prepared extemporaneously. 

Sampling procedures. (i) Blood samples. Blood samples were collected immediately before and at 0.33, 0.66, 1, 

1.5, 2, 2.5, 3, 4, 5, 6, 7, and 8 h after the beginning of aerosol delivery and after starting the first intravenous 

infusion via a distinct line. Two extra blood samples were collected at steady state at the same time as the 

bronchoalveolar lavage (BAL) fluid. The blood samples were immediately centrifuged (3,000 X g for 10 min) at 

4°C, and the plasma was stored at -80°C until analysis. 

(ii) BAL fluid samples. Mini-bronchoalveolar lavage (mini-BAL) was performed as previously described (10). Mini-

BAL was performed with a 16-French (Fr) double sterile catheter (BAL, KimVent; Kimberly-Clark, Roswell, GA) 

inserted through the endotracheal tube. Two 20-ml aliquots of saline solution were instilled and then 

immediately aspirated with a syringe; these two BAL fluid samples were pooled and rapidly centrifuged (at 

3,000 X g for 10 min), and the supernatants were stored at -80°C until analysis. For patients 1 to 6, mini-BAL 

was performed at 1 h and 3 h after initiating the aerosol delivery and then at steady state, 2 to 3 days later, and 

1 h and 3 h after starting the nth intravenous infusion (7 < n < 12). For patients 7 to 12, mini-BAL was 

performed at 5 h and 8 h after initiating aerosol delivery and then at steady state, 2 to 3 days later, and 5 h 

and 8 h after starting the nth  intravenous infusion (7 < n < 12). Urine samples were collected in 6 patients 

over 8 h at various times. 

Colistin and CMS assay in plasma, urine, and BAL fluid. The samples were rapidly centrifuged, as previously described. 

Plasma was separated and kept frozen before analysis, as previously described (11–13). A previously described 

liquid chromatography-tandem mass spectrometry (LC-MS/MS) assay was used for CMS and colistin 

concentration measurements in plasma and urine (12) and BAL fluid (6) samples. The limit of quantification 

of the assay was 0.04 µg/ml. 

Urea analysis in plasma and BAL fluid. The urea concentrations were determined in BAL fluid by LC-MS/MS, and 

the analysis was adapted from a previously described method (14). Eight-point calibration standards were 

made in 0.9% NaCl between 100 and 1.25 µg · ml-1. The limit of quantification (LOQ) for urea 

determination in BAL fluid was estimated at 1.25 µg · ml-1. The intra- and interday variabilities were 

characterized at these four concentrations, with precision and accuracy of <15% for 75, 25, and 2.5 µg · 

ml-1 concentrations and <20% for the LOQ. The urea concentrations in plasma were measured by 

photometric detection using  an  automatic  analyzer  (Modular  automatic  analyzer; Roche, France). 
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Determination of CMS and colistin concentrations in epithelial lining fluid. The actual ELF concentrations of CMS or 

colistin (CELF) were obtained from measured BAL fluid concentrations after correction for dilution (6), according 

to the equation CELF = CBAL (Ureaplasma/UreaBAL), where CBAL corresponds to the CMS or colistin 

concentration measured in BAL fluid, and UreaBAL and Ureaplasma correspond to the concentrations of 

urea determined in BAL fluid and plasma, respectively. 

Population PK modeling. The pharmacokinetic (PK) analysis was performed using the CMS and colistin ELF, 

urine, and plasma total concentrations (Fig. 1). Differences in the molecular masses between CMS (1,632 

g/mol) and colistin (1,167 g/mol) were considered for calculation of the biotransformation rate, and it was 

assumed that only CMS was excreted in urine (11, 15). All data were analyzed simultaneously using a 

nonlinear mixed-effects model, with S-ADAPT (version 1.52), using the Monte Carlo parametric expectation 

maximization (MC-PEM) estimation algorithm with the S-ADAPT-TRAN translator (version 1.01) (16). The 

structural PK model is presented in Fig. 2. The ELF compartments were added to the plasma compartments 

to characterize CMS and colistin intrapulmonary distributions. The ELF volumes of distribution (VELF) 

were supposed to be the same for CMS and colistin. The fraction of the CMS dose delivered by aerosol 

delivery that reached ELF either directly or after being converted into colistin was defined as Faero, and the 

presystemic clearance for CMS conversion into colistin was referred to as CLps_CMS. The first-order 

intercompartmental transfer clearances between ELF and plasma compartments were considered for 

CMS (clearance of CMS from lung to plasma and plasma to lung [CLIN_CMS and CLOUT_CMS], 

respectively) and colistin (clearance of colistin from lung to plasma and plasma to lung [CLIN_COL and 

CLOUT_COL], respectively). The typical PK parameters of the population were estimated, as well as the 

interindividual variability (IIV) (assuming a log-normal distribution), the interoccasion variability (IOV), and 

the residual variability. The residual variability was modeled as proportional for both CMS and colistin in ELF 

and plasma and combined (additive plus proportional) for the CMS urine concentration (Table 2). The 

effects of various covariates on the model parameters were not tested in this ancillary study, since this was 

done in an accompanying study (N. Grégoire, O. Mimoz, B. Mégarbane, E. Comets,D. Chatelier, S. Lasocki, R. 

Gauzit, D. Balayn, P. Gobin, S. Marchand, W. Couet [17]) with 73 critical care patients, but they were taken into 

account accordingly. The final model was assessed by an inspection of the observed versus predicted 

concentrations, residual variability, precision of parameter estimates, visual predictive check (VPC), and 

normalized prediction distribution errors (NPDE) (data not shown). 

http://dx.doi.org/10.1128/AAC.03508-14
http://dx.doi.org/10.1128/AAC.03508-14
http://dx.doi.org/10.1128/AAC.03508-14
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FIG 1 CMS (top panels) and colistin (bottom panels) concentrations in ELF (open squares) and plasma (filled 

triangles) following a single dose via aerosol ori.v. administration at steady state. 

Time-kill curve experiments. An inoculum of 5 X 106 CFU/ml of Pseudomonas aeruginosa strain PAO1 (CIP 

104116; Institut Pasteur, Paris, France), a wild-type strain, was prepared by a suspension of the bacteria from 

an 18-h logarithmic-growth-phase culture in Mueller-Hinton broth (Fluka BioChemika; Sigma-Aldrich, France). 

The experiments were performed in 10-ml glass tubes. Colistin was added to obtain concentrations of 0.25, 

0.5, 1, 2, and 4 µg/ml (corresponding to 0.5 to 8X the MIC). The tubes were incubated at 37°C for 30 h. The 

bacteria were counted at 0, 2, 6, 8, 24, and 30 h. The number of CFU was counted after incubation at 37°C for 

18 to 24 h. The limit of quantification (LOQ) was 100 CFU/ml. Four replicates were performed for each 

concentration. At least one growth control, without added colistin, was included in each experiment. Four 

replicates were performed for each concentration. 

Pharmacodynamic modeling. Time-kill curves were analyzed using nonlinear mixed-effects modeling in the S-

ADAPT software via the importance sampling algorithm (p method = 4 in S-ADAPT) (18). Model- ing was 

facilitated by the S-ADAPT-TRAN tool and utilized estimation settings that were previously qualified for a 

robust estimation of mechanism-based models (16, 19). Viable counts were fitted on a log10 scale, and viable 

counts below the limit of quantification were handled by using the Beal M3 method as implemented in S-

ADAPT (20). The PD model was derived from Jumbe et al. (21), Gumbo et al. (22), and Campion et al. (23). 

This model included a preexisting susceptible (S) and a preexisting resistant (R) population. Both populations 
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did not interconvert and were assumed to have the same maximal killing rate constant (kmax) and the same 

growth rate constant (kg). These populations differed, however, in their drug concentration yielding 50% 

of the kmax (KC50), and the KC50 of the resistant population (KC50R) was greater than that of the 

susceptible population (KC50S).The typical PD parameters of the population were estimated, as well as 

the interindividual variability (IIV) (assuming a log-normal distribution) and the residual variability. The 

residual variability was modeled as additive on a log scale. The final model was assessed by an inspection of 

the observed versus predicted bacterial counts, residual variability, precision of the parameter estimates, and 

visual predictive check (VPC) (data not shown). 

 

 

FIG 2 Structural pharmacokinetic model. VELF, volume of distribution in lung compartment; Faero, 

fraction of the aerosol dose that reaches systemic circulation; CLOUT_CMS, clearance of CMS from 

central to lung   compartments; CLIN_CMS, clearance of CMS from lung to central compartments; 

CLps_CMS, clearance of CMS presystemic conversion in colistin; CLOUT_COLI, clearance of colistin 

from central to lung compartments; CLIN_COLI, clearance of colistin from lung to central compartments; 

VCMS, volume of distribution of CMS; CLR_CMS, renal clearance of CMS; CLNR_CMS, nonrenal 

clearance of CMS; VCOL, volume of distribution of colistin; CLCOL, total clearance of colistin; fm, 

fraction of the CMS dose not excreted unchanged that is converted into colistin. 

  



A. Colistin and aerosol delivery 

 

35 
 

TABLE 2 Residual error for CMS and colistin 

 

TABLE 3 Estimated population pharmacokinetic parameters of CMS and colistin for the final model based 

on the data from the 12 patients of the current study 

 

 

Prediction of bacterial killing. Predictions of colistin effect versus time were performed with Berkeley 

Madonna (version 8.3.18; University of California) over a 24-h time period by comparing two dosing 

regimens: 2 MIU of CMS administered by aerosol delivery over 30 min at time zero, followed by two 

consecutive 2-MIU doses administered i.v. over 30 min starting at times 8 h and 16 h; and 2-MIU doses of 

CMS administered i.v. over 60 min starting at times zero, 8 h, and 16 h. For each dosage regimen, 1,000 

Monte Carlo predictions were performed: 1,000 PK and PD parameter values were generated randomly 

according to their distributions and used to generate 1,000 profiles of colistin concentrations in the ELF 
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(data not shown) and 1,000 profiles of bacterial counts in the ELF. The pharmacodynamics of colistin was 

considered the same in ELF and in-vitro. Each prediction began with a starting inoculum of 106  CFU/ml. 

 

RESULTS 

The CMS and colistin concentrations were much higher (approximately 100- to 1,000-fold) in the ELF than 

those in plasma following the initial CMS aerosol delivery (Fig. 1). The CMS and colistin concentrations 

were similar in the ELF and plasma after multiple i.v. administrations at steady state (Fig. 1). Overall, the 

range of colistin concentrations was higher within the ELF (9.53 to 1,137 mg/liter) and lower in plasma (0.15 

to 0.73 mg/liter) after aerosol delivery than with intravenous administration of CMS (1.48 to 28.9 mg/liter 

in ELF and 0.15 to 4.7 in plasma). 

PK modeling allowed proper characterization of the effect of route of administration on intrapulmonary 

CMS and colistin disposition. The interindividual variability (IIV) included for intrapulmonary parameters 

(CLIN  AND  OUT  for CMS and colistinand CLps_CMS) were large (57 to 128%) (Table 3).The visual 

predictive check (VPC) showed that the model fitted the data without major bias (Fig. 3). The observed 

concentrations were evenly scattered around the typical profile, and about 10% of the observed data were outside 

the 90% predicted confidence intervals. The CMS concentrations in ELF were slightly overpredicted at 1 h, and the 

colistin concentrations in plasma were slightly underpredicted at 1 h. 

The parameter estimates are presented in Table 3. Following CMS aerosol delivery, 9% of the dose typically 

reached the ELF, with only 1.4% absorbed as colistin due to presystemic biotransformation. The 

distributional clearances in and out for CMS and colistin were within the same order of magnitude and 2- to 

5-fold higher than those of CMS-to-colistin presystemic conversion. 

Kill curve experiments showed an initial decay of CFU with time, followed by regrowth at all 

concentrations tested (0.25 to 4 µg/ml) (Fig. 4), which was also depicted by the CFU-versus-time curves 

simulated by the PD model with two subpopulations of bacteria (susceptible and resistant), suggesting also 

that the faster initial decay at higher colistin concentrations was accompanied by earlier regrowth (Fig. 4), as 

previously observed (17). Noticeably, the 50% effective concentration (EC50) for the so-called resistant 

bacteria (EC50R, 25.3 mg/liter) was much (37-fold) greater than that of the susceptible one (EC50S, 0.69 

mg/liter). The full parameter estimates are presented in Table 4. 

Selected PK and PD models with parameter estimates were used and integrated for PK-PD simulations. 

Accordingly, it would take approximately 12 h from 95% predictions to achieve a total kill of wild-type P. 

aeruginosa following an aerosol delivery, whereas the i.v. doses did not achieve this objective. Moreover, the 

percentage of bacterial counts below the lower LOQ (LLOQ) (100 CFU/ml) at 24 h was much higher after aerosol 

delivery, at 98.5%, than that after i.v. administration, at 11%. Aerosol delivery was more effective than i.v. 
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administration on lung bacteria, according to the bacterial count predictions. Noticeably, the predicted effect 

following an initial 9-MIU i.v. CMS loading dose was not much di ferent from that obtained after an initial 2- or 3-

MIU i.v. dose (data not shown). 

 

 

FIG 3 Observed colistin and CMS concentrations in ELF and plasma with model predictions (as medians 

[solid lines] and 90% prediction intervals [gray shaded areas]) using parameter estimates. 

DISCUSSION 

Only a few studies have been conducted to investigate colistin concentrations within ELF using 

chromatographic assays, and in these, patients were treated by CMS either i.v. or by aerosol delivery but 

not by both routes, which limits comparisons. Following i.v. administration of 2 MIU of CMS, Imberti 

et al.(24) could not measure colistin in BAL fluid. In contrast, Athanassa et al. (25) measured relatively 

higher (on the order of 10 times) colistin concentrations in the ELF than those in serum after aerosol 

delivery with 1 MIU of CMS, but the ELF colistin concentrations were 20 µg/ml at the most and therefore 

much lower than the concentrations that we report here, even considering the 2-fold difference in the 

dose of nebulized CMS (25). However, those authors also reported serum colistin concentrations with a 

peak ranging between 1 and 2 µg/ml in most patients after aerosol delivery of 1 MIU of CMS, which is by far 

higher than what could be anticipated from any other study using the same type of nebulizer. 
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FIG 4 Time-kill curves for P. aeruginosa exposed to colistin at concentrations (Conc.) ranging from 0 to 4 

mg/liter for a starting inoculum of 5 X 106 CFU/ml. The results (dots and error bars) are the means and 

standard deviations of the results from four replicates. Included are the model predicted curves (lines) with 

mean parameter estimates. 

TABLE 4 Pharmacodynamic parameter estimates with typical values, interindividual variability, and 

relative standard error of the PK-PD model, as estimated using data from static experiments 

 

In the present study, the intrapulmonary distribution of colistin was assessed after CMS aerosol delivery 

and then after i.v. administration. For ethical reasons and according to the proper use of colistin, the 

treatment order could not be randomized, since it would not have been possible to interrupt CMS i.v. 

administration in order to switch to aerosol delivery in the middle of treatment. However, because 

preclinical data showed much higher ELF colistin concentrations after CMS aerosol delivery than after i.v. 

administration in rats (14), it was decided that the 1st CMS dose should be nebulized, and subsequent doses 

would be administered intravenously. Plasma samples were collected after these two initial doses for PK 



A. Colistin and aerosol delivery 

 

39 

 

analysis in order to limit a potential effect of intraindividual variability on colistin disposition with time, 

which would not be unlikely in critically ill patients. However, colistin ELF concentrations after CMS aerosol 

delivery were expected to be much higher than those after i.v. administration. Consequently, the ELF 

concentrations of colistin measured after the 1st i.v. administration of CMS might have been artificially 

overestimated due to the presence of compound remaining from the previous CMS aerosol delivery. The 

simultaneous data analysis with a population approach used in this study would have been able to manage this 

issue. However, the analytical uncertainty on ELF concentration assessment due in part to the correction by a 

dilution factor estimated from urea measurements would have been a complicating factor. It was therefore 

decided to administer CMS i.v. for several days before measuring the colistin ELF concentrations and 

concomitant plasma levels at steady state. 

It is often considered that colistin pharmacokinetics with i.v. administration of CMS in critically ill patients may 

vary significantly with the brand of CMS used, which has also been documented in a controlled experiment in rats 

(26). Accordingly, the plasma data obtained in the present study after giving CMS i.v. are in full agreement with those 

obtained by our group using the same brand of CMS in the same types of patients (17) but only partially consistent 

with those of other previously published articles (28, 29). 

The major finding of this study was that both CMS and colistin ELF concentrations are much higher (in the 

order of 100- to 1,000-fold on average) after CMS aerosol delivery than after i.v. administration, which is 

fully consistent with observations in rats (7, 14). The only major difference with the rat experiments was that 

after aerosol delivery in patients, most of the CMS was lost with expired airflow, since on average, only 9% 

of the CMS dose eventually reached the systemic circulation, compared with approximately 69% in rats (7, 

14), using the Penn-Century system for deep intrapulmonary delivery. This limited systemic absorption in 

patients suggests limited systemic toxicity after CMS aerosol delivery. The fraction of the CMS dose converted 

presystemically into colistin in patients (1.4%) was lower than that in rats (6, 7). However, the kinetics of 

formation and the absorption of colistin after CMS aerosol delivery are difficult to characterize. 

Furthermore, it should be remembered that reported CMS concentrations correspond only to apparent 

values, since unchanged CMS and partially converted derivatives cannot be differentiated using even the 

most modern analytical assays (12, 26), which precludes a precise interpretation of CMS experimental 

data. Recently, Yapa et al. (7) used a relatively complex multicompartmental model to characterize 

colistin absorption after aerosol delivery in rats. Gontijo et al (14) previously used a relatively simpler 

model but with a nonlinear component. In comparison, a simple model was used in the present study, in 

particular due to the lack of early data points in the ELF. Also, for this reason, hypotheses were required to 

reduce the model parameter number, and it was decided to keep the same ELF volume for CMS and 

colistin. Using a traditional compartmental approach, ELF volume has no physiological meaning, and 

values up to 30 liters have been estimated (30). Yet, it may be noticed that the 1.2-ml value obtained in the 

present study and that is common to both CMS and colistin is close to the actual physiological ELF 

volume in humans (31, 32). 
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This low ELF volume is mostly responsible for the relatively high CMS and colistin concentrations 

measured within the ELF, although most of the CMS aerosolized dose (about 90%) was lost with expired 

airflow. By comparing the ELF concentrations of colistin in patients, obtained after aerosol delivery of 2 

MIU of CMS, with the MICs of most susceptible bacteria, one may also consider that 2 MIU of CMS may 

be a higher dose than is necessary. In fact, CMS concentrations are several orders of magnitude greater 

(approximately 4- to 20-fold on average) than colistin concentrations within the ELF, and although it is 

negatively charged and therefore less toxic, allowing its administration as a prodrug of colistin, CMS is also 

a tension-active compound, with a potential local toxicity at such extremely high concentrations. A better 

efficacy-to-toxicity ratio might therefore be obtained with lower doses. 

 

 

FIG 5 Predicted bacterial count over time after CMS aerosol delivery (2 MIU followed by 2 MIU i.v. at 8 h 

and 16 h) or i.v. administration (2 MIU every 8 h). The median (solid line), 25th to 75th percentile (dark 

grey area), and 5th to 95th percentile (light grey area) of the predicted counts are illustrated. 

Since these data clearly demonstrate a major effect of the CMS route of administration on colistin 

concentrations, with much higher ELF concentrations obtained after CMS aerosol delivery using a 

vibrating mesh nebulizer in critically ill patients than those after intravenous administration, a PK-PD 

modeling approach was used to assess the effect of route of administration on the antimicrobial effect of 

colistin within the lung. Antibiotic PK-PD relies most often on the PK-PD index differentiating between 

concentration and time-dependent antibiotics, with targets determined from the plasma concentrations. It 

is usually admitted that for colistin, the relevant index is the area under the concentration-time curve for 

plasma (AUCplasma)/MIC ratio, with a breakpoint determined at 27/35 from unbound plasma 

concentrations (33, 34). Whether antibiotic plasma concentrations reflect tissue concentrations at the 
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infectious site is an important question that has frequently been addressed (35–37). Based on these new 

pharmacokinetic data, colistin plasma concentrations do not reflect intrapulmonary concentrations and 

therefore cannot be used to compare antimicrobial activity in the lungs after aerosol and intravenous 

administrations of CMS. An alternative would be to use ELF instead of plasma concentrations to compare the 

effect of the route of administration on antimicrobial efficacy in the lungs. However, it would then be 

necessary to define a new AUCELF/MIC target. Furthermore, this PK-PD index may predict colistin 

antimicrobial efficacy at steady state, but it is of limited value for assessing the initial CFU decay after 

CMS treatment initiation, especially since bacterial susceptibility and therefore MIC might rapidly change 

with time during the initial hours following exposure to the antibiotic, as demonstrated by the regrowth 

phenomenon observed in the time-kill curves (Fig. 4). It was therefore decided to use a PK-PD modeling 

approach to predict colistin antimicrobial activity, as was previously done by Mohamed et al. (38). We used a 

simple model with two subpopulations, S and R, to describe the regrowth. Although this model has no 

mechanistic meaning, it is the most robust and should be selected in the absence of precise information on 

the regrowth mechanism (27). This PK-PD model was capable of predicting a clear superiority of CMS 

aerosol delivery over intravenous administration in terms of antimicrobial activity, consistent with the EC50R 

value estimated at 25.3 µg/ml when ELF concentrations vary between 40 and 1,136 µg/ml after aerosol 

delivery and 0.5 and 26 µg/ml after intravenous administration of CMS. Because of the relatively high EC50R 

value, the so-called resistant bacteria would be almost totally resistant in a range of ELF concentrations 

(<10 µg/ml) obtained in clinical practice after CMS i.v. administrations. Noticeably, the estimated 

EC50R value was about 6-fold higher than the highest colistin concentrations used for the kill curve 

experiments, which may not be ideal. However, the relative standard error (RSE%) values were relatively 

low, attesting to correct estimations. Furthermore, we have recently observed relatively large differences 

between EC50S and EC50R using a similar experimental setting (17). According to these data, only 

aerosol delivery provided sufficiently high and microbiologically efficient colistin concentrations. 

Therefore, a major effect of the route of administration on the antimicrobial effect was predicted using this 

P. aeruginosa PAO1 strain. However, this effect would have been less spectacular using another strain with a 

lower EC50R value. Yet, in clinical practice, a single aerosol delivery with 2 MIU of CMS is unlikely to clear all 

bacteria in an irreversible manner, as suggested by these simulations (Fig. 5). An explanation might be that 

colistin does not distribute evenly within the lung and has difficulties reaching some specific areas, such as 

hypo-oxygenated tissue, where bacteria could develop. The measured ELF concentrations might then 

dramatically overestimate actual colistin concentrations at the infection site. In-vivo experiments should now 

be conducted to complete these findings. However, these new data seem to support the use of CMS aerosol 

delivery on top of i.v. administration for the treatment of pulmonary infections in critical care patients. 

 



A. Colistin and aerosol delivery 

 

42 

 

ACKNOWLEDGMENTS 

M. Jacobs is supported by a doctoral fellowship from the University of Poitiers and the “Conseil Régional de 

Poitou-Charentes.” 



A. Colistin and aerosol delivery 

 

 

REFERENCES 

1. Drobnic ME, Suñé P, Montoro JB, Ferrer A, Orriols R. 2005. Inhaled tobramycin in non-cystic fibrosis 

patients with bronchiectasis and chronic bronchial infection with Pseudomonas aeruginosa. Ann. 

Pharmacother. 39:39 – 44. http://dx.doi.org/10.1345/aph.1E099. 

2. Ramsey BW, Pepe MS, Quan JM, Otto KL, Montgomery AB, Williams- Warren J, Vasiljev-K M, Borowitz 

D, Bowman CM, Marshall BC, Marshall S, Smith AL. 1999. Intermittent administration of inhaled to- 

bramycin in patients with cystic fibrosis. Cystic Fibrosis Inhaled Tobra- mycin Study Group. N. Engl. J. Med. 

340:23–30. 

3. McCoy KS, Quittner AL, Oermann CM, Gibson RL, Retsch-Bogart GZ, Montgomery AB. 2008. Inhaled 

aztreonam lysine for chronic airway Pseudomonas aeruginosa in cystic fibrosis. Am. J. Respir. Crit. Care 

Med. 178:921–928. http://dx.doi.org/10.1164/rccm.200712-1804OC. 

4. Conole D, Keating GM. 2014. Colistimethate sodium dry powder for inhalation: a review of its use in the 

treatment of chronic Pseudomonas aeruginosa infection in patients with cystic fibrosis. Drugs 74:377–387. 

http://dx.doi.org/10.1007/s40265-014-0181-0. 

5. Lu Q, Girardi C, Zhang M, Bouhemad B, Louchahi K, Petitjean O, Wallet F, Becquemin MH, Le Naour 

G, Marquette CH, Rouby JJ. 2010. Nebulized and intravenous colistin in experimental pneumonia caused by 

Pseudomonas aeruginosa. Intensive Care Med. 36:1147–1155. http://dx.doi.org/10.1007/s00134-010-1879-4. 

6. Marchand S, Gobin P, Brillault J, Baptista S, Adier C, Olivier JC, Mimoz O, Couet W. 2010. Aerosol 

therapy with colistin methanesulfon- ate: a biopharmaceutical issue illustrated in rats. Antimicrob. Agents 

Chemother. 54:3702–3707. http://dx.doi.org/10.1128/AAC.00411-10. 

7. Yapa SWS, Li J, Porter CJ, Nation RL, Patel K, McIntosh MP. 2013. Population pharmacokinetics of 

colistin methanesulfonate in rats: achieving sustained lung concentrations of colistin for targeting 

respiratory infections. Antimicrob. Agents Chemother. 57:5087–5095. http://dx.doi.org/10.1128/AAC.01127-

13. 

8. Cockcroft DW, Gault MH. 1976. Prediction of creatinine clearance from serum creatinine. Nephron 16:31– 41. 

http://dx.doi.org/10.1159/000180580. 

9. Nation RL, Li J, Cars O, Couet W, Dudley MN, Kaye KS, Mouton JW, Paterson DL, Tam VH, 

Theuretzbacher U, Tsuji BT, Turnidge JD. 2013. Consistent global approach on reporting of colistin 

doses to promote safe and effective use. Clin. Infect. Dis. 58:139 –141. http://dx.doi.org/10.1093/cid/cit680. 

10. Boselli E, Breilh D, Duflo F, Saux MC, Debon R, Chassard D, Al- laouchiche B. 2003. Steady-state 

plasma and intrapulmonary concentrations of cefepime administered in continuous infusion in critically ill 

patients with severe nosocomial pneumonia. Crit. Care Med. 31:2102–2106. 

http://dx.doi.org/10.1097/01.CCM.0000069734.38738.C8. 

11. Couet W, Grégoire N, Gobin P, Saulnier PJ, Frasca D, Marchand S, Mimoz O. 2011. Pharmacokinetics 

of colistin and colistimethate sodium after a single 80-mg intravenous dose of CMS in young healthy 

volunteers. Clin. Pharmacol. Ther. 89:875– 879. http://dx.doi.org/10.1038/clpt.2011.48. 

http://dx.doi.org/10.1345/aph.1E099
http://dx.doi.org/10.1164/rccm.200712-1804OC
http://dx.doi.org/10.1007/s40265-014-0181-0
http://dx.doi.org/10.1007/s00134-010-1879-4
http://dx.doi.org/10.1007/s00134-010-1879-4
http://dx.doi.org/10.1128/AAC.00411-10
http://dx.doi.org/10.1128/AAC.01127-13
http://dx.doi.org/10.1128/AAC.01127-13
http://dx.doi.org/10.1159/000180580
http://dx.doi.org/10.1093/cid/cit680
http://dx.doi.org/10.1093/cid/cit680
http://dx.doi.org/10.1097/01.CCM.0000069734.38738.C8
http://dx.doi.org/10.1038/clpt.2011.48
http://dx.doi.org/10.1038/clpt.2011.48


A. Colistin and aerosol delivery 

 

 

12. Gobin P, Lemaître F, Marchand S, Couet W, Olivier JC. 2010. Assay of colistin and colistin 

methanesulfonate in plasma and urine by liquid chromatography-tandem mass spectrometry (LC-MS/MS). 

Antimicrob. Agents Chemother. 54:1941–1948. http://dx.doi.org/10.1128/AAC.01367-09. 

13. Marchand S, Frat JP, Petitpas F, Lemaître F, Gobin P, Robert R, Mimoz O, Couet W. 2010. Removal of 

colistin during intermittent haemodialysis in two critically ill patients. J. Antimicrob. Chemother. 65:1836 –

1837. http://dx.doi.org/10.1093/jac/dkq185. 

14. Gontijo AV, Grégoire N, Lamarche I, Gobin P, Couet W, Marchand S. 2014. Biopharmaceutical  

characterization  of  nebulized  antimicrobial agents in rats: 2. Colistin. Antimicrob. Agents Chemother. 58:3950 

–3956. http://dx.doi.org/10.1128/AAC.02819-14. 

15. Li J, Milne RW, Nation RL, Turnidge JD, Smeaton TC, Coulthard K. 2003. Use of high-performance 

liquid chromatography to study the pharmacokinetics of colistin sulfate in rats following intravenous 

administration. Antimicrob. Agents Chemother. 47:1766 –1770. http://dx.doi.org/10 

.1128/AAC.47.5.1766-1770.2003. 

16. Bulitta JB, Bingölbali A, Shin BS, Landersdorfer CB. 2011. Development of a new pre- and post-processing 

tool (SADAPT-TRAN) for nonlinear mixed-effects modeling in S-ADAPT. AAPS J. 13:201–211. http://dx.doi 

.org/10.1208/s12248-011-9257-x. 

17. Grégoire N, Mimoz O, Mégarbane B, Comets E, Chatelier D, Lasocki S, Gauzit R, Balayn D, Gobin P, 

Marchand S, Couet W. 2014. New colistin population pharmacokinetic data in critically ill patients 

suggesting an alternative loading dose rationale. Antimicrob. Agents Chemother. 58: 7324 –7330.  

http://dx.doi.org/10.1128/AAC.03508-14. 

18. Bauer RJ, Guzy S, Ng C. 2007. A survey of population analysis methods and software for complex 

pharmacokinetic and pharmacodynamic models with examples. AAPS J. 9:E60 –E83. 

http://dx.doi.org/10.1208/aapsj0901007. 

19. Bulitta JB, Landersdorfer CB. 2011. Performance and robustness of the Monte Carlo importance 

sampling algorithm using parallelized S-ADAPT for basic and complex mechanistic models. AAPS J. 

13:212–226. http://dx.doi.org/10.1208/s12248-011-9258-9. 

20. Beal SL. 2001. Ways to fit a PK model with some data below the quantification limit. J. Pharmacokinet. 

Pharmacodyn. 28:481–504. http://dx.doi.org/10.1023/A:1012299115260. 

21. Jumbe N, Louie A, Leary R, Liu W, Deziel MR, Tam VH, Bachhawat R, Freeman C, Kahn JB, Bush K, 

Dudley MN, Miller MH, Drusano GL. 2003. Application of a mathematical model to prevent in-vivo 

amplification  of antibiotic-resistant   bacterial   populations   during therapy. J. Clin. Invest. 112:275–

285. http://dx.doi.org/10.1172/JCI200316814. 

22. Gumbo T, Louie A, Deziel MR, Parsons LM, Salfinger M, Drusano GL. 2004. Selection of a moxifloxacin 

dose that suppresses drug resistance in Mycobacterium tuberculosis, by use of an in-vitro pharmacodynamic 

infection model and mathematical modeling. J. Infect. Dis. 190:1642–1651. 

http://dx.doi.org/10.1128/AAC.01367-09
http://dx.doi.org/10.1093/jac/dkq185
http://dx.doi.org/10.1128/AAC.02819-14
http://dx.doi.org/10.1128/AAC.47.5.1766-1770.2003
http://dx.doi.org/10.1128/AAC.47.5.1766-1770.2003
http://dx.doi.org/10.1208/s12248-011-9257-x
http://dx.doi.org/10.1208/s12248-011-9257-x
http://dx.doi.org/10.1128/AAC.03508-14
http://dx.doi.org/10.1208/aapsj0901007
http://dx.doi.org/10.1208/s12248-011-9258-9
http://dx.doi.org/10.1208/s12248-011-9258-9
http://dx.doi/
http://dx.doi.org/10.1172/JCI200316814
http://dx.doi.org/10.1172/JCI200316814


A. Colistin and aerosol delivery 

 

 

http://dx.doi.org/10.1086/424849. 

23. Campion JJ, McNamara PJ, Evans ME. 2005. Pharmacodynamic modeling of ciprofloxacin resistance in 

Staphylococcus aureus. Antimicrob. Agents Chemother. 49:209 –219. 

http://dx.doi.org/10.1128/AAC.49.1.209-219.2005. 

24. Imberti R, Cusato M, Villani P, Carnevale L, Iotti GA, Langer M, Regazzi 

M. 2010. Steady-state pharmacokinetics and BAL concentration of colistin in critically Ill patients after IV 

colistin methanesulfonate administration. Chest 138:1333–1339.  http://dx.doi.org/10.1378/chest.10-0463. 

25. Athanassa ZE, Markantonis SL, Fousteri MZ, Myrianthefs PM, Boutzouka EG, Tsakris A, Baltopoulos GJ. 2012. 

Pharmacokinetics of inhaled colisti- methate sodium (CMS) in mechanically ventilated critically ill patients.  

Intensive Care Med. 38:1779 –1786. http://dx.doi.org/10.1007/s00134-012-2628-7. 

26. He H, Li JC, Nation RL, Jacob J, Chen G, Lee HJ, Tsuji BT, Thompson PE, Roberts K, Velkov T, Li 

J. 2013. Pharmacokinetics of four different brands of colistimethate and formed colistin in rats. J. 

Antimicrob. Chemother. 68:2311–2317. http://dx.doi.org/10.1093/jac/dkt207. 

27. Jacobs M, Grégoire N, Couet W, Bulitta JB. 2013. Characterization of semi-mechanistic 

pharmacokinetic-pharmacodynamic models of antibacterial activity via Monte Carlo simulations, poster 

933. 23rd Eur. Congr. Clin. Microbiol. Infect. Dis., 27 to 30 April 2013, Berlin, Germany. 

28. Garonzik SM, Li J, Thamlikitkul V, Paterson DL, Shoham S, Jacob J, Silveira FP, Forrest A, Nation RL. 

2011. Population pharmacokinetics of colistin methanesulfonate and formed colistin in critically ill patients 

from a multicenter study provide dosing suggestions for various categories of patients. Antimicrob. Agents 

Chemother. 55:3284 –3294. http://dx.doi.org/10.1128/AAC.01733-10. 

29. Plachouras D, Karvanen M, Friberg LE, Papadomichelakis E, Antonia- dou A, Tsangaris I, Karaiskos I, 

Poulakou G, Kontopidou F, Armagani- dis A, Cars O, Giamarellou H. 2009. Population pharmacokinetic 

analysis of colistin methanesulfonate and colistin after intravenous administration in critically ill 

patients with infections caused by Gram- negative bacteria. Antimicrob. Agents Chemother. 53:3430 –3436. 

http://dx.doi.org/10.1128/AAC.01361-08. 

30. Lodise TP, Sorgel F, Melnick D, Mason B, Kinzig M, Drusano GL. 2011. Penetration of meropenem into 

epithelial lining fluid of patients with ventilator-associated pneumonia. Antimicrob. Agents Chemother. 55: 

1606 –1610. http://dx.doi.org/10.1128/AAC.01330-10. 

31. Fernandes CA, Vanbever R. 2009. Preclinical models for pulmonary drug delivery. Expert Opin. Drug Deliv. 

6:1231–1245. http://dx.doi.org/10.1517/17425240903241788. 

32. Rennard SI, Basset G, Lecossier D, O’Donnell KM, Pinkston P, Martin PG, Crystal RG. 1986. Estimation of 

volume of epithelial lining fluid recovered by lavage using urea as marker of dilution. J. Appl. Physiol. 

(1985) 60:532–538. 

33. Bergen PJ, Bulitta JB, Forrest A, Tsuji BT, Li J, Nation RL. 2010. Pharmacokinetic/pharmacodynamic 

investigation of colistin against

http://dx.doi.org/10.1086/424849
http://dx.doi.org/10.1128/AAC.49.1.209-219.2005
http://dx.doi.org/10.1128/AAC.49.1.209-219.2005
http://dx.doi.org/10.1378/chest.10-0463
http://dx.doi.org/10.1007/s00134-012-2628-7
http://dx.doi.org/10.1007/s00134-012-2628-7
http://dx.doi.org/10.1093/jac/dkt207
http://dx.doi.org/10.1093/jac/dkt207
http://dx.doi.org/10.1128/AAC.01733-10
http://dx.doi.org/10.1128/AAC.01733-10
http://dx.doi.org/10.1128/AAC.01361-08
http://dx.doi.org/10.1128/AAC.01361-08
http://dx.doi.org/10.1128/AAC.01330-10
http://dx.doi.org/10.1517/17425240903241788
http://dx.doi.org/10.1517/17425240903241788


A. Colistin and aerosol delivery 

 

 

Pseudomonas aeruginosa using an in-vitro model. Antimicrob. Agents Che- mother.  54:3783–3789. 

http://dx.doi.org/10.1128/AAC.00903-09. 

34. Dudhani RV, Turnidge JD, Coulthard K, Milne RW, Rayner CR, Li J, Nation RL. 2010. Elucidation of 

pharmacokinetic/pharmacodynamic de- terminant of colistin activity against Pseudomonas aeruginosa in 

murine thigh and lung infection models. Antimicrob. Agents Chemother. 54: 1117–1124. 

http://dx.doi.org/10.1128/AAC.01114-09. 

35. Dahyot C, Marchand S, Bodin M, Debeane B, Mimoz O, Couet W. 2008. Application of basic pharmacokinetic 

concepts to analysis of microdialysis data: illustration with imipenem muscle distribution. Clin. 

Pharmacokinet. 47:181–189. http://dx.doi.org/10.2165/00003088-200847030-00004. 

36. Liu P, Rand KH, Obermann B, Derendorf H. 2005. Pharmacokinetic- pharmacodynamic modelling of 

antibacterial activity of cefpodoxime and cefixime in in-vitro kinetic models. Int. J. Antimicrob. Agents 25:120 

–129. http://dx.doi.org/10.1016/j.ijantimicag.2004.09.012. 

37. Marchand S, Dahyot C, Lamarche I, Mimoz O, Couet W. 2005. Micro- dialysis study of imipenem 

distribution in skeletal muscle and lung extracellular fluids of noninfected rats. Antimicrob. Agents 

Chemother. 49: 2356 –2361. http://dx.doi.org/10.1128/AAC.49.6.2356-2361.2005. 

38. Mohamed AF, Karaiskos I, Plachouras D, Karvanen M, Pontikis K, Jansson B, Papadomichelakis E, 

Antoniadou A, Giamarellou H, Armaganidis A, Cars O, Friberg LE. 2012. Application of a loading dose 

of colistin methanesulfonate in critically ill patients: population pharmacokinetics, protein binding, and 

prediction of bacterial kill. Antimicrob. Agents Chemother. 56:4241– 4249. http://dx.doi.org/10 

.1128/AAC.06426-11. 

http://dx.doi.org/10.1128/AAC.00903-09
http://dx.doi.org/10.1128/AAC.01114-09
http://dx.doi.org/10.2165/00003088-200847030-00004
http://dx.doi.org/10.1016/j.ijantimicag.2004.09.012
http://dx.doi.org/10.1128/AAC.49.6.2356-2361.2005
http://dx.doi.org/10.1128/AAC.06426-11
http://dx.doi.org/10.1128/AAC.06426-11


B. Colistin and Hemodialysis 

 

47 

 

B. Colistin and Hemodialysis 

 

Population pharmacokinetics of colistin methanesulphonate (CMS) and colistin in critically ill 

patients with acute renal failure requiring intermittent haemodialysis  

M. Jacobs1, N. Grégoire1, B. Mégarbane2, P. Gobin1, D. Balayn1, S Marchand1, O. Mimoz1 , W. Couet1. 

1 INSERM U1070, Université de Poitiers et CHU Poitiers, Poitiers, France. 

2 Hôpital Lariboisière, Paris, France. 

Keywords: Colistin, pharmacokinetics, Haemodialysis 

Synopsis 

Objectives: To characterize the pharmacokinetics (PK) of colistin and its prodrug colistin 

methanesulphonate (CMS) in patients receiving intermittent haemodialysis, and to suggest dosing 

regimen recommendations. 

Patients and methods: Eight intensive care unit patients receiving intermittent HD for acute renal 

failure (ICU-HD) and treated by CMS (Colimycine®) intravenously. Blood samples were collected 

between two consecutive HD sessions. CMS and colistin concentrations were measured by a specific 

chromatographic assay and analysed using a PK population approach. Monte-Carlo simulations were 

then conducted to predict the probability of target attainment (PTA) under various scenarios. 

Results: CMS non renal clearance was increased in ICU-HD patients to compensate for the absence of 

renal clearance. By comparison with ICU patients with preserved renal function, colistin exposure 

was increased by 3-fold in ICU-HD patients, probably because a greater fraction of the CMS can be 

converted into colistin. To maintain colistin plasma concentrations high enough (> 3 mg/L) to reach 

high PTA values, at least for minimum inhibitory concentrations (MIC) lower than 0.5 mg/L, dosing 

regimen of CMS should be 1.5 MIU twice daily for a non-HD day,  HD should be conducted at the end 

of a dosing interval and a supplemental dose of 1.5 MIU should be administered along with the 

scheduled dose just after the HD session (i.e. total of 4.5 MIU for HD day) .   

Conclusions: This study has confirmed and complemented previously published data and suggests an 

a priori clear and easy to follow dosing strategy for CMS in ICU-HD patients with acute renal failure.  

  



B. Colistin and Hemodialysis 

 

48 

 

Introduction 

Over the last years, colistin (polymyxin E) was increasingly used as a last option for the treatment of 

infections caused by multi-drug resistant Gram-negative bacteria as Pseudomonas aeruginosa, 

Acinetobacter baumannii and Klebsiella pneumonia(1, 2). 

Colistin is administered as a prodrug, the colistin methanesulphonate (CMS), which is mostly 

excreted unchanged in urine (70%) and partly converted in colistin (30% at the most), whereas renal 

excretion of colistin is negligible (3). Then in patients with renal failure a greater fraction of the CMS 

dose may be converted into colistin(4) and therefore everything else being equal, colistin plasma 

concentrations at steady-state should increase. 

It has recently been shown that in critical care patients colistin plasma concentrations at steady-state 

are mostly governed by renal function and that creatinine clearance can be used for dosing regimen 

adaptation(4). Dosing recommendations were also made for patients under intermittent 

haemodialysis (HD) (4-7). However because colistin pharmacokinetics (PK) may vary with the CMS 

brand (4, 8, 9),the aim of this study was to assess colistin pharmacokinetics (PK) in intensive care unit 

patients requiring intermittent HD (ICU-HD) and treated with the same brand as previously used to 

investigate colistin PK in healthy volunteers(3) and ICU patients with preserved or moderately altered 

renal function7. 

Materials and methods 

Study population 

This population PK study was conducted in two sites: University Hospital of Poitiers, France and 

Hôpital Lariboisière, Paris, France. The study protocol was approved by the local ethics committee 

(CPP Ouest III, approval n°09.02.01) and French national authorities (ANSM n°2009-009578-28). 

Informed consent was obtained from all patients or their relatives. Patients were eligible for 

enrolment in the study if they were aged between 18 and 85 years, receiving CMS as part of their 

treatment, according to dosage regimens freely chosen by physicians, and under intermittent HD for 

acute renal failure. Patients were not eligible if they had received colistin for 7 days prior to study. At 

study onset, the following data were collected: age, sex, weight, diagnosis on admission, serum urea, 

serum creatinine and Simplified Acute Physiology Score (SAPS II). A total of 2 women and 6 men were 

enrolled. Their demographic, clinical and biological data are summarized in Table 1. 
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Table 1: Demographic and clinical characteristics of ICU-HD patients 

ID Gender 
Age 
(yr) 

Weight 
(kg) 

Serum 
Creatinine 
(µmol/L) 

Urine 
flow 

(mL/h) 

SAPS 
II 

score 

Loading 
Dose  
(MIU) 

Maintenance 
dose  

(MIU /q8h) 

Receiving 
aerosol 

1 M 71 83 172 0 60 2 0.5 yes 

2 M 62 100 470 0 49 2 2 no 

3 M 36 58 304 0 39 1 1 no 

4 M 39 88 375 0 63 0.5 0.5 no 

5 F 82 80 329 0 70 0.4 0.4 yes 

6 M 73 80 223 25 55 9 0.5 yes 

7 F 63 52 296 37.5 75 0.8 0.5 yes 

8 M 66 75 315 0 42 2 2 no 

median 
 

65 80 310 - 58 1.5 0.5 
 

 

Haemodialysis 

Intermittent hemodialysis sessions (Gambro, AK 200) were performed during 4 hours before CMS 

dosing, with blood flow setting at 300 mL/min and dialysis effluent at 500 mL/min, using a 1.6 m² B3 

polymethylmethacrylate membrane (Toray industries, Tokyo, Japan)  

CMS Administration 

CMS (Colimycine, Sanofi, Paris, France) was administered intravenously every 8h. The median first 

dose was1.5 MIU (range from 0.4 to 9 MIU) and the median maintenance dose was 0.5 MIU q8h (0.4 

to 2MIU q8h) (1 MIU is equivalent to 80 mg of CMS sodium)(10).CMS was dissolved in 50 mL of saline 

solution and administered over 60 min. The solutions were prepared just before administration. 

Some patients (n=5) received also CMS as aerosol (dose range from 1 to 2 MIU twice a day), after 

dissolution in 10 mL of saline and nebulization over 30 min with a vibrating-mesh nebulizer (Aeroneb 

Pro, Aerogen, Galway, France). 

Samples collection 

Venous blood samples (n=90) were collected between haemodialysis sessions. Blood samples were 

collected immediately before and at 0.5, 1, 2, 3, 8 h after the beginning of the first infusion and at 

various times following consecutive administrations. Samples were immediately centrifuged (3 000 g, 

10 min) at 4°C and plasma was stored at -20°C until analysis. 

Determination of CMS and colistin concentrations in plasma 
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CMS and colistin concentrations were measured as previously described (3, 5, 9, 11) with a validated 

liquid chromatography-tandem mass spectrometry (LC-MS/MS) assay with a limit of quantification at 

0.04 mg/L. 

Population PK modelling 

CMS and colistin plasma concentrations were analysed simultaneously using a non-linear mixed-

effect model, with Monolix (Lixoft, version 4.3.2). A previously reported PK model (9, 12) was fitted 

to the data. CMS pharmacokinetics was described using a one-compartment model. CMS renal 

clearance (CLRCMS) was fixed at 0, whereas clearance, equal to non-renal clearance (CLNRCMS) and 

volume of distribution (VCMS) were estimated. A one-compartment model was also used for colistin 

pharmacokinetics but only apparent volume of distribution (Vcol/fm) and apparent total clearance 

(CLcol/fm) could be estimated, where fm corresponds to the unknown fraction of CMS non-renally 

cleared that was eventually converted into colistin(4). The clearances of CMS and colistin due to 

haemodialysis sessions were set to values previously determined experimentally with the same 

brand of CMS and the same haemodialysis apparatus, i.e. 90 mL/min and 137 mL/min 

respectively(5). The contribution of aerosol co-treatment on plasma CMS and colistin concentrations, 

was taken into consideration by fixing as independent estimates the relevant pharmacokinetic 

parameters values previously estimated(12). The typical PK parameters of the population were 

estimated as well as the inter-individual variability (IIV) (assuming a log-normal distribution). The 

residual variability was modelled as combined (additive and proportional) for CMS and colistin 

plasma concentrations. Differences of objective function values (OFV) were used to discriminate 

between different models, with a reduction of at least 10.83 (corresponding to a p-value <0.001 for 1 

degree of freedom) required to choose the more complex model. Covariate model building was 

performed in a stepwise fashion with forward inclusion (p<0.05) and backward deletion (p<0.01). The 

covariates evaluated included body weight, age, creatinine clearance, serum urea concentration and 

temperature. Model performance was assessed by visual inspection of diagnostic plots, normalized 

prediction distribution errors (NPDE), the evaluation of the residual error and the precision of 

parameter estimates. 

Simulations 

Two types of simulations were conducted.  

First CMS and colistin concentrations were simulated after a single 3MIU dose of CMS in the 

following 3 types of patients over a 48h period without HD session: 
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- a typical patient ICU-HD patient, using PK parameters values estimated in the present study. 

-  a typical ICU patient with preserved renal function (ICU-85 patient) using PK parameters 

values previously estimated by us for creatinine clearance (CLCR) equal to 85 mL/min (and 

therefore CLRCMS=68.5 mL/min)(9). 

- a virtual ICU patient (ICU-00 patient) with the same PK parameters values as in the previous 

group (9), except for CLCR and therefore CMS renal clearance fixed at zero (CLCR= CLRCMS =0 

mL/min). 

Then a 1,000-patient Monte Carlo simulation, was carried out using Berkeley Madonna (version 

8.3.18; University of California) to evaluate the probability of target attainment (PTA) in a typical ICU-

HD patient with an intermittent HD session every 2 Days, between 8:00 am and 12:00 am, and twice 

daily administrations of 1.5 MIU of CMS at 8:00 am and 8:00 pm on Days without HD session. And on 

days with HD session, simulations were conducted considering that the CMS morning dose was 

administered just after HD, that is at 12:00 am instead of 8:00 am, and could be either 1.5 or 3.0 

MIU. Previous estimates of HD clearance were used (CLHD,CMS = 90 mL/min and CLHD,COL= 137 

mL/min)(5). PK-PD target was defined as a free AUC0-24h/MIC greater than 48, assuming 50% protein 

binding(13, 14). PTA were evaluated for each dosing regimen across a range of MICs from 0.125 to 

2 mg/L, 24h periods of time including or not HD sessions. 

Results 

 

Figure 1: Plasma concentrations of CMS (left) and colistin (right) measured in ICU-HD patients. Times 
are relative to the last dose. 
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Measured plasma concentrations of CMS and colistin are shown on Figure 1. Goodness of data fit 

plots was satisfactory with unbiased individual fits (not shown), NPDE values were lower than 2 and 

no obvious bias was observed versus time (Figure 2). No covariate was included in the model, due to 

non-significant decrease of the objective function values. The residual variability (Table 2) was low 

for colistin plasma concentrations (15% proportional and 0.13 mg/L additive) and moderate for CMS 

plasma concentrations (48% proportional and 0.11 mg/L additive). 

 

Figure 2: Normalized Prediction Distribution Errors (NPDE) as a function of time for CMS (left) and 

colistin (right) plasma concentrations. Times are relative to the first dose. 

Estimated PK parameters values in ICU-HD patients are presented in Table 2 by comparison with 

those obtained in ICU-85 patients(9). Typical CLNRCMS in these ICU-HD patients, was estimated at 113 

mL/min, and typical CMS volume of distribution at 21 L, with a resulting elimination half-life equal to 

2.1 h. Typical colistin apparent clearance (CLcol/fm) was estimated at 37.7 mL/min and typical 

apparent volume of distribution (Vcol/fm) at 28 L, with a corresponding colistin half-life equal to 9.8 h. 

The precision on parameter estimates (expressed as relative standard error in table 2) was good 

(<45%).  

  



B. Colistin and Hemodialysis 

 

53 

 

Table 2: Population pharmacokinetic parameters of ICU-HD patients compared with ICU-85 patients 
(Gregoire at al.(9))  
 

    
ICU-HD patients 

ICU-85d  
(Grégoire et al.)(9) 

    

Residual Errors   

Parameter a 
Typical 
value 

(RSE%)a 

IIVb CV%c 
(RSE%) 

Proportional 
CV% 

(RSE%)c 

Additive 
(mg/L) 
(RSE%) 

Typical 
value 

(RSE%)c 

IIV CV% 
(RSE%)e 

CMS 

     
  

 

VCMS (L) 21 (13) 24 (45) 48 (12) 0.11 (28) 15.7 (7) 44 (14) 

 

CLRCMS (mL/min) - - 

 

 68.5 (12) 72 (11) 

 

CLNRCMS(mL/min) 113 (14) 31 (35) 

 

 43.7 (11) 42 (18) 

Colistin 

    
  

 

Vcol/fm (L) 28.3 (18) 42 (36) 15 (24) 0.13 (27) 10.2 (16) 81 (15) 

 

CLcol/fm (mL/min) 33.3 (16) 42 (29) 

 
 

37.7 (10) 37 (15) 

VCMS, volume of distribution of CMS; CLRCMS, renal clearance of CMS; CLNRCMS, nonrenal 

clearance of CMS; Vcol, volume of distribution of colistin; Clcol, clearance of colistin; fm, 

unknown fraction of the nonrenal clearance of CMS that actually forms colistin. 
a
 RSE%, relative standard error (expressed as a percentage). 

b
 IIV, Interindividual variability. 

c
 CV%, coefficient of variation (expressed as a percentage). 

d
 typical value for a patient of 70kg with a creatinine clearance of 85mL/min. 

 

Figure 3 shows CMS and colistin plasma concentration-time profiles simulated after single dose of 

CMS (3 MIU) in the three pre-defined populations. The CMS plasma concentrations profiles 

simulated in a typical ICU-HD patient and in a typical ICU-85 patient were virtually superimposed and 

accordingly corresponding AUC0- were almost identical (33.0 mg.h/L and 33.25 mg.h/L respectively) 

(Figure 3A). But noticeably CMS systemic exposure was increased by almost 2.5 folds in the virtual 

ICU-00 patient with a corresponding AUC0- at 85.4 mg.h/L (Figure 3A). 

Different observations were made for colistin, in particular AUC0- predicted in a typical ICU-HD 

patient (79.4 mg.h/L) was about three times higher than in a typical ICU-85 patient (27.6 mg.h/L) and 

close to the value simulated for the virtual ICU-00 individual (70.8 mg.h/L). Yet although colistin 

exposure was comparable in ICU-HD and in ICU-00 patients, concentrations profiles differed with a 

lower Cmax in HD patients (3.6 vs. 4.9 mg/L) likely to a larger volume of distribution leading also to a 

longer half-life (Figure 3B). 
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Figure 3: Plasma concentration-time profiles of CMS (left) and colistin (right), after single dose 

administration of CMS (3 MIU), predicted from PK parameters values corresponding to a typical ICU-

HD patient (black full line), a typical ICU-85 patient (black dashed line), and a virtual ICU-00 patient 

(Grey full line) 

Simulations suggest that after multiple administrations of CMS 1.5 MIU q12h in ICU-HD patient, 

plasma colistin concentrations at steady-state should fluctuate between 3 and 4 mg/L. However at 

the end of HD sessions colistin concentrations would drop to 1 mg/L. Administration of a 3 MIU ͞ƌe-

loadiŶg͟ dose of CM“ iŶstead of the ƌegulaƌ 1.5 MIU dose, after each HD sessions, would reduce the 

time necessary to return at steady-state (Fig. 4). However with these colistin concentrations profiles, 

high PTA should only be obtained for bacteria with an MIC equal or less than 0.5 mg/L, and providing 

the ϯ MIU ͞ƌe-loadiŶg͟ dose of CM“ is giǀeŶ afteƌ eaĐh HD sessioŶ ;Fig. ϱͿ. 

 
Figure 4: Simulations of colistin plasma concentration-time profiles in ICU-HD patients receiving a 4-

hour HD session on Day n and dosed with1.5 MIU q12h of CMS. The CMS dose planned before the 

HD session was postponed immediately after the session and was either 1.5 MIU (dash line) or 3 MIU 

(solid line) 
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Discussion 

This study allowed comparisons between CMS and colistin PK in ICU patients with preserved renal 

function (ICU -85) and with acute renal failure requiring intermittent HD (ICU-HD). But in order to 

evaluate whether CMS and colistin PK could be similar in ICU-85 and in ICU-HD patients, except for 

CMS renal excretion, simulations were also carried out in virtual patients (ICU-00) using PK 

parameters values obtained previously in ICU-85 patients(9), except for CLRCMS set at 0 mL/min. This 

will be discussed first and the effect of HD on CMS and colistin PK will then be considered to provide 

practical dosing regimens recommendations in ICU-HD patients. 

CMS volume of distribution was moderately increased in ICU-HD patients compared with ICU-85 

patients (Table 2) but surprisingly total clearance in ICU-HD patients (typical value: 113 mL/min) was 

virtually the same as in ICU-85 patients (typical value: 112 mL/min). This result suggests that CMS 

non-renal clearance (CLNRCMS) is increased by approximately two folds (from 43.7 mL/min to 113 

mL/min) in HD patients, compensating for the absence of renal clearance, which has never been 

reported before (4, 6). Accordingly CMS concentrations versus time profiles in typical ICU-HD and 

ICU-85 patients are virtually superimposed (Figure 3A). Yet because the exact mechanism of CMS 

non-renal clearance remains unknown it is difficult to assess the origin of this increased CLNRCMS in 

ICU-HD patients. Noticeably because CMS PK parameters were estimated between HD sessions, 

artefacts such as drug adsorption onto HD membranes must be ruled out. Moreover, as plasma 

sampling and CMS concentrations measurement were handled in the same conditions than for the 

compared ICU-85 patients (9), a bias of the CLNRCMS estimation for the present study has to be ruled 

out. It may then be hypothesized that endogenous substances that accumulate in plasma between 

HD sessions could interfere with the hydrolysis of CMS occurring at physiologic pH and leading 

eventually to colistin (15, 16). However it should also be reminded that measured CMS 

concentrations correspond in fact to the sum of various methanesulphonate derivatives 

intermediates (i.e. all five or only a part of the primary amine group of colistin are 

methanesulphonated in CMS) eventually converted into colistin (17). Therefore CMS PK parameters, 

including CLNRCMS, correspond to apparent parameters that must be carefully interpreted. But more 

importantly for dosing regimen optimization it should be reminded that colistin exposure, or average 

colistin concentrations at steady-state, is determined by its rate of formation and its rate of 

elimination. And the former depends upon the fraction of the CMS dose that is eventually converted 

into colistin and not upon CLNRCMS. Unfortunately this fraction of the CMS dose converted into colistin 

is unknown. This also raises a terminology issue that requires clarification. It was initially suggested  

that the fraction of the CMS dose not excreted in urine was entirely converted into colistin(1). This 
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assumption was made by several authors including Plachouras et al. (8) and ourselves (3), from which 

it was estimated that in heathy volunteers approximately 2/3 of the administered CMS was directly 

excreted unchanged in urine and therefore that the remaining 1/3, referred as fm, was converted into 

colistin (3). However since that a more complex PK disposition scheme including a 3rd route of 

elimination, was suggested for CMS by Garonzik et al.(4). Accordingly only a fraction of the CMS not 

excreted in urine would be converted into colistin, and this was defined as fm(4). Therefore the 

meaning of fm differs between studies since in the reference article published by Plachouras et al. (8) 

as well as in our initial paper (3), fm refers to the fraction of the CMS dose converted into colistin, 

consistent with the usual terminology for metabolites PK (18). Although the 3rd route of CMS 

elimination is not supported by strong experimental data, at least to our knowledge, it cannot be 

ruled out.  

 

Figure 6: Schematic representation of CMS disposition following its administration. fe corresponds to 

the fraction of CMS dose excreted unchanged in urine; fm to the fraction of CMS dose not excreted 

unchanged in urine that is eventually converted into colistin; and fm,coli to the fraction of the CMS 

dose that is converted to colistin. 

Therefore in order to avoid confusion and facilitate between studies comparisons, we have decided 

to take into consideration this extra route of CMS elimination in our most recent studies(9, 12). But 

for clarification we have also decided to call fm,coli the fraction of the CMS dose eventually converted 

into colistin. This new disposition scheme with the corresponding new terminology is illustrated on 

Figure 6 with an X compartment standing for the unknown 3rd route of elimination for CMS. 

Noticeably fm,coli depends on the fraction of CMS excreted in urine (fe) and on the fraction of CMS not 

excreted in urine that is converted into colistin (fm) as follows: 
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fm,coli=fm (1-fe).  Eq. 1 

It should then be acknowledged that for the apparent colistin PK parameters (Vcol/fm and CLcol/fm) 

reported in this paper (Table 2), and previously by Garonzik et al. (4) and Grégoire et al. (9), fm 

corresponds the fraction of CMS not excreted in urine that is converted into colistin, as considered in 

Eq. 1. And it is important to note that colistin plasma versus time concentrations profiles are actually 

governed by Vcol/fm,coli and CLcol/fm,coli and not by Vcol/fm and CLcol/fm. This explains why colistin AUC is 

almost 3 times higher in a typical ICU-HD patient than in a typical ICU-85 patient, although 

corresponding typical CLcol/fm values are not much different (Figure 3B and Table 2). Indeed, the ratio 

of colistin AUC corresponds to the ratio of CLcol/fm,coli values (33.3 mL/min vs 96.8 mL/min),which 

differs from CLcol/fm values due to the 2.6-folds lower fraction of CMS excreted non renally in ICU-85 

patients (1-fe=39%) than in ICU-HD patients (1-fe=100%). Therefore the almost 3 times greater AUC of 

colistin in ICU-HD patients compared with ICU-85 patients is very likely due to a large extent to the 

abolished CMS renal excretion in ICU-HD patients. Colistin elimination half-life is about 3 times longer 

in ICU-HD patients than in ICU-85 patients (9.8 h versus 3.1h), but apparently mostly due to an 

increased volume of distribution (Table 2), of several potential origins that would need to be 

explored but among which a decreased binding on alpha1-acid glycoprotein (14, 19) or a disease 

related increased distribution within tissues. 

 

Figure 5: Probability of Target Attainment (PTA) of colistin in ICU-HD patients dosed with 1.5 MIU 

q12h of CMS on days with (up) and without HD (bottom). On days with HD (top) the CMS dose 

planned before the HD session was postponed immediately after the session and was either 1.5 MIU 

(dash line) or 3 MIU (solid line) 

CMS dosing regimen in ICU-HD patients must take into account the consequences of renal failure on 

colistin formation (fm,coli) and elimination (CLcol) but also CMS and colistin removal during HD. 
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Although this specific aspect was not investigated during the present study, we have previously 

shown that both CMS and colistin were efficiently cleared during HD (5). Because HD clearance may 

vary with the type of HD systems and membranes, we have used CMS and colistin HD clearance 

values previously determined in similar setting (5), which are consistent with those reported by 

Garonzik et al. (4) and by Jitmuang et al. (6) for CMS. However the colistin HD clearance estimated by 

Marchand et al. that we have used (8.2 L/h) is greater than that reported by Garonzik and Jitmuang 

(3.4 and 3.99 L/h respectively). This discrepancy could be due to the HD apparatus or the brand of 

CMS administered. Because most of the CMS and colistin present into the body are cleared during 

HD sessions, it seems appropriate not to administer CMS before HD but rather immediately after HD 

sessions. Furthermore Garonzik and al. have suggested the addition of 30 to 50% to the daily 

maintenance on days with HD session (4). Our PTA estimates suggest that providing MIC<0.5 mg/L, 

an appropriate post-HD ͞ƌe-loadiŶg͟ CM“ dose Đould ďe ϯ MIU, leadiŶg to ϰ.ϱ MIU adŵiŶisteƌed oŶ 

days with HD and 3 MIU on days without HD. In fact this corresponds to a 50% increase of the daily 

dose on days with HD compared with days without HD, which is consistent with Garonzik et al. 

recommendation(4) although different methodologies were employed (Monte-Carlo simulations for 

PTA calculations in the present study vs. regression methods along with a cost function for Garonzik). 

One concern is the nephrotoxicity of colistin which, for patients with preserved renal function, 

increases with trough concentrations (>2.4 mg/L) and concomitant treatment with other nephrotoxic 

drugs (20). As data about nephrotoxicity of colistin for patients with prior acute renal failure are 

lacking the physician should evaluate the benefit/risk balance and thoroughly monitor the evolution 

of the renal function.  

In conclusion an unexpected and difficult to explain increase of CMS non-renal clearance in HD 

patients, compensating for its abolished renal clearance, was evidenced for the first time. Its 

consequences on colistin exposure were discussed together with those of other potentially altered 

colistin PK parameters values in HD patients. These findings were subsequently used to conduct PK-

PD simulations, showing that a dosing regimen with 1.5 MIU of CMS given twice daily, except a 

supplemental dose of 1.5 MIU administered along with the scheduled 1.5 MIU dose just after the HD 

session (i.e. total of 4.5 MIU for a HD day)would allow to maintain colistin plasma concentrations 

between 3 and 4 mg/L for sufficiently long to obtain high PTA values, at least for bacteria with MICs 

equal or less than 0.5 mg/L in the absence of combination with another antibiotic. This dosing 

regimen seems a-priori to be the best initial choice for ICU-HD patients. 
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Abstract 

Semi-mechanistic pharmacokinetic-pharmacodynamic (PK-PD) modeling is increasingly used for 

antimicrobial drug development and optimization of dosage regimens, but systematic simulation-

estimation studies to distinguish between competing PD models are lacking. This study compared the 

ability of static and dynamic in-vitro infection models to distinguish between models with different 

resistance mechanisms and how accurately and precisely the parameters are estimated. Monte Carlo 

simulations (MCS) were performed for models with one susceptible bacterial population without 

(M1) or with a resting stage (M2), one population model with adaptive resistance (M5), pre-existing 

susceptible and resistant populations without (M3) or with (M4) inter-conversion, and with two pre-

existing populations with adaptive resistance (M6). For each model, 200 experimental datasets of the 

total bacterial population were simulated over 24h using static antibiotic concentrations (0.125 to 

32x EC50) or over 48h under dynamic conditions (peak of 8x EC50 every 12h for an antibiotic with 1h 

half-life). Twelve-hundred random datasets (each containing 20 curves for static or 3 curves for 

dynamic conditions) were generated by Monte-Carlo simulations. Each dataset was estimated by all 

six models via population PD modeling to compare bias and precision. When the parameters were 

estimated with the model used for simulations, M1 and M3 gave unbiased estimates (<10%) with a 

good precision (<30%). However, parameters for adaptive resistance and inter-conversion for M2, 

M4, M5 and M6 had high bias and large imprecision under static and dynamic conditions. Common 

statistical criteria and diagnostic plots did not support sound identification of the true resistance 

mechanism. Therefore, it seems advisable to quantify resistant bacteria and characterize their 

resistance mechanisms to perform extended simulations and translate from in-vitro experiments to 

animal models and ultimately patients. 

Background 

Antimicrobial therapy greatly benefits from optimized antibiotic dosage regimens that are supported 

by pharmacokinetic (PK) and pharmacodynamic (PD) concepts. During several decades, the minimum 

inhibitory concentration (MIC) was the predominantly used measure to predict antibiotic efficacy 

aŶd it still is ĐoŶsideƌed as a ͚gold staŶdaƌd͛ foƌ deteƌŵiŶiŶg the ďaĐteƌial susĐeptiďilitǇ to 

antimicrobials [1]. As most antibiotics have been available for more than a decade, their 

development relied on an MIC based approach. 

Despite its popularity, the MIC is subject to several limitations. It is determined at only one time 

point (usually between 16 and 24h), at a low initial bacterial inoculum (i.e. usually in the absence of 

resistant populations), and utilizes constant (i.e. static) antibiotic concentrations [1]. Therefore, the 
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MIC neither provides information on the time-course of bacterial killing [2-4] nor on emergence of 

resistance [5,6].  

To address some of the limitations of the MIC approach, many static and dynamic in-vitro and in-vivo 

infection model studies have assessed the ability of empirical PK/PD indices to predict the efficacy of 

antibiotics. Such data have proven useful to optimize antibiotic monotherapy regimens for patients 

[2,7,8]. The large majority of murine infection model studies only assessed bacterial counts at one 

time point (usually 24 h) and did not assess the time-course of bacterial killing in-vivo. 

In-vitro infection model experiments [9] use either static antibiotic concentrations [6,10-13], simulate 

the dynamic time-course of antibiotic concentrations observed in patients [5,14-16], or utilize both of 

these approaches[17-19]. These experimental models provide a wealth of time-course data on 

bacterial growth, killing and resistance and are well suited to develop PK/PD models [20]. The latter 

mathematical models can characterize bacterial killing and resistance [4] and prospectively optimize 

antibiotic dosage regimens.   

While a series of time-course models for bacterial growth, killing and emergence of resistance has 

been proposed, it is currently unknown which type of dataset from in-vitro studies is required to 

soundly develop such PK/PD time-course models. We suspected that these models with different 

resistance mechanisms caŶŶot ďe disĐƌiŵiŶated ďased oŶ ͞tǇpiĐal͟ eǆpeƌiŵeŶtal data aŶd that 

parameter estimates might be biased. We are also not aware of a systematic simulation-estimation 

study assessing the bias and precision of parameter estimates from in-vitro antibacterial models. 

Therefore, our objective was to compare the ability of static and dynamic in-vitro infection models to 

identify the PK/PD model with the true resistance mechanism used during simulation and to estimate 

model parameters accurately and precisely. We used Monte Carlo simulations based on six candidate 

models and estimated these PK/PD model via the importance sampling algorithm in the S-ADAPT 

software which is a robust and one of the latest population modeling algorithms. 

  



C. In-silico evaluation of resistance models 

 

65 

 

Materials and methods. 

The overview flow chart (Figure 1) summarizes the simulation-estimation procedures.  

 

Fig. 1: Simulation-estimation flow chart. Based on a set of true PD parameter values, Monte Carlo 
(MC) simulations were performed using six PD models to generate experimental datasets under both 
static and dynamic conditions. Each of these datasets was then analyzed and PK/PD parameters 
estimated via population modeling in S-ADAPT for each of the six models (yielding 36 simulation-
estimation scenarios in total). The parameter estimates for each model were compared to the true 
parameter values used during simulation to assess bias and precision. 

 

Six different PD models were selected to reflect a range of relevant PD models for antibiotics (Figure 

2). These models contained one bacterial population with no emergence of resistance (M1), one 

population with the capacity to convert into a resting stage (M2), presence in the inoculum of two 

bacterial populations with different susceptibility to an antibiotic (M3 and M4) and one or two 

bacterial populations with a reversible adaptation to the antibiotic (M5 and M6). Models M3, M4 and 

M6 represent heteroresistance of the initial inoculum and models M5 and M6 incorporate adaptive 

resistance. Adaptive resistance was described by a turnover model to describe the stimulation of 

adaptive resistance in response to an antibiotic and reversion back to baseline after removal of the 

antibiotic (Figure 2). Monte Carlo (MC) simulations were performed based on each of these six PD 

models to generate 1,200 simulated datasets (with multiple curves each) in static or dynamic setting. 
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Fig 2: Structure of the PK/PD models. S, drug-susceptible bacteria; T, resting, drug-tolerant bacteria; 
R, drug-resistant bacteria. Parameters are defined in the method section and in Table 1. 

 

Pharmacodynamic models.  

All six models contained a logistic growth function to limit growth to a maximum total bacterial 

population size (Popmax).  

Model 1 (M1) contained one bacterial population and bacterial killing followed an Emax model. This 

model was originally proposed for antibiotic PD by Zhi et al. [21] and subsequently used by other 

investigators [3,22]. The differential equation for the number of viable, susceptible bacteria (S) was: 

S
CKC

Ckmax

Popmax

S
1k

dt

dS

50

g 







 

       (1) 

Initial condition (IC): S0 = 10Inoc. 

The kg is the apparent growth rate constant, C the antibiotic concentration, Popmax the maximum 

concentration of bacteria, kmax the maximal rate constant of bacterial killing, and KC50 the antibiotic 



C. In-silico evaluation of resistance models 

 

67 

 

concentration yielding 50% of kmax. The mean generation time (MGT) was calculated as the inverse of 

kg. 

Model 2 was adapted from Nielsen et al.[11] (Figure 2). The total bacterial population is comprised of 

two populations (i.e. two stages), one proliferating and susceptible stage and one resting and 

antibiotic tolerant stage. The total bacterial population is assumed to stimulate the transfer of 

bacteria from the susceptible stage to the tolerant stage. The transfer from resting stage to the 

susceptible stage is considered to be negligible and was fixed to zero following the original 

publication [11]. Bacteria in the resting state did not grow and were not killed by the antibiotic. As 

resting bacteria did not revert back to the proliferating stage, they were only subject to a first-order 

natural death process. These tolerant bacteria are (slowly) dying and therefore cause a biphasic 

killing profile. In this model, bacteria in the tolerant stage can however not repopulate the replicating 

population since the reversion to the susceptible replicating stage was assumed to be zero.  

As bacteria were simulated to be in the early logarithmic growth phase, we assumed that only a small 

fraction (10-5) of bacteria in the starting inoculum was in the resting and antibiotic-tolerant stage (T). 

This choice had very limited impact on the model, as this fraction (10-5) is equivalent to the number 

of bacteria that convert from the S to the T stage in approximately 1 min for a 106 CFU/mL inoculum. 

Both subpopulations were assumed to have the same natural death rate constant (kdeath). The 

differential equations for the susceptible (S) and resting (T) population of model 2 are: 

  S
CKC

Ckmax

Popmax

TS
1kk

dt

dS

50

deathg 







   IC: S0 = 10Inoc - R0   (2) 

  TkS
Popmax

TS
kk

dt

dT
kdeathg 


    IC: R0 = 10Inoc - 5   (3) 

 The mean natural death time (MDT) was calculated as the inverse of kdeath.  

Model 3 (Figure 2) was derived from Jumbe et al. [23], Gumbo et al. [24] and Campion et al. [14]. 

This model included a pre-existing susceptible (S) and a pre-existing resistant (R) population. Both 

populations did not interconvert. The initial condition of the resistant population is the mutation 

frequency (mutf) multiplied by the total inoculum and the initial condition of the susceptible 

population is the remainder of bacteria. Both populations were assumed to have the same maximal 

killing rate constant (kmax) and the same growth rate constant (kg). These populations differed 
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however in their drug concentration (KC50) yielding 50% of kmax and the KC50 of the resistant 

population (KC50R) was greater than that of the susceptible population (KC50S). This yields the 

following differential equations for model 3: 

S
CKC

Ckmax

Popmax

RS
1k

dt

dS

50S

g 







    IC: S0 = 10Inoc ·(1 - 10mutf)  (4) 

R
CKC

Ckmax

Popmax

RS
1k

dt

dR

50R

g 







   IC: R0 = 10Inoc - mutf  (5) 

In comparison to model 3, model 4 (M4) contained an additional bi-directional inter-conversion 

between the susceptible and resistant population (Figure 2). Model 4 was derived from Jusko et al. 

[25] and Yano et al. [13]. The initial inoculum of the resistant population was assumed to be in 

equilibrium (i.e. steady-state) with the susceptible population. Therefore, the initial condition of the 

resistant population was calculated as CFU0 ∙ kfor / krev and the initial condition of the susceptible 

population was CFU0 ∙ (1 - kfor / krev). Model 4 was described by the following differential equations: 

RkSk-S
CKC

Ckmax

Popmax

RS
1k

dt

dS
revfor

50S

g 







 

   (6) 

IC: S0 = 10Inoc ·(1 - kfor / krev) 

RkSkR
CKC

Ckmax

Popmax

RS
1k

dt

dR
revfor

50R

g 







 

   (7) 

IC: R0 = 10Inoc · kfor / krev 

The kfor and krev are the first-order transfer rate constants from the susceptible to the resistant 

population and vice versa.  

Model 5 contained one bacterial subpopulation with adaptive resistance. An adaptive resistance 

model has been proposed previously by Tam et al. [26]. In the present study, we propose a new 

adaptation function that was based on an indirect response model to reflect the situation that 

bacteria often need to synthesize a protein (and other biomolecules) to overexpress a resistance 

mechanism. The synthesis and turnover of such molecules can be captured by a turnover model 

[27,28]. In the present model, the adaptation increases over time as a saturable function of the 



C. In-silico evaluation of resistance models 

 

69 

 

antibiotic concentration and decreases following a first order rate constant kout. In order that at 

steady-state the adaptation was equal to the saturable function mentioned above, the zero-order 

production rate of adaptation was set to kout. The adaptation affected the KC50s to reflect the up-

regulation of an efflux pump. The differential equations for model 5 were: 

S
CKC

Ckmax

Popmax

S
1k

dt

dS

50S

g 







     IC: S0= 10Inoc   (8) 

 
out

50

kAdaptation
CSC

CSmax

dt

Adaptationd 


 
    IC: Adaptation0= 0  (9) 

 Adaptation1KCKC base50,50S 
       (10) 

The adaptation variable defines the extent of change of KC50S in response to a bacterial alteration 

(such as the expression of an efflux pump; e.g. MexXY-OprM in response to an aminoglycoside)[29]. 

The KC50,base is the antibiotic concentration causing 50% of kmax at time 0 (i.e. in absence of 

adaptation), Smax the maximum fold-increase of KC50,base due to adaptive tolerance, SC50 the drug 

concentration that yields 50% of Smax and kout the first order loss rate constant for adaptation. The 

mean turnover time (MTTloss) was calculated as the inverse of kout. 

Models 3 and 6 both contained two pre-existing subpopulations with different susceptibility. In 

contrast to model 3, model 6 contained the same adaptation (i.e. tolerance) function as model 5 

which affected the KC50 of both the susceptible (KC50S) and resistant (KC50R) population in model 6.  

S
CKC

Ckmax

Popmax

RS
1k

dt

dS

50S

g 







    IC: S0= 10Lg_Inoc (1-10mutf) (11) 

R
CKC

Ckmax

Popmax

RS
1k

dt

dR

50R

g 







 

 IC: R0= 10Lg_Inoc ·10mutf (12) 

 
out

50

kAdaptation
CSC

CSmax

dt

Adaptationd 


 
  IC: Adaptation0 = 0  (13) 

 Adaptation1KCKC base50S,50S 
       (14) 

 Adaptation1KCKC base50R,50R         (15) 
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These six PD models can be readily expanded by including different mean generation times and 

different maximum killing rate constant for the susceptible and resistant populations. However, for 

the purposes of this simulation estimation study, the simpler version of these models was preferred 

to support parameter estimation. 

Table 1: Parameter values used for Monte Carlo simulations  

Descriptions Parameters Units 
Used in 
models 

Mean  
(=true value used 
during simulations) 

Mean generation time MGT min 1-6 60 

Initial inoculum Inoc log10 (CFU/mL) 1-6 6 

Maximum population size Popmax log10 (CFU/mL) 1-6 9.5 

Maximum killing rate constant kmax h
-1

 1-6 4 

Antibiotic concentration yielding 50% of 
kmax in susceptible population 

KC50S mg/L 1-6 1 

Antibiotic concentration yielding 50% of 
kmax in resistant population 

KC50R mg/L 3, 4, 6 4 

Mean natural death time MDT min 2 400 

Mutation frequency Log10 Mutf 
 

3, 4, 6 -5 

First-order transfer rate constant from 
susceptible to resistant population 

kfor log10 (1/h) 4 -6 

First-order transfer rate constant from 
resistant to susceptible population 

krev log10 (1/h) 4 -1 

Maximum fold-increase of KC50 due to 
adaptive tolerance (‘resistance’) Smax 

 
5, 6 4 

Antibiotic concentration that yields 50% 
of Smax 

SC50 mg/L 5, 6 0.4 

Mean turnover time for adaptive 
tolerance 

MTTloss h 5, 6 20 

a
: All parameters were simulated with a small between curve variability to represent generally well reproducible in-vitro curves. 

Parameter were assumed to follow a log-normal distribution and were simulated with a 10% coefficient of variation for the 
between curve variability. Parameters estimated on log10 scale (see unit column) were simulated via a normal distribution on 
log10 scale and had a standard deviation of 0.05. 

 

Monte Carlo simulations for static and dynamic in-vitro infection models 

Population mean estimates: Informed by the range of published parameter values for different 

antibiotics and bacterial strains [3,6,10,13,16,17,19,30-33] (Table 1), we selected sets of parameter 

values that yielded comparable CFU vs. time profiles over 24 h for simulation from the six models. A 

starting inoculum of 106 CFU/mL was applied for all simulations.   
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Between curve variability and residual error: For these well-controlled in-vitro studies, between 

curve variability was set to a small coefficient of variation of 10% for log-normally distributed 

parameters and to a standard deviation of 0.05 on log10 scale for normally distributed parameters. All 

models were simulated and estimated using a major-diagonal variance-covariance matrix. The 

residual error of log10 CFU/mL counts was additive with a standard deviation of 0.2 on log10 scale. A 

limit of quantification (LLOQ) of 10 CFU/ml was chosen [17] (equivalent to one colony per agar plate 

for a volume of 100 uL bacterial suspension per agar plate). 

Simulated experimental designs: To mimic typical experimental conditions, ten different constant 

antibiotic concentrations were simulated for each static time-kill experiment. These concentrations 

were 0 mg/L (control), and 0.125, 0.25, 0.5, 1, 2, 4, 8, 16, and 32 time the KC50 of the susceptible 

population (assumed to be 1 mg/L). Each concentration was simulated in duplicate yielding 20 curves 

per static time-kill dataset. Viable counts were observed at 0 (pre-dose), 0.5, 1, 2, 4, 8, 12 and 24 h. 

For dynamic one-compartment in-vitro models, we simulated one dose level with dosing every 12 h 

in duplicate and a growth control. The simulated antibiotic peak concentration was 8x the KC50 of the 

susceptible population and antibiotic concentrations decreased with a pharmacokinetic half-life of 1 

h. Bacterial counts were simulated in duplicates and for a growth control at 0, 1, 2, 4, 8, 12, 24, 28, 

32, 36 and 48 h. A short half-life has been used to allow antibiotic concentrations to vary over a large 

range with peak concentrations yielding significant killing and trough concentrations being essentially 

ineffective. This was expected to support estimation of model parameters and emphasize the 

features of a dynamic infection model. 

Monte Carlo Simulations: Our simulation-estimation studies (Figure 1) included the generation of 

200 datasets for each candidate model via Monte Carlo simulations for static or dynamic antibiotic 

concentration-time profiles. This included 100 datasets simulated under static and another 100 

datasets simulated under dynamic conditions. Each dataset comprised 20 viable count profiles of the 

total bacterial population for static antibiotic concentration experiments and 2 profiles for 1-

compartment dynamic infection models. These Monte Carlo simulations were performed for 6 

candidate models yielding 1,200 datasets in total. Berkeley Madonna (version 8.3.18, University of 

California) was used for all simulations (Table 2). 
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Table 2: Conditions used for Monte Carlo simulations of static and dynamic in-vitro infection 

models 

Experi-
mental 
condition 

Initial 
antibiotic 
concentration 
(x KC50) 

Sampling 
times 
(h) 

Simulated  
elimination 
half-life  
(h) 

Dosing 
interval 
(h) 

Number  
of models 
used for 
simulation 

Number of 
experiments 
simulated  
for each 
model 

Number 
of 
replicates 

Static 
0, 0.125, 
0.25, 0.5, 1, 
2, 4, 8, 16, 32 

0, 0.5, 1, 2, 
4, 8, 12 
and 24 

  6 100 
a
 

Duplicate 

Dynamic 8 

0, 1, 2, 4, 
8, 12, 24, 
28, 32, 36 
and  48 

1 12h 6 100 
b
 

Duplicate 
+ 1 
growth 
control 

a: Each dataset for a static time-kill model contained 20 viable count profiles (including that of the growth control). 
b: Each dataset for a dyamic infection model study contained 2 viable count profiles . 

 

Estimation of population PD parameters: Each simulated dataset was estimated via population 

PK/PD modeling using the true model as well as the five other models yielding 6 x 1,200 = 7,200 

estimation runs in total. Estimation was performed using nonlinear mixed-effects modeling in the S-

ADAPT software via the importance sampling algorithm (pmethod = 4 in S-ADAPT) [34]. Modeling 

was facilitated by the SADAPT-TRAN tool and utilized estimation settings that were previously 

qualified for robust estimation of mechanism-based models[35,36]. Viable counts were fitted on 

log10 scale and viable counts below the limit of counting were handled by using Beal M3 method as 

implemented in S-ADAPT[37]. In order to avoid local minima initial values for estimation were set to 

the true values. 

PD model selection: The majority of combinations of the six studied models are nested. The more 

complex model converge to the simpler models, if the mutation frequency of the resistant 

population is zero, if the maximum extent of adaptation (Smax) is zero, if there is no conversion of 

bacteria to a resting stage, or if there is no inter-conversion between the susceptible and resistant 

subpopulation. The objective function value (OFV, -1x log-likelihood in S-ADAPT) was calculated by S-

ADAPT for each of the 7,200 estimation runs.  For comparison of two nested models, the LRT with a 

chi-square distribution and one degree of freedom per additional model parameter was used with a 

p-value of 0.05. For comparison of two non-nested models, we chose the model with the lower 

objective function as the better model. 

Precision and bias of parameters estimates: The parameter estimates from each of the estimation 

runs were compared with true parameter values used during simulation from the true model. The 

bias was calculated as. 
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                                           (17) 

The precision was calculated as: 

                                                                (18) 

Simulation of viable count profiles: To visualize the differences between competing models for the 

chosen experimental conditions, viable count profiles were simulated from the true parameter 

estimates over 96 h.  

Results 

The models aimed to provide comparable profiles based on the same experimental design. However 

the simulated viable counts profiles for static time-kill experiments yielded two general shapes of 

profiles (Figure 3A). The first type showed bacterial killing without regrowth (M1 and M2) with model 

2 containing a slower terminal phase representing natural death of bacteria in the resting stage. The 

second group yielded initial bacterial killing followed by regrowth (M3, M4, M5 and M6) due to a 

resistant bacterial population, adaptation, or both. Figure 3B shows the viable count profiles 

simulated under dynamic conditions.  
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 Figure 3: Typical viable count profiles simulated. Profiles are presented for the six different models 
with either a static antibiotic concentration of 1 mg/L (up) or with a dynamic concentration 
mimicking administration every 12h of an antibiotic with a 1 h half-life and a peak concentration of 8 
times KC50S (bottom). Symbols indicate sampling times for CFU counting. 

 

Model selection: Each column in Table 3 refers to one true model used for simulation under static or 

dynamic conditions. The lines in Table 3 show the frequency of selecting the respective model as the 

best model based on the LRT. If M1 was the true model, both static and dynamic conditions 

identified M1 as the true model in 99 or 100% of the cases. For the model with one population with a 

resting stage (M2), model 2 was correctly identified as the best model in 96% of cases for the static 

scenario but only in 2% of the cases for the dynamic scenario.  

When model 3 was used as true model for simulations, static conditions correctly identified M3 as 

the best model in 92% and dynamic conditions in 84% of the cases (Table 3). 
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Interestingly, when the model with two subpopulations and a slow inter-conversion (M4) was the 

true model, M3 was incorrectly selected as the best model in 92% (static) or 96% (dynamic setting) of 

the cases. Identification of both models with adaptive tolerance (M5 and M6) as the true model 

failed in at least 68% of the cases under both scenarios. 

Table 3: Probability of selecting a model Mi by the likelihood ratio test (LRT; different rows) for 

six different true models (columns) used for simulation under dynamic or static conditions. 

The probability to correctly select the true model as the best model is represented by the 

diagonal. 

 

  
Actual (i.e. true) model 

Condition Static time-kill Dynamic infection model 

Models M1 M2 M3 M4 M5 M6 M1 M2 M3 M4 M5 M6 

L
R

T
 S

e
le

c
te

d
  

m
o

d
e

l 

(%
) 

M1 93 . . . . . 89 87 . . . . 

M2 7 96 . . . . 3 8 . . . . 

M3 . 3 82 81 84 44 6 3 97 96 84 90 

M4 . . 17 18 2 2 . 1 . 1 2 . 

M5 . . . . 11 . 2 1 . 1 13 . 

M6 . 1 1 1 3 54 . . 3 2 1 10 

(ex. In dynamic setting, model M3 was selected at 66% when model M5 was used to simulate). 

 

Bias and imprecision of parameter estimates: Table 4 (all six models) and Figure 4 (models 1, 3 and 

5) compare the true parameter values with the median parameter estimates under static and 

dynamic conditions (from the 100 datasets for each model and case). 

 The median estimates were within 10% of the true value and the imprecision was <20% CV for most 

parameters of M1 and M2 under both static and dynamic conditions (Table 4). A noticeable 

exception was the estimated mean time of natural death (MDT) of resting bacteria in M2 which was 

considerably biased by 326% in the dynamic setting and biased by 20% in the static setting. 

For the model with a susceptible and resistant population without inter-conversion (M3), the vast 

majority of median estimates were within 10% of the true value with exception of KC50S (estimated 

34% higher) and KC50R (estimated 82% higher than the true value) in the static setting. Both for 

models 3 and 4, the dynamic setting provided less biased parameter estimates, although the slow 

inter-conversion rate constants (kfor and krev) of M4 were difficult to estimate under both settings.  
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Fig. 4: Bias between true and estimated parameters. Boxplots of the bias between true and 
estimated parameter values under static and dynamic conditions for 3 different models (M1, M3 and 
M5). 

For models with adaptive resistance (M5 and M6), most model parameters were estimated close to 

their true values and with good precision. However, the parameters related to the adaptation 

process (i.e. Smax, SC50 and MTTloss) were considerably biased and estimated with poor precision for 

both scenarios and both models (M5 and M6).   

Overall, the precision of parameter estimates was better for static compared to dynamic conditions 

for all models.  

Impact of biased parameter estimates on viable counts: The viable count profiles predicted from the 

median estimates under static and dynamic conditions (Figure 5) matched the predicted profiles 

from the true parameter estimates closely during the first 48 h. For models 3, 4 and 5, the deviations 

were moderate between 48 and 96 h and tended to be larger for the model predictions under static 

compared to dynamic conditions. Predictions were better for the two population model without 

adaptation (M3) than those for the model containing one population with adaptation (M5). Although 

some of the parameter estimates were biased for the more complex model M6 (two populations 

with adaptation), good predictions were observed. 



C. In-silico evaluation of resistance models 

 

77 

 

 

Fig 5:  Comparison between true and CFU profiles extrapolated over time from parameter estimates. 
Typical CFU profiles in dynamic conditions, using the true parameter values (solid black lines) or 

parameter estimates from the dynamic (dashed black) or static (dashed grey) setting for the 6 models. 
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Table 4: Median and coefficient of variation (CV%) of parameter estimates when the parameters were estimated with the model used for 
simulations (n=1200; i.e. 100 replicates for each setting and each model) under static or dynamic condition. 

  Model 1 
 

Model 2 
 

Model 3 
 

Model 4 
 

Model 5 
 

Model 6 
 

 
Parameter 

True 
value 

Unit Static Dynamic Static Dynamic Static Dynamic Static Dynamic Static Dynamic Static Dynamic 

MGT 60.0 min 60.6 (8) 61.0 (11) 60.5 (9) 68.5 (20) 69.4 (13) 61.2 (9) 73.0 (12) 60.9 (10) 61.0 (12) 60.7 (10) 61.5 (6) 62.2 (12) 

Inoc 6.00 Log10 CFU/mL 6.00 (0.5) 6.00 (2) 6.00 (0.4) 6.01 (2) 6.00 (0.4) 5.99 (2) 6.01 (0.5) 6.02 (2) 6.01 (0.6) 5.99 (2) 6.00 (0.6) 5.99 (2) 

Popmax 9.50 Log10 CFU/mL 9.53 (1) 8.96 (20) 9.52 (1) 10.9 (16) 9.50 (0.9) 9.49 (4) 9.49 (0.9) 9.54 (10) 9.51 (0.7) 9.51 (9) 9.51 (0.78) 9.51 (1) 

kmax 4.00 h
-1

 3.94 (4) 4.00 (11) 4.02 (8) 4.09 (15) 4.03 (6) 3.98 (12) 4.00 (5) 4.20 (12) 4.03 (6) 4.01 (16) 3.98 (4) 4.11 (19) 

KC50S 1.00 mg/L 0.950 (15) 0.97 (35) 0.980 (16) 1.03 (41) 1.34 (14) 1.01 (38) 1.33 (17) 1.12 (17) 1.10 (20) 0.98 (59) 1.13 (17) 1.15 (59) 

MDT 400 min 
  

321 (18) 1280 (177) 
        

Log10 Mutf -5.00  
  

-5.77 (14) -6.36 (16) -5.24 (6) -5.25 (17) -5.22 (9) -4.89 (20) 
  

-5.20 (8) -5.81 (25) 

KC50R 4.00 mg/L 
    

7.26 (40) 4.54 (36) 6.35 (42) 3.56 (73) 
  

5.24 (28) 6.12 (350) 

kfor -6.00 Log10 (1/h) 
      

-7.63 (8) -7.11 (5) 
    

krev -1.00 Log10 (1/h) 
      

-56700 (450) -4.3 (310) 
    

Smax 4.00  
        

9.60 (29) 5.68 (110) 5.88 (44) 6.95 (190) 

SC50 0.40 mg/L 
        

0.86 (52) 0.25 (120) 
0.510 
(106) 

0.28 (200) 

MTTLOSS 20.0 h 
        

46.6 (38) 35.4 (130) 40.5 (33) 81.8 (92) 
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Discussion 

During the last five decades, a considerable variety of structures for models with irreversible drug 

effects has been proposed in antimicrobial and antineoplastic chemotherapy. These published 

models include both empiric descriptions of viable count profiles and mechanism-based models. The 

latter model were developed to characterize relevant aspects of the mechanisms of antibiotic action, 

bacterial resistance and tolerance for antibiotic mono- and combination therapy and are highly 

useful to predict the time-course of bacterial growth, killing and resistance and to thereby optimize 

antibiotic dosage regimens. The vast majority of these antibacterial PK/PD models [3,38] were 

developed using data on the total bacterial population and did not model viable counts from 

antibiotic containing agar plates. However, some models co-modelled both the total and resistant 

subpopulations. 

In this context, it seems surprising that no systematic simulation-estimation study has yet been 

published to assess the ability to distinguish between competing antimicrobial PD models with 

different resistance mechanisms. This lack of knowledge affects the vast majority of mathematical 

models in antibacterial PD. We addressed this gap by performing parametric Monte Carlo simulations 

with in total 1,200 simulated datasets that were estimated using six relevant structural models and 

two common designs for in-vitro infection models. These models reflected genotypically stable 

resistance mechanisms, phenotypic tolerance (i.e. adaptation), inter-conversion between bacterial 

populations, or multiple of these mechanisms (Figure 2). The 1,200 datasets were estimated for both 

the true model and the other five models (i.e. 6 x 1,200 = 7,200 estimation runs in total) to assess the 

ability to distinguish between competing models. 

While models M1 and M2 yielded bacterial killing and death without regrowth, M3 to M6 could all 

describe viable count profiles with initial killing followed by regrowth due to emergence of 

resistance. It was therefore interesting to assess, whether a robust population PK/PD estimation 

algorithm (i.e. importance sampling) can adequately distinguish between competing models. Despite 

the use of one of the latest population modeling algorithms, standard statistical criteria could only 

identify the true model under both static and dynamic conditions in more than 80% of the cases for 

models M1 and M3. Importantly, M3 was incorrectly selected as the best model in the large majority 

of cases even if models M4, M5 or M6 were the true model used during simulation. Despite 

frequently sampled viable counts of the total population over time, statistical modeling criteria could 

therefore not reliably identify the true model in case of regrowth due to bacterial resistance. Viable 

count data on the resistant population(s) from antibiotic-containing agar plates at 0 and 24 h, for 
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example, would provide direct experimental evidence to accept or reject several candidate models 

(Figure 2) and seems therefore highly valuable and warranted. 

 This difficulty to select the most appropriate mechanism of resistance based on modelling 

methods alone is supported by experience from our previously study on P. aeruginosa exposed to 

static concentrations of ciprofloxacin [6]. In this study, we leveraged insights on the presumably most 

relevant mechanism of resistance to select the final model for ciprofloxacin. Therefore a good 

understanding of the mechanism governing the interaction between the antibiotic and the bacteria is 

beneficial for selection of the most appropriate model. Ideally, such selection should be supported by 

quantitative viable counts of resistant subpopulations by plating bacterial strains onto agar 

containing antibiotics. The selection of the appropriate model can be guided with the 

characterization of subpopulations either at the beginning of the experiment with the determination 

of the mutational frequency to resistance [39] or during the experiment [10,40], thus allowing the 

choice between models with or without initial subpopulations and with or without inter-conversions 

amongst them. 

Despite considerable bias for some parameter estimates, the discrepancies between predicted and 

actual CFU profiles (Figure 5) were limited and may possibly be considered acceptable. This applies 

particularly for the small discrepancies during the first 24 h to 48 h which is likely the most critical 

time in the management of infections in critically-ill patients. Model predictions over longer time 

periods (i.e. extrapolation) led to more biased predictions. The parameter estimates showed less bias 

for the dynamic compared to the static setting for models with heteroresistance or adaptation. 

Moreover our predictions were based on the median of the parameters values. As these simulations 

did not account for parameter imprecision, the discrepancies between the predicted and the actual 

viable count profiles are likely larger for some sets of estimated parameters.  

As expected, the dynamic setting yielded less precise, i.e. with larger coefficient of variation, 

parameter estimates most likely due to the considerably smaller number of observations for the 

dynamic setting (containing 2 curves + one control) compared to the static setting (containing 20 

curves per dataset). In practice the statistical gain of the dynamic design can also be offset by the 

significantly increased workload for dynamic experimental conditions. In order to improve the 

precision of parameter estimates under the dynamic conditions we tested some more intensive 

experimental designs, i.e. with 4 replicates (instead of 2) or with two different doses (8x EC50 + 32x 

EC50) administered during the experiment (data not shown). However these more intensive 

experiments did not improve significantly the precision of parameter estimates under dynamic 



C. In-silico evaluation of resistance models 

 

81 

 

conditions. This means that in order to obtain precise estimation of parameters with a dynamic 

system, it would necessitate a much more informative design, e.g. either much longer or with much 

more bacterial counts over time or with much more replicates.  

Static concentration time-kill studies [9] are very efficient and cost-effective and allow studying a 

large range of antibiotic concentrations. Most published studies did not exchange the growth 

medium regularly (e.g. every 24 h) and therefore toxic bacterial metabolites may accumulate and 

nutrients get depleted over time. Also, degradation (e.g. of β-lactam antibiotics) over longer 

experimental conditions would need to be accounted for. Therefore, performing static concentration 

time-kill studies over more than 24 h requires a considerably increased amount of work.  

Dynamic in-vitro infection models such as the one-compartment and hollow-fiber system can mimic 

human PK [4], by changing drug concentrations and turnover of fresh broth medium using various 

pumps. The control of these flow rates permits to simulate different half-lives of drugs and also 

provides washout of toxic bacterial metabolites elimination. Therefore, these dynamic experiments 

are often run over multiple days to week and longer [26], [41] and typically use multiple dosing [42]. 

These dynamic in-vitro models require though a significantly enhanced workload and therefore 

complement and extend the more efficient static concentration time-kill studies for translation to 

animal studies and ultimately to patients. 

 In conclusion, for datasets based only on the total bacterial population, standard statistical 

modeling criteria based on latest estimation algorithms failed to correctly identify the PD model with 

the true resistance mechanism(s) in the large majority of cases. These datasets did not contain data 

on antibiotic-resistant populations. This finding is highly important, as most published models in 

antibacterial PD were developed based only on data corresponding to the total population. For our 

simulation scenario, the dynamic infection model provided more accurate parameter estimates than 

static concentration time-kill studies. Yet the latter yielded more precise parameter estimates 

compared to dynamic models likely due to the much larger dataset. For both static and dynamic 

conditions, parameter related to adaptive resistance and inter-conversion of bacterial populations 

was poorly estimated. Predicted viable counts over the experimentally studied duration (i.e. 24 to 48 

h) were reasonably accurate despite biased parameter estimates. However, simulations over longer 

durations showed more pronounced deviations and should be interpreted conservatively. Overall, it 

seems highly beneficial to utilize quantitative viable count data of resistant subpopulations and 

insights on their resistance mechanisms to support the choice of the most appropriate model for 

bacterial resistance.  
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Fundings 

M.J. is suppoƌted ďǇ a doĐtoƌal felloǁship fƌoŵ the UŶiǀeƌsitǇ of Poitieƌs aŶd the ͞CoŶseil ƌegioŶal de 
Poitou-ChaƌeŶtes͟. 
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Introduction 

 

Over the last years, colistin (polymyxin E) was increasingly used as a last option for the treatment of 

infections caused by multi-drug resistant Gram-negative bacteria as Pseudomonas aeruginosa, 

Acinetobacter baumannii and Klebsiella pneumonia
1,2. The effect of colistin against Pseudomonas 

aeruginosa has been correlated with the area under the unbound concentration–time curve over 24h 

divided by the minimum inhibitory concentration (fAUC/MIC) both in-vitro
3 and in-vivo4. The target 

breakpoint has been estimated between 22.6 and 30.4  depending on the strain in in-vitro
3. The 

fAUC/MIC target required to achieve 2-log kill was estimated to vary between 27.6 and 36.1, in an 

thigh infection model, and between 36.9 and 45.9 in an lung infection model4. Although these index 

and target values may facilitate the selection of appropriate dosing regimens for optimal 

antibacterial effect, they do not describe the rapid loss of efficacy due to the emergence of 

resistance described with Pseudomonas aeruginosa as opposed to mechanistic or semi-mechanistic 

pharmacokinetic/pharmacodynamic PK/PD) modeling. The resistance toward polymyxins in 

Pseudomonas aeruginosa is due to the modification of the lipid A with 4-amino-4-deoxy-L-arabinose 

(L-Ara4N) on the LPS5 by activation of the PhoP/PhoQ system6 or the PmrA/PmrB system 5,7-10. A 

mechanistic PK/PD modeling study has been performed to describe this changing activity of colistin 

with time by Bulitta et al11. The authors have built a model that describes the competitive binding 

between colistin, Mg2+ and Ca2+ to the outer bacterial membrane of Pseudomonas aeruginosa. They 

describe the resistance to colistin by the presence of multiple subpopulations in the inoculum. In 

another study Mohamed et al.12 described the loss of colistin efficacy with time as an adaptive 

process. Development of mutants and adaptive resistance may both lead to reduced antimicrobial 

efficacy and it may be difficult to discriminate between various types of PK/PD models simply from 

modeling criterion. In case of adaptive resistance the phenomenon reverses when the antimicrobial 

exposure is suspended whereas in case of multiple subpopulations the reversion can occur if the 

resistant populations have a fitness cost. Therefore in order to characterize the rapid decrease of 

Pseudomonas aeruginosa sensitivity to colistin with time, an original experimental design focusing on 

these phenomenon reversibility and using a bioluminescent strain was developed. The 

bioluminescence technique is a non-destructive, real-time reporter of bacterial metabolism that can 

be used to monitor the effect of antimicrobials and to quantify the bacteria13,14. This technique uses 

microorganisms expressing the lux operon which are able to emit light, as a result of the activity of 

bacterial luciferase in metabolically active bacteria15,16. 
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Materials and methods 

Strain and media 

Reference strain P.aeruginosa PAO1 was rendered bioluminescent by insertion of operon luxCDABE 

into the chromosomal site attTn7, by using the recombinant plasmid pUC18-mini-Tn7T-GmR-lux 

modified. The lac promoter region of plasmid pCR2.1-TOPO® (Invitrogen) was PCR amplified with 

primers PlacA1 (5'-CGGACTAGTCGATTCATTAATGCAGCTGG-3') and PlacA2 (5'-

CGGGGATCCTGTGTGAAATTGTTATCCGCT-3'). The resulting amplicon was digested with SpeI and 

BamH1 endonucleases, and then was cloned upstream of the luxCDABE coding sequence in pUC18-

mini-Tn7T-Gmr-lux. The new construct, pUC18-mini-Tn7T-GmR-Placlux, was transferred into PAO1 by 

electroporation, allowing the integration of mini-Tn7 into the bacterial genome, as previously 

described17. Bacteria were grown in Mueller-Hinton broth (MHB) (Fluka BioChemika; Sigma-

Aldrich, France)with adjusted concentrations of Ca2+ and Mg2+ (MH Ca2+/Mg2+) at 37°C. 

 

Relationship between CFUs and relative luminescence units 

The P. aeruginosa inoculum was prepared by suspension of the bacteria from an 18-h logarithmic-

growth-phase culture in Muller-Hinton broth, adjusted to a final concentration of ~106 CFU/ml, in 

10mL glass tubes. Colistin was added to obtain concentrations of 0.5, 2, 4, 16, 32 and 64 mg/L. For all 

experiments, a growth control experiment was conducted in which no colistin was added, and three 

replicates were performed. All tubes were incubated at 37°C.  

At 0, 2, 5, 8, 24 and 30h, bioluminescence was measured by a photon counter (IVIS, Caliper Life 

Sciences, Hopkinton, MA) and CFUs were counted manually on Muller-Hinton agar after an 18h-24h 

incubation at 37°C.  Bioluminescence was determined with a 5-min acquisition time and a large 

bining by the photon counter. For image analysis a rectangular region of interest (ROI) was drawn 

over the tubes. The surface area of the ROI was kept constant. Bioluminescence was expressed as 

radiance/mL (photons/sec/cm²/steradian/mL) with a lower limit of quantification (LLOQ) at 

175 radiance/mL. 

To determine the relationship between bioluminescence and viable counts, the two measurements 

were plotted against each other and a univariate regression analysis was performed (regression 

analysis function, Excel 2007, Microsoft, USA). 
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Consecutive Kill-curves 

For all experiments, the P. aeruginosa inoculum was prepared by suspension of the bacteria from a 

18-24h logarithmic-growth-phase culture in Muller-Hinton broth, adjusted to a final concentration of 

~106 CFU/ml, in 10mL glass tubes.  

Initial kill-curves: For the first experiment, Colistin was added to obtain concentrations of 0.5, 2, 4, 

16, 32 and 64 mg/L. At 0, 2, 5, 8, 24 and 30h, bioluminescence was measured as described above.  

Subsequent kill-curves: At 30h the bacteria exposed to 2 mg/L of colistin were harvested by 

centrifugation (5000 t/min, 10min) and washed 2 times with NaCL isotonic solution. The resulting 

bacteria were plated on free-drug Muller-Hinton agar for a washout period of 0 (no plating), 18, 42 or 

66 h. Muller-Hinton Agar was incubated at 37°C and bacteria were plated on a new Muller-Hinton 

agar every 24h. 

After the corresponding washout period, a new bacterial suspension was prepared. Colistin was 

added to obtain concentration of 32, 64, 128, 256, 512 mg/L. Bioluminescent was measured before 

(time 0) and at 2, 5, 8, 24 and 30h after adding colistin (Figure 1). 

For all experiments, a growth control experiment was conducted in which no colistin was added, and 

three replicates were performed. All tubes were incubated at 37°C. 

 
Figure 1: Schematic illustration of the experimental design 
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Determination of colistin concentration in broth 

Determination of colistin concentrations in broth was performed by a LC-MS/MS method adapted 

from a method in plasma previously described 18.  A Waters Alliance 2695 separation module 

equipped with a binary pump and an autosampler thermostated at 4°C and a Waters Micromass 

Quattro micro API tandem mass spectrometer were used. A solid-liquid extraction (SPE) was used to 

isolate the compounds of interest from the complex biological matrix. After an elution with methanol 

containing 0.5% formic acid, the organic solvent was evaporated to dryness under a nitrogen steam 

and injected after reconstitution in formic acid 0.1%. Separation was performed on a reversed-phase 

XBrigde® C18 analytical column using an isocratic elution consisting of 25% acetonitril in formic acid 

0.1%. The compounds were detected in the turbo ion spray positive mode. Seven points calibration 

curves were constructed at colistin concentrations ranging from 0.039 to 10 mg/L. Using 250 µL 

volume the lower limit of quantification was 0.024 µg /mL for colistin A and 0.015 µg /mL for colistin 

B. The between-day variability was characterized at three concentrations: 0.024, 0.384 and 6.144 µg 

/mL with a precision and accuracy less than 15%.  

Selection and characterization mutants resistant to colistin 

Resistant mutants to colistin were systematically screened in bacterial cultures after 24h exposure to 

0.6 mg/L. Bacterial samples were plated onto MHA plates without antibiotic and grown during 18-

24h at 35°C. Every day for 6 days, the bacteria were resuspended in drug-free medium and plated 

onto MHA plates, and the MIC of colistin was determined by macrodilution MHB procedures and 

interpreted according to the CLSI guidelines. Genomic DNA from the parental strain PAO1lux and the 

mutants resistant to colistin were extracted from cells using the QIAamp DNA Mini kit (Qiagen). 

Amplification and sequencing of genes pmrB, phoQ, parS, parR, cprS, and cprR were performed using 

specific primers as previously reported9,19,20.  

Modelling 

Bioluminescence data were converted into equivalent CFU with the regression equation 

experimentally determined. All data were log-transformed and fitted using NONMEM 7.2 software 

(ICON Development solutions, Hanover, MD, USA) with LAPLACIAN algorithm and M3 method for 

handling data below the limit of quantification21. 
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The structure of the semi-mechanistic model used was based on the experimental characterization of 

the mechanisms of resistance (multiple subpopulations + adaptative resistance) and on statistical 

comparison between models (cf below). It was adapted from the model developed by Mohamed et 

al12,22 to describe the development of adaptive resistance of E.coli in the presence of gentamicin. Two 

sub-populations were included in the model, corresponding to drug-susceptible bacteria (S) and a 

drug-resistant bacteria (R), growing with different first-order rate constants (kgS and kgR for S and R 

bacteria respectively). Without antibiotic, the bacteria grow exponentially until maximal 

concentration counts (PopmaxS and PopmaxR for S and R bacteria respectively) are reached and a 

stationary level is attained. A logistic function was used to model this self-limiting growth. The 

conversion from the S population to the R population was modelled with a first-order rate constant 

for mutation (mutf). The starting inoculum was supposedly composed only of S bacteria. The 

equations below (Equations 1 and 2) describe the concentration of viable bacteria over time, without 

antibiotic: 

                                        Equation 1 

                                        Equation 2 

In the absence of resistance the effect of colistin on bacterial killing (kcol) was tested to follow a 

linear, power (Equation 3), Emax or sigmoid function. The effect of colistin was supposed to differ 

between S and R forms. 

                      Equation 3 

The differential equations become then (Equations 4 and 5): 

                                                   Equation 4 

                                                    Equation 5 

where C is colistin concentration.  

The presence of colistin initiated adaptive resistance development. Initially the hypothetical amount 

associated to the absence of adaptation, ARoff, was fixed to 1 whereas the amount associated to the 

adaptation, Aron, was fixed to 0. Upon colistin exposure transfers occurred between these two 
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amounts, which affects the fraction of amounts in the two compartments. The transfers between 

ARoff and ARon for adaptive resistance are described in Equations 7 and 8. Kon and koff describe the 

rate of development and reversal of adaptive resistance, respectively. Kon was tested to be a linear, 

power (Equation 6), Emax or a sigmoid function of colistin concentration or as a zero order constant 

transfer independent of colistin concentration. Konslope is the resistance rate constant in the presence 

of colistin. 

                        Equation 6 

                                   Equation 7 

                                 Equation 8 

The adaptive resistance was modelled to occur only for S bacteria, R bacteria or for both (with 

different parameter estimates).  

In case of adaptive resistance the rate constant of bacterial killing (kcol) is reduced by a function of the 

proportion of resistance development (Aron) powered by a parameter β (Equation 9 and 10). The 

parameter β was evaluated to be identical or different between the S and the R bacteria. 

                                                            Equation 9 

                                                          Equation 10 

The residual variability was modelled to be additive in log scale. An inter-experiment variability was 

tested on all parameters. A bootstrap of 200 samples was used to estimate the uncertainty of the 

parameter estimates. Models were discriminated by their difference of objective function value 

(OFV): a reduction of at least 10.83 (corresponding to a P-value <0.001 for 1 degree of freedom) was 

required to choose the more complex model.  



D. PK/PD of colistin and bacterial resistance 

 

93 

 

 

Figure 2: Schematic illustration of the final PK/PD model 

 

Predictions of colistin effect versus time in a typical critically ill patient (creatinine clearance 

=86 mL/min and body weight=76 kg) were performed on the basis of a pharmacokinetic model 

previously developed 23 and the PK-PD model developed here. The fraction of colistin concentration 

unbound in plasma, which was considered as the active form, was estimated according to equations 

reported by Mohamed et al. 24 for a ratio of colistin A to colistin B of 3.1. Simulations were performed 

with Berkeley Madonna (Version 8.3.18, university of California) on a 24h time period by comparing 

treatment with colistin methanesulfonate (CMS, the prodrug of colistin) 4.5 MIU administered as 1-h 

infusions twice daily without and with a 9MIU loading dose . 

Results 

Colistin Concentrations  

Colistin concentrations measured at starting time of kill-curves experiments were on average equal 

to 0.33, 0.6, 2.0, 9.5, 21.0, 43.1, 94.2, 207.2 and 405.7mg/L when corresponding theoretical 

concentrations were 0.5, 2, 4, 16, 32, 64, 128, 256 and 512 mg/L.  

Relationship between CFUs and bioluminescence imaging 

There were 126 data points for which both viable counts and bioluminescence were measured. A 

correlation (r²=0.94) was observed when all points for viable counts and bioluminescence were 

plotted against each other (Figure 2).This correlation was described by the following equation 

(Equation 11): 

 Bacterial counts = 0.289 * bioluminescence 
1.3452   Equation 11 
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Figure 3: Linear regression analysis illustrating the correlation between viable counts and 
bioluminescence 

 

Consecutives Kills curves experiments 

Mean time-kill curves are shown on Figure 3: Observed CFU versus time after exposure at various 

colistin concentrations during an initial (top - a) and subsequent kill-curve (bottom - b) without 

washout.. Initial kill-curves, that is without prior exposure to colistin, showed a decay of CFU for 

colistin concentrations equal or higher than 0.3 mg/L, followed by a rapid regrowth typically 

observed after 6h for colistin concentrations up to 2 mg/L of colistin (Figure 3 ). Yet after previous 

30h exposure at colistin 0.6 mg/L, the initial decay of CFU with time was only observed for 

concentrations greater than 94 mg/L. Yet bacteria were still able to regrow in the presence of colistin 

at a concentration of 207 mg/L (Figure 3). 

R² = 0.94 
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Figure 4: Observed CFU versus time after exposure at various colistin concentrations during an initial 
(top - a) and subsequent kill-curve (bottom - b) without washout. 

 

The effect of washout duration on antimicrobial effect recovery is illustrated on Figure 4. The 

shortest washout period (18 h) was sufficient to recover part of the initial bactericidal effect, but 

complete recovery was not observed even after the longest (66h) washout period.     
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Figure 5: Observed (Mean±SD) CFU versus time after exposure at a colistin concentration measured 
at 21 mg/L on average, during the initial and the subsequent kill curves with 18, 42 and 66 hours of 
washout. 

 

Selection and characterization mutants resistant to colistin. 

To evaluate the emergence of mutants resistant during the experiments, the MIC of colistin was 

determined in each bacterial culture at time 0 and 24h of drug-exposure (0.6 mg/L). Interestingly, a 

mutant resistant to colistin (8 mg/L) was selected 24 hour after colistin-exposure. Sequencing of the 

PAO1lux strain and its mutant revealed two amino-acid substitutions (Ser68Gly, and Val147Gly) in 

the PmrB protein in the mutant, confirming the acquisition of colistin resistance. Note that none 

additional mutation was identified in the other genes involved in acquired resistance to colistin. 

Modeling. 

In a first step, only the initial kill-curves were considered. Several models were able to well describe 

the data, such as a model with two distinct subpopulations (OFV= 186) or a model with an adaptive 

population (OFV=334) or two distinct adaptive subpopulations (OFV=386). In this case, the model 

with 2 populations without adaptation was statistically better (likelihood ratio test). Moreover this 

model was in accordance with the presence of a stable mutant 24 h after the start of the experiment. 

However in a second step, when all the data were used (initial kill curves and subsequent kill curves 
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with different times of washout), the model with 2 populations without adaptation could not 

describe the second regrowth observed during the second kill curves. Yet a model with 2 distinct 

populations with an adaptive resistance on both of them was able to describe the full dataset. 

Table 1: Population parameter estimates for the final model 

Parameter Description 

Typical value (RSE%) 

Sensitive (S) 

population 

Resistant (R) 

population 

kg (h
-1) rate constant of bacterial growth 0.605 (15.1%) 

Popmax (log10 

CFU/mL) 
bacterial count at the stationary phase 8.87 (15.1%) 6.9 (4.8%) 

mutf (log10 h-1) 
Mutation rate constant from sensitive 

to resistance subpopulation 
-4.02 (1.5%) 

Slope (L /mg/h) linear factor for drug effect 5.16 (24.1%) 0.246 (22.6%) 

 Power factor for drug effect 1 Fixed 0.57 (16.3%) 

konslope (L/mg/h) 

resistance rate constant in the 

presence of colistin 
0.321 (18.1%) 0.063 (24%) 

 
Power factor for concentration 

influence on adaptation rate  
0 Fixed 

koff (h
-1) 

rate constant for bacteria to return to 

the susceptible state 
0.001 (16.4%) 

 

Power factor for reduction of drug 

effect by adaptation 
1 Fixed  

RES Residual error on log scale 1.12 (10.04%) 
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Finally the bactericidal effect of colistin was best described by a linear model (=1) for the sensitive 

sub-population and a power model (=0.57) for the resistant sub-population. The observed 

emergence of adaptive resistance was best described by a first order kinetics, independently of the 

colistin concentration (=0). Bacterial adaptive resistance was described by a reduction of colistin 

bactericidal effect with parameter  fixed to 1. The reversal of the resistance was described by a first 

order rate constant (koff). The final model is presented on Figure 5 and corresponding parameter 

estimates are reported in Table 1. Goodness of data fit plots was satisfactory (Figure 6). WRES values 

were less than 2 and no obvious bias was observed (Figure 7). The residual variability (Table 1) was 

reasonably low (1.2 log10 CFU/mL additive). Addition of an inter-experiment variability did not 

improve significantly OFV.  

 

 

Figure 6: Diagnostic plots: DV versus IPRED 
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Figure 7: Diagnostic plots: WRES versus time 

 

  



D. PK/PD of colistin and bacterial resistance 

 

100 

 

Discussion 

These new results are consistent with previous findings obtained with static in-vitro time-kill curve 

experiments 11,12,25. In particular we observed a rapid bactericidal effect of colistin on Pseudomonas 

aeruginosa followed by a regrowth typically after 6h, at colistin concentrations within the range of 

values encountered in clinical practice. Noticeably measured colistin concentrations were lower 

(19%–70%) than theoretical values, with a relatively larger loss at lower concentrations, possibly due 

to unspecific binding of colistin to the material, but this complicating factor has already been 

described.   

As opposed to the two previous PK/PD modeling studies11,12 experiments were prolonged after the 

initial kill-curve, by performing a second time-kill curve immediately or after different washout 

periods. This unusual design brought information on the kinetics of resistance development by 

various mechanisms with time in the presence of colistin, and on their reversibility after the 

antibiotic was withdrawn. But it also allowed better characterization of the relatively high colistin 

concentrations necessary to kill bacteria after they lost their initial susceptibility. Interestingly a 

regrowth of CFU after an initial decay was also observed during the second time-kill experiments 

(Figures 3 and 4), indicating a two steps resistance development with a regrowth during the first 

time-kill curve in presence of clinically relevant colistin concentrations, and a second re-growth 

during the second time-kill at much higher concentrations, up to 200 mg/L. In clinical practice this 

would suggest that except for host defenses provided by the immune system, colistin monotherapy 

would rapidly become inefficient, at least to eradicate this particular strain of Pseudomonas 

aeruginosa. This may be viewed as a limitation of this study based on bioluminescence imaging as a 

substitute for the traditional bacterial counting. However bioluminescence imaging is a non-

destructive, real-time reporter of bacterial metabolism that can be used to monitor the rapidly 

changing bacteria susceptibility with time much more easily than by measuring CFU (17,18), which is 

perfectly suited for the purpose of developing semi-mechanistic PK/PD models and in particular to 

monitor the rapid rate of appearance and possibly disappearance of adaptative resistance 

phenomenon.  

The resistance disappearance was quite spectacular although relatively slow compared to its 

appearance and still not complete after 66h of wash-out (Figure 4). Two mutations in the pmrB gene 

were identified after 24h of exposure to colistin conferring high resistance level to colistin by 

addition of Ara4N to the lipid A. The mutated sub-population persisted during the experiment 

indicating, that two populations of bacteria (wild type/pmrB mutant) were present during the time 
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course of the experiment. However these mutations alone could not explain the experimental data 

and in particular the observation of re-growths during the initial but also the subsequent kill-curve 

experiment at different concentrations of colistin (Figure 3) and the partial reversibility of this 

acquired resistance (Figure 4). Therefore an adaptive model of resistance was added, consistent with 

the fact that the extent of bacteria loss of sensivity with time in presence of colistin.  

As previously mentioned during this study the focus was placed on the rate of resistance reversibility 

after colistin withdrawal which could have practical consequences. Interestingly even if the growth 

rate was estimated to be identical for the S and R forms, the model predicts a fitness cost for the R 

bacteria due to a maximal number of R bacteria at the stationary phase (Popmax) which was 

estimated to be lower than that of S bacteria. As a consequence the proportion of S bacteria would 

increase during the wash-out periods after colistin has been withdrawn. However using a protocol 

with wash-out periods of various durations to better characterize the sensitivity rate of recovery, it 

was possible to estimate that the reversibility of the adaptation phenomenon was very slow with a 

half-life of about 700 h, meaning that it should not be possible to take advantage of this in clinical 

practice. Yet this half-life value is much longer than that reported by Mohamed et al. (7.6 h)12 and the 

respective parts of fitness cost and adaptation reversion in the efficacy recovery should be further 

explored.  

This PK/PD model with two types of resistance phenomenon suggests that even within a relatively 

narrow range of clinically relevant values, a relatively modest change in colistin concentrations has a 

major effect on the antimicrobial effect. For example at a colistin concentration equal to 0.5 mg/L, an 

initial decrease of CFU with time is predicted during the initial time-kill curve, corresponding 

essentially to the disappearance of susceptible bacteria (S) initially present. But this is followed by a 

regrowth starting after approximately 6h and corresponding to a mixture of S that became adapted 

and resistant mutants (R) (Figure 8a). Therefore in these conditions the overall efficacy is rather 

limited with an approximately 1000 fold greater CFU value at 24h than at time zero due to both an 

adaptation of the S forms that still correspond to the majority of the germs and to the development 

of the R. A totally different picture is observed at a colistin concentration of 2.0 mg/L since in this 

case the initial CFU decay is faster and greater but still followed by a regrowth (Figure 8b). Yet after 

24h total CFU predicted by the model are in the same range of value than at time zero, indicating a 

much greater overall effect than after exposure of colistin 0.5 mg/L. However the model predicts that 

the observed regrowth corresponds almost exclusively due to R bacteria that are virtually totally 

resistant to colistin even before adaptation. In other words at a colistin concentration of 2.0 mg/L 

(and in fact higher than 1mg/L), the S form should not have a chance to adapt and would disappear, 
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but the R form should still develop. Moreover a loss of efficacy with time would still be observed due 

to the adaptation of the R form, with a half-life of about 11 h. Noticeably according to the model, 

adaptation of the S is quicker than that of the R bacteria, consistent with the value reported by 

Mohamed et al. for two different strains of Pseudomonas aeruginosa (16).. Colistin concentrations 

greater than 16 mg/L were predicted to prevent the emergence of R bacteria, however such high 

colistin concentrations in plasma are likely to be toxic and therefore unexpected in clinical practice, 

except possibly within the lung after aerosol delivery25. Interestingly these reversible adaptation 

phenomenon suspected for both the S and R forms, should only be relevant for the S form in clinical 

practice, since at plasma concentrations measured in patients, colistin should be efficient against the 

S form before but not after adaptation, whereas in these conditions the R form is almost totally 

resistant even without adaptation. 

 

Figure 8: Model predicted number of bacteria versus time, in the S (dashed green line), R (dashed red 

line) and total (solid black line) forms, in the presence of colistin at a concentration equal to 0.5 mg/L 

(A), 2.0 mg/L (B) or 5.0 mg/L (C) corresponding to an initial kill-curve 

During kill-curves experiments colistin concentrations do not vary with time which may not be a 

problem for proper PK/PD model characterization and estimation of parameters values. However 

colistin concentrations were simulated to vary in order to mimic the clinical situation for a typical 

critically ill patient and unbound concentrations were considered. The PK/PD model predicts that 

administration of a 9 MIU loading dose of CMS (the prodrug of colistin) should allow a much better 

elimination of the S subpopulation of bacteria (Figure 9), especially by preventing its adaptation. 

However the administration of the loading dose is predicted to have only a minimal impact on the R 
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subpopulation of bacteria. This suggests that a loading dose of CMS should be recommanded in order 

to reduce the adaptation of Pseudomonas aeruginosa against colistin but a combination therapy 

seems necessary to prevent the apparition of resistant mutants. These simulations should be 

considered with their limitations, notably those related to in-vitro-in-vivo extrapolations and the fact 

that only one strain of Pseudomonas aeruginosa was studied. However, despite this unique strain, it 

should be representative of many others initially susceptible to colistin (the MIC of the strain was 

1 mg/L) but eliciting resistance over time.  

 

Figure 9: Model predicted plasma unbound concentrations (blue solid line) and number of bacteria -
in the S (dashed green line), R (dashed red line) and total (solid black line) forms- versus time (0-
24 h), after treatment with colistin methanesulfonate (CMS) 4.5 MIU twice daily without (A) and with 
a loading dose (9MIU) 

 

This PK/PD modeling was capable to bring useful information on the complex relationship between 

colistin concentration and the development of a rapid and partially reversible reduction of colistin 

antimicrobial efficacy against Pseudomonas aeruginosa. Yet this model presents several limitations. 

Bulitta et al. described an inoculum effect that was not taken into consideration at this stage. Yet this 

effect is expected and this extra-complexity should be implemented in the near future. These same 

authors used a model of hetero-resistance consisting of three different subpopulations whereas two 

subpopulations were sufficient to provide an adequate description of our experimental data. But our 

objective was not to develop an extensive mechanistic model the most simple PK/PD model with 

some mechanistic support to properly describe our experimental data. 
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Overall this study may suggest a number of practical recommendations for the clinicians. It was 

observed that the initial population of bacteria was sensitive to colistin but that it adapted rapidly 

(half-life of 2h) to become much less sensitive since in our experimental conditions, efficient 

antimicrobial concentrations after 30h of exposure, should be close to 40 mg/mL, at least for this 

particular strain, which would be toxic and therefore not clinically achievable. Therefore front-

loading strategies would be recommended as already done. However stable mutants appearing 

consistently during the first 24 h of exposure to colistin at therapeutic concentrations, present a very 

high level of resistance. Colistin alone cannot eradicate these mutants, and although the immune 

system defenses should not be neglected, combination therapies seem absolutely necessary.  

In conclusion the in-vitro pharmacodynamics of colistin on Pseudomonas aeruginosa was assessed 

through an innovative bioluminescent technology associated with an original experimental design. A 

PK/PD model, incorporating both adaptive and mutational resistance consistent with the actual 

mechanism responsible for the rapid loss of colistin efficacy, was used to describe the data. 

Resistance developed fast and high, suggesting that a loading dose, associated with combination 

therapy, should be necessary to prevent its apparition. 
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IV. Discussion  

The starting point of this thesis was the study performed by Grégoire et al.139, who investigated the 

PK of colistin and its prodrug CMS, in critically ill patients receiving multiple doses of CMS. Results of 

this study challenged the PK rational for a loading dose and confirmed that the maintenance dose 

could be adjusted to creatinine clearance. However colistin PK was characterized by large inter and 

intra-individual variabilities that could render a priori dosage adjustments insufficient to accurately 

control colistin exposure and would suggest individual therapeutic drug monitoring over the 

treatment period. Because colistin PK is partly driven by the excretion of unchanged CMS in urine, it 

is expected to be altered in some specific populations, such as patients with renal impairment 

undergoing hemodialysis or not. Moreover because colistin is used in intensive care units to treat 

ventilator associated pneumonia or for cystic fibrosis patients with chronic colonization by 

Pseudomonas aeruginosa
174

, the administration of CMS as aerosol is of potential interest to increase 

local pulmonary concentrations and reduce the risk of systemic toxicity. 

We firstly investigated the pharmacokinetics of colistin after CMS aerosol delivery for treating 

pulmonary infections in critically ill patients175. Aerosol delivery gained interest for the treatment of 

pulmonary infections since this route of administration permits to deliver drug directly at the site of 

infection176-179. Therefore, compared with intravenous administration, higher local concentrations 

and thus better efficiency, but also lower systemic toxicity are expected. In this study, CMS and 

colistin concentrations were measured on two separate occasions within the plasma and epithelial 

lining fluid (ELF) of critically ill patients (n=12) who had received 2 MIU of CMS either by aerosol 

delivery or by intravenous (IV) administration.  

 

A major finding was that both CMS and colistin concentrations in ELF are much higher (in the range 

of 100-1000 folds) after CMS aerosol delivery than IV administration, which is fully consistent with 

observations in rats180,181. The major difference with rats experiments was that after aerosol delivery 

in patients, most of the CMS was lost with expired airflow since on average only 9% of the CMS dose 

could eventually reach the systemic circulation, compared with approximately 69% in rats 180,181 using 

the Pen Century system for deep intrapulmonary delivery. 

Both ELF and plasma profiles of colistin and CMS were successfully described by using the PK model 

previously used by Grégoire et al. for systemic PK 139, completed by one ELF compartment for colistin 

and one ELF compartment for CMS. This PK model linked to an in-vitro PD model of colistin on 

Pseudomonas aeruginosa was used to simulate bactericidal effect of colistin in ELF depending on the 

route of administration. These simulations predicted a dramatic superiority of CMS aerosol delivery 
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compared with IV administration in terms of antimicrobial activity. Therefore a major effect of the 

route of administration on the antimicrobial effect was predicted using this Pseudomonas aeruginosa 

PAO1 strain. Yet in clinical practice a single aerosol delivery with the usual 2 MIU of CMS is unlikely to 

clear all bacteria in an irreversible manner as suggested by these simulations.  

 

An explanation could be that colistin may not distribute evenly within lung and could hardly reach 

some specific areas such as hypo-oxygenated tissue where bacteria could develop. Multiple studies 

have been made to determine the respiratory tract deposition of airborne particles for risk 

assessment of air pollution or inhaled drug delivery182-185. The authors demonstrated that lung 

deposition is governed by a multitude of parameters including the breathing pattern, particle 

characteristics, flow dynamics and morphological structure of the lung182-185. Deposition 

measurements are based on complex analysis of the inhaled and exhaled gas and statistics 

methods185 that provide information about the heterogeneity of the drug deposition but not about 

ELF concentrations. 

 

Bronchoalveolar lavage is the most common method used to investigate ELF concentrations. It is 

commonly used by physicians to diagnose infections and pulmonary pathologies186-188. However the 

interpretations of ELF concentration obtained by BAL can be biased due to various cofounding factors 

such as described by Kiem and Shentag189. The most important factor is the dilution of ELF by the 

saline volume used for lavage. The administration of this liquid can disturb the homeostasis of the 

cells contained in ELF, mostly alveolar macrophages, and induced their lysis. If the measured 

antibiotic distributes intracellularly, the lysis of the macrophage liberates the drug into the 

extracellular environment and artificially increases ELF concentrations190. Yet this problem is likely to 

be encountered with antibiotics such as fluoroquinolones with extensive intracellular 

penetration191,192  but not so much with colistin which considering its physico-chemical characteristics 

(average molecular weight of 1,163 Da, polar surface area of 490 Å, log P of 3.42)180 is unlikely to 

penetrate extensively within cells181. The volumetric dilution of ELF by the liquid of lavage needs also 

to be taken into account; usually ELF concentrations (CELF) are obtained according to the equation 

CELF=CBAL (Ureaplasma/UreaBAL), where CBAL corresponds to the concentration measured in BAL fluid, and 

UreaBAL and Ureaplasma correspond to the concentrations of urea determined in BAL fluid and plasma, 

respectively151. Urea is a small, relatively nonpolar, endogenous compound that freely cross 

physiological membranes189. Consequently the urea concentration in ELF is considered to be same as 

in plasma, and the ratio Ureaplasma/UreaBAL is used to correct for the volumetric dilution caused by the 

BAL151,189,193. Yet Marcy et al.194  and Effros et al.195 have demonstrated that the ratio of plasma / BAL 

urea concentrations can vary over time due to the rapid diffusion of urea into BAL fluid during the 
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lavage procedure that leads to underestimated CELF
193. Kiem et al. recommend a quick lavage 

procedure of less than 1 min to limit this bias189. Bronchoscopic microsampling196 (also called micro-

Bal, used in our study175) is an alternative to the traditional BAL using a lower volume of saline (20 mL 

vs 100-300mL) and consequently limiting the ELF dilution and its constraints (cell lysis, urea 

equilibrium). This method can also be performed with a double sterile catheter175 that prevents 

sampling contamination during intubation by the antibiotic present in upper airways. Another 

alternative is microdialysis197,198, but this is an invasive method requiring surgery and therefore that 

can be used only under specific circumstances and drugs. Colistin in particular sticks to membranes 

and for that reason is not a good candidate for microdialysis. 

  

Antibiotic concentrations estimated within ELF are therefore global and although better than plasma 

concentrations, they may not be fully representative of concentrations at the site of action. 

Accordingly PK modeling of these concentrations with a single compartment representing ELF, that 

assumes an even distribution of colistin in the lung over time, constitutes a simplification of what 

actually happens physiologically. In order to take into account the physiology of the lung, from the 

trachea to alveolar sacs and from ELF to parenchyma, a more complex modeling is needed. 

Physiological based pharmacokinetics (PBPK) models can be used to describe more precisely the 

distribution in tissues by considering the physiological architecture of the tissue199, the diffusion of 

the drug through the different cell layers200 and the physiology of the body201. These models are 

frequently used by pharmaceutical industry to predict oral disposition of drug candidates202 but 

rarely for lung disposition203. However PBPK models are difficult to develop because they necessitate 

a large amount of physiological and physico-chemical data. Furthermore the computational 

resources necessary are large and hardly achievable with common desktop computers. Yet PBPK 

models seem a good alternative to empirical models and need to be further investigated for the 

characterization of drug disposition within the lung after systemic or aerosol delivery. 

 

In this ͞aerosol study͟ , plasma concentrations profiles of colistin obtained after giving CMS IV were 

also in full agreement with those obtained by our group using the same brand of CMS in the same 

type of patients139 but only partially consistent with results previously published by others154,155. CMS 

and colistin concentrations were assayed in all modern studies by validated methods. Gregoire and 

Plachouras used a liquid chromatography-tandem mass spectrometry (LC-MS/MS) method144,145, 

whereas Garonzik used a liquid chromatography coupled with mass spectrometry (LC-MS) method143
. 

These methods are two-step determination procedures with in a first time the assay of colistin 

concentrations, then sulfuric acid is added to hydrolyze CMS and its intermediates (described in next 



IV. Discussion 

 

110 

 

chapter) into colistin. CMS concentrations are determined indirectly by subtracting the colistin 

concentrations determined in biological samples from the whole colistin concentrations determined 

after hydrolysis. Thus CMS concentrations determined correspond to the sum of the concentrations 

of CMS and of all its intermediates that hydrolyze into colistin with sulfuric acid. All authors reported 

also that blood samples were immediately chilled, centrifuged and that plasma were kept frozen 

from -20°C to -80°C until being assayed to preserve stability of CMS140,204,205. CMS degradation into 

colistin after sampling or/and during bioanalytical proceeding is unlikely to have contributed to 

discrepancies observed between some of our results and those of Plachouras154 or Garonzik155, 

because an artefact due to uncontrolled CMS hydrolysis would have an impact principally at early 

times when CMS concentrations are high, and not at later times when CMS has been totally cleared, 

which was the case in our study. Therefore a bioanalytical issue explaining inter-studies discrepancies 

between colistin PK in plasma is rather unlikely. 

Among the potential explanations of these inter-studies discrepancies, it may then be hypothesized 

that they were due to a brand effect as mentioned during the 1st International Conference on 

Polymyxins in Prato206 and documented in a controlled experiment in rats136. CMS is composed of at 

least 30 different compounds, mainly CMS A and CMS B135,136. In 2013, He et al.136 investigated the 

pharmacokinetics of four different brands and reported that the colistin PK varied from one to the 

other. They also reported a ratio of CMS B to CMS A (hydrolyzed into respectively colistin B and 

colistin A) varying from 15 % to 98 % depending on the brand. Colistin A and B differ only in the 

structure of their N-terminal fatty acyl chains136, however this difference is susceptible to alter some 

PK parameters of colistin such as the protein binding. Mohamed et al.207 have shown that the 

unbound fraction of colistin A (fuA) was concentration dependent with a maximum fuA estimated to 

31.2 %, whereas the unbound fraction of colistin B (fuB) was found to be constant (average, 43 

%).  The overall unbound fraction of colistin is therefore dependent on the ratio of colistin A and 

colistin B. In an other hand, Couet et al.156 mentioned, in a study in healthy volunteers, that plasma 

PK parameters of CMS A and CMS B were virtually identical, as well as PK parameters of colistin A 

and colistin B. Therefore a difference of ratio between colistin A and colistin B explaining inter-

studies discrepancies between colistin PK in plasma is doubtful. 

He et al. also investigated the formation of colistin from CMS depending on the brand136. In addition 

to be a mixture of CMS A and CMS B, various intermediates of methanesulfonate derivatives (i.e. all 

five or only a part of the primary amine groups of colistin are methanesulphonated in CMS) are 

present in commercial formulations of CMS. The non-renal clearance of CMS (CLnrCMS) is usually 

considered as the clearance of transformation of CMS into colistin. Thus the CLnrCMS is the clearance 



IV. Discussion 

 

111 

 

of multiple compounds, which through various reactions and intermediates, form colistin A or B208. 

CMS is supposed to be converted into colistin by chemical hydrolysis at physiological pH141,205 

according to a first order process139,154,175. Consequently similar concentrations profiles of CMS may 

give similar concentrations profiles of colistin, since the conversion is supposed to be describe as a 

first order process. However a clear difference in the colistin profiles of different products was 

observed despite similar CMS profiles136. The conversion from CMS to colistin seems to be more 

complex that a first order hydrolysis and also seems to differ with the brand. It was hypothesized 

that the difference of methanesulphonation observed chromatographically between brands could 

have led to these differences136.  

Surprisingly, whereas about 60% of CMS is excreted unchanged in urine in ICU patients139 during our 

study in HD patients, the total clearance of CMS in ICU-HD patients (typical value: 113 mL/min) was 

virtually the same as in ICU-85 patients (typical value: 112mL/min). The only possible explanation is 

an increase of CMS non-renal clearance at 113 mL/min to ͞ĐoŵpeŶsate͟ for the absence of the renal 

clearance (0 mL/min). The exact underlying mechanism is unknown but among potential 

explanations, it may be hypothesized that endogenous substances that accumulate in plasma 

between HD sessions could interfere with the hydrolysis of CMS occurring at physiological pH and 

eventually increase the formation rate of colistin141,205,209,210. However this increase of CLnrCMS has 

never been reported before155,211. 

A more complex PK disposition scheme including a 3rd route of elimination was suggested for CMS by 

Garonzik et al.155 Accordingly only a fraction, defined as fm, of the CMS not excreted in urine would 

be converted into colistin155. This 3rd route remains hypothetical, but strengthens the complexity of 

the mechanisms involved in the conversion of CMS into colistin. Further investigations would be 

needed to describe more precisely this 3rd route in order to adequately predict colistin PK. One 

option would be to develop an analytical method to measure the concentrations of the different 

intermediates between CMS and colistin. This reasoning remains true for all products that need to be 

converted into an active form. 

As discussed in the previous part, colistin PK can differ depending on the route of administration, the 

type of patients and also the brand. With appropriate data, PK modeling can be used to optimize 

dosing regimen. However it should be kept in mind that dosing regimens have to be simple enough 

to be applicable in clinical practice. Therefore it would be important to recommend dosing regimens 

that do not depend on the CMS brand. Two different profiles of colistin PK have been reported, 

possibly associated with differences of brands. One is described by Couet and Gregoire using 
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Colymicin® brand (from Sanofi-Aventis) that induces relatively high concentrations of colistin less 

than 4 h after CMS administration and which challenges the need for a loading dose, on the contrary 

to the PK described by Garonzik using Colistate® and Plachouras using Colistin/Norma®. However as a 

loading dose of Colymicin® brand allows to reach high colistin concentrations without adverse effects 

it seems adequate to recommend the administration of a loading dose to ICU patients whatever the 

brand, either to rapidly reach steady-state or as part of a front loading strategy.   

The second part of this thesis was conducted in order to investigate the pharmacodynamics of 

colistin against Pseudomonas aeruginosa, in particular the development of resistance. The effect of 

colistin against Pseudomonas aeruginosa has been correlated with the area under the unbound 

concentration–time curve over 24h divided by the minimum inhibitory concentration (fAUC/MIC) 

both in-vitro
95 and in-vivo164. The target breakpoint has been estimated between 22.6 and 30.4  

depending on the strain in-vitro
95. The fAUC/MIC target required to achieve 2-log kill at H24 was 

estimated to vary between 27.6 and 36.1 in a thigh infection model, and between 36.9 and 45.9 in a 

lung infection model164. Although these indexes and target values may facilitate the selection of 

appropriate dosing regimens for optimal antibacterial effect, they do not describe the rapid loss of 

efficacy due to the emergence of resistance described with Pseudomonas aeruginosa. After an initial 

decay, a bacterial regrowth is frequently observed both in in-vitro and in-vivo experiments 

75,83,90,129,130. Bacterial regrowth can be due either to the decrease of the drug concentrations 

below the efficient threshold as eventually happens in-vivo or to the development of resistance, both 

mechanisms can happen simultaneously. When the antibiotic concentration does not vary with time, 

as it is the case for time-kill experiments in-vitro, the development of resistance is the more likely 

phenomenon explaining a bacterial regrowth, although the possible degradation or non-specific 

binding of the antimicrobial should be considered. Whereas the first phenomenon can be handled by 

increasing the dosage or re-administer the drug, the second may be more complicated to manage. 

Description and quantification of the emergence of resistance over time is quite challenging but PK-

PD modeling approaches are more and more frequently used in that purpose 64,70,74,133,212-214. 

Different structural models have been used, with apparently the same efficiency to fit the data74,133, 

indicating that modeling criterion alone may not be able to discriminate between different models 

and that the best model may be selected from proper understanding of mechanism involved in 

resistance acquisition and development. This issue was addressed by comparing the performances of 

different structural PK-PD models using a simulation approach and then the in-vitro 

pharmacodynamics of colistin against Pseudomonas aeruginosa was investigated using a well-

defined bioluminescent strain of bacteria.  



IV. Discussion 

 

113 

 

Before performing an in-vitro study, the ability of different PK-PD models to fit data were assessed 

and static70,74-77 (constant concentration with time) and dynamic69,83-85 (variable concentrations 

with time) experimental designs were compared. Experimental data reflecting different theoretical 

mechanisms of resistance were simulated in static and dynamic conditions. These simulated data 

were then analyzed with different PK-PD models. In summary, standard statistical modeling criteria 

failed to correctly identify the PK-PD model corresponding to the true resistance mechanism(s), 

whatever the static or dynamic design of the experiment. Moreover, even if the actual model was 

used to fit the data the parameter estimates were often biased. These results have several 

implications. In a descriptive purpose many models can be adequately used to make comparisons 

between antimicrobials, bacterial stƌaiŶs oƌ dosiŶg ƌegiŵeŶs…. Hoǁeǀeƌ extrapolations from these 

models, e.g. over a longer period of time or from in-vitro to in-vivo, seem very risky. Indeed, the use 

of a ͞ǁƌoŶg͟ ŵodel oƌ of ďiased paƌaŵeteƌ estiŵates led to pƌediĐtioŶs that ŵight differ strongly 

from actual data. This was an important finding since most of the published PD models for antibiotics 

were developed from usual time-kill experiments and derived simulations results are questionable. 

For example, the resistance of Pseudomonas aeruginosa towards colistin has been described with 

two different models. A mechanistic PK/PD modeling study has been performed to describe the 

changing activity of colistin with time by Bulitta et al74. The authors have built a model that describes 

the competitive binding between colistin, Mg2+ and Ca2+ to the outer bacterial membrane of 

Pseudomonas aeruginosa. They resumed the resistance to colistin by the presence of multiple 

subpopulations in the inoculum. In another study Mohamed et al.133 resumed the loss of colistin 

efficacy with time as an adaptive process. In both studies data were collected from static 

concentrations experimental designs, and both models provided a satisfactory fit of bacterial counts 

over the 24 h experiment. However extrapolations over a longer period of time from these two 

distinct models will lead to different outputs and therefore different dosing recommendations. 

Therefore in the presence of complex adaptation or/and resistance phenomenon it seems important 

to have information about the mechanism of resistance in order to select the most relevant PD 

model. Nevertheless extrapolations should always be careful and confirmed by experimental/clinical 

trials.  

We have applied the conclusions of our previous in-silico study to design our in-vitro experiment. A 

usual kill-curves experiment performed with static concentrations of colistin was prolonged in time 

with subsequent kill curves performed immediately after the first one or after different durations of 

drug-free bacterial growth. Moreover the mechanisms of resistance appearing during the experiment 

were microbiologically characterized and implemented –converted into mathematical equations- in 

the PK-PD model used to fit the data. Interestingly a regrowth of CFU after an initial decay was also 
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observed during the second time-kill experiments, indicating a two steps resistance development 

with a regrowth during the first time-kill curve in presence of clinically relevant colistin 

concentrations, and a second re-growth during the second time-kill at much higher concentrations, 

up to 200 mg/L. The resistance disappearance on drug-free plate was quite spectacular although 

relatively slow compared to its appearance and still not complete after 66 h of wash-out. Overall this 

study may suggest a number of practical recommendations for the clinicians. It was observed that 

the initial population of bacteria was sensitive to colistin but that it adapted rapidly (half-life of 2h) to 

become much less sensitive since in our experimental conditions, efficient antimicrobial 

concentrations after 30h of exposure, should be close to 40 mg/mL, at least for this particular strain, 

which would be toxic and therefore not clinically achievable. These observations confirm that the 

first 24 h of treatment are the most critical time in the management of infections in critically-ill 

patients. Therefore front-loading strategies would be recommended, as already done139,207, in order 

to prevent the rapid adaptation of bacteria to colistin. Moreover stable mutants highly resistant to 

colistin also appeared during the first 24 h of exposure to colistin at therapeutic concentrations. 

Colistin alone cannot eradicate these mutants, and although the immune system defenses should not 

be neglected, combination therapies seem necessary 58,68. This study confirm also the need of 

experimental design longer that 24-h in order to characterize the development of resistance over 

time. It would be now interesting to investigate the combination of colistin with another 

antimicrobial in order to prevent mutually the emergence of resistances. 

 

Most of the PK/PD models for antibacterial drugs are developed with PD data obtained from in-vitro 

experiments and PK data separately obtained in human. PK is usuallǇ defiŶed as ͞hoǁ the ďodǇ 

haŶdles the dƌug͟, ǁheƌeas PD is defiŶed as ͞hoǁ the dƌug affeĐts the ďodǇ͟ 215. However antibiotics 

differ from other drugs in that the antibiotics do not affects the body (with the exception of side 

effects) but bacteria inside. In-vitro studies present several advantages as the lower cost, a more 

ĐoŶtƌolled eŶǀiƌoŶŵeŶt, a ďetteƌ ƌepeataďilitǇ…. Hoǁeǀeƌ in-vitro experiments generally do not take 

into account physiological processes such as the impact of the immune system, the development of 

biofilms or the drug concentration at the site of action (e.g. lungs). This explains why in-vitro/in-vivo 

extrapolations are particularly difficult in the field of infectiology. 

A vast number of animal models have been developed to describe antibacterial therapy. Most of the 

infection models have been developed in rats and mice and mimics multiple types of infections, such 

as thigh infection models129,216, pneumonia models216,217, peritonitis models218, meningitis models219 
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or skin infection models220. The effect of the immune system can be assessed by comparing the PD 

endpoint in immunocompetent animals versus animals rendered partially or completely neutropenic 

after administrations of cyclophosphamide221. The most commonly used PD endpoint is the count of 

CFU after 24 h of treatment which can be expressed as the relative change of log CFU compared to a 

non-treated control animal. The endpoint is usually associated with PK data to identify which of the 

PK/PD indices best predicts the efficiency of the drug216. PK/PD models characterizing the full time 

course of drug effects in animal are still scarce129,222. One plausible cause is that to quantify bacterial 

in tissue, animal has to be sacrificed, tissues of interest harvested, grinded, and spread on agar plates 

before CFU counting. Therefore a large number of animals are needed since only one measure of the 

PD endpoint can be obtained per animal. Moreover the inter-individual variability cannot be 

distinguished from the residual error when estimating the drug PD with only one endpoint estimate 

per animal and therefore statistical tests lack of power to demonstrate significant effects. Imagery 

methods such as bioluminescence allow performing multiple measures on the same animal, even if 

this method has a lower sensitivity than CFU counting. The measure of bioluminescence is realized 

with a charge coupled device (CCD) camera that count the photons emitted by the reaction of the 

luciferine with the luciferase inside the transfected bacteria103,104. During in-vitro experiments the ray 

light goes through the broth and glasses before to be captured by the camera but during an in-vivo 

experiment the ray light need also to go through tissues than can absorb it and then reduce the 

sensitivity. This partial absorption of the signal is one of the major drawbacks of the bioluminescence 

method. Bioluminescence is used in infectious studies, to evaluate the dissemination of the 

pathogens 223-225 and to evaluate the antibacterial effects108. To our knowledge no PK/PD study has 

been performed to describe the full time course of drug effects using bioluminescence in pulmonary 

infection models. During this thesis, in addition to the results presented herein, I also developed a 

model of lung infection in mouse. The objective was to assess the impact of the route of 

administration (SC versus aerosol delivery) in mice pulmonary infected with bioluminescent 

Pseudomonas aeruginosa. In their respective reviews, Mizgerd226
, Bakker-Woudenberg227

 and 

Hernández228
 mentioned that the development of an animal model takes times, mostly because 

multiple preliminary studies are needed to assure the survival of the animal. We have performed 

some of these studies during our development, and a brief review of the principal steps will be 

presented in the next paragraph. 

Firstly we tested two different species of mice, since susceptibility to a pathogen can vary from one 

species of experimental animal to another.  Lipscomp et al.229 investigated the infection of 

Cryptococcus neoformans in C.B-17, BALB/c and C57BL/6 mice, and showed that bacteria were more 

persistent in C57BL/6 mice. In our case, we investigated the infection of Pseudomonas aeruginosa in 
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swiss and C57BL/6 mice. C57BL/6 mice presented a longer survival over time and were chosen for 

the next experiments. We also tested several bacterial inoculum sizes. There are more constraints 

compared to in-vitro since a high inoculum can kill the mouse whereas an inoculum too low may be 

insufficient to infect immuno-competent animals226. We tested 3 different inoculums: 0.5 x 107, 1 x 

107and 3 x 107 CFU per mice. The former was too low to obtain a bioluminescent signal and the latter 

led to a rapid death of mice. Therefore an inoculum of 1*107 CFU per mice was used, identical to 

those reported for similar studies230-232. Different ways to inoculate bacteria pulmonary were also 

tested: intranasal164 233, intratracheal234 or via a microsprayer151 in the trachea. Intranasal inoculations 

were easy to perform but resulted in a heterogeneous deposition of bacteria227 and the remaining 

bacteria on the nose biased the bioluminescence measurement. Intratracheal inoculations were less 

variable227 but needed a surgery and the scar on the trachea interfered with aerosol delivery of the 

treatment. The aerosol delivery of bacteria via a microsprayer was the route of administration that 

permitted the most efficient inoculation of bacteria without compromising the treatment delivery, 

however an important technical practice was necessary151. All these preparations are mandatory 

before the beginning of usual in-vivo PK/PD studies. In our case an additional step was necessary for 

the development of the animal model since with the bioluminescence technique of imagery animals 

had to be anesthetized at each measurement. Therefore the type (SC or aerosol) of anesthesia, the 

anesthetic used (more or less respiratory depressor), the dose and the frequency of administration 

were investigated in preliminary studies in order to assure the mouse survival between consecutive 

measurements. Finally housing conditions needed also to take into account the consequences of the 

infection such as the change in body temperature and the dehydration. Our animal model has shown 

some promising preliminary results, but further investigations are still needed to assure the 

repeatability of this experiment. 

In-vivo studies better mimic the conditions encountered during a human infection than in-vitro 

studies. However the workload is much more important and the development of an infection model 

take a long time before to be reproducible and routinely usable. Nevertheless, associated to PK/PD 

modeling for the analysis of the antimicrobial effects, in-vivo experiments are very helpful for the 

understanding of the infection time-course during treatments and the determination of optimized 

dosing regimens.  



V. Conclusion 

 

117 

 

V. Conclusion 

 

Antibiotics are among the most commonly prescribed drugs. Although the majority of these drugs 

were developed several decades ago, optimal dosages (dose, dosing interval and treatment duration) 

have still not been well defined. The aim of this thesis was to develop pharmacokinetic (PK) and 

pharmacokinetic-pharmacodynamics (PK/PD) models that characterize the time course of drug 

concentration and the effects of antibiotics on bacterial growth, killing and resistance over time, and 

to apply these models to guide optimization of dosing regimens of antimicrobial therapies. 

A population PK model for colistin and its prodrug, colistin methanesulfonate (CMS) was developed 

in critically ill patient receiving colistin by nebulization and/or undergoing an intermittent 

hemodialysis and dosing regimen were recommended accordingly for these patients. Simulations 

shoǁed the ďeŶefits of using aerosol delivery of 2 MUI CMS dose for the treatment of pulmonary 

infections in critical care patients. For patients with HD session dosing regimen of CMS should be 1.5 

MIU twice daily for a non-HD day, CMS should be administered after HD sessions with a dose 

increase of 1.5 MIU compared to the dose scheduled on non-HD day (i.e. 3+1.5 = total of 4.5 MIU for 

HD day). 

A semi-mechanistic PK/PD model that incorporates the growth, killing kinetics, mutation rate and 

adaptive resistance development of Pseudomonas aeruginosa against colistin was developed based 

on in-vitro time-kill curve data. This study and our assessment on the performances of different 

structural PK-PD models by using a simulation approach showed the importance of longer study 

design and complementary microbiological data. A high, quick and partially reversible resistance was 

described. This study also confirmed that the first 24 h of treatment are the most critical period of 

time in the management of infections in critically-ill patients and that colistin alone cannot eradicate 

completely mutants of Pseudomonas aeruginosa, and that combination therapies seem necessary. 

This thesis contributes to the optimization of dosing regimen for the treatment of infections in 

critical ill patient, and help to describe the development of resistance in Pseudomonas aeruginosa 

towards colistin. Further investigations have been suggested to improve these findings, such as the 

development of physiological based models to investigate lung delivery of drugs, assessment of 

combination therapies with colistin and development of in-vivo PK/PD studies. 
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Abstract  

Antibiotics are among the most commonly prescribed drugs, however optimal dosages are 

not yet well defined. The aim of this thesis was to develop pharmacokinetic (PK) and 

pharmacokinetic-pharmacodynamics (PK/PD) models that characterize the course of 

antimicrobial drug concentrations and effects over time, with an emphasis on the 

development of resistance. These models were applied to optimize dosing regimens of 

antimicrobial therapies. 

A population PK model for colistin and its prodrug, colistin methanesulfonate (CMS) was 

developed in critically ill patients receiving colistin by nebulization and/or undergoing an 

intermittent hemodialysis (HD). Results predicted clear ďeŶefits of using aerosol delivery of 

2MIU CMS dose for the treatment of pulmonary infections. For patients with HD session 

dosing regimen of CMS should be 1.5 MIU twice daily with an additional dose of 1.5 MIU 

after each HD session. 

An assessment of the performances of different PK-PD models by using a simulation 

approach have shown the importance of longer study designs and of complementary 

microbiological data to predict accurately bacterial resistance development.  

A semi-mechanistic PK/PD model that incorporates mutation rate and adaptive resistance 

development of a bioluminescent strain of Pseudomonas aeruginosa against colistin was 

developed based on in-vitro data. A high, quick and partially reversible resistance was 

described. These results confirm that the first 24 h of treatment are critical in the 

management of infections, that colistin alone cannot eradicate completely the mutants of 

Pseudomonas aeruginosa that were selected during the experiments and that combination 

therapies seem necessary.  
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Résumé  

 

Les antibiotiques sont actuellement parmi les médicaments les plus utilisés, mais les 

schémas thérapeutiques optimaux ne sont pas toujours bien définis.  Le but de cette thèse 

était de développer des modèles pharmacocinétiques (PK) et pharmacodynamiques (PK/PD) 

décrivant les profils de concentrations des antibiotiques ainsi que leurs effets et le 

développemeŶt de ƌĠsistaŶĐes ďaĐtĠƌieŶŶes afiŶ d͛optiŵiseƌ les sĐhĠŵas thĠƌapeutiƋues. 

Un modèle PK de population sur la colistine et sa prodrogue, le colistine methanesulfonate 

(CMS), a été développé chez les patients recevant la colistine par voie aérosol et/ou sous 

hémodialyse (HD). Les résultats ont montré un net avantage de la voie aérosol pour le 

traitement des infections pulmonaires avec une dose de 2 MUI de CMS. Pour les patients 

sous HD une dose de 1.5 MUI de CMS 2 fois par jour est recommandée avec une dose 

supplémentaire de 1.5 MUI de CMS après chaque séance de HD. 

L͛ĠǀaluatioŶ des performances de différents modèles PK/PD via à une approche par 

simulation a ŵoŶtƌĠ l͛iŵpoƌtaŶĐe d͛effeĐtueƌ des études suffisamment longues ainsi que 

d͛oďteŶiƌ des données microbiologiques complémentaires afin de décrire le développement 

de la résistance bactérienne. 

UŶ ŵodğle PK/PD iŶĐluaŶt tauǆ de ŵutatioŶ et ƌĠsistaŶĐe adaptatiǀe à la ĐolistiŶe d͛uŶe 

souche bioluminescente de Pseudomonas aeruginosa a été développé à partir de données 

in-vitro. Une résistance rapide, importante et partiellement réversible a été décrite. Ces 

ƌĠsultats ĐoŶfiƌŵeŶt l͛iŵpoƌtaŶĐe des Ϯϰ pƌeŵiğƌes heuƌes daŶs le tƌaiteŵeŶt des iŶfeĐtioŶs, 

que la colistine seule ne peut pas complétement éliminer les mutants de Pseudomonas 

aeruginosa et que des associations semblent nécessaires.  

 

 

 


