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Résumé

Soit A une variété abélienne définie sur le corps de fonctions K d’une surface de Riemann
compacte B. Fixons un modèle f : A → B de A/K et un certain divisor effectif horizon-
tal D ⊂ A. Dans cette thèse, les propriétés concernant la finitude, l’ordre de croissance,
la nonexistence générique et l’uniformité de l’ensemble des sections (S,D)-entières de A
sont étudiées. Le sous ensemble S ⊂ B n’est pas nécessairement fini ou dénombrable. Ces
sections entières σ correspondent aux points rationnels de A(K) qui vérifient la condi-
tion géométrique f(σ(B) ∩ D) ⊂ S. Cette notion de section entière généralise la notion
usuelle de solution entière d’un système des équations diophantiennes. Dans ce context,
nous introduisons une certaine machinerie appelée hauteur hyperbolique-homotopique qui
joue le rôle de la théorie d’intersection. Nous démontrons plusieurs nouveaux résultats sur
la finitude de certaines unions larges de sections (S,D)-entières ainsi que leur croissance
polynomiale en fonction de #S ∩ U , où nous demandons que les sous ensembles S ⊂ B
ne sont finis que dans un certain petit ouvert U de B. Ces résultats sont hors de por-
tée des méthodes purement algébriques, notamment de la théorie des hauteurs standards.
Nos travaux mettent en particulier en évidence certains phénomènes nouveaux qui sont
en faveur de la version géométrique de la conjecture de Lang-Vojta. Si A est une courbe
elliptique, nous obtenons les mêmes résultats pour certaines unions de sections (S,D)-
entières, où non seulement S ⊂ B mais D ⊂ A peuvent aussi varier en familles. Nous en
déduisons la nonexistence générique des sections entières. Si A est constante, une borne
uniforme qui ne dépend que des invariants numériques est établie sur l’ensemble des sec-
tions entières. Nous démontrons également un résultat négatif concernant le théorème de
Parshin-Arakelov. Ainsi, nos résultats motivent de nouvelles questions intéressantes sur
la finitude des sections entières que ce soit sur les corps de nombres ou sur les corps de
fonctions.

Abstract

Let A be an abelian variety over the function field K of a compact Riemann surface B.
Fix a model f : A → B of A/K and a certain effective horizontal divisor D ⊂ A. We
study various properties concerning the finiteness, growth order, generic emptiness, and
uniformity of the set of (S,D)-integral sections in A. Here, S ⊂ B is an arbitrary subset
and thus not necessarily finite nor countable. These integral sections σ correspond to
rational points in A(K) which satisfy the extra geometric condition f(σ(B) ∩ D) ⊂ S.
This notion of integral points generalizes the usual notion of integral solutions of a system
of Diophantine equations. We introduce in this context the so-called hyperbolic-homotopic
height as a substitute for the classical intersection theory. We then establish several new
results concerning the finiteness of various large unions of (S,D)-integral points and their
polynomial growth in terms of #S ∩U , where the sets S ⊂ B is required to be finite only
in a certain small open subset U of B. Such results are out of reach of a purely algebraic
method. Thereby, we give some new evidence and phenomena to the Geometric Lang-
Vojta conjecture. When A is an elliptic curve, we obtain the same results for certain unions
of (S,D)-integral points, where both S ⊂ B and D ⊂ A are allowed to vary in certain
families. As an application, we obtain certain generic emptiness properties of integral
points on abelian varieties over function fields. When A is constant, we prove a uniform
finiteness result involving only numerical invariants on the number of integral points for
S ⊂ B finite. A negative finiteness result concerning the Parshin-Arakelov theorem is also
given. Our work provides evidence for some new interesting questions on the finiteness of
integral points in both the number field and the function field cases.
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idées clées des résultats de cette thèse s’y sont produites. Je voudrais donc
remercier vivement les personnels de cette bibliothèque pour leur gentillesse
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CHAPTER 1

Introduction

1. Context

Notations. Throughout this thesis, unless stated otherwise, the letter B de-
notes a smooth projective curve of genus g over a field k of characteristic 0 (e.g.,
k = C) and K denotes its field of functions K = k(B). We usually use the symbols
such as XK , YK to denote a scheme over K. On the other hand, for any B-scheme
X, the symbol XK also denotes the generic fibre of X and if U ⊂ B, we denote
by XU the restriction of X above U . The notation dY means the Kobayashi hy-
perbolic pseudo-metric on a complex space Y . Discs in Riemannian surfaces are
assumed to have sufficiently piecewise smooth boundary. The symbol # stands
for cardinality.

The study of Diophantine problems, i.e., the study of the set of integral solutions
of a system of polynomial equations in several unknowns, has a long history dated
back to the first work of Diophantus of Alexandria in the third century. The
two most important achievements in the theory are the famous Fermat’s Last
Theorem and the Mordell conjecture proved respectively by Andrew Wiles in 1995
(cf. [115]) and by Gerd Faltings in 1991 (cf. [36]). While the first result concerns
the emptiness of the set of nontrivial solutions in Z3 of the equation xn + yn = zn

when n ≥ 3, the second confirms the finiteness of the set of rational points on
every algebraic curve of genus at least 2.

The proofs of both results are based on the sophisticated machinery of algebraic
geometry developed in the whole twentieth century. The central idea is to give
geometric meanings for polynomial equations as well as their sets of rational or
integral solutions. For example, suppose that we want to study the set IQ of
solutions (x, y) ∈ Q2 and the set IZ of solutions (x, y) ∈ Z2 of the Weierstrass
equation

(1.1) y2 = x3 + ax+ b, a, b ∈ Z.

Equation (1.1) induces a plane curve E/Q in P2
Q as well as a closed surface

E/ Spec(Z) in P2
Z both defined by the homogenous equation y2z = x3 + axz2 + bz3

1



2 1. INTRODUCTION

and which fit in a cartesian diagram:

E E

Spec(Q) Spec(Z).

Since E is proper over Spec(Z), the set of rational points E(Q) is naturally iden-
tified with the set of sections E(Spec(Z)) by the valuative criterion of properness.
Consider the hyperplan divisor D = {z = 0} ∩ E ⊂ P2

Z. The pullback of D to E is
O = (1: 0 : 0) ∈ E(Q). Denote by (O) ∈ E(Spec(Z)) the corresponding section of
O. It turns out that:

IQ = E(Q) \ {O} = E(Spec(Z)) \ {(O)}
and

IZ = (E \ D)(Spec(Z)).

In particular, the set IZ of integral solutions (x, y) ∈ Z2 of (1.1) admits a geometric
interpretation as the set of sections σ : Spec(Z) → E which avoid the divisor D,
i.e.,

σ(Spec(Z)) ∩ D = ∅.
The above example can be generalized to more general situations, for example,
when Spec(Z) is replaced by any one dimensional Dedekind scheme, e.g., Spec(O)
for O the ring of integers of a number field. Therefore, the study of rational and
integral solutions of Diophantine problems is equivalent to the study of sections in
certain geometric objects.

In the present thesis, our main object of interest is the set of (S,D)-integral
points of algebraic varieties over one dimensional function fields in characteris-
tic zero:

Definition 1.1 ((S,D)-integral point and section). Let B/k be a smooth projec-
tive connected curve over a field k. Let K = k(B) be the function field of B.
Let f : X → B be a proper flat morphism of integral varieties. Let S ⊂ B be
a subset (not necessarily finite) and let D ⊂ X be a subset (not necessarily an
effective divisor). We say that a section σ : B → X is (S,D)-integral if it satisfies
the condition (cf. Figure 1.1):

(1.2) f(σ(B) ∩ D) ⊂ S.

For every P ∈ XK(K), denote by σP : B → X the corresponding section (cf.
Remark 1.2). Then P is said to be (S,D)-integral if σP is (S,D)-integral.

Several important remarks are in order.
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B

σ

X

f

D

S

Figure 1.1. An (S,D)-integral section σ

Remark 1.2. With the notations be as in Definition 1.1, we have a natural iden-
tification

X(B) = XK(K)

by the valuative criterion for properness. Indeed, every section σ : B → X induces
by the base change Spec(K)→ B a rational point σK : SpecK → XK . Conversely,
every rational point P ∈ X(K) gives rise to a section by taking the Zariski closure
in X. The set of (S,D)-integral sections of X → B is then identified with a certain
subset of XK(K).

Remark 1.3. For S = B or D = ∅, Condition (1.2) is empty. The set of (B,D)-
integral sections and the set of (S,∅)-integral sections are thus identified with the
set XK(K) of rational points of the generic fibre XK . Another extreme situation
is when S = ∅. In this case, Condition (1.2) implies that the set of (S,D)-integral
sections is empty whenever D contains a vertical fibre or D is an ample divisor.

Remark 1.4. In Definition 1.1, we emphasize that the set of (S,D)-integral sec-
tions are considered with respect to a given fixed X → B and should be distin-
guished from the following usual notion in the literature of quasi-integral sets of
rational points on XK (cf. [99, §7.1]). For every finite subset S ⊂ B, denote
OK,S ⊂ K the ring of S-integers. Fix an ample reduced effective divisor D ⊂ XK .

Definition 1.5 (Quasi-integral set). A subset A ⊂ XK(K) \ D is said to be
(S,D)-quasi integral if there exists a model X → B of XK , i.e., XK = XK , and
an effective divisor D ⊂ X model of D, i.e., DK = D, such that for every point
P ∈ A, the corresponding section σP : B → X is an (S,D)-integral section.

The notion of quasi-integral sets of rational points is relative to a choice of models.
It turns out that every finite subset A ⊂ XK(K) \ D is (S,D) quasi-integral.
Therefore, it is meaningless to talk about (S,D)-quasi integral points. Indeed,
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consider any proper flat model X → B of XK . Let D ⊂ X be the Zariski closure
of D in X . Since A ⊂ XK(K) \D is finite, the set of intersection points

IA = ∪P∈AσP (B) ∩ D ⊂ X
is finite and the intersection multiplicities at the points in IA of the sections σP (B)
(where P ∈ A) with D are also finite. Hence, by blowing up X sufficiently many
finitely times along the points in IA, we obtain another proper flat model X ′ → B
such that the set A becomes (S,D′)-quasi integral where D′ is the strict transform
of D in X ′.

The main interest of the notion of quasi-integral sets is that we can usually prove
the finiteness of them in an arbitrary model. Hence, the finiteness property of
quasi-integral sets becomes an intrinsic property. However, to obtain quantitative
results (as in Theorem F or Theorem H), we have to fix the model as explained
above. In this point of view, we shall always prefer in this thesis the notion of
(S,D)-integral points with respect to fixed model as in Definition 1.1.

If XK/K is a curve, we have the following famous result on the Mordell conjecture
over function fields, which holds also for number fields (cf. [78], [66], [41], [86],
[36], [37]):

Theorem 1.6 (Mordell conjecture). Suppose that X is a nonisotrivial family of
curves of genus at least 2, then XK(K) is finite.

One of the most important open conjectures in Arithmetic geometry is the fol-
lowing conjecture which implies the Mordell conjecture (cf. [112, Conjecture 4.4],
[63]):

Conjecture 1.7 (Lang). Let X be a smooth projective variety of general type over
a number field K. The set of rational points X(K) is not Zariski dense in X.

More generally, we have for quasi-projective smooth varieties (cf. for example [53,
F.3.5], see also Conjecture 1.28 for the geometric version):

Conjecture 1.8 (Lang-Vojta). Let X be smooth variety of log-general type over a
number field K. Let S be a finite set of places in K and let OK,S ⊂ K be the ring
of S-integers. Assume X → Spec(OK,S) is a model of X, i.e., XK = X. Then the
set of integral points X (OK,S) is not Zariski dense in X .

Here, a smooth projective variety X is of general type if the canonical divisor KX

is big, i.e., h0(O(nKX)) � ndimX (cf. Definition 2.27). In particular, a smooth
projective curve is of general type if and only if it has genus at least 2. A smooth
quasi-projective variety Y is of log-general type if Y admits a compactification Ȳ
with normal crossing boundary divisor D with KȲ +D big.
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These conjectures are still wide open nowadays. However, in [17], the authors
established the following very interesting consequence of the Lang-Vojta conjecture
usually known as the Uniform boundedness conjecture for hyperbolic curves over
number fields (see also [84] for a stronger statement):

Conjecture 1.9 (Uniformity). Fix an integer g ≥ 2. Then there exists a number
N(g) such that for any number field F there exist at most finitely many curves of
genus g defined over F and which have more than N(g) F -rational points.

The key ingredient in [17] to obtain Conjecture 1.9 is the following correlation
theorem. Let X → B be a family of curves of genus g ≥ 2. Then Xn

B = X ×B
· · ·×BX (n-times) admits a dominant rational map to a smooth projective variety
of general type Vn for n large enough. F -rational points on fibres Xb defined over a
number field F project to F -rational points of Vn. By taking X → B a parameter
family of all smooth curves of genus g ≥ 2, one applies the Lang conjecture to Vn
and use the Noetherian induction to obtain a uniform bound (i.e., Conjecture 1.9)
on the number of rational points on curves.

The Uniformity conjecture 1.9 is also unknown in the function field case. Neverthe-
less, by establishing a uniform version of Parshin-Arakelov theorem 1.35, Caporaso
obtained a certain uniform version of the Mordell conjecture over function fields
(cf. [18]). Recall that g denotes the genus of the curve B.

Theorem 1.10 (Caporaso). There exists a number M(q, g, s) ∈ N such that for
every nonisotrivial minimal surface X fibered over B with smooth fibres of genus
q ≥ 2 outside a finite subset S ⊂ B of cardinality s, we have #XK(K) ≤M(q, g, s).

In the case of elliptic curves, we must restrict ourselves to integral points to obtain
finiteness statements since the set of rational points is infinite unless the Mordell-
Weil rank of the elliptic curve is 0. Let S be a finite set of places containing 2 and
3 of a number field F . Let f : E → Spec(OF ) be the Néron model over the ring
of integers OF of an elliptic curve E/F . Let (O) ⊂ E be the zero section and let
Va ⊂ E be the union of all zero components of additive fibres in E . Let Sa be the
finite subset of additive places. DenoteD = (O)∪Va which is an effective connected
divisor in E . Abramovich introduced the notion of stably S-integral points of E,
namely, rational points P ∈ E(K) whose corresponding section σP : Spec(OF )→
E is (S \ Sa,D)-integral in E in the sense of Definition 1.1, i.e.,

f(σP (Spec(OF )) ∩ D) ⊂ S \ Sa.
In other words, a rational point P ∈ E(K) is stably S-integral if and only if the
section σP is (S, (O))-integral in E and σP (Spec(OF )) ∩ Va = ∅. Restricting to
the set Estab(F, S) of stably S-integral points, Abramovich proved that (cf. [1,
Theorem 1]):
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Theorem 1.11 (Abramovich). Assume the Lang - Vojta conjecture. There exists
a number N(F, S) such that for every elliptic curve E/F , we have #Estab(F, S) ≤
N(F, S).

Subsequent generalizations in the same style of Theorem 1.11 are established (cf.
[2]).

Given the above contexts, it is then very natural to ask for similar uniform finite-
ness results for the set of integral points on elliptic curves over function fields and
more generally on abelian varieties over function fields.

2. Overview of main results

In this thesis, we concentrate on families f : X → B of abelian varieties of di-
mension n over a compact Riemann surface B of genus g. Applications to the
unit equations (cf. (4.1)) over function fields are also given in Chapter 8, Chapter
11. Let T ⊂ B be the finite subset supporting singular fibres of X → B. Let
K = C(B) and let D ⊂ X be an effective divisor whose generic part does not
contain a translation of a nonzero abelian subvariety in XK . This condition on D
is empty when X is a simple abelian variety, e.g., an elliptic curve. By the Lang-
Néron theorem (cf. Theorem 2.20), XK(K)/TrK/C(X)(C) is an abelian group of
finite rank where TrK/C(X) is the trace of XK (cf. Definition 2.17). When X is
simple and nonisotrivial, its trace is zero.

Our results (numbered with capital letters) presented in the next section can be
regrouped into the following three themes: finiteness/growth, generic emptiness
and uniformity. The main results of this thesis are contained in the papers [88],
[89], [90] and [91].

2.1. Finiteness/growth results. Concerning finiteness and quantitative re-
lated problems, it is very natural to ask the following. We begin with the most
basic question:

Question 1.12. For which subsets S ⊂ B (not necessarily finite) and for which
effective divisors D ⊂ X, is the set of (S,D)-integral points finite?

All (S,D)-integral points belong to a single set X(B). Besides, we can see each
couple (S,D) as a Diophantine equation. We can thus go further to consider
the union of solutions of many Diophantine equations induced by different (S,D).
Hence, we ask:

Question 1.13. For which union of subsets S ⊂ B and of effective divisorsD ⊂ X,
is the union of (S,D)-integral points still finite?
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More quantitatively, one may ask how large can the set of (S,D)-integral points
be in terms of the cardinality of S. Concretely, what is the growth order of the
set of (S,D)-integral points when #S →∞? Even more generally:

Question 1.14. Let s ∈ N. Is the union of (S,D)-integral points, over all S ⊂ B
such that #S ≤ s, finite? In this case, what is the growth order when s→∞?

Combining Question 1.12 and Question 1.14, arises a natural question:

Question 1.15. Let s ∈ N. For which infinite subsets Z ⊂ B, is the union of
(Z ∪ S,D)-integral points, over all S ⊂ B of cardinality at most s, still finite? In
this case, what is the growth order in terms of s when s→∞?

The state-of-the-art concerning these questions is as follows. By a theorem of
Parshin [87] (cf. Theorem 1.18), it is known that Question 1.12 has a positive
answer when S is finite for the finiteness of the set of (S,D)-integral points modulo
the trace of XK . When X/K is an elliptic curve, this theorem of Parshin recovers
the Siegel theorem over function fields. It is known in this case that we have a
polynomial growth as an answer to Question 1.14 (cf. [52], Corollary 1.37).

For Questions 1.14 - 1.15, answers are known in the literature (which give a poly-
nomial growth) only when (Z = ∅ and) X, if not an elliptic surface, is either
a constant family (cf. [82]) or the trace of XK is zero (cf. [14]). These known
results all establish a uniform bound on the intersection multiplicities between a
section with the divisor D. Since intersection can only happen above S ⊂ B for
(S,D)-integral points, the height of these points, as sum over all intersection mul-
tiplicities, is thus bounded, provided S is finite. A counting argument (cf. Lemma
2.24, Theorem 2.21) then implies a polynomial growth in s.

Concerning Question 1.12, our Theorem A gives a simple criterion on D, that is
D(K) = ∅, which assures the finiteness, without taking modulo the trace, of the
set (S,D)-integral points for every finite S ⊂ B. When X is a constant family,
our Theorem I also gives a criterion on the finiteness (which is then uniform) of
the set of nonconstant (S,D)-integral sections. Moreover, our main Theorem F
addreses Questions 1.12 - 1.13 and confirms the finiteness (modulo the trace of
XK) of the union of (S,D)-integral points where S runs over certain very large
uncountably infinite subsets of B. Let d be any Riemannian metric on B. As an
example, Theorem F implies:

Theorem. For every finite disjoint union of closed discsW in B such that distinct
points of T are contained in different discs of W , the set of (W,D)-integral points
is finite (modulo the trace of XK).
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To our knowledge, Theorem F establishes the first of such results in the literature.
The result is out of reach of a purely algebraic method such as intersection height
theory (cf. [39]) which requires inevitably that S is finite to establish a bound.
As W can be chosen to be of measure arbitrarily close to the measure of B, our
result gives some topological information on the intersection between D and the
sections. We discuss this more in Theorem G. Answering Question 1.15 , Theorem
F also assures that we have at most a polynomial growth in all cases. Let d be
any Riemannian metric on B, we show, for example, in Theorem F that:

Theorem. For every s ∈ N and for every finite disjoint union of closed discs W
in B containing T in different discs, the union of (W ∪S,D)-integral points, where
S ⊂ B runs over all subsets of cardinality at most s, is finite (modulo the trace of
XK). The growth order is at most polynomial in s of explicit effective degree.

In particular, Theorem F gives some new evidence and phenomena to the Geomet-
ric Lang-Vojta conjecture (cf. Conjecture 1.28 and the discussion that follows) in
the case of subvarieties of abelian varieties (cf. Corollary 1.30).

One of the key new ingredients for our finiteness/growth results is Theorem D
which gives a certain linear bound on the hyperbolic length of certain loops in
various complements of a Riemann surface. Let B0 = B \U be the complement in
B of a finite disjoint union U of closed discs. If we fix a free homotopy (conjugation)
class α of closed curves in B0 then Theorem D implies that:

Theorem. There exists L > 0 with the following property. For any finite subset
S ⊂ B0, there exists a piecewise smooth loop γ ⊂ B0 \ S which represents α up to
conjugation and whose hyperbolic length in B0 \ S satisfies:

(2.1) lengthdB0\S
(γ) ≤ L(#S + 1).

Combining with the geometry of fundamental groups, Theorem D will serve in our
context as a the hyperbolic part of a certain hyperbolic-homotopic height replac-
ing the classical geometric height theory (i.e., intersection theory). As such, our
hyperbolic-homotopic height is divided into two independent parts. The first part,
Theorem D, is a purely hyperbolic statement on Riemann surfaces. The second
part is the geometry of the fundamental group of AB0 (cf. Chapter 6, Appendix
7). A homotopy reduction step due to Parshin completes the picture.

Remarkably, if X is a nonisotrivial elliptic curve, Theorem H refines Theorem F
to confirm not only the finiteness for Question 1.13 but also a polynomial growth
in s for Question 1.15 where D, thus not just S, is now even allowed to vary in a
compact family of divisors.
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2.2. Emptiness results. Establishing an emptiness statement for a given
Diophantine equation is extremely difficult, as shown by Fermat’s Last Theorem.
In fact, the equally spectacular MRDP theorem (Matiyasevich’s theorem), which
gives a negative answer to the Hilbert’s Tenth Problem, tells us that there exists
no algorithm which can decide whether a given Diophantine equation admits or
not solutions in rational integers (cf. [68]). We thus restrict ourselves to con-
sider a more feasible problem that is the generic emptiness of integral points of a
Diophantine equation. For example, we ask in our context:

Question 1.16. Is it true that the set of (S,D)-integral points on X is empty for
a general choice of a finite subset S?

As a convention in the literature, a general choice of a finite subset S ⊂ B means
for every s ≥ 1, we consider subsets S of cardinality at most s whose images in the
parameter space Bs belong to a Zariski dense open subset Us. Our Corollary B
confirms Question 1.16 whenever the trace of XK is zero and D is positive enough.
In fact, Corollary B shows even more. Let d be a Riemannian metric on B, we
prove that:

Theorem. For every ε > 0, there exists a closed subset U ⊂ B with vold(B\U) < ε
such that the set of (U ∪ S,D)-integral points is empty for a general choice of a
finite subset S ∈ B \ U .

A general choice of a finite subset S in B0 = B \ U in the above theorem means
the following: for every s ∈ N, there exists a finite subset Es ⊂ B0 (which depends
on s) and the conclusion of the theorem holds for every finite subset S ⊂ B0 of
cardinality s with S ∩ Es = ∅.

Similarly, exchanging the role of S and D, we ask:

Question 1.17. Fix a finite subset S ⊂ B and consider a family T of effective
divisors D in X. Is it true that the set of (S,D)-integral points on X is empty for
a general choice of the divisor D in the family T?

Here, a general choice of D means we consider D parametrized by a Zariski dense
open subset U of T . Again, Question 1.17 admits a positive answer given by
Corollary C when XK is a nonisotrivial elliptic curve and the family of divisors T
is positive enough.

2.3. Uniform results. In the spirit of the Uniformity conjecture and The-
orem 1.11 or Theorem 11.3, we study some uniform properties in the context of
integral points in certain abelian varieties.
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Assume first that X is a constant family, i.e., X = A×B for some complex abelian
variety A. Thus X(B) = A(K). Let S ⊂ B be a subset of cardinality s ∈ N. LetD
be an effective ample divisor on A of degree Dn = d and assume that D = D×B.
Denote by I ⊂ A(K) \ A(C) the set of nonconstant (S,D)-integral points. Using
results of Noguchi-Wikelmann in [82], our main Theorem I implies that:

Theorem. There exists a number N(g, s, n, d) ≥ 0 such that:

(i) Either I is infinite or #I ≤ N(g, s, n, d);

(ii) If n = 2, d > 2g − 2 and D is integral then #I ≤ N(g, s, n, d).

Let S ⊂ B be a finite subset. The famous Parshin-Arakelov theorem ([86], [5])
confirms the finiteness of the set Fq(B, S) consisting of non-isotrivial minimal sur-
faces over B with good reduction outside of S and whose general fibres have genus
q ≥ 2. Developing the covering trick of Parshin, Theorem M implies following
uniform negative result.

Theorem. For all large enough q and s depending only on the genus g of B, the
union ∪S⊂B,#S≤sFq(B, S) is uncountably infinite.

Let ∆ ⊂ Mq,n be the locus of singular curves in the compact fine moduli space
Mq,n of stable curves of genus q ≥ 2 with level n-structure (n ≥ 3). We ob-
tain:

Corollary. For large enough q, s, there exists uncountably many nonconstant mor-
phisms h : B →Mq,n, up to automorphisms of B, whose set-theoretic intersection
h(B) ∩∆ has no more than s points.

The above results are a byproduct of our non successful attempt to use the uniform
version due to Caporaso ([18]) of the Parshin-Arakelov theorem to reprove certain
uniform finiteness of the union of (S,∆)-integral points in a nonisotrivial elliptic
surface X → B where S runs over all subset of B such that #S ≤ s. Nevertheless,
restricting to the set of (S,D)-integral points with respect to a fixed S finite instead
of taking the union over all such S, we obtain a new proof for the known uniform
bound on (S,D)-integral points available in the literature (cf. Theorem L).
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3. Plan of the thesis, statement of main results and discussion

The chapters in this thesis can be read independently, except for Chapter 6, Chap-
ter 7, and Chapter 8 which are closely related and require the main results in
Chapter 5.

The plan and the main results of the thesis are as follows. Chapter 2 collects basic
definitions and recalls briefly known results and tools necessary for the thesis.
Some proofs are given when appropriate. Chapter 3 illustrates general ideas and
examples for some results obtained in Chapters 4 - 11 by restricting to the simplest
but nontrivial case of constant elliptic surfaces. As such, experts are welcome
to skip Chapter 3. Chapter 4 presents a criterion for the finiteness of integral
points on abelian varieties. In Chapter 5, we study the growth of the hyperbolic
lengths of loops in various complements of punctured Riemann surfaces. Chapters
6 - 8 develop the hyperbolic method of Parshin to obtain quantitative results on
large unions of integral points on abelian varieties, on elliptic curves and on ruled
surfaces respectively. Chapter 9 represents a uniform bound on the number of
integral sections in a constant abelian family. We present a new proof in Chapter
10 of known uniform bounds on the canonical heights and of integral sections
on elliptic surfaces using only the tautological inequality. In Chapter 11, we use
Caporaso’s uniform result on the Parshin-Arakelov theorem to give a new proof
for certain uniformity of integral points on elliptic curves and to obtain certain
set-theoretic information of the moduli space of curves.

We fix throughout a compact Riemann surface B of genus g. Denote K = C(B) its
function field. In [87, Theorem 3.2], Parshin proved the following general finiteness
theorem with a beautiful hyperbolic method:

Theorem 1.18 (Parshin). Let S ⊂ B be a finite subset. Let A/K be an abelian
variety and let D be an effective reduced ample divisor on A. Let D be the Zariski
closure of D in the Néron model f : A → B of A. Assume that D does not contain
any translate of nonzero abelian subvarieties of A. Then the number of (S,D)-
integral points is finite modulo TrK/C(A)(C).

In the paper loc.cit, Parshin also proved the following result of Raynaud, which is a
consequence of Raynaud’s theorem on Manin-Mumford conjecture (cf. [95]).

Theorem 1.19 (Raynaud). Let A/K be an abelian variety and let X ⊂ A be a
closed subvariety not containing any translate of nonzero abelian subvarieties of
A. Then X(K) is finite modulo TrK/C(A)(C).

Using the above theorems and properties of the Néron models with some further
works, we prove in Chapter 4 a simple criterion for the finiteness of the set of
integral points even without taking modulo the trace:
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Theorem A. Let S ⊂ B be a finite subset. Let A/K be an abelian variety with a
model f : A → B. Assume that X,D ⊂ A are respectively a closed subvariety and
an effective ample divisor on A. Let D be the Zariski closure of D in A. Suppose
that X and D do not contain any translate of nonzero abelian subvarieties of A.

(i) If D(K) = ∅ then the set of (S,D)-integral points is finite;

(ii) If dim TrK/C(A) ≤ 1 then X(K) is finite.

Theorem A generalizes the finiteness statement in Theorem I below for integral
points in a constant abelian variety A = A × B with a constant divisor D × B
where D ⊂ A is an effective ample divisor in a complex abelian variety A.

The condition D(K) = ∅ should be interpreted as the divisor D being in a very
general position. In fact, we can prove that (cf. Chapter 4):

Theorem B. Let A/K be an abelian variety with D ⊂ A an effective ample divi-
sor. Let P ∈ A(K) be a rational point. Assume that for every a ∈ TrK/C(A)(C),
a+P /∈ D. Then for every finite subset S ⊂ B, the set P + TrK/C(A)(C) contains
only finitely many (S,D)-integral points of A with respect to any model A → B of
A with D being the Zariski closure of D in A.

For each P ∈ A(K), the notation σP will stand for the section of A → B induced
by P ∈ A(K). We can moreover prove that (cf. Chapter 4):

Theorem C. Let A/K be an abelian variety with a Néron model f : A → B.
Assume that D ⊂ A is an effective ample divisor on A. Let D be the Zariski
closure of D in A. Let P ∈ A(K) and let σP ∈ A(B) be the induced section.
Assume D ∩ (P + TrK/C(A)(C)) = ∅. Then for r := degB σ

∗
PD, we have a finite

morphism of complex schemes

(3.1) π : TrK/C(A)→ B(r), a 7→ (σa+P )∗D.

The condition D ∩ (P + TrK/C(A)(C)) = ∅ for some P ∈ A(K) is a reasonably
mild condition on D. For example, it is always satisfied if D does not contain any
rational point in A(K), i.e., if D(K) = ∅. Moreover, let Γ = A(K)/TrK/C(A)(C)
be the Mordell-Weil group of A. Then we can see A(K) =

∐
[Pi]∈Γ Pi+TrK/C(A)(C)

as a countable disjoint union of copies of TrK/C(A)(C). Then it suffices for D to
avoid one of these copies, says, P + TrK/C(A)(C), so that P + a /∈ D for every
a ∈ TrK/C(A)(C).

In Chapter 6, we shall focus on the hyperbolic-homotopy method developing the
idea of Parshin in his proof of Theorem 1.18. One of the new ingredients, whose
proof is given in Chapter 5, is the following linear bound on the hyperbolic length
of loops in various complements of a Riemann surface.
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Recall that for every complex space X, the pseudo Kobayashi hyperbolic metric
on X is denoted by dX (cf. Definition 2.38). Let U be a finite union of disjoint
closed discs in B and denote B0 := B \ U . We show that:

Theorem D. Let α ∈ π1(B0)\{0}. There exists L > 0 with the following property.
For any finite subset S ⊂ B0, there exists a piecewise smooth loop γ ⊂ B0\S which
represents the free homotopy conjugation class α in B0 and satisfies:

(3.2) lengthdB0\S
(γ) ≤ L(#S + 1).

Remark 1.20. A stronger statement is given Theorem 5.22 where we provide
some more geometric information on the loop γ. Moreover, Theorem 5.2 proven in
Chapter 5 shows that we can even require the loop γ to avoid furthermore certain
bounded moving discs besides the finite subset S.

We sketch briefly below the interest of Theorem D to the study of integral points.

Consider an abelian fibration f : A → B with an effective divisor D ⊂ A whose
generic part DK ⊂ AK does not contain any translate of nonzero abelian subvari-
eties. Let B0 := B \U where U is certain finite union of disjoint closed discs in B.
For every finite subset S ⊂ B0, the image of every holomorphic section

(3.3) σ : B0 \ S → (A \ D)|B0\S

is a totally geodesic subspace with respect to the Kobayashi hyperbolic metrics
dB0\S and d(A\D)|B0\S

. In particular, lengthd(A\D)|B0\S
σ(γ) = lengthdB0\S

(γ) for
every loop γ ⊂ B0 \ S. By Ehresmann’s theorem, AB0 → B0 is a fibre bundle in
the differential category. Let w0 ∈ AB0 and b0 = f(w0) ∈ B0. Every algebraic
section σ : B0 → AB0 induces a homotopy section iσ (more precisely a conjugacy
class of sections) of the short exact sequence:

0→ π1(Ab0 , w0)→ π1(AB0 , w0)
f∗−→ π1(B0, b0)→ 0.

A reduction step of Parshin says that it is enough to bound the number of ho-
motopy sections iσ in order to bound the number of algebraic sections σ. Now
fix a system of generators α1, . . . , αk of π1(B0, b0). A theorem of Green says that
(A \ D)B0 is hyperbolically embedded in A. Therefore, the number of homotopy
sections will be controlled if we can bound lengthd(A\D)|B0

σ(γi) = lengthdB0
(γi) for

some representative loop γi of αi for every i = 1, . . . , k.

Let S ⊂ B0 be a finite subset. An (S ∪ U,D)-integral section σ : B → A does
not induce a section B0 → AB0 in general but only induces a section B0 \ S →
(A\D)|B0\S. However, as dB0\S ≥ dB0 |B0\S, it suffices to bound lengthdB0\S

(γi) for
some loop γi ⊂ B0 \S representing αi for i = 1, . . . , k. Therefore, Theorem D will
play a crucial role for the quantitative growth estimation in terms of s ∈ N (cf.
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Theorem F, Theorem H) of the union of (S ∪ U,D)-integral sections of A over all
finite subsets S ⊂ B0 with #S ≤ s .

Now, for each free homotopy class α ∈ π1(B0) and each s ∈ N, we can associate a
constant

(3.4) L(α, s) := sup
#S≤s

inf
[γ]=α

lengthdB0\S
(γ) ∈ R+,

where S runs over all subsets of B0 of cardinality at most s and γ runs over all
loops in B0 \ S representing the homotopy class α. Theorem D then asserts that
the function L(α, s) grows at most linearly in terms of s. Moreover, we prove the
following lower bound on the polynomial growth (cf. Chapter 5, Remark 5.6 for
the optimality):

Theorem E. Given α ∈ π1(B0)\{0}, there exists c > 0 such that for every s ∈ N:

(3.5) L(α, s) ≥ cs1/2

ln(s+ 2)
.

It would be interesting to understand the asymptotic behavior of L(α, s) in terms
of s. For example, we may ask:

Question 1.21. What are the limits:

deg−(α) := lim inf
s→∞

lnL(α, s)

ln s
, deg+(α) := lim sup

s→∞

lnL(α, s)

ln s
,(3.6)

which correspond respectively to the lower and upper polynomial growth degrees
of L(α, s) in terms of s?

Theorem D and Theorem E imply that for every α ∈ π1(B0) \ {0}, we have:

(3.7) 1/2 ≤ deg−(α) ≤ deg+(α) ≤ 1.

If we require α to belong to a certain base of π1(B0), the constant L > 0 in
Theorem D depends only on U and the Riemann surface B (cf. Theorem 5.22,
Lemma 5.10). Our proof does not provide an explicit estimate of L. But with
more care, an upper bound of L only in terms of some invariants of B and U could
be established in principle. We expect also that the bound in Theorem D can be
improved (as closed as possible) to be linear in (#S)1/2, which is best possible by
Theorem E in the sense of Question 1.21. They are our ongoing projects.

Remark 1.22. Results in Theorem D and Theorem E are in a sense orthogonal to
various remarkable results on the growth of the counting functions cX(L), sX(L)
for the number of certain type of closed geodesics of length ≤ L on a complete
hyperbolic bordered Riemann surface X of finite area (cf., for example, [67], [8],
[56], [77]).
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Remark 1.23. It may be helpful to illustrate the difference of our results to the
closely related Bers’ theorem (cf. [16, Theorem 5.2.6]). Let X be a complete
hyperbolic Riemann surface of genus g with n cusps. A partition on X is a set
of 3g − 3 + n pairwise disjoint simple closed geodesics. However, it is well-known
that these curves do not generate the free homotopy group π1(X). A partition is
in fact the same as a decomposition into pants. Bers’ theorem asserts that X has
a partition with geodesics of hyperbolic length bounded by 13(3g − 3 + n).

Remark that Bers’ theorem applies to complete hyperbolic Riemann surfaces with
cusps that have finite area. On the contrary, punctured Riemann surfaces B0 \ S
(as in Theorem D and Theorem E) have infinite area (whenever U is not finite)
and look like the punctured Poincaré disc locally around the punctured points.

Therefore, Bers’ theorems do not apply to the punctured Riemann surfaces B0 \S
which are equipped with the intrinsic hyperbolic metric dB0\S (cf. Definition 2.38).
Moreover, our proofs of Theorem D and of Theorem E work with the very definition
of the pseudo Kobayashi hyperbolic metric and do not require any tools from the
hyperbolic trigonometry.

Before giving some more thorough discussion on Theorem D in Remarks 1.29 -
1.33 below, we continue with our main results obtained on integral points.

Setting (P). Assume that B is equipped with a Riemannian metric d. Let A/K
be an abelian variety. Let D ⊂ A be an effective ample divisor of A not containing
any translate of nonzero abelian subvarieties. Let D be its Zariski closure in a
model f : A → B of A. Let T ⊂ B be the finite subset containing b ∈ B such that
Ab is not smooth.

Using Theorem D and the geometry of fundamental groups, we establish the fol-
lowing finiteness and growth of certain large unions of (S,D)-integral points (cf.
Chapter 6). In fact, we can obtain in Theorem 6.1 an even stronger statement al-
lowing furthermore the intersection of integral sections with D over some bounded
moving discs in B.

Theorem F. In Setting (P), let W ⊃ T be any finite union of disjoint closed discs
in B such that distinct points of T are contained in distinct discs. Let B0 = B\W .
There exists m > 0 such that:

(∗) For Is (s ∈ N) the union of (S,D)-integral points over all subsets S ⊂ B such
that # (S ∩B0) ≤ s, we have:

(3.8) #
(
Is mod TrK/C(A)(C)

)
< m(s+ 1)2 dimA. rankπ1(B0), for all s ∈ N.

Remark 1.24. Here, rank π1(B0) denotes the minimal number of generators of
the finitely generated group π1(B0). Typically, we have rankπ1(B0) = 2g−1+#T .
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Since Is clearly contains the union of (S,D)-integral points over all subsets S ⊂ B
such that #S ≤ s, Theorem F implies Theorem 1.18 and recovers the polynomial
bound in #S proved in [52] for elliptic curves or in [14] when TrK/CA = 0 and in
[82] when A is defined over C (cf. Remark 1.26).

Remark 1.25. The subsets S are not required to be finite or even countably finite
in the union Is in Theorem F. In fact, for every ε > 0, S can be taken to be of
measure ε-close to vold(B) by either adding more discs to W or by enlarging W
in the first place. To the limit of our knowledge, even finiteness results of (S,D)-
integral points for certain S ⊂ B countably infinite is not stated elsewhere before in
the literature. To obtain such results, establishing a height bound as in traditional
approaches, which depends on the cardinality of S, is clearly not sufficient. In the
case of number fields, the closest related finiteness result of (S,D)-integral points
where S may be an infinite set of places seems to be a result of Silverman [103]
(see Theorem 1.39) for elliptic curves but it requires some strong restrictions on
the set of solutions.

Remark 1.26. Continue with the notations in Theorem F. By a standard counting
argument on the lattice Γ = A(K)/TrK/C(A)(C) (cf. Lemma 2.24, Theorem 2.21),
a bound on the canonical height of (S,D)-integral points, if it is a polynomial p in
#S, would imply also a polynomial bound in #S (of the form (c

√
p(#S)+1)rank Γ)

on the number of such integral points (modulo the trace). Conversely, with height
theory, it is necessary to establish a uniform bound on the intersection multiplicities
(as predicted by the Geometric Lang-Vojta conjecture 1.28 below) in order to
obtain a polynomial bound in #S on (S,D)-integral points, where S ⊂ B is finite.

Such uniform bounds on the intersection multiplicities, and thus a linear bound on
the canonical height ĥA,L, where L is a symmetric ample line bundle on A, are only
available in the case TrK/C(A) = 0 (established in [14] using Kolchin differentials,
or in [52] for elliptic curves) or when the family A → B is trivial (cf. [82] for D
constant, where the main tool is jet-differentials, see Theorem 9.10 for general D).
However, no similar results were known for a general abelian variety A/K.

To this point, we could, motivated by Theorem F, possibly expect the following
(with N = 1 in the above two special cases and N ≤ 2 in general as suggested by
the bound (4.1) in Theorem F):

Conjecture A. Let A/K be an abelian variety with a model f : A → B, i.e.,
AK = A. Let D ⊂ A be an effective ample divisor and let D be its Zariski closure
in A. There exists m,N > 0 depending only on A, B,D such that for every
(S,D)-integral point P ∈ A(K) with S ⊂ B, we have:

(3.9) ĥA,L(P ) ≤ m(#S + 1)N .
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Remark 1.27. Let the notations be as in Theorem F. We argue below that the
exponent 2 dimA rankπ1(B0) in the bound (4.1) is as reasonable, up to a factor
1
2
, as we can expect. Remark again that no quantitative estimations as in the

bound (4.1) were known in the literature except when TrK/C(A) = 0 or when A is
a constant family (and with B0 = B in both cases).

Let T ⊂ B be the finite subset above which the fibres of f : A → B is not
smooth and let t = #T . We shall consider an arbitrary disjoint union W of t
closed discs centered at the points of T so that rankπ1(B0) = 2g − 1 + t. Let
r = rankA(K)/TrK/C(A)(C) be the Mordell-Weil rank of A. For s ∈ N, let Js
denote the union of (S,D)-integral points over all subsets S ⊂ B such that #S ≤ s.
It is clear that Js ⊂ Is for every s ∈ N.
Assume first that A is a nonisotrivial elliptic curve so that the trace of A is zero.
Note that 1

2
deg fA/K ≤ t ≤ deg fA/K where fA/K is the conductor divisor of the

elliptic curve A/K (cf. [104, Ex. III.3.36]). Shioda’s result in [101, Theorem 2.5]
provides a very general bound on the Mordell-Weil rank:

(3.10) r ≤ 2(2g − 2 + t).

Best known results using height theory due to Hindry-Silverman [52, Corollary
8.5] (see Corollary 1.37) tell us that #Js is bounded by a polynomial in s of degree

r

2
≤ (2g − 1 + t) =

1

2
(2 rankπ1(B0)).

Therefore, Theorem F implies, up to a factor 1
2
, the known polynomial growth for

the set Js ⊂ Is.

More generally, when A is an abelian variety with TrK/C(A) = 0, the Ogg-
Shafarevich formula (cf. [100], [83], see also [49]) implies that:

(3.11) r ≤ 2 dimA.(2g − 2 + t).

In this case, best results using height theory (due to Buium [14], see Remark 1.26)
tell us that #Js is bounded by a polynomial in s of degree r/2 ≤ dimA.(2g−2+t).
As vold(W ) can be arbitrarily closed to vold(B), our union Is of integral points is
a priori much larger than Js. However, Theorem F assures that the polynomial
growth degree of #Is is still at most ∼ dimA. rankπ1(B0) just as Js. This feature
cannot be detected by Hindry-Silverman’s and Buium’s results.

If A is a constant family of simple abelian varieties then T = ∅. In this case,
Noguchi-Winkelmann’s results for a constant ample divisor D = D × B (cf. [82],
see Remark 1.26) or Theorem J below for general D imply that modulo the trace
TrK/C(A)(C), the cardinality of Js is bounded by a polynomial in s of degree
r
2
≤ 2g dimA. Hence, Theorem F also improves known upper bounds on the

growth degree to the much larger set Is ⊃ Js.
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Let’s return to some more important remarks on Theorem D (and Theorem F).

Suppose that we are given a smooth projective curve C̄ defined over an alge-
braically closed field k of characteristic zero. Let S be a finite set of points of C̄
and denote C = C̄ \ S. Consider a smooth affine variety X/k(C̄) of log-general
type with a model X → C. Let D be the hyperplane at infinity in a compactifica-
tion X̄ of X . The Geometric Lang-Vojta conjecture, which implies Conjecture A
(cf. Remark 1.29 below), says that:

Conjecture 1.28 (Lang-Vojta). There exists a proper closed subset Z ⊂ X and
a finite number m > 0 with the following property. Let Z be the Zariski closure of
Z in X . For every section σ : C → X with σ(C) 6⊂ Z,
(3.12) degC σ̄

∗D ≤ m ·max{1, 2g(C̄)− 2 + #S},
where σ̄ : C̄ → X̄ is the extension of σ.

In what follows, it may be helpful to regard #S as a bound for the number of
points in the set-theoretic intersection σ̄(C̄) ∩ D.

Remark 1.29. The bound (3.12) is well-known when X is a curve. Moreover,
when X is an elliptic curve, the bound is in fact effective (cf. [52, Corollary 8.5]).
Besides that, several results are known when X̄ = P2 in all arithmetic, analytic and
algebraic settings (cf. for example, [24], [25], [110] and the references therein).
When X is the complement of an effective ample divisor in an abelian variety X̄,
the exceptional set Z is taken to be empty in Conjecture 1.28 (by an immediate
induction using [113, Lemma 4.2.1]). It is also known, for S finite, that Conjecture
1.28 holds when X is the complement of an effective ample divisor in an abelian
variety A/k(C̄) such that Tr

k(C̄)/k
(A) = 0 (cf. [14]) or when A is defined over

k = C (cf. [82]). No similar results are known in the literature for a general
abelian variety.

From Theorem F, we obtain a generalization of Conjecture 1.28 for certain po-
larized abelian varieties (A,D) as in Setting (P) defined above Theorem F. We
remark that even if the condition #f(σ(B0) ∩ D) ≤ s in the statement below is
replaced by the much weaker condition #f(σ(B) ∩ D) ≤ s, the conclusion is only
known in the literature when the trace of A is zero or when A is isotrivial.

Corollary 1.30. In Setting (P), let W ⊃ T be any finite union of disjoint closed
discs in B such that distinct points of T are contained in distinct discs. Let B0 =
B \W . Then for each s ∈ N, there exists M = M(A,D, B0, s) ∈ R+ such that for
every section σ : B → A with #f(σ(B0) ∩ D) ≤ s, we have:

(3.13) degB σ
∗D < M.
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In fact, using Theorem 6.1 instead of Theorem F, we can obtain an even stronger
conclusion than Corollary 1.30 (cf. Corollary 6.2).

Proof of Corollary 1.30 . We equip A/K with a symmetric ample line
bundle L and consider the corresponding canonical Néron-Tate height function
ĥL : A(K)/TrK/C(A)(C) → R+. Since L is ample, there exists n ∈ N∗ such that
the line bundle L⊗n⊗O(−D) is very ample on A. By standard positivity properties
of height theory (cf. [53], [23]), there exists a finite number c > 0 such that for
every P ∈ A(K) with σP ∈ A(B) the corresponding section, we have:

(3.14) nĥL(P ) + c > degB σ
∗
PO(D).

Let s ∈ N and let Σs ⊂ A(B) be the union of (S,D)-integral sections over all
subsets S ⊂ B with # (S ∩B0) ≤ s. Under the identification A(B) = A(B) (cf.
Remark 1.2) and by Definition 1.1, we have Σs = Is where Is ⊂ A(K) is defined
by (∗) in Theorem F.

As Is mod TrK/C(A)(C) is finite by Theorem F and as the canonical height ĥL
is invariant under translations by the trace, we can define a finite number H =

maxP∈Is ĥL(P ). Since every section σ : B → A with #f(σ(B0) ∩ D) ≤ s belongs
to Σs, (3.14) implies that:

degB σ
∗D ≤ sup

τ∈Σs

degB τ
∗D ≤ nmax

P∈Is
ĥL(P ) + c ≤ nH + c.

The conclusion follows by setting M = nH + c ∈ R+. �

In particular, the Lefschetz Principle and Corollary 1.30 imply immediately that
Conjecture 1.28 is true for X = X̄ \D with moreover an empty exceptional set Z,
where X̄/k(C̄) is an abelian variety and D ⊂ X̄ is any effective ample divisor not
containing any translates of nonzero abelian subvarieties of X̄. We continue with
several remarks.

Remark 1.31. It is worth notice the similarity between the bound (1.2) in The-
orem D and the bound (3.12) in their linearity in terms of #S. An important
implication of the linear bound (3.12) when X̄ = A is an abelian variety is the
polynomial bound in #S on the number of (S,D)-integral sections of A modulo
the trace (cf. Remark 1.26).

In this aspect, the bound (1.2) in Theorem D will serve, together with the geometry
of fundamental groups, as a certain hyperbolic-homotopic height to establish a
polynomial bound in #S of the number of (U∪S,D)-integral sections of X̄ modulo
the trace when k = C and U ⊂ C̄ is certain union of disjoint discs (cf. Theorem
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F, Theorem H). Notably, we only need to care about the cardinality of the set-
theoretic intersection σ(C̄) ∩ D above the complement C̄ \ U which can be taken
to be as small as we want (e.g., in terms of volume).

Remark 1.32. Another interesting aspect of the linear bound (1.2) in Theorem
D is that it is a purely geometric statement on the base B. The linearity in terms
of S is thus an intrinsic property seen already on the base B, independently of the
abelian variety X̄ and the divisor D. This feature is predicted by the Geometric
Lang-Vojta conjecture where 2g(C̄) − 2 + #S =: χ(C) is nothing but the Euler
characteristic of the affine curve C.

Remark 1.33. Theorem D, Theorem F and Corollary 1.30 thus provide some new
evidence and phenomena to the Geometric Lang-Vojta conjecture. They suggest,
for example, that in many situations, the constant m in Conjecture 3.12 should
depend only on C̄, the model X , the divisor D and thus completely independent of
the finite set S, as for the constants L,m in Theorem D, Theorem F and Conjecture
A. As another evidence, [24, Theorem 1.1] (see also [25, Theorem 1]) confirms that
we can take m = 217.35 when χ(C) > 0 and X = C̄ × (P2 \D), where D ⊂ P2 is a
quartic consisting of the union of a smooth conic and two lines in general position.

Concerning the topology of the intersection of sections of an abelian scheme with
a horizontal divisor, we prove the following result (cf. Chapter 6).

Let A/K be an abelian variety. Let D ⊂ A be an effective ample divisor not
containing any translate of nonzero abelian subvarieties. Let D be its Zariski
closure in a model f : A → B of A. Recall that for each P ∈ A(K), σP ∈ A(B)
stands for the section induced by P . For every subset R ⊂ A(K) \ D, we define
the intersection locus:

(3.15) I(R,D) := ∪P∈Rf(σP (B) ∩ D) ⊂ B.

Theorem G. Assume that TrK/C(A) = 0 and that R is infinite. We have:
(a) I(R,D) is countably infinite but it is not analytically closed in B;
(b) I(R,D) has uncountably many limit points I(R,D)∞ in B;
(c) I(R,D)∞ is not contained in any union W ⊃ T of disjoint closed discs in B

such that distinct points of T are contained in distinct discs.

On the other hand, when the trace TrK/C(A) is not zero and under some mild
condition on the divisor D, a consequence of Theorem C says that:

Corollary A. Let A/K be an abelian variety with a Néron model f : A → B.
Assume that D ⊂ A is an effective ample divisor on A. Let D be the Zariski
closure of D in A. Let P ∈ A(K) be such that D ∩ (P + TrK/C(A)(C)) = ∅. Let
R ⊂ TrK/C(A)(C) and I(R) := ∪a∈Rf(σa+P (B) ∩ D) ⊂ B. Then:
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(i) if R is infinite, I(R) is Zariski dense, i.e., infinite, in B;
(ii) if R is analytically dense in a complex algebraic curve C ⊂ TrK/C(A), I(R)

is analytically dense in B.

Here are some motivations for Theorem G and Corollary A. Assume that B is a
smooth projective curve defined over a number field k. Let K = k(B) and let
f : A → B be a nonisotrivial elliptic surface. Assume that D is the zero section
of f and R = {nQ : n ∈ N∗} ⊂ AK(K) for some non torsion point Q ∈ AK(K).
Let I(R,D) := ∪P∈Rf(σP (B

(
k̄
)
∩ D)) ⊂ B

(
k̄
)
where σP ∈ A(B) denotes the

induced section of P ∈ AK(K). It is known that the intersection locus I(R,D) ⊂
B
(
k̄
)
is analytically dense in B(C) (cf. [117, Notes to chapter 3]). Theorem

G and Corollary A thus provide some evidence that analogous density results
on the intersection locus could be true in higher dimensional abelian varieties
over function fields. In fact, recent results in [27] imply that I(R,D) is even
equidistributed in B(C) with respected to a certain Galois-invariant measure.

As the parameter space B(s) of subsets S ⊂ B of cardinality at most s ≥ 1 is a
variety of dimension s, the finiteness of the union Is (cf. Theorem F) of (S,D)-
integral points should imply that for a general choice of such S, there is very few
or no (S,D)-integral points at all. In fact, using Theorem F we can show an even
stronger property (cf. Chapter 6, Section 5):

Corollary B. Let the notations be as in Theorem F. Assume TrK/C(A) = 0 and
D horizontally strictly nef, i.e., D · C > 0 for all curves C ⊂ A not contained in
a fibre. We have:
(i) for each s ∈ N, there exists a finite subset E ⊂ B such that for any S ⊂ B\E

with #(S ∩B0) ≤ s, the set of (S,D)-integral points is empty. Moreover, we
can choose E such that #E ∩B0 ≤ ms(s+ 1)2 dimA. rankπ1(B0);

(ii) for each s ∈ N, there exists a Zariski proper closed subset ∆ ⊂ B(s) such
that for any S ⊂ B of cardinality s whose image [S] ∈ B(s) \∆, there is no
(S,D)-integral points.

It is clear that Corollary B.(i) cannot not be obtained by means of classical alge-
braic methods (e.g., height theory). The subsets S ⊂ B satisfying Corollary B.(i)
can be taken as S = (B \ (B0 ∪ E)) ∪N = (U \ E) ∪N where N ⊂ B0 \ E is any
finite subset of cardinality at most s. Since B0 can be taken arbitrarily small (cf.
Theorem F), such transcendental subsets S are very large. In this sense, we find
that Corollary B.(i) is quite surprising.

In Chapter 7, we shall further develop methods in Chapter 6 to the case of elliptic
curves. One of the advantages in this case is that the condition requiring the
divisor D to not contain any translates of nonzero abelian subvarieties is always
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satisfied. We obtain therein (Theorem H) a strong property on the finiteness and
the growth of a very large union of (S,D)-integral points in which both S and D
are allowed to vary in families.

An effective divisor D on a fibered variety f : X → B is called horizontal if the
induced map D → B is dominant. Otherwise, D is said to be vertical.

Now let f : X → B be a nonisotrivial elliptic surface. Let T ⊂ B be the finite
subset above which the fibres of f are not smooth. Let D ⊂ X× Z̃ be an algebraic
family of relative horizontal effective Cartier divisors on X. Assume that D →
B × Z̃ is flat. Let Z ⊂ Z̃ be a relatively compact subset with respect to the
complex topology. The following finiteness and growth rate of the double union
over S and D of (S,D)-integral points is proved (cf. Chapter 7):

Theorem H. Let the notations and hypotheses be as above. Consider any finite
union of disjoint closed discs V ⊂ B containing T such that distinct points of T
are contained in distinct discs. For each s ∈ N, the union

Js := ∪z∈Z ∪S⊂B,#(S\V )≤s {(S,Dz)-integral points of XK} ⊂ XK(K)

is finite. Moreover, there exists m > 0 such that for every s ∈ N, we have:

(3.16) #Js ≤ m(s+ 1)2 rankπ1(B\V ).

In Theorem H, if Dz is a strictly nef divisor for some z ∈ Z then Corollary B.(ii)
implies the generic emptiness of (S,Dz)-integral points for any general choice of
the finite subset S. On the other hand, if we fix a finite subset S ∈ B then we
also have the emptiness of the set of (S,Dz)-integral points for a general choice of
z ∈ Z whenever the family of divisors D is positive enough. This is the content of
the following corollary (cf. Chapter 7, Section 2 for the proof).

We say that a family of effective Cartier divisors R ⊂ Y × T/T , where Y, T are
algebraic varieties, is base-point-free if

∩t∈TRt = ∅.

Corollary C. Let the notations be as in Theorem H. Assume that Z is integral
and that D is base-point-free and that Dz0 is ample for some z0 ∈ Z. Fix a finite
subset S ⊂ B. There exists a Zariski dense open subset V of Z such that there is
no (S,Dz)-integral points for every z ∈ V .

Therefore, along with Corollary B, we see that certain general Diophantine equa-
tions over function fields admit no integral points.

In Chapter 8, we shall apply the methods of Chapter 7 and Chapter 6 to study
certain generalized unit equations over function fields.
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In Chapter 9, inspired by the results and the jet-differential method of Noguchi-
Winkelman ([82]), we shall establish the following uniform finiteness of integral
points in a constant abelian variety with respect to a constant effective ample
divisor. Consider a finite subset S ⊂ B of cardinality at most s. Consider an
abelian variety A of dimension n and an effective ample divisor D on A of degree
Dn = d. Denote by I the set of nonconstant algebraic morphisms f : (B \ S) →
(A \D). Recall that g denotes the genus of B.

Theorem I. There exists a number N(g, s, n, d) ∈ N satisfying:

(i) either I is infinite or #I ≤ N(g, s, n, d);

(ii) #{f ∈ I : a+ Im f * D, ∀a ∈ A} ≤ N(g, s, n, d);

(iii) if n = 2, d > 2g − 2 and D is integral then #I ≤ N(g, s, n, d).

Remark 1.34. Let the notations be as in Theorem I. Let A = A× B. Then the
set I of nonconstant algebraic morphisms f : (B \ S)→ (A \D) is exactly the set
nonconstant (S,D)-integral points of A → B where D = D ×B.

The case of an arbitrary effective divisor D ⊂ A×B is also treated with the tools
of jet-differentials as in [82] as follows (cf. Theorem 9.10).

Theorem J. Let A be a complex abelian variety. Let D be an integral divisor in
A×B. There exists a number M > 0 satisfying the following property. For every
morphism f : B → A such that (f × IdB)(B) * D, we have an estimation

(3.17) multx(f × Id)∗D ≤M for all x ∈ B.

As an application, we establish in Chapter 9 the following semi-effective bound on
the number of integral points of bounded denominators. Note that in constrast to
Theorem F, the ample divisor DK in the statement below may a priori contain a
translation of a nonzero abelian subvariety.

Corollary D. Let A be a complex abelian variety of dimension n. Let D ⊂ A×B
be an effective divisor such that DK is ample. For each integer s ≥ 1, let W (s,D)
be the set of morphisms f : B → A such that #(f × IdB)(B) ∩D ≤ s. Then there
exists a number H > 0 such that for any s ≥ 1 we have a semi-effective bound

#W (s,D) modulo A(C) ≤ (2
√
sH + 1)4gn.

Using only the tautological inequality (cf. Definition 2.42), we shall establish
in Chapter 10 the following uniform bound on the canonical height of integral
points in every relative maximal variation family of semisimple elliptic surfaces
(cf. Definition 10.1) and with respect to an adaptive family of ample effective
divisors (cf. Definition 10.3):
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Theorem K. Let X f−→ C → Z be a relative maximal variation family of semistable
elliptic surfaces with a zero section O : C → X . Let D ⊂ X be an adaptive family
of ample effective divisors. There exists numbers c1, c2 > 0 such that for every
closed point z ∈ Z and every P ∈ Xz(k(Cz)) \ Dz, we have:

ĥOz(P ) ≤ c1s+ c2, where s = #σP (Cz) ∩ Dz.(3.18)

Here, ĥOz is the Néron-Tate height on Xz(k(Cz)) associated to the origin Oz and
σP ∈ Xz(Cz) is the corresponding section of P .

When D = (O) is the zero section, the same method with the tautological inequal-
ity shows that the constants c1, c2 depend only on topological invariants χ = χ(Xz)
and q = g(Cz) independent of z ∈ Z (cf. Theorem 10.4). Thereby, we establish
a new proof of a uniform consequence of a well-known result of Hindry-Silverman
(cf. [52, Corollary 8.5]). However, our proof is more geometric and does not make
use of the Weierstrass equation.

In Chapter 11, we obtain a new proof for the known uniform finiteness of integral
points on elliptic curves (cf. [52]). The proof develops Parshin’s idea in his proof
of the Mordell conjecture over function fields. In particular, no height bound is
established in our approach. For the statement, let f : X → B be a nonisotrivial
elliptic surface and T ⊂ B the finite set of cardinality t above which f is not
smooth. Let D be an effective reduced horizontal divisor on X and let S ⊂ B be
a finite subset of cardinality s.

Theorem L. The set of (S,D)-integral points is finite and uniformly bounded by
a function depending only on g, s, t, degDK, the number of ramified points in the
cover D → B, and the number of singular points on D.

Let’s recall the celebrated Parshin-Arakelov theorem. Fix S ⊂ B a finite sub-
set. Let Fq(B, S) be the set of non-isotrivial minimal surfaces over B with good
reductions outside of S and with general fibres of genus q.

Theorem 1.35 (Parshin-Arakelov, [86], [5]). Fq(B, S) is finite for every q ≥ 2.

With the method proving Theorem L, it turns out that a finiteness result on the
union ∪S⊂B,#S≤sFq(B, S) will imply the finiteness of integral point of bounded
denominators on elliptic surfaces such as Theorem H, Corollary 1.37, or Corollary
10.5. Unfortunately, we shall see in Chapter 11, Section 4 the following strong
negative result:

Theorem M. For large enough q, s depending only on the genus g of B, the union

∪S⊂B,#S≤sFq(B, S)
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is uncountably infinite. Moreover, there exists N(g, s, q) ∈ N∗, a Zariski dense
open subset I ⊂ PN , and a map I → ∪S⊂B,#S≤sFq(B, S) with uniformly bounded
finite fibres. We can take N →∞ when q, s→∞.

Consider the compact fine moduli spaceMq,n of stable curves of genus q ≥ 2 with
suitable level n-structure (n ≥ 3). Let ∆ ⊂ Mq,n be the divisor locus of singular
curves. Then the Parshin-Arakelov theorem states the finiteness of the set of
nonequivalent nonconstant morphisms from the affine curve B \S toMq,n \∆. In
a certain “union of (S,∆)-integral section” style, we deduce from Theorem M the
following geometric information on the moduli space of stable curves:

Corollary E. For large enough q, s ∈ N, there exists uncountably many non-
constant morphisms h : B → Mq,n, up to automorphisms of B, such that the
set-theoretic intersection h(B) ∩∆ has no more than s points.

We mention here that by a well-established principle of Harris-Mumford, compact-
ified moduli spaces of stable curves of sufficiently large genus g ≥ 24 are varieties
of general type (cf. [51]).
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4. Some further motivations and digressions in number fields

To further motivate our studies on the finiteness of certain unions of integral points
as in Theorem F and Theorem H, we present several observations in function
fields as well as some simple but interesting digressions in number fields. From
our geometric results, we shall settle a reasonable question on the finiteness of
certain unions of integral points in an elliptic curve defined over a number field
(cf. Question 1.38).

In this aspect, we mention that the main difference between number fields and
function fields is the contributions of different places. In the case of number fields,
different primes contribute differently in the height formula via the normalization
factor ∼ log p at the prime p. In the case of function fields, each place contributes
with equal weights to the intersection product since the later is just the sum of
intersection multiplicities at different places. This difference is another avatar of
the following fundamental reason. While all places of a one dimensional complex
function field are just points of a compact curve, places of a number field K are
points in Spec(OK), which is not compact, plus the archimedean places. Com-
pactify Spec(OK) using the archimedian places is a nontrivial task tackled by the
theory of Arakelov geometry which we shall not explain here.

The main motivation of this section is Proposition 1.51 which stems from a con-
versation with Pietro Corvaja during the workshop Diophantine Approximation
and Value Distribution Theory held at UQAM, Canada in May 2019.

4.1. Elliptic curves.

4.1.1. The function field case. Our starting point is a well-known effective
bound of the canonical height ĥ of integral points on elliptic surfaces (cf. [52,
Corollary 8.5]):

Theorem 1.36 (Hindry-Silverman). Let B be a smooth projective curve over a
field k of characteristic 0. Let K = k(B) be the function field of B and let S be a
finite set of places of K. Suppose that X → B is a minimal elliptic surface with a
section (O). Then for any (S, (O))-integral point P ∈ XK(K), we have

ĥ(P ) ≤ 25χ(X) + 6g + 2s

where χ(X) is the Euler-Poincaré characteristic of X and s = #S.

From Theorem 1.36, we can easily obtain the following effective finiteness result
on integral points with bounded denominators which is our main motivation for
Theorem F and Theorem H. The finiteness is already remarked without proof for
example in [96, 2.9]. Let f : X → B be a minimal non-isotrivial elliptic surface
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with a zero section (O). Let T ⊂ B be the type of X, i.e. the finite subset above
which f is not smooth.

Corollary 1.37. There exists α, β, γ > 0 depending only on g and t = #T such
that for every s ∈ N, the union:

Is := ∪S⊂B,#S≤s{(S, (O))-integral points of XK(K)} ⊂ XK(K)

is finite and #Is ≤ (αs+β)γ. Moreover, the same result holds when (O) is replaced
by any horizontal integral divisor D ⊂ X but with α, β, γ depending also on the
genus of D.

Proof. Since the canonical height bound in Theorem 1.36 depends only on
#S, the exact same proof of [52, Theorem 8.1] can be applied without change to
give the result. Notice that α, β can be given explicitly as a function of the genus
g of the base curve B and that γ is half of the Mordell-Weil rank of XK(K), which
is bounded by 2(2g − 2 + t) by the Shioda-Tate formula (cf. [101, Theorem 2.5]).

Now let D ⊂ X be an integral curve which is finite over B. Let C → D be
the normalization morphism and let h : C → B be the induced finite morphism of
degree d. For each finite subset S ⊂ B of cardinality #S ≤ s, let S ′ = f ′−1(S) ⊂ C
then #S ′ ≤ s′ := ds. Consider the elliptic surface f ′ : X ′ = X ×B C → C which is
also nonisotrivial (cf. Theorem 2.5). Let T ′ be the type of X ′ then #T ′ ≤ dt. It
is clear that D ×B C splits into sections of f ′. Let R be one of the these sections
and let K ′ = C(C). It follows that we have

Is ⊂ I ′s′ := ∪S′⊂B,#S′≤s′{(S ′, R)-integral points of X ′(K ′)} ⊂ X ′(K ′).

The desired properties of Is are then obtained from those of I ′s′ . Remark however
that the constants α, β, γ now depend also on the genus of the divisor D. �

4.1.2. The number field case. Now let s ≥ 1 be an integer. Motivated by
Corollary 1.37 and notably by Theorem H, it is natural to ask if analogous finiteness
results still hold in the case of number fields:

Question 1.38. Let K be a number field. Consider an elliptic curve E/K given
by a Weierstrass equation

E : y2 = x3 + Ax+B, A,B ∈ K
Is the following union of integral points

E(s) := {(x, y) ∈ K2 : y2 = x3 + Ax+B, x ∈ OK,S for some S with #S ≤ s}
finite for all s ∈ N?

Any answer to the above question would be very interesting. While a positive
answer will certainly encourage more research in this direction, a negative answer
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will help us better understand the difference between number fields and function
fields.

It is worth mentioning the following related result of Silverman (cf. [103]). Let:

(1) K be a number field and S ⊂MK be a finite subset of places of K;

(2) E : y2 = x3 + Ax+B be an elliptic curve with A,B ∈ OK,S;
(3) OK,S(ε) := {x ∈ K :

∑
ν∈S max(−ν(x), 0) ≥ εh(x)} for every 1 ≥ ε > 0 ;

It is clear that OK,S(1) = OK,S ⊂ OK,S(ε) ⊂ OK,S(ε′) for all 0 < ε′ < ε < 1.
When K = Q and S = ∅, we have OQ,∅(ε) = {p

q
∈ Q : |q| ≤ |p|1−ε}. Remark that

unless ε = 1, the set OK,S(ε) is not contained in any integral ring OK,T where T
is a finite set of places.

Theorem 1.39 (Silverman). The following set of integral solutions:

{(x, y) ∈ K2 : y2 = x3 + Ax+B, x ∈ OK,S(ε)}
is finite for every 0 < ε < 1.

4.2. Unit equations. Let O∗S be the group of S-units of a field K where S
is a finite set of places of K. Consider the following equation

(4.1) x+ y = 1, x, y ∈ O∗S
called the S-unit equation. In the case when K is a number filed, the set of
solutions of (4.1) is finite (cf. Theorem 2.31). Analogous results also hold in the
case of function field (cf. Theorem 2.32). For more details, there exists a vast
literature on the finiteness of solutions of S-unit equations and generalized S-unit
equations, cf. [33], [34], [35], etc.

In parallel to the studies of integral points of elliptic curves, we now give some ob-
servations in the case of S-unit equations where S is allowed to vary with bounded
cardinality. Most of them are negative results on the finiteness but will serve
as motivations for the finiteness result of Theorem 8.5 on some generalized unit
equations in Section 8.

4.2.1. The function field case. We begin by showing that the analogue of The-
orem H does not holds in the case of rational ruled surfaces.

Proposition 1.40. Let s ≥ 0 be an integer and let K = C(t). Then the union

Rs := ∪S⊂P1(C),#S≤s{(x, y) ∈ (O∗K,S)2 : x+ y = 1}
of S-unit solutions with #S ≤ s is infinite modulo C∗ if and only if s ≥ 3.
The same conclusion holds when C is replaced by any algebraically closed field of
characteristic 0.
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Remark 1.41. By being finite (resp. infinite) modulo C∗, we mean that the
classes of x modulo C∗ in K∗ is finite (resp. infinite).

Proof. Observe first that R0 ⊂ R1 ⊂ · · · ⊂ Rn ⊂ · · · . Hence, it suffices to
show that R3 is infinite modulo C∗ while R0, R1, R2 are finite modulo C∗. Since
any nonvanishing rational function on P1 must be a nonzero constant, we have
R0 ' C\{0, 1} and thus R0 modulo C∗ is finite. As deg div(f) =

∑
t∈P1 ordt(f) = 0

for every f ∈ C(t) \ {0}, the set of poles and zeros of a rational function cannot
consist of a single element. Therefore, R1 \ R0 = ∅ and thus R1 = R0 is also
finite modulo C∗. Similarly, let (x, y) ∈ R2 such that x, y /∈ C. By a change of
variable, we can suppose that x and thus y have a pole at ∞ = (1: 0). But since
(x, y) ∈ R2, x and y must have a common zero. This is impossible as x + y = 1.
Hence, R2 = R1 = R0 ' C \ {0, 1} is finite modulo C∗.
For R3, we clearly have for every (a, b) ∈ C2 with a 6= 0 that

(xa,b, ya,b) = (at+ b, 1− at− b) ∈ (O∗K,S)2

and xa,b + ya,b = 1 where S = {(− b
a

: 1), (1−b
a

: 1), (1 : 0)}. It follows that R2 ⊃
{(xa,b, ya,b) : a ∈ C∗, b ∈ C} and thus R2/C∗ ⊃ (C∗×C)/C∗ is clearly uncountably
infinite.

In fact, for every integer m ≥ 1, the fundamental theorem of algebra implies that:

RK,2m+1 ⊃ Am := {(P (t), 1− P (t)) : P ∈ C[t], degP = m}
and thus

RK,2m+1/C∗ ⊃ Am/C∗ ' (C∗ × Cm)/C∗ ' Cm.

�

Corollary 1.42. Let s ≥ 0 be an integer and let K = C(B) be the function field of
a connected smooth projective complex curve B. Then the union of unit solutions

RK,s := ∪S⊂B,#S≤s{(x, y) ∈ (O∗K,S)2 : x+ y = 1}
is infinite modulo C∗ for all large enough s.

Proof. Any nonconstant rational function f ∈ C(B) induces a finite surjective
morphism ϕ : B → P1 and thus an inclusion of fields C(t) → K = C(B). Note
that for every finite subset S ⊂ P1, we have ϕ∗OC(t),S ⊂ OK,ϕ∗S. It is then easy
to see that ϕ∗R2 ⊂ RK,2 deg(f). Since R2 is infinite modulo C∗ by Proposition 1.40,
the conclusion follows since RK,2 deg(f) ⊂ RK,s for every s ≥ 2 deg(f). �

Hence, in order to obtain a finiteness result, we may need to add more obstructions
to the unit solutions and ask, for example:
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Question 1.43. Consider the split ruled surface π : X = P1 ×B → B and a hor-
izontal reduced divisor D ⊂ X of relative degree ≥ 2 with respect to B. Consider
the following union of integral points of X

I(D, s) := ∪S⊂B,#S≤s{P ∈ X(B) : P is (S,D + (0: 1) + (1: 0))-integral}.
Is the set I(D, s) finite for every s ≥ 0?

Remark 1.44. Let K = C(B) be the function field of a connected smooth projec-
tive complex curve B. Let U ⊂ B be a nonempty analytic open subset. Motivated
by Theorem F and Theorem H, it is natural to ask whether the following union of
unit solutions is finite:

RK,U := ∪S⊂U{(x, y) ∈ (O∗K,S)2 : x+ y = 1}.
However, we claim that the x-coordinate set R′K,U := {x ∈ O∗K,S : 1 − x ∈ O∗K,S}
is even infinite modulo C∗ in general. Indeed, we suppose first that B = P1 is the
projective line and thus K = C(t). Hence, for every a, b ∈ U such that a 6= b, we
have

(
a−b
t−b ,

t−a
t−b

)
∈ RK,U . It follows immediately that R′K,U is infinite modulo C∗.

For general B, it suffices to choose a ramified covering map f : B → P1 so that
R′K,f−1(V ) ⊃ f ∗R′C(t),V is infinite modulo C∗ where V ⊂ P1 is a small open disc.

Therefore, to obtain a finiteness result in this context, it is necessary to restrict
the set RK,U furthermore. Some positive answers are given in Theorem 8.5 and
Corollary 8.7. The key point is to require x ∈ O∗S for some fixed finite subset
S ⊂ B.

4.2.2. The number field case. Let P denotes the set of all prime numbers. For
every s ≥ 0, consider the following union of unit solutions:

RQ,s := ∪S⊂P,#S≤s{(x, y) ∈ (Z∗S)2 : x+ y = 1}.
Unlike the situation in the function field case, the finiteness of the sets RQ,s is much
more complicated as we shall see. In fact, it turns out that the set RQ,s is related
to several important conjectures and theorems in number theory (cf. Proposition
1.45, Proposition 1.47, Remark 1.50) as well as some interesting classes of whole
numbers such as Fermat and Mersenne numbers (cf. Proposition 1.51).

The first observation is that we can reduce the finiteness question to a first few
sets RQ,s. For example, we have the following non trivial result.

Proposition 1.45. For every s ≥ 6, the set RQ,s is infinite.

Proof. By the recent famous theorem on gaps between prime numbers of
Yitang Zhang [114] and by latter improvements of the same result by the group
PolyMath (organized by Tarence Tao), we know that the set

(4.2) Z = {(p, q) ∈ P2 : 0 < p− q ≤ 246}
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is infinite. It is clear that the number of distinct prime divisors of an integer n ∈
{2, 4, · · · , 246} is at most 4 since otherwise, we would have n ≥ 2.3.5.7.11 > 246.
It follows that for every (p, q) ∈ Z, the total number of distinct prime divisors of
p, q, p− q is at most 1 + 1 + 4 = 6. Hence, we have for every s ≥ 6 that

RQ,s ⊃ RQ,6 ⊃
{(

p

p− q ,
−q
p− q

)
: (p, q) ∈ Z

}
which is clearly infinite since Z is infinite and p− q is bounded. �

We ask naturally the following question:

Question 1.46. Is there a more elementary explanation of Proposition 1.45 ?

It turns out that another explanation is available, but again nontrivial. A prime
number p ∈ P is a Chen prime if p+ 2 is a prime or is it a product of two primes
p1, p2. By Chen’s theorem (cf. [19]), the set C ⊂ P of Chen primes is infinite.
In particular, for every p ∈ C, the couple (−p/2, (p + 2)/2) belongs to RQ,4 since
the number of possible prime factors involved are at most 4, namely, 2, p, p1, p2.
Thus, Proposition 1.45 can be in fact improved to:

Proposition 1.47. For every s ≥ 4, the set RQ,s is infinite.

Similar to the function field case, we deduce that:

Corollary 1.48. Let K be a number field. Let PK denotes the set of all prime
ideals of the ring of integers OK. For all integer s ≥ 4[K : Q], the set

RK,s := ∪S⊂PK ,#S≤s{(x, y) ∈ (O∗K,S)2 : x+ y = 1}
is infinite.

Proof. It suffices to observe that the number of prime ideals in OK lying
above each rational prime number p is at most [K : Q]. Therefore, we have RK,s ⊃
RQ,bs/[K : Q]c ⊃ RQ,4 and the conclusion follows. �

It is natural to ask the following as in the function field case (Proposition 1.40):

Question 1.49. What is the minimum s ∈ N∗ such that the set RQ,s is infinite?

By Proposition 1.47, such number s exists and ≤ 4 . Since it can be easily checked
that RQ,1 = {(2,−1), (−1, 2), (1

2
, 1

2
)}, the next step is to verify if the set RQ,2 is

infinite. Before this, we have the following observation for RQ,3.

Remark 1.50. By definition, RQ,3 is infinite if and only if the equation

(4.3) pa1qb1rc1 = pa2qb2rc2 + pa3qb3rc3 , p, q, r ∈ P , ai, bi, ci ∈ N
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has infinitely many solutions with a1a2a3 = b1b2b3 = c1c2c3 = 0. A direct case by
case study using the last conditions shows that RQ,3 is infinite if and only at least
one of the following equations has infinite solutions in p, q, r ∈ P , a, b, c ∈ N:

(1) paqb = rc ± 1;

(2) pa = qb + rc.

In particular, the Golbach’s strong conjecture, which states that every even integer
greater than 2 can be written as the sum of two prime numbers, implies that RQ,3
is infinite. Similarly, the Twin prime conjecture also implies that RQ,3 is infinite.

In the first equation paqb = rc ± 1, at least one of p, q, r must equal to 2 by the
parity reason. In particular, Fermat and Mersenne prime numbers p = 2n ± 1
induce elements of RQ,3. In fact, we shall see below that these numbers induce all
the set RQ,2 up to a finite number of elements.

Return to RQ,2, we now consider (x, y) ∈ RQ,2 \RQ,1 with x > 0. Then there exists
p, q ∈ P and m,n, a, b ∈ Z such that x = pmqn, y = ±paqb and x + y = 1. By
working out mod 2, we see that p, q cannot be both odd or both even. Hence, we
can suppose that q = 2 and p is an odd prime. The equation x + y = 1 becomes
pm2n ± pa2b = 1. We distinguish several cases:

(1) if mn > 0 (resp. ab > 0), there is no solutions in this case. For example,
assume m,n > 0. Then ±pa2b = pm2n − 1 ∈ Z implies that a = b = 0 by
working out mod 2 and mod p. Thus pm2n = 0 (impossible) or pm2n = 2.
Since p is odd, we find m = 0 which is a contradiction;

(2) similarly, if m < 0 < n (resp. a < 0 < b) then b = 0, a = m and we find
2n ± 1 = p−m, (resp. n = 0, m = a and 1 + 2b = p−m);

(3) if n > 0 and m = 0 then we find b = 0 since p is odd and thus 2n = 1+pa;
similarly, if b < 0 and a = 0 then n = 0 and we have pm = 1 + 2b;

(4) if n < 0 then b = n by working out mod 2. It follows that m, a ≥ 0 by
(1). Thus, 2−n = pm ± pa, which is divisible by p if m, a > 0. Since p is
an odd prime, we find ma = 0. If m = 0 then 2−n = 1 + pa. If m > 0
then a = 0 and 2−n ± 1 = pm.

(5) if n = 0 then pm ± pa2b = 1; we have b ≥ 0 by working out mod 2; since
p ≥ 3, we find b > 0 and m, a ≤ 0; thus pm−a±2b = p−a and hence m = a;
so 1 + 2b = p−a;

(6) if n = 1 then m ≤ 0 by (1). By (2) and (3), b = 0. If m = 0, we find a = 0
so that (x, y) = (2,−1). If m < 0 then a = m by (2). Thus 2± 1 = p−m

and we find m = 0 (impossible) or p = 3, m = −1. Hence (x, y) = (2
3
, 1

3
).
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It follows from the above analysis that besides the following solutions (x ≥ y):

(x, y) =

(
1

2
,
1

2

)
,

(
2

3
,
1

3

)
, (2,−1),

we reduce to find n ≥ 2 such that 2n ± 1 is a power of an odd prime.

Now recall that the Catalan’s conjecture (proved in 2002 by Mihailescu, cf. [70])
asserts that the only integer solutions of the equation

xa − yb = 1

where x, y ≥ 1 and a, b ≥ 2 is (x, y, a, b) = (3, 2, 2, 3). Hence, if 2n−1 = pc for some
integer c ≥ 2 then 2n − pc = 1 and there is no solutions in this case by Catalan’s
conjecture. Similarly, if 2n + 1 = pc for some integer c ≥ 2 then pc − 2n = 1 and
Catalan’s conjecture implies that (p, n, c) = (3, 3, 2). The corresponding solutions
(x, y) ∈ RQ,2 with x ≥ y in this case are (9,−8),

(
9
8
, −1

8

)
,
(

8
9
, 1

9

)
.

Our problem thus reduces to find n ≥ 2 such that 2n± 1 is a prime number.

To summarize, we have shown the following explicit description of the setRQ,2:

Proposition 1.51. We have RQ,2 = R+
Q,2 ∪ {(y, x) : (x, y) ∈ R+

Q,2} with
R+

Q,2 := ∪S⊂P,#S≤2

{
(x, y) ∈ (Z∗S)2 : x+ y = 1, x ≥ y

}
=

{(
1

2
,
1

2

)
,

(
8

9
,
1

9

)
,

(
9

8
,
−1

8

)
, (2,−1), (9,−8)

}
∪ F ∪M

where

F = ∪2n+1=p is prime

{
(p,−2n), (p2−n,−2−n),

(
2n

p
,
1

p

)}
,

M = ∪2n−1=p is prime

{
(2n,−p), (p2−n, 2−n),

(
2n

p
,
−1

p

)}
.

In particular, the set RQ,2 is infinite if and only if there are infinitely many Fermat
prime numbers or infinitely many Mersenne prime numbers.

We just remark here that the problem whether there are infinitely many Fermat
or Mersenne prime numbers is still wide open. It is a straight forward verification
that the above problem is not even a consequence of the important abc conjecture
of Oesterlé-Masser, which we mention here for ease of reading:

Conjecture (Oesterlé-Masser). Given ε > 0, there are only finitely many pairwise
coprime integers a, b, c > 0 with a + b = c and c ≥ (rad(abc))1+ε, where rad(abc)
denotes the product of prime divisors of abc.





CHAPTER 2

Preliminaries

1. Basic definitions

Let K = k(B) be the field of functions of a smooth projective connected curve B
over a field k of characteristic 0.

Definition 2.1. Given an elliptic curve E/K defined by a Weierstrass equation

y2 = x3 + Ax+B

with A,B ∈ K and the discriminant ∆ = 4A3 + 27B2 6= 0, we say that:

(1) E is constant if there is an elliptic curve E0 over k such that E ' E0 ⊗k K.
Alternatively, E is constant if E can be defined by a Weierstrass equation
y2 = x3 + ax+ b with a, b ∈ k;

(2) E is isotrivial if E⊗KL is constant for some finite extension L/K. Equivalently,
E is isotrivial if and only if j(E) ∈ k where j(E) = 1728 4A3

4A3+27B2 is the j-
invariant of E;

(3) E is non-isotrivial if it is not isotrivial. Likewise, E is non-constant if it is not
constant.

Example 2.2. The Legendre elliptic curve E1 defined over the function field k(t)
given by the equation y2 = x(x− 1)(x− t) is nonisotrivial while the elliptic curve
E2/k(t) defined by y2 = x3 + t is isotrivivial but nonconstant. We have j(E2) = 0
and in fact E2 becomes constant after the finite base change k(t1/6)/k(t) where
t′ = t1/6 is any sixth root of t. Indeed, under the change of variables y′ = y/t′3

and x′ = x/t′2, the curve E2 is given by y′2 = x′3 + 1 which is clearly defined over
k and thus is constant.

Definition 2.3. Let f : X → Spec(K) be a smooth projective variety. The
Kodaira-Spencer class KS(X) is defined as the extension class of the following
exact sequence:

0→ f ∗Ω1
K/k → Ω1

X/k → Ω1
X/K → 0.

The importance of the Kodaira-Spencer is that it characterizes the isotriviality of
varieties over function fields.

35
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Theorem 2.4. Let B be a curve over a field k of characteristic 0 and let K = k(B).
Let X → Spec(K) be a smooth projective variety over K. Then X is isotrivial if
and only if the Kodaira-Spencer class KS(X) of X vanishes.

Proof. See [40, Theorem 3.34]. �

Theorem 2.5. Let X ′ → Spec(K) be a smooth projective isotrivial variety. Sup-
pose that X ′ → X is a dominant K-morphism of smooth projective varieties. Then
X is also isotrivial over K.

Proof. See [40, Lemma 3.30]. �

We do not know whether the following proof in the case of curves exists already
in the literature.

Another proof of Theorem 2.5 in the case of curves. Without loss
of generality, we can suppose that k is algebraically closed (or even k = C by
Lefschetz principal). Consider any models X ′ → B and X → B of X ′ and X
respectively. By the resolution of indeterminacy of surfaces, we can find a dominant
B-morphism X ′ → X commuting with X → B and X ′ → B.

Suppose on the contrary that X is nonisotrivial but X ′ is isotrivial. Let C denote
a general fibre of X . Since X ′ is isotrivial, its general curves over B are all iso-
morphic to each other which we can then denote by a single curve C ′. As X is
nonisotrivial, the dominating B-morphism X ′ → X induces infinitely many pair-
wise non isomorphic curves which are fibres of X and which are dominated by C ′.
Note that these dominating maps are all of the same degree d = [k(X ′) : k(X)]. Let
g′, g be respectively the genus of X ′ and X. If g ≥ 2 then g′ ≥ 2 by the Riemann-
Hurwitz formula. However, the de Franchis theorem (cf. Theorem 2.33.(i)) says
that up to isomorphisms, there are only finitely many curves D of genus g′ such
that there is a dominant morphism C ′ → D. We thus obtain a contradiction in
this case. Similarly, Theorem 2.33.(iii) also implies a contradiction in the case
g = 1. The case g = 0 cannot occur since otherwise X would be the projective line
and hence trivial. We can thus conclude Theorem 2.5 in the case of curves. �

Corollary 2.6. Let B be a curve over a field k of characteristic 0 and let K =
k(B). Let X → B be a nonisotrivial elliptic surface. Suppose that X ′ → X is a
finite covers of X. Then X ′ → B is also nonisotrivial.

1.1. Geometry of elliptic surfaces. The base field k is assumed to be per-
fect. Let B/k be a smooth projective curve.

Theorem 2.7. Let f : X → B be a minimal elliptic surface with a section (O)
and let E/K be the associated elliptic curve. Then we have the followings:
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(1) For each P ∈ E(K) = X(B), consider the rational B-morphism τP : X → X
induced by the translation by P on each regular fibre. Then τP extends, by
minimality of X, to an B-automorphism.

(2) Let AutB(X) = {automorphisms p : X → X | f ◦ p = f} then we have a homo-
morphism of groups

E(K)→ AutB(X), P 7→ τP

In particular, τ−P is the inverse of τP for any P ∈ E(K).

(3) We have a canonical isomorphism of groups IsomK(E) ' AutB(X).

(4) The isomorphism group of E over K is given by

IsomK(E) ' E(K) o AutK(E)

where # AutK(E) = 2, 4, 6 according to jE 6= 0, 1728, jE = 1728 or jE = 0.

Proof. See for example [104, Theorem III.9.1] for (1), (2), (3), [86, Theorem
0] for (3), and [105, AEC III.10.1] for (4). �

1.2. Néron models. In this section, we denote by B be a Dedekind scheme
with field of functions K.

Definition 2.8. Let XK be a separated scheme of finite type over K. A model
of XK over B is a locally finite type, separated and flat scheme over B endowed
with an isomorphism from its generic fibre to XK .

In what follows, we always implicitly fix an isomorphism between XK and the
generic fibre of a model of XK .

We shall frequently use the following property stating that flatness is automatic
for a very large class of reduced schemes over a Dedekind scheme.

Proposition 2.9. Let Y be a Dedekind scheme. Let f : X → Y be a morphism
of schemes where X is reduced. Then f is flat if and only if every irreducible
component of X dominates Y .

Proof. See [65, Proposition 3.9]. �

It follows from Proposition 2.9 that every separated integral scheme of finite type
over B is a model of its generic fibre.

Definition 2.10. ([9, 10.1, 1.2]) Let XK be a separated smooth algebraic variety
over K. A Néron model of XK over B is a finite type smooth model X of XK over
B satisfying the following universal property, called the Néron mapping property :
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for every smooth scheme morphism Y → B, the following canonical map is a
bijection

MorB(Y,X)→ MorK(YK , XK).(1.1)

Remark 2.11. Up to a unique isomorphism, the Néron mapping property implies
the uniqueness of the Néron model whenever it exists. Moreover, suppose that X
is a model of XK . Since X is separated by definition, it is easy to see that the map
(1.1) is injective by a standard argument with the equalizer. Hence, it is enough to
check the surjectivity for the Néron mapping property to prove that X is a Néron
model.

Definition 2.12. A group scheme X over a scheme S is a representable functor
X : SchS → Grp, i.e., a scheme X such that X(T ) has the structure of a group for
every S-schemes T .

A group scheme X over a scheme S is called an abelian scheme if X is smooth
and proper over S with connected fibres.

Remark 2.13. By the Néron mapping property, the group structure on an abelian
variety AK extends to a group structure on the Néron model of AK over B. How-
ever, the Néron model may not be an abelian scheme as it may not be proper.

Abelian schemes provide an important class of Néron models as shown in the
following proposition:

Proposition 2.14. Suppose that X/B be an abelian scheme. Then X is the Néron
model of its generic fibre.

Proof. See [9, Proposition 1.2.8]. �

Conversely, we have the following fundamental existence result:

Theorem 2.15. Every abelian variety AK over K admits a Néron model over B.

Proof. See [9, Theorem 1.4.3]. �

For a proper smooth connected curve of positive genus XK over K, a canonical
smooth model of XK is the smooth locus Xsm of the minimal proper regular model
of XK over B. In the case when XK is an elliptic curve, Xsm turns out to be also
the Néron model of XK over B:

Theorem 2.16. Let E/K be an elliptic curve over K. Then the Néron model of
E over B is obtained as the open subscheme of smooth points Xsm of the minimal
elliptic surface X → B associated to E.

Proof. See [65, Theorem 10.2.14]. �
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1.3. Intersection theory. Since the thesis will concentrate on the case of va-
rieties over function fields, we shall freely use the language and standard notations
of Intersection theory to talk about heights of rational points in a model. For a de-
tailed and formal treatment of Intersection theory, see the canonical reference [39]
for the general theory, or [104, Chapter II] for the case of elliptic surfaces.

1.4. Chow’s traces of abelian varieties and the Lang-Néron theorem.
In this section, let K/k be a finitely generated regular extension of fields, i.e., K/k
is separable and k is algebraically closed in K. This turns out to be equivalent
to require that K arises as the function field of a smooth geometrically connected
scheme over k.

We recall the notion of traces of abelian varieties defined over K introduced by
Chow (cf. [20], [21]).

Definition 2.17 (Chow). Let A be an abelian variety over K. A K/k-trace of
A is a final object (TrK/k(A), λ) in the category of pairs (B, f) where B/k is an
abelian variety and f : BK → A is a homomorphism of abelian varieties.

Theorem 2.18. Let K/k be a finitely generated regular extension of fields. Let A
be an abelian variety over K. The K/k-trace λ : TrK/k(A)⊗k K → A exists.

Morally speaking, the K/k-trace TrK/k(A) is the largest abelian subvariety of A
that can be defined over k. If A/K is an elliptic curve then A is a nonconstant
elliptic curve if and only if the K/k-trace TrK/k(A) of A vanishes. This is justified
by the following theorem.

Theorem 2.19. Let A be an abelian variety over K with K/k-trace (TrK/k(A), λ).
Then the map λ : TrK/k(A) ⊗k K → A is injective on K-points. In particular,
TrK/k(A)(k) is naturally a subgroup of A(K).

Proof. See [23, Theorem 6.12]. �

In fact, when k is of characteristic zero, the map λ : TrK/k(A)⊗kK → A is actually
a closed immersion (see the discussion after Theorem 6.2 in [23]).

Therefore, it is meaningful to write A(K)/TrK/k(A)(k) and we can now state
the fundamental Lang-Néron theorem which generalizes the famous Mordell-Weil
theorem for elliptic curves.

Theorem 2.20 (Lang-Néron). Let A/K be an abelian variety. The abelian group
A(K)/TrK/k(A)(k) is finitely generated.

Proof. See [61]. See also [23]. �
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1.5. Canonical height on abelian varieties. We restrict to the case K is
the function field of of a smooth projective curve B/k. Let A/K be an abelian
variety with a symmetric line bundle L on A, i.e., L ' [−1]∗L. Let A → B be a
model of A and let L be a line bundle on A such that LK ' L. For P ∈ A(K),
denote σP ∈ A(B) the corresponding section and (P ) = σP (B). Consider the
height function hL : P 7→ deg σ∗PL. Let Γ := A(K)/TrK/k(A)(k).

The Lang-Néron theorem can be strengthen with properties of the canonical height.
The following theorem is critical to quantitative results on rational points.

Theorem 2.21 (Néron-Tate). Assume that L is ample. There exists a constant
c > 0 and a canonical quadratic function ĥL : Γ→ R+ such that:

(a) |ĥL(·)− hL(·)| ≤ c;

(b) ĥL ⊗ R : Γ⊗ R→ R is positive-definite.

Proof. See [23, Theorem 9.15]. �

Here are some remarks in the case of elliptic curves.

Lemma 2.22. Let X → B be a minimal elliptic surface over a curve B with zero
section (O). Let K = k(B). Then every rational point P ∈ X(K) satisfies

(1.2) |ĥX(P )− (P ) · (O)| ≤ −(O)2.

Proof. See for example [32, Lemma 3]. Remark that we choose a normaliza-
tion of the canonical height ĥ, which may differ by a factor of 2 to some definitions
in the literature, so that (1.2) holds. �

Recall known effective results on nontorsion rational points:

Proposition 2.23. Let X → B be an elliptic surface over a curve B of genus g.
Let χ(X) denote the Eular-Poincaré characteristic of X. Suppose that P ∈ X(B)
is non torsion. Then the following hold:

(i) If X is nonisotrivial then #X(B)tors < 144(g + 1)2/3.

(ii) If χ(X) ≥ 2(g − 1) then ĥ(P ) ≥ 10−11.5χ(X).

(iii) If χ(X) < 2(g − 1) then ĥ(P ) ≥ 10−11−23gχ(X).

Proof. See [52]. �

To obtain effective bound on rational points of bounded canonical heights, we
remark the elementary counting lemma:
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Lemma 2.24 (Lenstra). Let Γ be a finitely generated abelian group of rank r. Let
q be a positive definite quadratic form on Γ/Γtors. Define

µ := min{q(x) : x ∈ Γ/Γtors};
Then for each α > 0, we have the following estimation:

#{x ∈ Γ: q(x) ≤ α} ≤ #Γtors

(
2

√
α

µ
+ 1

)r
.

Proof. See for example [106, Lemma 6]. �

From the Lang-Néron theorem, Proposition 2.23 and Lemma 2.24, we obtain im-
mediately the following consequence.

Lemma 2.25. Let X → B be a nonisotrivial elliptic surface with zero section (O)
over a curve B of genus g. For every H > 0, we have

#{P ∈ X(B), ĥO(P ) ≤ H} ≤ 144(g + 1)2/3

(
2

√
H

10−11−23gχ
+ 1

)r

where r = rankX(B) and χ is the Euler-Poincaré characteristic of X.

1.6. Local systems. A sheaf L on a (connected) topological space X is called
a locally constant sheaf or a local system if every point x ∈ X admits a neigh-
borhood U ⊂ X such that for all y ∈ U , the canonical map L(U) → Ly is an
isomorphism.

Let x0 ∈ X and consider the fundamental group π1(X, x0). By the definition of
the local system, we obtain a monodromy action of π1(X, x0) on the stalk Lx0 .
Thus, the monodromy representation induces a functor from the full subcategory
of locally constant sheaves of Sh(X) to the category of π1(X, x0)-sets.

Proposition 2.26. The monodromy functor defines an equivalence of categories
whenever X admits a universal cover, e.g., when X is path connected, locally path
connected and locally simply connected.

1.7. Uniformity conjecture.

Definition 2.27. An smooth projective algebraic variety X is said to be of general
type if the canonical divisor KX is big, i.e.,

lim
n→∞

dim logH0(X,nKX)

log n
= dimX.

For example, curves of general type are exactly those are of genus at least 2 which
are also exactly hyperbolic curves. One of the most important of Arithmetic
geometry is the following conjecture (cf. [63] for more).
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Conjecture 2.28 (Lang-Vojta). Let X be a smooth projective variety of general
type over a number field K. Then the set of rational points X(K) is not Zariski
dense in X.

The conjecture is still wide open nowadays. However, in [17], the authors estab-
lished the following very interesting consequence of Lang-Vojta conjecture which
is usually known as the uniform boundedness conjecture.

Conjecture 2.29 (Uniformity). Fix an integer g ≥ 2. Then there exists a number
N(g) such that for any number field F there exist at most finitely many curves of
genus g, defined over F , and having more than N(g) F -rational points.

2. Classical finiteness theorems

Theorem 2.30 (Siegel). Let E/Q be an elliptic curve together with an affine model
E over Q. Let E(Z) denote the set of sections E(SpecZ). Then #E(Z) <∞.

The same result also holds for elliptic surfaces under mild conditions. Moreover,
the finiteness property still holds in this case even when we allow bounded de-
nominators as already remarked in [96, 2.9] for example. One of the goals of the
presenting thesis is to generalize the above remark to integral points on abelian
varieties over function fields.

We recall here the famous finiteness theorem on S-unit equations which is first
proved by S. Lang in 1960.

Theorem 2.31 (Lang). Let K be a number field and let S be a finite number
of places of K. Then the number of solutions of the S-unit equation x + y = 1,
x, y ∈ O∗K,S is finite.

Proof. See [62]. �

Similarly, a similar effective result holds in the case of function fields. It is remark-
able that the bound is independent of the genus of the function fields.

Theorem 2.32 (Evertse). Let B be a smooth projective connected curve over a
field k of characteristic 0. Let K = k(B) be the function field of B and S ⊂ B a
finite subset. Then the set of solutions (x, y) ∈ (O∗K,S)2 with x/y /∈ k of the S-unit
equation x+ y = 1 has at most 2× 72#S elements.

Proof. See [33]. �
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2.1. de Franchis theorems. We collect in this section several finiteness re-
sults concerning coverings of curves.

Theorem 2.33 (de Franchis). Let g ≥ 1, g′ ≥ 2, d ≥ 1 be integers and C be a
smooth projective complex curve of genus g, then:

(i) Up to isomorphism, there are only finitely many curves X of genus g′ such
that there is a non constant morphism C → X.

(ii) For any smooth curve X of genus g′, there are only finitely many non constant
morphisms C → X.

(iii) Up to isomorphism, there are only finitely many curves X of genus 1 such
that there is a degree-d morphism C → X.

(iv) For any smooth curve X of genus 1, up to composition with a translation of
X, there are only finitely many degree-d morphisms C → X.

Proof. See [6, Theorem XXI.8.27]. �

Remark the following finiteness result on the number of subfields of bounded index
of a function field.

Theorem 2.34 (Tamme-Kani). Let K be a field and let C/K be a smooth, geo-
metrically connected, projective curve of genus q. Let F = K(C) and let m ∈ N.
The number NF (m) of subfields of F/K of genus 1 and of index at most m is
bounded by

NF (m) ≤ 23r/2−1mr−2sr(m),

where r ≤ r(q) = 4q2 and sr(m) < ζ(2)
2
m2 + m

2
(log(m) + 1).

Proof. See [57, Theorem 4] and the corollary that follows. �

With the notations of Theorem 2.34, each subfield K ( F ′ ⊂ F corresponds
1-to-1 with an K-isomorphism class of a smooth, geometrically connected, projec-
tive curve C ′ such that the corresponding non constant map f : C → C ′ verifies
f ∗(K(C ′)) = F ′.

An immediate consequence of Theorem 2.34 that will be used latter is the following
effective version of the de Franchis Theorem 2.33.(iii).

Corollary 2.35. Let K be a field and let m ∈ N. Let E/K be an elliptic curve and
let C/K be a smooth projective geometrically connected curve of genus q. Then,
up to composition with an element of AutK(E), the number of degree-m K-covers
h : C → E is uniformly bounded by an effective function M(q,m) depending only
on q and m.
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Proof. It suffices to apply Theorem 2.34 and define

M(q,m) = 26q2−1m4q2−2

(
ζ(2)

2
m2 +

m

2
(log(m) + 1)

)
≥ NF (m).

�

For two covers f1 : X → Y1 and f2 : X → Y2 of compact Riemann surfaces, we say
that f1 and f2 are equivalent if there is a biholomorphic map p : Y1 → Y2 such that
f2 = p ◦ f1.

Theorem 2.36 (Bujalance-Gromadzki). Let X be a compact Riemann surface of
genus q ≥ 2. Then we have:

(i) The set of non equivalent ramified double covers X → Y is bounded by a
function D(q);

(ii) Suppose that g is even. Let πi : X → Yi, i = 1, . . . , k be all nonequivalent
ramified double coverings over compact Riemann surfaces Yi. Then k = 1 or
k = 3.

Proof. See [15]. �

2.2. Shafarevich problems. The goal of the section is to give an effective
version of the Shafarevich problem which can be regarded as a version of the
Parshin-Arakelov theorem in the case of genus 1. We recall briefly the modular
curves X1(N) and Y1(N) (see [29, Chapter 1.5] for more). Let N ∈ N, we have
Y1(N) = Γ1(N)\H where

Γ1(N) =

{(
1 ∗
0 1

)
∈ SL(2,Z)

}
is a subgroup of SL(2,Z) which acts on the upper half-plan of Poincaré H. It turns
out that Y1(N) is a Riemann surface. Moreover, it is the moduli space classifying
equivalence classes of pairs (E,Q) where E is a complex elliptic curve and Q is
a point of E of order N . The surface Y1(N) can be compactified into a compact
Riemann surface denoted X1(N). The genus of X1(N) can be given as an explicit
function of N (cf. [29, Ex.3.1.6]). In particular, the genus of X1(n0) is greater
than 2 with n0 = 1728, for example.

Let B be a smooth projective complex curve of genus g and let S ⊂ B be a finite
subset of cardinality s ≥ 1. Two elliptic surfaces E → B and E ′ → B are said to
be equivalent if there exists a B-isomorphism µ : E → E ′.

Theorem 2.37 (Uniform Shafarevich’s theorem for elliptic surfaces). There exists
a function A : N2 → N such that the set of equivalence classes of nonisotrivial
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minimal elliptic surfaces E → B with good reduction away from S has no more
than A(g, s) elements.

Proof. Let U = B\S then U is an open affine curve. We claim that for every
elliptic scheme E → U , there is a finite étale cover U ′ → U of uniformly bounded
degree (in terms of g, s) over which E has a section of order n0. Indeed, since π1(U)
has only finitely many quotients of a given size (which corresponds to the degree
of U ′ → U), there are only finitely many possibilities for U ′ up to U -isomorphism.
The number of such U ′ is bounded in terms of the free group π1(U) ' F2g−1+s

and thus uniformly bounded in terms of g, s. Each connected component U ′i of
U ′ has a moduli map to Y1(n0) which is dominant if the j-invariant j(E) is not
constant. Moreover, since X1(n0) has genus at least 2, the de Franchis theorem
(Theorem 2.33.(i)) tells us that there are only finitely many such moduli maps.
Therefore, there exists a finite étale extension V → U of uniformly bounded degree
over which every nonisotrivial elliptic scheme E → U has a section of order n0 as
claimed. Again, an effective version of the de Franchis theorem (cf. [4]) implies
that the number of nonconstant maps V → Y1(n0) is uniformly bounded. The
proof is completed. �

3. Some standard tools

3.1. The pseudo Kobayashi hyperbolic metric. Let X be a complex
manifold. The pseudo Kobayashi hyperbolic metric dX : X ×X → X is defined as
follows. Let ρ be the Poincaré metric on the unit disc ∆ = {z ∈ C : |z| = 1}.
Let x, y ∈ X. Consider the data L consisting of a finite sequence of points
x0 = x, x1, . . . , xn = y in X, a sequence of holomorphic maps fi : ∆ → X and
of pairs (ai, bi) ∈ ∆2 for i = 0, . . . , n such that fi(ai) = xi and f(bi) = xi+1. Let
H(x, y;L) =

∑n
i=0 ρ(ai, bi).

Definition 2.38 (cf. [59]). For x, y ∈ X, we define dX(x, y) := infLH(x, y;L).

When dX(x, y) > 0 for all distinct x, y ∈ X, i.e., when dX is a metric, we say
that X is a hyperbolic manifold. The most fundamental property of dX is the
distance-decreasing property:

Lemma 2.39. Let f : X → Y be a holomorphic map of complex manifolds. Then
for all x, y ∈ X, dY (f(x), f(y)) ≤ dX(x, y). In particular, if X ⊂ Y , we have
dY |X ≤ dX .

Proof. For every data L = {xi, fi, ai, bi} associated to the points x, y, we
have a data f(L) = {f(xi), f ◦ fi, ai, bi} associated to the points f(x), f(y) and
H(x, y;L) = H(f(x), f(y); f(L)). The lemma now follows from the definition. �
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When X = ∆, the pseudo metric dX is a metric and coincides with Poincaré
hyperbolic metric ρ on ∆ which can be given by a closed formula:

(3.1) ρ(z1, z2) = 2 tanh−1

∣∣∣∣ z1 − z2

1− z1z̄2

∣∣∣∣ , z1, z2 ∈ ∆.

3.2. Jet bundles. Let V be a complex algebraic variety. Following Noguchi’s
notations, for each integer k ≥ 1, we regard the k-jets over a point x ∈ V as mor-
phisms from SpecC{t}/(tk+1) to V sending the geometric point of SpecC{t}/(tk+1)
to x. The k-jet space is defined as Jk(V ) = Mor(SpecC{t}/(tk+1), V ). We denote
by m(k) the maximal ideal (t) of C{t}/(tk+1). When V is a complex manifold,
the space of k-jets is defined similarly using local charts and holomorphic germs
of maps C→ V .

If Y is a closed complex subspace of a complex manifold X, then Jk(Y ) is a
naturally defined closed complex subspace of Jk(X) for every k ∈ N. See [82] for
more details.

Now suppose that V = A is an abelian variety. We have Lie(A) = T0A as a
vector space and the exponential map exp: T0A → A is a holomorphic universal
cover.

Lemma 2.40. For every k ≥ 0, we have a holomorphic trivialization

(3.2) Jk(A) ' A× (m(k)⊗ Lie(A))

given as follows. For each x ∈ A and α =
∑

i αivi ∈ m(k)⊗ Lie(A), we associate
the following degree-k-germ of holomorphic map from SpecC{t}/(tk+1) to A:

(3.3) fx,α : t 7→ exp

(∑
i

αi(t)vi

)
· x.

Proof. See [82]. �

3.3. The tautological inequality. Let X be a smooth projective variety
over a field k. Let D ⊂ X be a simple normal crossing divisor, i.e., in some local
coordinates z1, · · · , zn at any point x ∈ X, D is given by an equation of the form
z1 · · · zk = 0 with k ≤ n.

Definition 2.41. The sheaf of differentials V1 = ΩX/k(logD) with logarithmic
poles along D is well-defined vector bundle. It is given locally at x ∈ X by
dz1
z1
, · · · , dzk

zk
, dzk+1, · · · , dzn. X1(D) := PV1 is defined as Proj

⊕
d≥0 S

dV1.

Thus, points of X1(D) lying over a point x ∈ X correspond to hyperplanes in
the fibre V1,x/mxV1,x of V1 at x. We have a canonical morphism π1 : X1(D)→ X.
Denote by O(1) the tautological line bundle on X1(D).
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Consider a k-morphism f : Y → X where Y/k is a smooth projective curve. As-
sume that f(Y ) 6⊂ D. Then f can be lifted to a morphism (sometimes called the
derivative) f ′ : Y → X1(D) such that π1 ◦ f ′ = f as follows. Sine the pullback of
every logarithmic differential with poles along D is a logarithmic differential with
poles along the support (f ∗D)red, we have a natural map f ∗(V1)

f∗−→ ΩY/k((f
∗D)red)

which gives rise to a quotient map f ∗(V1)→ f ′∗O(1) and thus the induced map f ′

(by the universal property of PV1). Moreover, we have an inclusion of sheaves

f ′∗O(1) ↪→ ΩY/k((f
∗D)red).

It follows that

(3.4) c1(O(1))·Y = deg f ′∗O(1) ≤ deg ΩY/k((f
∗D)red) = 2g(Y )−2+deg(f ∗D)red,

where g(Y ) denotes the genus of Y .

Definition 2.42. We call (3.4) the tautological inequality associated to f : Y → X.

3.4. Simple cyclic covers. In this section, k is an algebraically closed field
of characteristic 0. Hence a smooth k-algebraic variety is the same as a regular
algebraic variety. We will now briefly recall the construction and basic properties
of simple cyclic covers.

Lemma 2.43. Let X = Spec(A) be a nonsingular affine variety over k, i.e., A
is an integral regular k-algebra of finite type. Let n ≥ 1 and let P (T ) = c0T

n +
· · · + cn ∈ A[T ] be a polynomial of degree n. Hence we have an inclusion A →
A[T ]/(P (T )) and a dominant morphism of affine k-algebraic varieties

f : Y = Spec(A[T ]/(P (T ))→ X = Spec(A)

Consider Y as the subvariety of X × A1 given by the family of equations P (x, T )
for x ∈ X.
(i) f is finite if and only if c0 ∈ A∗.
(ii) f is étale at the point (x, t) where x ∈ X(k) if and only if t is a simple root

of P (x, T ) = c0(x)T n + · · ·+ cn(x) ∈ k[T ].

Proof. See for example [74, Example 2.5]. �

We recall the following standard proposition/definition:

Proposition 2.44 (Standard étale morphism). Let R be a ring. Let g, f ∈ R[x].
Suppose that f is monic and f ′ is invertible in the localization R[x]g/(f). Then
the ring map R→ R[x]g/(f) is étale and we call it a standard étale morphism.

Now let X be a smooth variety. Let (D, sD) ∈ Div(X) be an effective divisor such
that div(sD) = D. Suppose that L is a line bundle on X such that D ∼ Lm for
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some m ∈ N∗. Then we have an OX-algebras A = OX ⊕ L · · · ⊕ Lm−1 defined
as follows. For 0 ≤ a, b ≤ m − 1 and sq ∈ La, sb ∈ Lb, let 0 ≤ r ≤ a − 1 be
such that a + b = nm + r for some n ∈ N. We then have sasb/snD = sr ∈ Lr and
we define the multiplication sa.sb := sr. This give the OX-algebra structure on
OX ⊕ L · · · ⊕ Lm−1. The cyclic covering of degree m over X with branched locus
D can be described as the morphism

f : X ′ = SpecX(A)→ X

Indeed, suppose that the line bundle L is given by {Ui; gij} where (Ui) is an affine
covering of X and gij ∈ Γ(Ui ∩ Uj,O∗X) are transition functions. Since D ∼ Lm,
O(sD) can be given as {fi ∈ Γ(Ui,OX) | fi = gmij fj}. Let Ui = Spec(Ai) then
fi ∈ Ai. Consider the morphism

hi : Vi = Spec(Ai[Zi]/(Z
m
i − fi))→ Ui = Spec(Ai).

We claim that hi is an étale morphism above Spec(Ai)fi . Indeed, it suffices to
apply Proposition 2.44 with R = Ai, x = Zi, f = Zm

i − fi and g = Zi. Then
f ′ = mZm−1

i . The branch locus is exactly where Zi = fi = 0 and the ramification
index is exactly m. Note that this is true for rings Ai of characteristic 0 (e.g., X
an arithmetic surface, etc.).

We define the relations Zi = gijZj on the variables Zi. Observe that Zm
i − fi =

gmij (Zm
j − fj). We deduce that the affine varieties Vi glue together to exactly

SpecX(A). Hence, Lemma 2.43 implies that f is a finite morphism of degree m
which is totally ramified exactly above D. In particular, X ′ is also an projective
variety over k if X is projective and that X ′ is irreducible if X is irreducible.

By Lemma 2.43, we see that X ′ → X is smooth above X\D. Consider a regular
point x ∈ D. Note that a closed point x ∈ X is regular if and only if we have
an isomorphism (by Cohen structure theorem, cf. [65, Theorem 4.2.27]) OX,x '
κ(x)[[t1, . . . , tq]] where q = dim(OX,x). Suppose that κ(x) = k = k. Since D is
regular at x, we can suppose D is given by the equation t1 = 0 around x. We have
a commuting square

Âq × Â1 ⊃ (k[[t1, . . . , tq]][Z]/(Zm − t1)) −−−→ Spec(A[Z]/(Zm − t1))y y
Âq −−−→ Spec(A)

Observe that the closed sub-formal-scheme V := {Zm − t1 = 0} ⊂ Âq+1 is smooth
by Jacobson’s criterion. Therefore, X ′ is also regular at all points above x. We
have just proven the following result:

Proposition 2.45 (Simple cyclic covers). Let m ∈ N. Let X be an irreducible
projective smooth variety over an algebraically closed field k of characteristic 0.
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Let D be an effective divisor of X such that D ∼ L⊗m for some line bundle L of
X. There exists a unique finite cyclic cover of degree m of irreducible projective
k-varieties

fD,L,m : X ′ → X

such that f is totally ramified and ramified only above D and every point of
f−1
D,L,m(X \Dsing) is a regular point of X ′.

Proof. See also for example [85], in particular [85, Proposition 3.1]. �

Moreover, it is clear that construction of simple cyclic covers is functorial:

Proposition 2.46. Let X, Y be smooth irreducible projective varieties. Let g : Y →
X be a morphism such that g∗D is well defined where D is an effective divisor on
X. Let m ∈ N and L a line bundle such that L⊗m ∼ OX(D). We have a cartesian
square:

Y ′ Y

X ′ X.

fg∗D,g∗L,m

g

fD,L,m

3.5. The generalized Riemann-Hurwitz formula.

Lemma 2.47 (Riemann-Hurwitz for singular curves). For any covering of possibly
singular projective integral curves f : X → Y of degree k, the following generalized
Riemann-Hurwitz’s formula holds:

2pa(X)− 2 = k(2pa(Y )− 2) + deg(R) + 2
∑
P∈X

δP − 2k
∑
Q∈Y

δQ

where :

- R is the ramification divisor of the normalisation morphism f̃ : X̃ → Ỹ ;

- δx := dimkÕx/Ox denotes the singularity degree of a point x ∈ X or x ∈ Y with
Õx the normalisation of the local ring Ox.

If Z is a reduced projective complex curve with irreducible components Z1, · · · , Zm,

pa(Z)− 1 =
m∑
i=1

(pa(Z̃i)− 1) +
∑
z∈Z

δz.

Proof. For the proof of the second formula, see [65, Proposition 7.5.4]. The
first formula follows from the classical Riemann-Hurwitz’s formula ([65, Proposi-
tion 7.4.16])

pa(X̃)− 2 = k(2pa(Ỹ )− 2) + deg(R)
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and the relation pa(X) = pa(X̃)+
∑

P∈X δP which is a particular case of the second
formula. �

3.6. Hilbert schemes of algebraic groups. By the general theory of Hilbert
schemes of subvarieties developed by Grothendieck, Altmann-Kleiman, we have the
following important properties needed in the proof of Theorem 1.18 and Theorem
F.

Lemma 2.48. Let π : G→ S be a (quasi-)projective group scheme over a scheme
S. Let D ⊂ G be a closed subscheme and let V = G\D. Consider the contravariant
functors FG/S : SchS → Ens defined for T → S an S-scheme by

FG/S(T ) :=

{
(connected) group subschemes of GT , that are
flat, proper, and of finite presentation over T

}
.

The following holds:

(a) FG/S is representable by a locally of finite type S-scheme denoted also by FG/S;
(b) There exist natural immersions of S-schemes

FG/S,MorS(S,G),Hilbdim>0
D/S ,Hilbdim>0

V/S ⊂ HilbG/S;

where Hilbdim>0
X/S denotes the complement in HilbX/S of the S-relative Hilbert

schemes of points, i.e., of zero dimensional closed subschemes, of an S-scheme
X.

(c) The S-scheme FG/S,D := Hilbdim>0
D/S ×HilbG/S

(
FG/S ×S MorS(S,G)

)
represents

the contravariant functor SchS → Ens given by

T 7→
{

translates of (ϕ : H → GT ) ∈ FG/S(T ) by a T -section σ : T → GT

such that dimH > 0 and Im(σ.ϕ) ⊆ DT

}
,

where σ.ϕ(h) := σ(πT ◦ ϕ(h))ϕ(h) for every h ∈ H. That is, FG/S,D is the
moduli space of translates of positive dimensional group subschemes of Gs con-
tained in Ds for s ∈ S;

(d) Similarly, the S-scheme FG/S,V := Hilbdim>0
V/S ×HilbG/S

(
FG/S ×S MorS(S,G)

)
is

the moduli space of translates of positive dimensional group subschemes of Gs

that have empty intersection with Ds for s ∈ S;
(e) The schemes FG/S,D and FG/S,V have only countably many irreducible compo-

nents.

Proof. For assertion (a), see [28, Exposé XI, Remarque 3.13]. The existence
of other schemes in (b) is standard since G/S is quasi-projective and so are D/S,
V/S as D ⊂ G is assumed to be closed. Observe that HilbG/S is the disjoint union
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of quasi-projective S-schemes Hilb
q(x)
G/S with q(x) ∈ Q[x] runs over all numerical

polynomials of degree ≤ dimGs where Gs is a general fibre. Moreover, the S-
schemes FG/S,MorS(S,G), Hilbdim>0

D/S and Hilbdim>0
V/S are also stratified by the same

Hilbert polynomials and that Hilbdim>0
D/S and Hilbdim>0

V/S do not take into account
zero degree polynomials.

Since each S-scheme of finite type has finitely many irreducible components, it
follows from the stratification by Hilbert polynomials that all Hilbert schemes in
the lemma have only countably many irreducible components. In particular, this
proves (e). The assertions (c) and (d) are also clear. �

Lemma 2.49. Let B be a Dedekind scheme with fraction field K. Suppose that
π : G → B is a quasi-projective B-group scheme. Let D ⊂ G be a closed subset
with generic fibre D = DK ⊂ GK. Then:

(i) if D does not contain any translates of positive dimensional K-algebraic sub-
groups of GK, then the exceptional set Z(G,D) given by

{t ∈ B closed point : ∃x ∈ Gt,∃H ⊂ Gt a subgroup, dimH > 0, xH ⊂ Dt}
is countable;

(ii) if GK \D does not contain any translates of positive dimensional K-algebraic
subgroups of GK, then the exceptional set U(G,D) given by

{t ∈ B closed point : ∃x ∈ Gt, ∃H ⊂ Gt a subgroup, dimH > 0, xH ⊂ Gt \ Dt}
is countable.

Proof. For (i), let X be an irreducible component of the Hilbert B-scheme
F(G/B),D defined in Lemma 2.48. Then X is a scheme of finite type over B. We
claim that the induced morphism fX : X → B is not dominant. The point (i)
will then be proved since the scheme F(G/B),D does not dominate B. Indeed, as
F(G/B),D contains only countably many irreducible components each of which being
of finite type over B (cf. Lemma 2.48.(c)), the image of F(G/B),D in B is thus a
countable subset of closed points of B by Chevalley’s theorem and the conclusion
follows.

Suppose on the contrary that X dominates B. Then we can find a 1-dimensional
irreducible closed subscheme C ⊂ X such that C dominates B. Up to replacing
X by C, we can thus assume that dimX = 1. Let η be the generic point of X and
let V ↪→ F(G/B),D ×B G be the universal group scheme. Then L = κ(η) ⊂ K is a
finite extension of K. On the other hand, it follows from the functorial property
of Hilbert schemes that VL is the universal group scheme of GL/L avoiding DL
but F(GL/L),DL is empty by the hypothesis of (i). This contradiction shows that X
cannot dominate B and (i) is proved as explained in the above paragraph.
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The proof of (ii) is similar. Therefore, the proof of the corollary is completed. �







CHAPTER 3

Integral points on constant elliptic surfaces

1. Motivation and preliminary

The goal of the presenting chapter is to present general ideas and examples of some
results obtained in this thesis by restricting ourselves to the simplest but nontrivial
case of constant elliptic surfaces. We try to keep the presentation as elementary
as possible. At the end of the chapter, we formulate a reasonable question on the
emptiness of (S,D)-integral sections in nonisotrivial elliptic surfaces (cf. Question
3.16).

We fix throughout the following notations. Let B/k be a smooth projective genus-g
curve over a field k of characteristic 0. LetK = k(B) be the function field of B. Let
E0/k be an elliptic curve. Consider the trivial elliptic surface π : X = E0×B → B
where π is the second projection. Then we have a canonical identification E0(K) =
Mork(B,E0) = X(B). Denote Γ := E0(K)/E0(k).

Note that E0(k) = MorB,cte(B,X) is also the set of constant B-sections of X. We
can equipped X(B) with an abelian group structure by fiberwise addition induced
by the group law of the elliptic curve E0. Recall the content of the effective split
Mordell-Weil Theorem.

Theorem 3.1. Γ is a finitely generated abelian group of rank r ≤ 4g.

Proof. Let J(B)/k be the Jacobian of B, we have:

X(B)/MorB,cte(B,X) = Mork(B,E0)/Mork,cte(B,E0) ' Homk(J(B), E0).

Notice that by Abel-Jacobi Theorem, the Albanese variety Alb(B) of B is isomor-
phic to J(B) (in general, Alb(V ) = Pic0(V )∨ need not be isomorphic to Pic0(V )).
The last isomorphism follows from the property that B generates J(B) and the
universal property of Albanese varieties.

For every prime number l 6= char(k) = 0, we have an injective Tate homomorphism

Homk(J(B), E0)⊗ Zl → Hom(Vl(J(B)), Vl(E0))

where Vl(J(B)) and Vl((E0)) are respectively the Tate modules of J(B) and E0

(cf. [71, Theorem 10.15]). Since we have dimQl Vl(J(B)) = 2 dim J(B) = 2g and
dimQl Vl(E0) = 2 dimE0 = 2, the homomorphism group Homk(J(B), E0) is finitely

53
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generated of rank at most

dimQl Hom(Vl(J(C), Vl(E0)) = 4g.

It follows that Γ = X(B)/MorB,cte(B,X) is a finitely generated of rank r ≤ 4g. �

We summarize below the properties of the height function on split elliptic curves.

Proposition 3.2. The group Γ = E0(K)/E0(k) is finitely generated and all torsion
points of E0(K) belong to E0(k), i.e., E0(K)tors ∈ E0(k). The function

h : E0(K)→ Z+, φ 7→ deg(φ) = (O) · (φ(B))

coincides with the canonical Néron-Tate height function ĥ : E0(K) → Z+. More-
over, ĥ descends to a positive definite quadratic form ĥ : Γ→ Z+.

Proof. Recall the identification E0(K) ' Mork(B,E0) = X(B). By the
Mordell-Weil theorem, Γ is a finitely generated abelian group.

Now suppose that φ ∈ E0(K). Then it is a k-morphism φ : C → E0 of smooth
projective curves. φ is thus finite and the function h(φ) = deg(φ) is well-defined.
Suppose that E0/k is given by the reduced Weierstrass equation

(1.1) y2 = x3 + ax+ b, a, b ∈ k.

Working with the Weierstrass coordinates x, y on E0, the morphism φ : B → E0

is given by B 3 t 7→ (X(t), Y (t)) where (X, Y ) ∈ K2 are rational functions on B
verifying (1.1). Then we have

deg(φ) =
1

2
deg(X)

where deg(X) = deg(X : B → P1) is the usual Weil height on E0 used to defined
the canonical height ĥ. Indeed, let q = (x0, y0) ∈ E0(k) be any general point,

deg(φ) = #φ−1(q) = {t ∈ B : (X(t), Y (t)) = (x0, y0)}

=
1

2
{t ∈ B : X(t) = x0} =

1

2
deg(X).

For any n ∈ N, h([n]φ) = deg([n]) deg(φ) = n2h(φ): take a general pointQ ∈ E0(k̄)
then there are n2 points in the preimage of the multiplication [n] : E0 → E0 and
for each of these points, there are deg(φ) points in the preimage of φ. Therefore,
the definition of the Néron-Tate canonical height ĥ : E0(K)→ R implies that

ĥ(φ) := lim
n→∞

1

n2
h([n]φ) = lim

n→∞

1

n2
n2h(φ) = h(φ) ∈ Z+.

Now let φ0 ∈ E0(k) be a constant morphism. Then deg(φ+φ0) = deg(φ) since the
degree of φ does not change under a translation of E0. Hence, h(φ+φ0) = h(φ). It
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follows that ĥ descends to the quotient Γ to define a function ĥ : E0(K)/E0(k)→
Z+. It is well-known that ĥ is a quadratic form (cf. [104, III.4.3]). Observe that
h(φ) = 0 if and only if φ is a constant morphism. In other words, h(φ) = 0 if
and only if φ ∈ E0(k). Therefore, E0(K)/E0(k) is a lattice equipped with positive
definite quadratic form ĥ. �

Remark 3.3. Let the notations be as in Proposition 3.2. Let B′ be a smooth
projective curve and h : B′ → B a ramified cover. LetK ′ = k(B′). Let P ∈ E0(K ′)
and (P ) ⊂ E0 × B′ the corresponding section. Then for any constant section (R)

of E0 ×B′ → B′ with R ∈ E0(k), we have ĥ(P ) = (R) · (P ).

Corollary 3.4. Let N ≥ 0 be a real number. Then we have an estimation:

#{[P ] ∈ Γ: ĥ(P ) ≤ N} ≤ (2
√
N + 1)r

where r := rank Γ ≤ 4g.

Proof. This is a direct application of the following estimation (cf. Lemma
2.24) on a finite n-dimensional lattice L equipped with a norm σ : L⊗Z R→ R:

#{x ∈ L : σ(x) ≤ N} ≤
(

2N

µL,σ
+ 1

)n
where µL,σ := inf{σ(x) : x ∈ L \ {0}}. To conclude, it suffices to apply the above
inequality for L = E0(K)/E0(k) equipped with the norm

σ =
√
ĥ⊗ R : E0(K)/E0(k)⊗ R→ R+.

Remark that since ĥ : E0(K)/E0(k)→ Z+ is a definite positive quadratic form by
Proposition 3.2 and verifies the Northcott property by the de Franchis Theorem
(Theorem 2.33), σ is indeed a norm. Since ĥ has integral values, 1 ≤ µΓ,σ. �

Remark 3.5. A positive quadratic form over Z can be not positive after a R-linear
extension (as pointed out by Cassels (cf. [53, B.5.3]) by considering for exemple
L = Z +

√
5Z and q : L → R, q(x) = |x|2). This phenomenon can happen if the

value set (over Z) is not discrete in R.

As an easy form of the abc inequality for elliptic curves, the following height bound
refines Theorem 1.36 in our context:

Theorem 3.6. For every φ ∈ E0(K)\E0(k), we have ĥ(φ) ≤ 2g−2+#(φ−1(O)).

Proof. Let Rφ be the ramification divisor of the finite morphism φ : B → E0.
The Riemann-Hurwitz formula tells us that 2g − 2 = degRφ ≥

∑
x∈φ−1(O)(ex − 1)
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where ex denotes the ramification index at x. We deduce that

ĥ(φ) = deg φ =
∑

x∈φ−1(O)

(ex − 1) + #(φ−1(O)) ≤ 2g − 2 + #(φ−1(O))

and the conclusion follows. �

We introduce the notion of parallel sections in a constant elliptic surface.

Definition 3.7. Let Q ∈ E0(K). We say that P ∈ E0(K) is Q-trivial, or P is
parallel to Q, if P −Q ∈ E0(k), i.e., whenever the classes of P and Q in Γ coincide.
In this case, we denote also P ‖ Q. Since E0(k) is an abelian group, ‖ is clearly
an equivalence relation on E0(K).

The following easy observation will be frequently used in the proofs in this chapter.
Let f : X → B be a minimal elliptic surface with generic fibre E/K. Let D ⊂ X
be an effective reduced divisor. For every rational point a ∈ E(K), we denote by
τa : X → X the B-automorphism induced by the fiberwise translation by a, i.e.,
τa(x, b) = (x+a(b), b) for every x ∈ Xb where b ∈ B is such that Xb/k is an elliptic
curve (cf. [104, Proposition III.9.1]). Then we have the following certain duality
of integral points:

Lemma 3.8. Consider rational points P,Q ∈ E(K). We have:
(i) P is (S,D)-integral if and only if P + R is (S, τR(D))-integral for every

rational point R ∈ E(K).
(ii) P is (S, (Q))-integral if and only Q is (S, (P ))-integral.

Proof. The assertion (ii) follows immediately from the definition of integral
points (cf. Definition 1.1). Similarly, since τR is a B-automorphism of X and
τR((P )) = (P +R), we have an equality of the intersection locus

f((P ) ∩D) = f((P +R) ∩ τR(D)) ⊂ B,(1.2)

and the assertion (i) is proved. �

2. Effective bounds of integral points

We are now in position to establish the following uniform bound on integral points
on trivial elliptic surfaces.

Proposition 3.9. Let s ≥ 0 an integer. Let X = E0 × B and let D ∈ X(B) be
any section of X. Then we have an estimation

# ∪#S≤s {[P ] ∈ Γ: [P ] contains an (S,D)-integral, D-nontrivial point}
≤ (2

√
2g − 2 + s+ 1)4g
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where the union runs over all finite subsets S of B of cardinality at most s. More-
over, if S is any finite subset of B of cardinality s then we have

#{P ∈ E0(K) : P is (S,D)-integral, D-nontrivial} ≤ s(2
√

2g − 2 + s+ 1)4g.

Remark 3.10. We give an interpretation of the above “arithmetic” statement in
terms of the geometry of sections in an isotrivial elliptic surface. If we fix a section
P and an integer s ≥ 0, then there exist a finite (uniformly bounded) number

n ≤ N(g, s) := (2
√

2g − 2 + s+ 1)4g

of sections P1, · · · , Pn such that every section Q must either intersect P at more
than s pairwise distinct points (counted without multiplicities) inX orQ is parallel
to one of the Pi’s. Since E0(k) is “large” (e.g., when k = C) and E0(K) is a disjoint
union of countably infinite copies of E0(k) (when r > 0), we can say that for any
integer s and almost all sections Q ∈ E0(K), the set theoretic intersection Q ∩ P
contains at least s points. Intuitively, if we choose randomly two sections in E0(K),
the cardinality q of their set theoretic intersection must be as large as a randomly
chosen positive integer.

Similarly, the algebraic meaning of the proposition is the following. Consider a
reduced Weierstrass equation over a constant field k:

(2.1) y2 = x3 + ax+ b, a, b ∈ k, ∆ = 4a3 − 27b2 6= 0.

Let K be a finite field extension of k(t) (e.g., K = k(t)). Then if the rational
functions (x1, y1), (x2, y2) ∈ K∗ are distinct and verify the relation (2.1) then the
equation x1 − x2 = 0 must have a lot of pairwise distinct solutions in general.

Proof of Proposition 3.9. Since X is isotrivial, we have χ(X) = 0 (cf.
[76]). Consider the zero section section O ∈ E0(k). so that E0 becomes an elliptic
curve with a fixed group law and with O the zero section. For each finite subset
S ⊂ B and each section Q of X, let A(S,Q) be the set of (S,Q)-integral and
Q-nontrivial sections. Then we must show that

# ∪#S≤s A(S,D) mod E0(k) ≤ (2
√

2g − 2 + s+ 1)4g.

Observe that we have the following canonical bijection

σ(D,O) : ∪#S≤s A(S,D) −→ ∪#S≤sA(S,O)

P 7−→ P −D
and the inverse map is given by σ(O,D) which sends Q to Q + D. This follows
immediately from the very definition of S-integral points. Notice that the trans-
lation by −D also gives a bijection between A(S,D) and A(S,O) for any subset
S ⊂ B. Since the bijection σ(D,O) is a single translation, it induces also a bijec-
tion when we take modulo E0(k): [P1], [P2] ∈ Γ are two distinct classes if and only
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if [P1 −D], [P2 −D] ∈ Γ are distinct. Therefore, we reduce the problem to show
that

# ∪#S≤s A(S,O) mod E0(k) ≤ (2
√

2g − 2 + s+ 1)4g.

By Theorem 3.6, for any P ∈ ∪#S≤sA(S,O), we have ĥE0(P ) ≤ 2g − 2 + s.
Therefore, if we define

H(m) := {[P ] ∈ Γ: ĥ(P ) ≤ m} ⊂ Γ

then #∪#S≤sA(S,O) mod E0(k) ⊂ H(2g− 2 + s). On the other hand, we deduce
from Corollary 3.4 that

(2.2) #H(2g − 2 + s) ≤ (2
√

2g − 2 + s+ 1)r ≤ (2
√

2g − 2 + s+ 1)4g

where the last inequality results form the bound r ≤ 4g in Néron-Lang theorem
3.1. This establishes the first statement of the proposition.

Let P1, P2, · · · , Pn ∈ E0(K) where n ≤ (2
√

2g − 2 + s + 1)4g be a set of represen-
tatives of H(2g− 2 + s). Suppose that P ∈ A(S,O) for some S ⊂ B with #S ≤ s.
We claim that in the class [P ] = P + E0(k), there are at most s sections which
belongs to A(S,O). Indeed, assume that Q = P +R ∈ A(S,O) where R ∈ E0(k).
Then clearly we must have R /∈ −P (B \ S). As P is not O-trivial, −P induces a
surjective k-morphism also denoted by −P : B → E0. This implies that

#E0(k) \ −P (B \ S) ≤ #E0(k) \ (−P (B) \ −P (S))

≤ #E0(k) \ (E0(k) \ −P (S))

≤ #P (S) ≤ s.

Hence, there are at most s possibilities for R ∈ E0(k) and the claim follows. It
suffices now to combine the above claim and the estimate (2.2) to conclude. �

3. Emptiness of integral points

Proposition 3.9 allows us to prove the following strong statement of generic empti-
ness of integral points on isotrivial elliptic surfaces. The result can be seen
as an easy elliptic version of Theorem 8.8 for parametrized S-unit equations
αx+ βy = 1.

Corollary 3.11. Let O ∈ E0(k) be a rational point. Then there exist a finite
number of sections Q1, · · · , Qn ∈ E0(K) where

n ≤ (s(2
√

2g − 2 + s+ 1)4g + 1)2

such that for D ∈ E0(K), the set of integral sections

Z(S, (O) + (D)) := {P ∈ E0(K) : P is (S, (O) + (D))-integral}
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is empty whenever D /∈ {Q1, · · · , Qn}+ E0(k). In general, if D ∈ E0(K) \ E0(k),

#Z(S, (O) + (D)) ≤ 2s(2
√

2g − 2 + s+ 1)4g.

Proof. By Proposition 3.9, there exists an integer m ≥ 0 satisfying

(3.1) m ≤ s(
√

2g − 2 + s+ 1)4g

and sections P1, · · · , Pm ∈ E0(K) \ E0(k) such that

Z(S, (O)) = {P ∈ E0(K) : P is (S, (O))-integral} = (E0(k)\{O})∪{P1, · · · , Pm}.
LetD ∈ E0(K) and suppose that P ∈ E0(K) is (S, (O)+D)-integral. In particular,
P and D−P are (S, (O))-integral. Hence, P and D−P belong to Z(S, (O)). Let
P0 = O, we deduce that

D = P + (D − P ) ∈ Z(S, (O)) + Z(S, (O)) ⊂ {Pi + Pj : 0 ≤ i, j ≤ m}+ E0(k).

Since (3.1) implies that

n := #{Pi + Pj : 0 ≤ i, j ≤ m} ≤ (m+ 1)2 ≤ (s(2
√

2g − 2 + s+ 1)4g + 1)2,

the first statement follows by taking {Q1, · · · , Qn} = {Pi +Pj : 0 ≤ i, j ≤ m}. For
the last statement, we have for any D ∈ E0(K) the inclusion:

Z(S, (O) + (D)) = Z(S, (O)) ∩ Z(S, (D))

⊂ (E0(k) ∪ {P1, · · · , Pm}) ∩ ((D + E0(k)) ∪ {P1 +D, · · · , Pm +D}).(3.2)

Assume that D /∈ E0(k) then (D + E0(k)) ∩ E0(k) = ∅. Hence,

(E0(k) ∪ {P1, · · · , Pm}) ∩ (D + E0(k)) = {P1, · · · , Pm} ∩ ((D + E0(k))(3.3)
⊂ {P1, · · · , Pm}.

It follows from (3.2) and (3.3) that Z(S, (O) + (D)) ⊂ {P1, · · · , Pm} ∪ {P1 +
D, · · · , Pm +D}. Therefore, we can conclude from (3.1) that

#Z(S, (O) + (D)) ≤ 2m ≤ 2s(2
√

2g − 2 + s+ 1)4g.

�

Corollary 3.12. Let S ⊂ B be a finite subset of cardinality s. Let m ≥ 2 +
(s(2
√

2g − 2 + s+ 1)4g + 1)2 and let R1, · · · , Rm ∈ E0(K) be pairwise nonparallel
sections. Then the following set of integral points is empty:

Z(S, (R1) + · · ·+ (Rm)) = {P ∈ E0(K) : P is (S, (R1) + · · ·+ (Rm))-integral}.

Proof. Let Q1, · · · , Qn ∈ E0(K) be points satisfying the conclusion of Corol-
lary 3.11. Since the classes Ri + E0(k)’s are pairwise distinct and

m− 1 ≥ 1 + (s(2
√

2g − 2 + s+ 1)4g + 1)2 ≥ n+ 1,
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there exists by pigeonhole principle a section Ri, 2 ≤ i ≤ m, such that Ri −
R1 /∈ {Q1, · · · , Qn} + E0(k). The same corollary loc.cit implies that there is no
(S, (O) + (Ri − R1))-integral points. Thus, there is no (S, (R1) + (Ri))-integral
points either since (R1) + (Ri) is the translation of (O) + (Ri−R1) by the section
(R1). In particular, the set Z(S, (R1) + · · ·+ (Rm)) is empty since it is a subset of
Z(S, (R1) + (Ri)). �

Remark 3.13. Let F (s) := 2+((2
√

2g − 2 + s+1)4g+1)2 then Corollary 3.12 says
that among arbitrary n ≥ F (0)+1 pairwise nonparallel sections of X = E0×B →
B, there always exist 2 sections whose set theoretic intersection contains at least
F−1(n) + 1 distinct points. This geometric property is certainly false in the usual
Euclidean plane with usual straight lines.

Even in the case of trivial elliptic surfaces, we have the following finiteness theorem
of (S,D)-integral points whenever the divisor D is not reduced to a union of
sections. This observation will be generalized to higher dimensional (and not
necessarily constant) abelian varieties in Theorem A.

Let q : X = E0 × B → E0 and π : X → B be respectively the first and second
projections.

Proposition 3.14. With the above notations, assume that π|D : D → B is a
ramified cover of degree d ≥ 2. Then there exists c > 0 (depending on D) such
that for every finite subset S ⊂ B, the set of (S,D)-integral points of X has at
most c(#S)4g+1 elements.

Proof. We can clearly suppose that k = k. Let f : C → D be the normal-
ization morphism. Then h = π ◦ f : C → B is a ramified cover of degree d. Let
K ′ = k(C). Fix a finite subset S ⊂ B. Denote S ′ = h−1(S) ⊂ C then #S ′ ≤ d#S.

Consider the second projection π′ : X ′ = X ×B C → C. It is clear that DC =
D ×B C splits into d sections of π′. Let R be any of the these sections. Remark
that each (S,D)-integral section (P ) of X with P ∈ E0(K) induces an (S ′, R)-
integral section (P ′) = (P ) ×B C of X ′ via the base change h : C → B. On the
other hand, since DC splits into d sections, Theorem 1.36 (or Theorem 3.6) tells us
that DC · (P ′) is bounded by a constant c1 > 0 depending linearly on #S ′ but not
on the subset S ′ ⊂ C. As #S ′ ≤ d#S, we deduce from Corollary 3.4 that modulo
E0(k), the set of (S,D)-integral points of X has at most c2(#S)4g elements for
some constant c2 > 0 independent of #S.

To complete the proof, we claim that for any section P ∈ E0(K), there is at most
d#S points Q ∈ P + E0(k) such that Q is (S,D)-integral. This will complete the
proof by setting c = c2d. Since E0(K) acts on X/B by translations, D′ := D − P
is also an integral horizontal divisor of X which is also a ramified cover of degree
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d over B. Consider R ∈ E0(k) such that P +R is (S,D)-integral. Then for every
b ∈ B, we have by definition of integral points that

(3.4) R /∈ ∪b∈B\Sq(Db − Pb) = ∪b∈B\Sq(D′b)
where Db, D

′
b and Pb denote respectively the intersection of D, D′ and the section

(P ) with the fibre π−1(b). Since the divisor D′ is integral and horizontal, we have

#D′ ∩ π−1(S) ≤ D′ · π∗
(∑
b∈S

b

)
= d#S.

On the other hand, D′ is not constant, i.e., D′ is not a section associated to a
point in E0(k), since it is integral and has degree d > 1 over B. It follows that
q(D′) = E0 and thus

#E0 \
(
∪b∈B\Sq(D′b)

)
≤ #E0 \

(
q(D′) \ q(D′ ∩ π−1(S))

)
(3.5)

= #E0 \
(
E0 \ q(D′ ∩ π−1(S))

)
= #q(D′ ∩ π−1(S)) ≤ d#S.

The relations (3.4) and (3.5) imply that there are at most d#S points Q ∈ P +
E0(k) such that Q is (S,D)-integral as claimed. �

4. A similar emptiness result for nonisotrivial elliptic surfaces

The same type of emptiness result in the above section holds for nonisotivial elliptic
surface. Corollary 3.11 and Corollary 3.12 suggest the generic emptiness of integral
points, e.g., for divisors of large enough degree as follows, at least for totally
splitting divisors.

Proposition 3.15. Let X → B be a nonisotrivial minimal elliptic surface. Let
S ⊂ B be a finite subset of cardinality s ≥ 1. Let r = rankXK(K) and

N = N(g, s, r) := 144(g + 1)2/3(107+12gs)r

Assume that R1, · · · , Rm ∈ XK(K) are pairwise distinct sections with m ≥ 1+N2.
Then the following set of integral points is empty:

Z(S, (R1)+· · ·+(Rm)) = {P ∈ XK(K) : P is (S, (R1)+· · ·+(Rm))-integral in X}.

Proof. The proof is similar to the proof of Corollary 3.11. Theorem [52, The-
orem 0.6] implies that XK contains no more than N rational points Q1, · · · , Qn ∈
XK(K) which are (S, (O))-integral, where n ≤ N . Since m ≥ 1 +N2, there exists
by the pigeonhole principle some i ∈ {2, · · · ,m} such that

Ri −R1 /∈ {Qu +Qv : 1 ≤ u, v ≤ n}
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where Qu−Qv ∈ XK(K) is obtained by subtracting Qv from Qu using the elliptic
group law. We claim that there is no (S, (O) + (Ri−R1))-integral points. Indeed,
assume that Q ∈ XK(K) is (S, (O) + (Ri − R1))-integral then Q is in particular
(S, (O))-integral. Hence, Q = Qv for some v ∈ {1, . . . , n}. On the other hand,
since Q is also (S, (Ri −R1))-integral, Ri −R1 is (S, (Q))-integral by Lemma 3.8.
This in turns implies that Ri−R1−Qv is (S, (O))-integral. Thus, Ri−R1−Qv = Qu

for some u ∈ {1, · · · , n} so that Ri − R1 = Qu + Qv which is a contradiction to
the choice of Ri. The claim is prove.

Therefore, again by Lemma 3.8, there is no (S, (R1)+(Ri))-integral points as well.
Since every (S, (R1)+ · · ·+(Rm))-integral point is clearly (S, (R1)+(Ri))-integral,
the proof of the proposition is completed. �

Consider now the following heuristic argument. Let X → B be a nonisotrivial
minimal elliptic surface. Let S be a finite subset of B of cardinality s ≥ 1. Let
D ⊂ X be an effective integral horizontal divisor. Denote m = degDK which
is also the degree of the cover D → B. “Hence”, we can regard D as a union of
m disjoint sections of X, at least when making the base change D̃ → B to the
normalization of D. Proposition 3.15 thus suggests the following question:

Question 3.16. Let the notations be as above. Assume r = rankX(B) > 0. Is
it true that whenever m = degDK is large enough (depending only on X,B, S),
there exists no (S,D)-integral points?

Remark 3.17. A direct use of Proposition 3.15 by making the base change
π : D̃ → B is not enough to give a positive answer. Indeed, let X ′ = X ×B D̃,
D′ = D×B D̃ ⊂ X ′ and S ′ = π−1S. Denote B′ = D̃ then r′ = rankX ′(B′) ≥ r. By
construction, D′ is a union ofm disjoint sections of X ′ → B′. For S general so that
π is not ramified over S, we have s′ = #S ′ = ms. It is clear that (S,D)-integral
points lift to (S ′,D′)-integral points. However, we have (assume s ≥ 1).

N(g′, s′, r′) = 144(g′ + 1)2/3(107+12g′s′)r
′
> (107ms) > m.

Hence, Proposition 3.15 cannot be applied.

Remark 3.18. Let X → B be an elliptic surface with section (O). One can
naturally expect that higher degree horizontal integral sections D in X would
present more obstruction for a rational point P ∈ XK(K) to be (S,D)-integral
than to be (S, (O))-integral. However, it is equally possible that the divisors D
would have more freedom to, in a dual way, avoid the set of sections of X above the
finite subset S! In this sense, numerical invariants could not capture all geometric
properties.







CHAPTER 4

On the finiteness of the set of integral points in abelian
varieties

1. Statement of the finiteness criteria

Fix a complex smooth projective curve B of function field K = C(B), and let
S ⊂ B be a finite subset. Let A/K be an abelian variety with a model f : A → B.
Assume thatD ⊂ A is an effective ample divisor on A. Let D be the Zariski closure
of D in A. We have seen in Theorem 1.18 that when taking modulo TrK/C(A)(C),
the set of (S,D)-integral points on A is finite under the assumption that D does
not contain any translate of nonzero abelian subvarieties. The main purpose of
this chapter is to show that if moreover the divisor D admits no rational points,
then even without taking modulo TrK/C(A)(C), the set of (S,D)-integral points
on A is actually finite. More specifically, we shall prove that:

Theorem A. Suppose that D does not contain any translate of nonzero abelian
subvarieties of A (e.g., when A is simple). The following hold:
(i) If D(K) = ∅ then the set of (S,D)-integral points is finite;
(ii) If dim TrK/C(A) ≤ 1 then X(K) is finite.

The condition D(K) = ∅ should be interpreted as the divisor D being in a very
general position so that it does not contain any rational points. In fact, we can
obtain the following stronger useful statement which will be used later in the proof
of Theorem I in Chapter 9:

Theorem B. Let A/K be an abelian variety with D ⊂ A an effective ample divi-
sor. Let P ∈ A(K) be a rational point. Assume that for every a ∈ TrK/C(A)(C),
a+P /∈ D. Then for every finite subset S ⊂ B, the set P + TrK/C(A)(C) contains
only finitely many (S,D)-integral points of A with respect to any model A → B of
A with D being the Zariski closure of D in A.

For each a ∈ A(K) and σ ∈ A(B), the notation a + σP will stand for the section
of A → B induced by a+ P ∈ A(K). We can moreover prove that:

Theorem C. Let A/K be an abelian variety with a Néron model f : A → B.
Assume that D ⊂ A is an effective ample divisor on A. Let D be the Zariski

63
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closure of D in A. Let P ∈ A(K) and let σP ∈ A(B) be the induced section.
Assume D ∩ (P + TrK/C(A)(C)) = ∅. Then for r := degB σ

∗
PD, we have a finite

morphism of complex schemes

(1.1) π : TrK/C(A)→ B(r), a 7→ (a+ σP )∗D.

If A and D are defined over C, the finiteness statement in Theorem B can be made
uniform in terms of certain numerical invariants (cf. Theorem I.(ii)).

As an application, we obtain the following result on the topology of the intersection
locus of sections with a divisor in a family of abelian varieties.

Corollary A. Let the hypotheses be as in Theorem C. Let R ⊂ TrK/C(A)(C) ⊂
A(K) be a subset and let I(R) := ∪a∈Rf((a+ σP )(B) ∩ D)) ⊂ B. We have:

(i) if R is infinite, then I(R) is Zariski dense, i.e., infinite, in B;

(ii) if R is analytically dense in a complex algebraic curve C ⊂ TrK/C(A), then
I(R) is analytically dense in B.

2. Preliminary lemmata on the Néron models

We begin with the following lemma:

Lemma 4.1. Let B be a compact smooth complex curve of function field K =
C(B). Let A/K be an abelian variety with trace TrK/C(A). Let f : A → B be
proper flat model of A/K. Then there exists a nonempty Zariski open subset
U ⊂ B such that for every b ∈ U , the evaluation map

valb : TrK/CA(C)→ Ab, P 7→ σP (b),

where σP : B → A, is an injective morphism of varieties, where σP : B → A is the
corresponding section of P .

Proof. Let fNéron : ANéron → B be the minimal Néron model of A/K. By
definition of the trace, the canonical map ιK : TrK/C(A) ⊗C K → A is a closed
immersion homomorphism of K-abelian varieties. Consider the smooth B-abelian
scheme TrK/C(A)×B. Then by the Néron mapping property (cf. Definition 2.10),
the map ιK extends to a unique B-morphism ι : TrK/C(A)×B → ANéron. By [46,
Proposition 9.6.1.(ix)], there exist a nonempty Zariski open subset U1 such that
for every b ∈ U1, the induced base change map

ιb : (TrK/C(A)×B)⊗ κ(b)→ ANéron
b

is also a closed immersion and in particular it is injective.

Similarly, the identity K-map A → A extends to a unique B-morphism h : A →
ANéron by the Néron mapping property. It is clear that there exists a nonempty
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Zariski open subset U2 ⊂ B above which h is an isomorphism fiberwise (again by
[46, Proposition 9.6.1.(ix)]). Let U = U1 ∩ U2. We claim that the map h ◦ valb is
exactly the reduction map ιb for every b ∈ U . Indeed, let P ∈ TrK/C(A)(C) and let
τP : B → ANéron be the corresponding section (exists by the valuative criterion for
properness or by the Néron mapping property). Then we must have h◦σP = τP by
the Néron mapping property and this proves h◦valb = ιb. Therefore, the conclusion
follows since valb is a closed immersion and the fact that hb : Ab → ANéron

b is an
isomorphism for every b ∈ U . �

Recall the following universal property of the symmetric powers of a curve which
is needed in the proof of Lemma 4.4.

Proposition 4.2. Let B be a complete smooth curve over a field k and T a k-
scheme. Let DivrB(T ) be the set of relative effective Cartier divisors on C×T → T
of degree r. Then DivrB : Schk → Set is a functor represented by B(r). Moreover,
for any relative effective divisor D on B × T/T of degree r, there exists a unique
morphism ϕ : T → B(r) such that D = (Id×ϕ)∗Dcan where Dcan = Sr\(

∑r
i=1 ∆i)

with ∆i ⊂ B × Br the image of the section Br → B × Br given by (b1, · · · , br) 7→
(bi, b1, · · · , br).

Proof. See [73, Theorem 3.13]. �

Remark 4.3. Let f : X → Y be a morphism of schemes. Let D be an effective
Cartier divisor on Y . Then the pullback divisor f ∗D is defined if and only if
f(Ass(X)) ∩ supp(D) = ∅, if and only if f−1(D) is an effective divisor. In this
case, we have supp f ∗D = f−1(D). Here, Ass(X) denotes the set of associated
points of X (cf. [65, Definition 7.1.1]).

Lemma 4.4. Let the notations be as in Theorem A.(i) and assume furthermore
that A is a Néron model of A over B. Let σ : B → A be a section and let r :=
degB σ

∗D. Then we have degB(a+σ)∗D = r for every a ∈ TrK/C(A)(C). Moreover,
we have a well-defined morphism of complex schemes:

π : TrK/C(A)→ B(r), a 7→ (a+ σ)∗D.

In the above lemma, the notation a + σ means simply the section of A → B
associated to the rational point a + Pσ ∈ A(K) where Pσ ∈ A(K) is the rational
point corresponding to σ ∈ A(B).

Proof of Lemma 4.4. As in Lemma 4.1, we have aB-morphism λ : TrK/C(A)×
B → A which extends the closed immersion τσ ◦ ιK : TrK/C(A)⊗C K → A. Here,
τσ : A→ A denotes the translation by σ ∈ A(K). Hence, we obtain a section

Σ = (λ, π2) : B × TrK/C(A)→ A× TrK/C(A)
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of the morphism π = f × Id : A × TrK/C(A) → B × TrK/C(A). Here π2 : B ×
TrK/C(A)→ TrK/C(A) denotes the second projection.

By the assumption D(K) = ∅ and by the dimensional reason, the divisor D ×
TrK/C(A) of A×TrK/C(A) is not contained in the image of Σ. We can thus define
the effective Cartier divisor R := Σ∗(D×TrK/C(A)) on B×TrK/C(A) (cf. Remark
4.3). We claim that R is a relative Cartier divisor of B × TrK/C(A) → TrK/C(A)
with Ra = (a+σ)∗D for every a ∈ TrK/C(A)(C). Indeed, fix a ∈ TrK/C(A)(C) and
consider the following commutative diagram:

A× {a} A × TrK/C(A) D × TrK/C(A)

B × {a} B × TrK/C(A)

ia

fa π

ja

Σa Σ

Since D(K) = ∅, we have Im(a + σ) 6⊂ D and Im(ja) 6⊂ R. As Σa = a + σ and
Σa ◦ ia = ja ◦ Σ, we deduce the following equality of effective Cartier divisors:

Ra = j∗a
(
Σ∗
(
D × TrK/C(A)

))
= (a+ σ)∗

(
i∗a
(
D × TrK/C(A)

))
= (a+ σ)∗D.

Therefore, every fibre Ra is an effective Cartier divisors. R is clearly a locally
principal closed subscheme of B × TrK/C(A) as it is an effective Cartier divisor.
We deduce from [108, Lemma 062Y] that R is a relative effective Cartier divisor
of B×TrK/C(A)/TrK/C(A), i.e., R as a closed subscheme is flat over TrK/C(A). In
particular, the curves (a+ σ)(B) ⊂ A are algebraically equivalent. It follows that
degB(a + σ)∗D = r for every a ∈ TrK/C(A)(C). By the universal property of the
symmetric power B(r) = HilbrB (cf. Proposition 4.2), we conclude that

π : TrK/C(A)→ B(r), a 7→ Ra = (a+ σ)∗D
is indeed a morphism of complex schemes. �

3. Proof of the mains results

We can now return to the proof of Theorem A].

Proof of Theorem A. By Theorem 1.19 and 1.18, the set X(K) and the
set of (S,D)-integral points are finite modulo TrK/C(A). If TrK/C(A) = 0, then the
corollary is an obvious consequence. Suppose now that dim TrK/C(A) = 1 then the
trace E = TrK/C(A) is a complex elliptic curve. Since we are in characteristic 0,
the canonical map EK → A is a closed immersion homomorphism (cf. page 20 in
[23]). Assume that σ : B → X is a section corresponding to a point P ∈ X(K).
We have to show that (P + E(C)) ∩X(K) is finite.
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Suppose on the contrary that there exists an infinite sequence of pairwise distinct
points (ai)i∈I ⊂ E(C) such that {P+ai}i∈I ∈ X(K). By taking the Zariski closure
and remark that any infinite subset of an integral curve is Zariski dense, we deduce
that P + EK ⊂ X which is clearly a contradiction. Therefore, we conclude that
the set (P + E(C)) ∩X(K) is finite and the proof of (ii) is completed.

Suppose now that D(K) = ∅, i.e., D does not contain any section of f : A → B.
We first consider the case when A is a Néron model of AK over B. Since the divisor
D is generically ample, it is ample over a dense open affine subset U ⊂ B \ S. In
particular, D|U is an ample divisor ofA|U so that (A\D)|U is affine asA|U is proper
over U . Let σ : B → A be a section and let r := degB σ

∗O(D). Let P ∈ A(K) be
the corresponding rational points of σ. Then the condition D(K) = ∅ implies (cf.
Lemma 4.4) that we have a well-defined morphism of complex schemes:

π : TrK/C(A)→ B(r), a 7→ (a+ σ)∗D.
Let Si be an effective divisor of B of degree r such that suppSi ⊂ S. There are
clearly only finitely many such Si. Let [Si] ∈ B(r) be the image of S in B(r). Let
Wi = π−1([Si]) then Wi is a closed subset of TrK/C(A). Remark that the union of
the finitely many sets P +Wi is exactly the set of all (S,D)-integral points of A in
the translation class modulo TrK/C(A)(C) of P with respect to the model A → B
and the divisor D.
Since TrK/C(A) is an abelian variety, it is proper thus so is Wi. Let x0 ⊂ U be a
general point. Since U ⊂ B \ S, we can consider the morphism (cf. Lemma 4.1)

Σi : Wi → Ax0 \ Dx0 ⊂ (A \ D)|U , a 7→ a(x0) + σ(x0).

Since Wi is proper, Im Σi is also proper. Moreover, since Ax0 \ Dx0 is affine, we
deduce that Im Σi is a proper affine scheme. Hence Im Σi is finite. It follows
immediately that Wi is also finite since Σi is an injective morphism for a general
choice of x0 (cf. Lemma 4.1).

Thus, the number of (S,D)-integral points in each class modulo TrK/C(A)(C) is
finite. On the other hand, as mentioned at the beginning of the proof, the set of
(S,D)-integral points is finite modulo TrK/C(A)(C). Therefore, we conclude that
the number of (S,D)-integral points is finite.

Now consider the general case when A is not necessarily a Néron model of A over
B. Let f ′ : A′ → B be a Néron model of A over B. By the Néron mapping
property, there exists a B-morphism h : A → A′ extending the identity K-map
Id : AK → AK . Let T ⊂ B be the finite subset above which the fibres of f : A → B
are not smooth. It is clear that AB\T and A′B\T are Néron models of AK over B\T
respectively by Proposition 2.14 and by the Néron mapping property. Again by
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the Néron mapping property (over B \ T ), we find that h|(B\T ) must be a (B \ T )-
isomorphism. On the other hand, for every section σ : B → A associated to a
rational point P ∈ A(K), h ◦ σ : B → A′ is exactly the corresponding section of
P in A′. Hence, it follows from Definition 1.1 that every (S,D)-integral point of
A is an (S ∪ T,D′)-integral point of A′ where D′ is the Zariski closure of D in A′.
Since S ∪T is finite, Theorem A.(i) now follows from the corresponding results for
(S ∪ T,D′)-integral points in A′. �

In fact, the proof of Theorem B is already contained in the above arguments.

Proof of Theorem B. Let σP : B → A be a section. It is not hard to see
that in the course of the proofs of Lemma 4.4 and of Theorem A, we only need
to use the condition (a + σP )(B) 6⊂ D for every a ∈ TrK/C(A)(C) to show that
the number of (S,D)-integral sections in the translation class of σP by the trace
is finite.

On the other hand, the condition (a + σP )(B) 6⊂ D for every a ∈ TrK/C(A)(C)
is equivalent to a + P /∈ D for every a ∈ TrK/C(A)(C). Hence, the choice of
the models A → B and D of A, D does not matter. Therefore, Theorem B is
proved. �

Similarly, we can deduce immediately Theorem C.

Proof of Theorem C. Lemma 4.4 and the first part in the proof of Theo-
rem A actually show that the morphism

(3.1) π : TrK/C(A)→ B(r), a 7→ (a+ σP )∗D
is well-defined and is quasi-finite where r = degB σ

∗
PO(D) ∈ N. Since TrK/C(A)

and B(r) are proper varieties, π is in fact a proper morphism. Therefore, π is a
quasi-finite proper morphism of varieties. By [46, Théorème 8.11.1], it follows that
π is indeed a finite morphism as desired. �

The proof of Corollary A of Theorem C can also be given now as follows.

Proof of Corollary A. Let r = degB σ
∗
PO(D) ∈ N, then the map

(3.2) π : TrK/C(A)→ B(r), a 7→ (a+ σP )∗D
is a finite morphism by Theorem C. Suppose first that the set R ⊂ TrK/C(A)(C)

is infinite. It follows that the image π(R) ⊂ B(r) is also infinite. Consider the
canonical finite morphism qr : Br → B(r). Then the preimage E := q−1

r (π(R)) ⊂
Br is also infinite. Let pi : Br → B be the i-th projection for i = 1, . . . , r. It is a
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straightforward verification from the definition of the map π in (3.2) that

I(R) := ∪a∈Rf((a+ σP )(B) ∩ D)) = ∪ri=1pi(E).

But since E is infinite, it is clear that ∪ri=1pi(E) is also infinite and thus Zariski
dense in B. The point (i) is thus proved.

Now suppose that R is analytically dense in a complex algebraic curve C ⊂
TrK/C(A). The argument for the point (ii) is similar as above. The image π(R) ⊂
B(r) is now analytically dense in the image complex curve π(C) ⊂ B(r). The preim-
age E = q−1

r (π(R)) is also analytically dense in the curve q−1
r (π(C)). It follows

that ∪ri=1pi(E) is analytically dense in B and the proof of (ii) and of Corollary A
is therefore completed. �





CHAPTER 5

Linear growth of the hyperbolic length of loops in certain
complements of compact Riemann surfaces

“Dans certaines situations [...], il est bien plus élégant, voire
indispensable [...] de travailler avec des groupoïdes fonda-
mentaux par rapport à un paquet de points base convenable”
– Alexander Grothendieck, Esquisse d’un Programme

1. Introduction

Notations. Let B be a compact Riemann surface. Let U be finite union of
disjoint closed discs in B and b0 ∈ B0 := B \U . Fix a base of generators α1, . . . , αk
of π1(B0, b0). Equip B and thus B0 with a fixed Riemannian metric d. We also fix
an arbitrary collection {cb0b} consisting of bounded d-length and smooth directed
paths contained in B0 such that cb0b goes from b0 to b ∈ B0 for each b ∈ B0.

Recall that for every complex space X, the Kobayashi pseudo hyperbolic metric
on X is denoted by dX . The goal of this chapter is to prove the following linear
bound on the hyperbolic length of loops in various complements of B, which is
crucial for Theorem F and Theorem H as well as their consequences.

Theorem D. There exists a constant L > 0 with the following property. For
any finite subset S ⊂ B0, there exists b ∈ B0 \ S and piecewise smooth loops
γ1, . . . , γk ⊂ B0 \ S based at b representing the classes α1, . . . , αk in π1(B0, b0) up
to a single conjugation and such that:

(1.1) lengthdB0\S
(γi) ≤ L(#S + 1).

Definition 5.1. In this thesis, by a single conjugation (with respect to the collec-
tion of paths {cb0b} which is fixed throughout), we mean that each loop γi repre-
sents the conjugation of the class αi ∈ π1(B0, b0) by the change of base points from
b to b0 using the specific chosen path cb0b, i.e., [c−1

b0b
◦ γi ◦ cb0b] = αi ∈ π0(B0, b0) for

every i. This extra condition on the loops γi’s will be useful for the next chapters.
71
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The constant L > 0 depends only on U and the Riemann surface B. Our proof
does not provide an explicite estimate of L. But with more care, an estimation of L
only in terms of some invariants of B and U could be established in principle.

In fact, we shall prove a slightly stronger result (cf. Theorem 5.22) which asserts
moreover the existence, for some fixed Riemannian metric on B, of neighborhoods
of width O((#S)−1) contained entirely in B \ (U ∪ S) around the desired loops.
Moreover, the proof of Theorem 5.22 actually shows the following generalization
of Theorem D by even allowing a certain bounded moving discs besides the finite
subset S:

Theorem 5.2. For each p ∈ N, there exists constants L,R > 0 with the following
property. For each finite subset S ⊂ B0 and every union Z of p discs in B each of d-
radius R, there exists b ∈ B0\(S∪Z) and piecewise smooth loops γ1, . . . , γk ⊂ B0\S
based at b representing α1, . . . , αk in π1(B0, b0) up to a single conjugation and:

(1.2) lengthdB0\(S∪Z)
(γi) ≤ L(#S + 1).

Now let s ∈ N and consider the parameter space Bs
0 of subsets S of at most s

points in B0. Each free homotopy class α ∈ π1(B0) gives rise to a constant

(1.3) L(α, s) := sup
#S≤s

inf
[γ]=α

lengthdB\S(γ),

where S runs over all subsets of B of cardinality at most s and γ runs over all loops
representing the free homotopy class α. Theorem D thus gives an upper bound
on the growth of L(α, s). The following optimal lower bound on the polynomial
growth is shown (see also Remark 5.6):

Theorem E. Given α ∈ π1(B0)\{0}, there exists c > 0 such that for every s ∈ N:

(1.4) L(α, s) ≥ cs1/2

ln(s+ 2)
.

It would be interesting to understand the behavior of the function L(α, s) in terms
of s. For example, we may ask:

Question 5.3. What are the limits:

deg−(α) := lim inf
s→∞

lnL(α, s)

ln s
, deg+(α) := lim sup

s→∞

lnL(α, s)

ln s
,(1.5)

which correspond respectively to the lower and upper polynomial growth degrees
of L(α, s) in terms of s?

For this question, Theorem D and Theorem E tell us that for every α ∈ π1(B0)\{0},
we have:

(1.6) 1/2 ≤ deg−(α) ≤ deg+(α) ≤ 1.
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The chapter is organized as follows. We begin with a quick proof of Theorem
E in Section 2. A weak form of Theorem D is then presented in Section 3 to
better understand the Proof of Theorem D (cf. Remark 5.8). Section 4 recalls the
notion of simple loops together with elementary properties needed for latter use.
We prepare some lemmata in Section 5 before describing the main constructions
in Section 6 and Section 7. The proof of Theorem D is then given in Section 8.
Finally, we present in Section 9 another proof of the weak form of Theorem D that
may be generalized to higher dimension manifolds.

2. Proof of Theorem E

Let X be a hyperbolic surface. Let x ∈ X and v ∈ TX . We denote the infinitesimal
hyperbolic metric by λX(x, v). Then λX(x, v) = inf 2/R where the minimum is
taken over all R > 0 for which there exists a holomorphic map f : ∆(0, R) → X
such that f ′(0) = v. Here, ∆(0, R) := {z ∈ C : |z| < R} ⊂ C.
Let Ω = CP1 \ {0, 1,∞} and consider the Fubini-Study metric dFS on CP1 given
by dFSz = |dz|/(1 + |z|2) where z is the standard affine coordinate chart on CP1.
We denote by T1CP1 the unit tangent space with respect to the metric dFS. The
following fundamental estimation says that the hyperbolic metric on Ω near the
cusp 0 behaves exactly as the hyperbolic metric of the punctured unit disc:

Theorem 5.4 (Ahlfors). There exists δ > 0 and C > 0 such that for every
(z, v) ∈ T1CP1 such that z ∈ Ω and dFS(z, 0) < δ, we have

(2.1) | log λΩ(z, v) + log dFS(z, 0) + log log((dFS(z, 0))−1)| < C

Proof. See [3, Theorem 1-12], in particular (1-24). It suffices to remark there
that the Fubini-Study metric and the Euclidean metric are locally bilipschitz. �

Lemma 5.5. There exists r0 > 0 such that for every s ≥ 2, we can cover the
Riemann sphere CP1 by s closed discs of dFS-radius r0s

−1/2.

Proof. It is clear that we only need to show the existence of r0 for s large
enough. Let ∆2 = {z ∈ C : |z| ≤ 2} ⊂ C. Denote d the Euclidean metric on C.
For each ε > 0, let N(ε) denotes the minimum number of closed discs of d-radius
ε in C which can cover ∆2. Then Kershner’s theorem (cf. [58]) tells us that
lims→∞ s

−1N(s−1/2) = 8π31/2/9.

Remark that N(s−1/2) is an increasing function in s. It follows that there exists
a real number c > 1 such that N(s−1/2) < cs for all s ≥ 1. Replacing s by s/c,
we deduce that for every s ≥ c, there exists a covering of ∆2 by ≤ s discs of
d-radius (c/s)1/2. In particular, since (c/s)1/2 ≤ 1 for s ≥ c, we can find a subset
of k ≤ s discs D1, . . . , Dk which cover ∆1 and whose centres z1, . . . , zk belong to
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∆2. Consider the stereographic projection pN from the north pole of CP1 onto C.
We obtain a cover of the Southern hemisphere of CP1 by p−1

N D1, . . . , p
−1
N Dk. Since

dFSz = |dz|/(1+ |z|2) ≥ |dz|/5 for every z ∈ ∆2, it follows that every p−1
N Di, where

i = 1, . . . , k, is contained in the disc centered at p−1
N (zi) of dFS-radius 5(c/s)1/2.

By symmetry, we obtain a cover of CP1 by 2s discs of dFS-radius ≤ 5(c/s)1/2 for
every s ≥ c and the conclusion follows. �

We can now return to the proof of Theorem E.

Proof of Theorem E. Consider an arbitrary ramified cover π : B → CP1

of B to the Riemann sphere. Let dFS be the Fubini-Study metric on CP1. We
denote d̃ the induced metric on B \ Rπ where Rπ ⊂ B is the branch locus of π
which is finite.

Since α ∈ π1(B0)\{0}, it is well-known that there exists c0 > 0 such that every loop
γ ⊂ B0 representing α has bounded d̃-length from below by c0, i.e., lengthd̃(γ) > c0

(cf., for example, [16, Theorem 1.6.11]). In particular, it follows that

(2.2) lengthdFS(π(γ)) = deg(π)−1 lengthd̃(γ) > c0 deg(π)−1.

By Lemma 5.5, there exists r0 > 0 such that for every s ≥ 2, we can cover the
Riemann sphere CP1 in a certain regular manner by s discs of dFS-radius r0s

−1/2.
Let Z ⊂ CP1 be the set containing the centres of these discs. For each point z ∈ Z,
let z′ ∈ CP1 be any point on the equator relative to z as a pole. Consider the
stereographic projection Pw from the opposite pole w ∈ CP1 of z to the complex
plane such that Pw(z) = 0 and Pw(z′) = 1. Then Pw induces a biholomorphic
isometry with respect to the induced Fubini-Study metric dFS:

(2.3) P̃w : CP1 \ {w, z, z′} → Ω = CP1 \ {0, 1,∞}.

Define T = {w, z, z′ : z ∈ Z} and S = π−1Z ⊂ B. Then π(B0 \ S) ⊂ CP1 \ T and:

(2.4) #S ∼ 3 deg(π)s.

For every x ∈ CP1 \ T , we can find by construction some z ∈ Z such that
dFS(x, z) < r0s

−1/2. By Theorem 5.4 applied to x ∈ CP1 \ {w, z, z′} ' Ω, we
deduce that for all s large enough so that r0s

−1/2 < δ and for every unit vector
v ∈ (T1CP1)x, we have:

λCP1\T (x, v) ≥ λCP1\{w,z,z′}(x, v) (by Lemma 2.39)(2.5)

& dFS(x, z)−1(log dFS(x, z))−1 (by (2.3) and Theorem 5.4)

& s1/2(log(s))−1. (as dFS(x, z) < r0s
−1/2)
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Now let γ ⊂ B0\S be any piecewise smooth loop representing α and is parametrized
by a map f : [0, 1]→ B0 \ S. We find that:

lengthB0\S(γ) =

∫ 1

0

λB\S (f(t), f ′(t))) dt

≥
∫ 1

0

λCP1\T (π ◦ f(t), (π ◦ f)′(t)) dt (by Lemma 2.39)

&
∫ 1

0

s1/2(log(s))−1|(π ◦ f)′(t)|dFSdt (by (2.5))

= s1/2(log(s))−1 lengthdFS(π(γ))

& #S1/2(log(#S + 2))−1. (by (2.2) and (2.4))

�

Remark 5.6. The lower asymptotic polynomial growth s1/2 in Theorem E is in
fact optimal. Indeed, assume that B = CP1. Then in the above proof, we can
use directly the bi-liptschitz metric equivalence (2.1) in Theorem 5.4 instead of
the inequality (2.5). Therefore, for the choice given in the above proof of certain
uniform distribution of the s points on CP1, the asymptotic polynomial growth
s1/2 of the function L(α, s) is attained.

3. A weak form of Theorem D and a discussion

In this section, we shall give a short proof of the following weak form of Theorem
D to present some of the ideas as well as the difficulties that we have to overcome
in the proof of Theorem D which will occupy the rest of the chapter.

Lemma 5.7. Let s ∈ N. Let B be a compact Riemann surface. Let U ⊂ B
be a finite disjoint union of closed discs. Let b0 ∈ B0 = B \ U be contained in
a small open disc U0 ⊂ B0. Let α1, . . . , αm ∈ π1(B0, b0) be a set of generators.
There exists δ > 0 such that for any subset S ⊂ B0 \ U0 of cardinality at most
s, there exists loops γ1, . . . , γm ⊂ B0 \ S representing α1, . . . , αm respectively with
lengthdB0\S

(γi) < δ for every i = 1, . . . ,m.

We notice that this weak form of Theorem D is already sufficient for a certain
weaker finiteness result not concerning the growth of integral points (cf. Remark
6.10) as shown in Theorem F, Corollary B, and Theorem H except for the quan-
titative bounds given in (4.1) and (3.16).

Another proof of Lemma 5.7 is also presented in Section 9 which might be gener-
alized to higher dimension varieties B.
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First proof of Lemma 5.7. Let B∗ = (B0∪∂U)\U0 be a compact subspace
of B. It is clear that the product Bs

∗ parametrizes all subsets S ⊂ B∗ such that
#S ≤ s by assigning to each point x = (b1, . . . , bs) ∈ Bs

∗ the support Sx =
{b1, . . . , bs}. We claim that for each x = (b1, . . . , bs) ∈ Bs

∗, there exists
(i) small analytic open discs Ux,1, · · · , Ux,s ⊂ B∗ containing respectively b1, · · · , bs

such that Ux,i ∩ Ux,j = ∅ if bi 6= bj and Ux,i = Ux,j if bi = bj;
(ii) a set of loops γx,1, · · · , γx,m ⊂ B0 \ ∪si=1Ux,i based at b0 which represent

respectively α1, . . . , αm;
This will imply Lemma 5.7 as follows. Let Ux =

∏s
i=1 Ux,i ⊂ Bs then Ux is an

analytic open neighborhood of x in Bs
∗. Since Bs

∗ is compact, we can find a finite
cover Bs

∗ = ∪x∈IUx where I ⊂ B∗ is a finite subset. Hence, we can define:

(3.1) δ := max
x∈I

max
1≤i≤s

lengthdB0\∪si=1
Ux,i

(γx,i) > 0.

Then for every finite subset S of cardinality at most s, we can find y ∈ Bs
∗ and

x ∈ I such that Sy = S and y ∈ Ux. Since S ⊂ ∪si=1Ux,i, we find B0 \ ∪si=1Ux,i ⊂
B0 \ S. We can thus conclude from (3.1) and the distance-decreasing property of
the pseudo hyperbolic metric:

lengthdB0\S
(γx,i) ≤ lengthdB0\∪si=1

Ux,i
(γx,i) ≤ δ.

To prove the claim, let x = (b1, · · · , bs) ∈ Bs
∗ and choose arbitrary loops γ1, · · · , γm ⊂

B0 based at b0 representing respectively the classes α1, · · · , αm. Since b0 /∈ Sx =
{b1, · · · , bs}, we can obviously deform slightly these loops so that Sx ∩ γj = ∅ for
j = 1, · · · ,m. The claim follows immediately by taking small enough open discs
around each point of Sx. �

As it may be helpful to better understand the proof of Theorem D, we mention
some technical difficulties that we must tackle:

Remark 5.8. Given Lemma 5.7 and its proof above, we must carry out a careful
analysis to overcome the following problems:
(1) to better appreciate the steps in our proof and the result of Theorem D, it

would be helpful to keep in mind the configurations where points in the set S
are “evenly distributed” in B0 and/or they can accumulate at any point in B0;

(2) when S varies, even when of bounded cardinality, the hyperbolic metric on the
spaces B0 \ S are not at all the same nor induced by a single given metric on
B0; we notice that even the analysis of the hyperbolic metric on the punctured
complex plan C \ {a1, . . . , as} (s ≥ 2) is already a nontrivial research area in
the literature (cf., for instance, [75], [12], [109] and the references therein);

(3) even for the finiteness part of Theorem D, we have to get rid of the open set
U0 containing b0 in the statement of Lemma 5.7. A compactness argument
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with a finite open cover of B0 by the open sets (U0, b0) is not enough with the
above proof, as easily seen when S is “evenly distributed” and becomes denser
in B0;

(4) the base point b0 should not be fixed nor belong to a finite subset since oth-
erwise, an accumulation of many points of the set S near b0 would increase to
infinity the hyperbolic length of loops based at b0;

(5) a certain construction on loops need to be carried out to obtain a bound which
is linear in #S but independent of the choice of S in B0.

(6) to obtain a construction as above, one should consider only certain classes of
“nice” loops and avoid pathological loops such as Peano curves;

To deal with the points (5) and (6), we shall describe a detailed algorithm on
simple loops called Procedure (∗) given in Lemma 5.18 (see also Lemma 5.21 for
the global case independent of the base points).

4. Simple base of loops

Definition 5.9. Let γ : [0, 1] → X be a non-nullhomotopic closed loop on an
orientable surface X. The loop γ is called simple if γ is injective on [0, 1[. The
loop γ is called primitive if its homotopy class [γ] ∈ π1(X, γ(0)) is primitive, i.e.,
[γ] 6= 0 and there does not exist n ≥ 2 and α ∈ π1(X, γ(0)) such that [γ] = αn.

It is well-known that every non-nullhomotopic simple closed curve in an orientable
surface is primitive (cf. [38, Proposition 1.4]). The converse is false in general.
Nevertheless, we remark the following elementary property:

Lemma 5.10. Let X be an orientable connected compact surface possibly with
boundary. Then for every x0 ∈ X, π1(X, x0) admits a canonical system of primitive
generators α1, · · · , αk such that each αi admits a representative simple piecewise
smooth closed loop γi : [0, 1]→ X \ ∂X based at x0. The classes α1, · · · , αk can be
chosen to be unique up to conjugation and independently of x0.

Proof. By classification of surfaces, X is a compact orientable surface of genus
g and with k boundary components, i.e., homeomorphic to Σg,k. It is clear that
there exists a primitive canonical basis of π1(Σg,k, x0) with the desired property.
Using local charts and the compactness, the loops can be obviously made to be
piecewise-smooth (or even smooth). �

Definition 5.11 (Simple base). Let (X, x0) be an orientable connected compact
surface possibly with boundary. A homotopy class α ∈ π1(X, x0) is called simple
if it contains a simple piecewise smooth loop. Every system of simple generators
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α1, · · · , αk of π1(X, x0) as in Lemma 5.10 is called a simple base or a simple system
of generators of π1(X, x0).

The notion of simple homotopy classes and the existence of a simple base (Lemma
5.10) shall be necessary in Procedure (∗) described in Section 6 below.

By the remark below, we can suppose in the rest of the chapter that the classes
α1, . . . , αk in the statement of Theorem D form a simple system of generators.

Remark 5.12. It suffices to prove Theorem D for a simple base β1, . . . , βm of
π1(B0, b0) = π1(B0 ∪ ∂B0, b0). Indeed, let α1, . . . , αk ∈ π1(B0, b0) then each αi can
be written as a finite product of the βj’s. Hence, by taking a suitable finite multiple
of the constant L given by Theorem D applied for the simple base β1, . . . , βm, we
obtain a constant that satisfies Theorem D for the classes α1, . . . , αk.

Remark 5.13. Wemention here a useful elementary property of a simple piecewise
smooth loop γ in a compact Riemannian surface (X, d) with γ∩∂X = ∅. Remark
that γ only has a finite number of singular points (which are thus isolated). Hence,
for every x ∈ γ and ε > 0 smaller than the injectivity radius of X at x, we can
find an arbitrarily small contractible closed region ∆ ⊂ V (x, ε) where V (x, ε) is
the closed disc of d-radius ε, such that x ∈ ∆ and

(a) ∂∆ is a non self-intersecting smooth loop homeomorphic to a circle in V (x, ε);

(b) γ ∩∆ contains only one connected branch of γ.

5. Preliminaries

To recall the notations, we denote ∆(x, r) ⊂ C the open complex disc centered
at a point x ∈ C and of radius r > 0. For a complex space X, the infinitesimal
Kobayashi-Royden pseudo metric λX on X corresponding to the Kobayashi pseudo
hyperbolic metric dX can be defined as follows. For x ∈ X and every vector v in
the tangent cone of X at x,

λX(x, v) = inf 2/R

where the minimum is taken over all R > 0 for which there exists a holomorphic
map f : ∆(0, R) → X such that f ′(0) = v. Remark that when x ∈ X is regular,
the tangent cone of X at x is the same as the tangent space TxX.

We begin with the following simple estimation: fix a Riemannian metric d on a
compact Riemann surface B. Define the d-unit tangent space of B by:

T1B := {(z, v) ∈ TB : |v|d = 1}.
For every z ∈ B and r > 0, let D(z, r) = {b ∈ B : d(b, z) < r}.
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Lemma 5.14. There exists a constant c(B, d) > 0 and a constant r(B, d) > 0
such that for every (z, v) ∈ T1B and 0 < r < r(B, d), we have

λD(z,r)(z, v) ≤ c(B, d)/r.

Proof. As B is a compact Riemann surface, it is clear that there exists a
finite subset I ⊂ B and r0 > 0 such that B = ∪t∈Ift(∆(0, r0)) and every t ∈ I
admits an open neighborhood Ut ⊂ B and a biholomorphism ft : ∆(0, 3r0) → Ut
satisfying ft(0) = t, and

(5.1) 1 ≤ |f ′t(x)|d for all x ∈ ∆(0, 2r0).

Since I is finite, there exists a > 1 such that for every t ∈ I, the pullback metric
dt = (f ∗t d)|∆(0,2r0) and the Euclidean metric λeuc on ∆(0, 2r0) ⊂ C are bi-Lipschitz:

(5.2) a−1dt ≤ λeuc ≤ adt.

Now, let (z, v) ∈ T1B and 0 < r < r0. Then there exists t ∈ I such that
z ∈ ft(∆(0, r0)), says, z = ft(x) for some x ∈ ∆(0, r0). As r < r0 and a > 1, we
have ∆(x, a−1r) ⊂ ∆(0, 2r0). Then (5.2) implies that

ft(∆(x, a−1r)) ⊂ D(ft(x), r) ∩ ft(∆(0, 2r0)) ⊂ D(z, r).

Since |v|d = 1 and |f ′t(x)|d ≥ 1 by (5.1), |v/f ′t(x)|euc ≤ a by (5.2). Thus, we have
a holomorphic map h : ∆(0, a−2r)→ D(z, r) given by h(y) = ft

(
v

f ′t(x)
y + x

)
.

As h(0) = z and h′(0) = v, we deduce that λD(z,r)(z, v) ≤ 2a2/r. The conclusion
follows by setting c(B, d) = 2a2 and r(B, d) = r0. �

Let the notations and constants c(B, d), r(B, d) > 0 be as in Lemma 5.14 above.
For every r > 0 and every subset Ω ⊂ B, we define

D(Ω, r) = {b ∈ B : d(b,Ω) < r} ⊂ B.

Using the distance-decreasing property of the Kobayashi pseudo hyperbolic metric,
we obtain the following consequence:

Corollary 5.15. Let γ ⊂ B be a piecewise smooth closed curve. For every 0 <
r < r(B, d), we have:

lengthdD(γ,r)
(γ) ≤ c(B, d)

r
lengthd(γ).

Proof. Let γ be parametrized by a map f : [0, 1] → B. For every 0 < r <
r0(B, d), we find that:
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lengthdD(γ,r)
(γ) ≤

∫ 1

0

λD(γ,r) (f(t), f ′(t)) dt

≤
∫ 1

0

λD(f(t),r) (f(t), f ′(t)) dt (as D(f(t), r) ⊂ D(γ, r))

=

∫ 1

0

λD(f(t),r)

(
f(t),

f ′(t)

|f ′(t)|d

)
|f ′(t)|ddt

≤ c(B, d)

r

∫ 1

0

|f ′(t)|ddt (by Lemma 5.14)

=
c(B, d)

r
lengthd(γ).

�

Lemma 5.16. Let (M,d) be a compact Riemannian surface possibly with bound-
ary. Then there exist constants r0 = r0(M,d) > 0, c0 = c0(M,d) > 0 such that for
every disc D(x, r) of d-radius r ≤ r0 with x ∈M , we have:

lengthd ∂D(x, r) ≤ c0r, vold(D(x, r)) ≤ c0r
2.

Proof. By the compactness ofM , we see that the Gaussian curvature K with
respect to the metric d is bounded on M . Therefore, we can define

0 < µ := max
x∈M
|K(x)|+ 1 ∈ R.

On the other hand, the Bertrand-Diguet-Puiseux theorem (cf. [107]) tells us that
for every x ∈M :

−µ+ 1 ≤ K(x) = lim
r→0+

3

πr3
(2πr − lengthd ∂D(x, r))

= lim
r→0+

12

πr4
(πr2 − voldD(x, r)) ≤ µ− 1.

Hence, for each x ∈ M , there exists rx > 0 such that for every 0 < r ≤ rx, we
have:

2πr − µπr3

3
≤ lengthd ∂D(x, r) ≤ 2πr +

µπr3

3
, and

πr2 − µπr4

12
≤ vold(D(x, r)) ≤ πr2 +

µπr4

12
.

Consider the open covering M = ∪x∈MD(x, rx), we obtain a finite set I ⊂ M
and a finite subcovering M = ∪x∈ID(x, rx) by the compactness of M . Let r0 =
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minx∈I rx > 0 then for all x ∈M and for all 0 < r ≤ r0, we find that

lengthd ∂D(x, r) ≤ 2πr +
µπr3

3
, vold(D(x, r)) ≤ πr2 +

µπr4

12

and the conclusion follows immediately by setting c0 = π(2 + µr2
0)/3. �

6. Procedure (∗) for simple loops

Given a subset Ω of a metric space (X, d) and let r ≥ 0, we recall the nota-
tions:

V (Ω, r) = {x ∈ X : d(x,Ω) ≤ r}, D(Ω, r) = {x ∈ X : d(x,Ω) < r}.
Now let (B, d) be a compact Riemannian surface with boundary. Let γ ⊂ B \ ∂B
be simple piecewise smooth loop with base point b0 ∈ B \∂B. Denote by rad(γ, d)
the infimum of the injectivity radii in (B \ ∂B, d) at all points x ∈ γ. Since γ is
compact, it is clear that rad(γ, d) > 0. We define

L = L(B, d, γ) := min(d(γ, ∂B), rad(γ, d)) > 0.

We shall consider a > 0 small enough (depending only on γ, B, d) such that:

(P1) 4a < L(B, d, γ).

We require furthermore that a satisfies:

(P2) every point x ∈ γ admits a simply connected open neighborhood Ux in B\∂B
such that V (x, 2a) ⊂ Ux and that the restriction γ ∩Ux contains exactly one
connected branch of γ.

Lemma 5.17. There exists a > 0 depending only on γ, B, d which satisfies (P1)
and (P2).

Proof. Suppose on the contrary that for every n ≥ 5, there exists xn ∈ γ
and for all simply connected open neighborhood Un of xn in B with V (x, 2L/n) ⊂
Un ⊂ V (xn, L/2), the restriction γ∩Un has more than two connected components.
By the compactness of γ, we can suppose, up to passing to a subsequence, that
for some x ∈ γ, we have xn → x as n → ∞. Remark that since γ is piecewise
smooth, it has only a finite number of singular points. Therefore, x is either a
smooth point of γ or an isolated singular point of γ.Asγ is also compact, it can
be seen easily in either case, for example using a local chart at x, that there exists
a simply connected open neighborhood U ⊂ V (x, L/3) of x such that γ ∩ U has
exactly one connected component (cf. Remark 5.13). We can choose r > 0 small
enough such that V (x, r) ⊂ U . Then since xn → x and 2L/n→ 0, we have by the
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triangle inequality that for all n� 1:

V (xn, 2L/n) ⊂ V (x, r) ⊂ U ⊂ V (x, L/3) ⊂ V (xn, L/2).

Thus, we obtain a contradiction to the hypothesis on the xn’s for all n � 1 and
the conclusion follows. �

Let c0(B, d) > 0 be given by Lemma 5.16. We show that:

Lemma 5.18 (Procedure (∗)). Suppose that a > 0 satisfies (P1) and (P2). For
every finite subset S ⊂ B of cardinality s > 0 such that d(b0, S) = minx∈S d(b, x) >
a/s, there exists a piecewise smooth loop γ′ ⊂ B \ D(S ∪ ∂B, a/s) based at b0 of
the same homotopy class in π1(B, b0) as γ and satisfies

lengthd(γ
′) ≤ lengthd(γ) + c0(B, d)a.

b
°

b
°

Δ

Δ
γ'

γ

Vj

s

t

j

j

   τj+1

Figure 5.1. Procedure (∗) applied to γ (with ∆ = V (b0, a/s))

Proof. We can write the union of discs V (S, a/s) = ∪x∈SV (x, a/s) ⊂ B as a
disjoint union of connected components V1, · · · , Vm. Remark that the Vj’s are also
path connected. For every j ∈ {1, . . . ,m}, let nj be the number of elements of S
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in Vj then

(6.1)
∑
j

nj ≤ #S = s.

By the triangle inequality, we also find that diamd(Vj) ≤ nj2a/s ≤ s× 2a/s = 2a.

Consider the following m-step algorithm. Define γ0 := γ. Suppose that we are
given the curve γj ⊂ B where j ∈ {0, . . . ,m − 1}. Denote by sj, tj ∈ γj the first
and the last points, if they exist, on the intersection between the directed curve γj
and Vj+1. If there is no such points, we set γj+1 = γj and continue the algorithm.
Otherwise, we replace the directed part of γj between sj and tj by any directed
simple curve τj+1 lying on the boundary of Vj which connects sj and tj (cf. Figure
5.1). This is possible since Vj is path connected. Define γj+1 the resulting curve
and continue until we reach γm.

As minx∈S d(b, x) > a/s by hypothesis, b /∈ Vj for every j and thus the base point
b0 ∈ γ is not modified at any step. The boundary of each Vj is piecewise smooth
since each ∂V (x, a/s), x ∈ S, is smooth by the property of the injectivity radius
as a/s ≤ L/4 by (P1). It follows that γ1, . . . , γm are piecewise smooth loops in B
based at b0. Moreover, it is evident that for every 0 ≤ j ≤ m− 1, we have:

(6.2) lengthd(γj+1) ≤ lengthd(γj) + lengthd(τj+1).

Since V1, . . . , Vm are disjoint, a direct induction shows that sj, tj ∈ γ ∩ γj and
each of the curves τ1, . . . , τj (whenever they are defined) is either non modified or
does not appear in γj+1 at the j-th step for every 0 ≤ j ≤ m − 1. Hence, γm
contains some pairwise disjoint curves τi1 , . . . , τik and γm coincides with γ outside
the directed paths σip ⊂ γ between sip−1 and tip−1 where p = 1, . . . , k.

We claim that there exists a homotopy in B with base point b0 between γm and
γ. Let p ∈ {1, . . . , k}. Since diamd(Vip) ≤ 2a, we have τip ⊂ Vip ⊂ V (sip−1, 2a).
By Property (P2) applied to sip−1 ∈ γ, there exists a simply connected open
neighborhood Up of sip−1 in B such that V (sip−1, 2a) ⊂ Up and that γ∩Up contains
exactly one connected branch of γ. Remark that the curve τip is entirely contained
in V (sip−1, 2a) ⊂ Up with end points sip−1, tip−1 ∈ γ ∩ U . As γ ∩ Up contains
exactly one connected branch of γ and Up is simply connected, replacing σip (see
the above paragraph) by τip for every p = 1, . . . , k will not change the homotopy
class of γ. As the resulting loop is γm, the claim is proved.

Since diamV (S, a/s) ≤ s × 2a/s = 2a and 4a < d(γ, ∂B) by Property (P1), it
follows that d(γm, ∂B) > 2a. Thus by construction, d(γm, S ∪ ∂B) ≥ a/s since
s ≥ 1. To summarize, γ′ = γm is a piecewise smooth loop based at b0 homotopic
to γ and γ′ ⊂ B \D(S ∪ ∂B, a/s).
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Let c0 = c0(B, d) > 0 be given by Lemma 5.16 then we have by Lemma loc. cit.
that

(6.3) lengthd(τj) ≤
∑

x∈S∩Vj

lengthd ∂V (x, a/s) ≤ nj × c0a/s.

It follows that we have:

lengthd(γ
′) ≤ lengthd(γ) +

∑
j

lengthd(τj) (by (6.2))(6.4)

≤ lengthd(γ) +
∑
j

nj × c0a/s (by (6.3))

≤ lengthd(γ) + s× c0a/s (by (6.1))
= lengthd(γ) + c0a.

�

Remark 5.19. The hypothesis saying that γ is simple is necessary in Lemma 5.18.
For example, when we replace γ by the loop nγ (n ≥ 1) then in Inequality 6.4,
we can only obtain lengthd(γ

′) ≤ lengthd(γ) +n
∑

j lengthd(τj) and the conclusion
must read

lengthd(γ
′) ≤ lengthd(γ) + nc0(B, d)a.

Similarly, Condition (P2) on a is necessary for the proof of Lemma 5.18. For
example, when the connected component Vj intersects n ≥ 2 different connected
branches of γ, then Inequality 6.2 must also read lengthd(γj) ≤ lengthd(γj−1) +
n
∑

j lengthd(τj).

Now, let U ⊂ B \ ∂B be a simply connected open neighborhood of the base point
b0 such that the restriction γ ∩U contains exactly one connected branch of γ. Let
∆ ⊂ B \ ∂B be closed subset such that:

(a) b0 ⊂ ∆ ⊂ U ;

(b) for every x ∈ ∆, there exists a simple loop γx ⊂ B based at x such that γx
and γ coincides as paths over B \∆.

Lemma 5.20. There exists A > 0 such that for every x ∈ ∆, the constant A
satisfies (P1) and (P2) for the loop γx in the Riemannian surface (B, d).

Proof. Let Γ = γ ∪ ∆ then it is a compact subset contained in B \ ∂B.
Thus, rad(Γ, d), the infimum of the injectivity radii in (B \ ∂B, d) at all points
x ∈ Γ, is strictly positive. Moreover, d(Γ, ∂) > 0. Hence, L = L(B, d,Γ) :=
min(d(Γ, ∂B), rad(Γ, d)) > 0.

For every x ∈ ∆, we have γx ⊂ Γ by Condition (b) above and thus L(B, d, γx) ≥ L.
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Suppose on the contrary that for every n ≥ 5, there exists xn ∈ ∆, zn ∈ γx such
that for all simply connected open neighborhood Un of xn in B with V (zn, 2L/n) ⊂
Un, the restriction γx ∩ Un has more than two connected components.

By the compactness of Γ, we can suppose, up to passing to a subsequence, that
zn → z as n → ∞ for some z ∈ Γ. We distinguish two cases. First, assume
that z ∈ U . Then for n � 1, we have zn ∈ U and V (zn, 2L/n) ⊂ U . This is a
contradiction since U ⊂ B \ ∂B is simply connected by hypothesis and γx ∩U has
only one connected branch of γx by Condition (b). Assume now that z ∈ B \ U .
Then as in Lemma 5.17, we also find a contradiction since γx and γ coincides
as paths over B \ ∆ and ∆ is closed and contained in U . The conclusion thus
follows. �

7. Bound of the Riemannian lengths of certain loops with varying
base points

We continue with the following global version of Procedure (∗) described in Lemma
5.18 for simple loops with arbitrary base points. In other words, we show that the
constant a verifying Conditions (P1) and (P2) necessary to trigger Procedure (∗)
can be chosen independently of the base point.

Let (B, d) be a compact Riemannianian surface without boundary. Let V be finite
union of disjoint closed discs in B (with sufficiently smooth boundary ∂V ). Let
U = V \∂V . We regard (B0, d), where B0 = B \U , as an Riemannian surface with
boundary. Let b0 ∈ B0 and fix a base of simple generators α1, · · · , αk of π1(B0, b0)
as in Lemma 5.10. The main result of the section is the following:

Lemma 5.21. Let ε > 0. There exists constants a,H > 0 with the following
property. For every x ∈ B0 such that d(x, ∂B0) ≥ ε, there exists simple piecewise
smooth loops γ1, . . . , γk ⊂ B0 based at x representing α1, . . . , αk respectively up to
a single conjugation (cf. Definition 5.1) with:

lengthd(γi) ≤ H, for every i ∈ {1, . . . , k}.
Moreover, for every i ∈ {1, . . . , k}, a verifies (P1) and (P2) for the data (γi, B0, d).

Proof. For each b ∈ B0 with d(b, ∂B0) ≥ ε, we can choose simple piecewise
smooth loops γb,1, · · · , γb,k ⊂ B0\∂B0 based at b representing the classes α1, . . . , αk
respectively up to a single conjugation. We denote

Hb := max
1≤i≤k

(lengthd γb,i) > 0.

By Lemma 5.17, there exists ab > 0 satisfying (P1) and (P2) for the data (γb,i,
B0, d) for all i = 1, . . . , k. In particular, for each i ∈ {1, . . . , k}, b admits a simply
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connected neighborhood Ub,i ⊂ B0 \ ∂B0 such that V (b, 2ab) ⊂ Ub,i and that the
restriction γ∩Ub,i contains exactly one connected branch of γb,i (cf. Remark 5.13).

Consider a small enough closed region ∆b ⊂ V (b, ab) ⊂ B0 \ ∂B0 containing b such
that ∂∆b is a non self-intersecting smooth loop homeomorphic to a circle in V (b, ab)
and γb,i ∩∆b contains only one connected branch of γ for every i = 1, . . . , k. Let
lb := lengthd(∂∆b) > 0.

Since the set B′ = {b ∈ B0 : d(x, ∂B0) ≥ ε} is compact, there exists a finite subset
I ⊂ B′ such that B′ ⊂ ∪b∈I∆b.

Consider the following construction for every x ∈ B′ . We can choose b ∈ I such
that x ∈ ∆b. For each i ∈ {1, . . . , k}, let sb,i, tb,i ∈ γb,i ∩ ∆b be respectively the
first and the last intersections of the directed curve γb,i with the boundary ∂∆b.
Notice that sb,i 6= tb,i. Let σ be any maximal geodesic segment passing through
x and contained in ∆b. Let s, t ∈ σ ∩ ∂∆b be the two extremal points of σ such
that s and sb,i do not lie on distinct arcs delimited by tbi and t on ∂∆b (cf. Figure
5.2). The two directed geodesic segments δs from x to s and δt from t to x do
not intersect except at x. We replace the restriction γb,i ∩∆b by the union of the
directed arc Ti ⊂ ∂∆b from tb,i to t not containing sb,i, the paths δt, δs and the
directed arc Si ⊂ ∂∆b from s to sb,i not containing tb,i. Denote the resulting loop
by γx,i with base point x.

s

tt

t

b b

x
x

Δ Δ
b b

b,i tb,i
tb,it

b,i

s
b,i

s
 δ δTs
s

i

i
 S

γ

Figure 5.2. Local modification of γb,i ∩∆b

It is clear by construction that the loop γx,i is also simple and piecewise smooth.
Moreover, the restrictions of γb,i and γx,i to B0 \ ∆b coincide. As ∆b ⊂ Ub,i and
Ub,i is simply connected and contains only one branch of γb,i, the loops γb,i and γx,i
are homotopic up to a conjugation induced by the change of base points. Setting

H := max
b∈I

(Hb + lb + 2ab) > 0,
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we find that:

lengthd(γx,i) = lengthd(γx,i|B\∆b
)

+ lengthd(Ti) + lengthd(Si) + lengthd(δt) + lengthd(δs)

≤ lengthd(γb,i) + lengthd(∂∆b) + lengthd(σ)

≤ Hb + lb + 2ab (As σ ⊂ ∆b ⊂ V (b, ab))

≤ H.(7.1)

By construction, ∆b ⊂ V (b, ab) ⊂ Ub,i for every b ∈ I and i ∈ {1, . . . , k}. Therefore,
Lemma 5.20 applied to γb,i, b, Ub, and ∆b implies that there exists Ab,i > 0 such
that for every x ∈ ∆b, the constant Ab,i satisfies Properties (P1) and (P2) for the
loop γx,i in the Riemannian surface (B0, d). As I is finite, we can define:

a = min
b∈I

min
1≤i≤k

Ab,i > 0.

It is clear thatH, a > 0 are independent of x ∈ B′ and verify the desired properties.
�

8. Proof of the main result

We are now in position to prove the main Theorem D on the linear bound of
hyperbolic length of geodesics representing fixed simple homotopy classes.

Let U be finite union of disjoint closed discs in a compact Riemann surface B. Let
b1 ∈ B1 := B \ U . Fix a base of simple generators α1, . . . , αk of π1(B1, b1) as in
Lemma 5.10 (see also Remark 5.12). Let d be a Riemannian metric on B. For
every subset Ω ⊂ B and R > 0, recall the following notations:

V (Ω, R) = {x ∈ B : d(x,Ω) ≤ R}, D(Ω, R) = {x ∈ B : d(x,Ω) < R}.

We regard B0 = B1 ∪ ∂U as a compact Riemannian surface with boundary ∂U
equipped with the induced Riemannian metric also denoted d. A slightly stronger
result than Theorem D will be proved. In fact, we shall establish moreover the
existence of certain ”rings” in B1 \ S of width proportional to (#S)−1 around the
desired loops.

Theorem 5.22. Let the notations be as above. There exists A > 0 and L > 0
satisfying the following properties. For any finite subset S ⊂ B1, there exists
b ∈ B1 \S and piecewise smooth loops γi ⊂ B1 \S based at b representing αi up to
a single conjugation such that V (γi, A(#S)−1) ⊂ B1\S for i = 1, . . . , k. Moreover,

(8.1) lengthdB1\S
(γi) ≤ L(#S + 1).
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Proof of Theorem 5.22. Fix a number ε > 0 small enough so that we have
vold(Bε) > 0 where Bε = {b ∈ B0 : d(x, ∂B0) ≥ ε} ⊂ B1.

Let a,H > 0 be the constants given by Lemma 5.21 applied to the Riemannian
surface (B0, d), to ε > 0 and to the base α1, . . . , αk of π1(B0, b1) = π1(B1, b1).

Let c0 = c0(B0, d) > 0 and r0 = r0(B0, d) be the constant given in Lemma 5.16
applied to (B0, d). Let c = c(B, d) > 0 and r = r(B, d) > 0 be given in Lemma
5.14 applied to (B, d). Define:

(8.2) A :=
1

2
min

a, r, r0,

√
vold(Bε)

4c0

 > 0, L := c

(
H

A
+ c0

)
> 0.

We claim that L satisfies the conclusion of Theorem D. Indeed, let S ⊂ B0 be a
finite subset of cardinality s ≥ 1. We find that:

vold V (S, 2A/s) ≤
∑
x∈S

vold(V (x, 2A/s)) (as V (S, 2A/s) = ∪x∈SV (x, 2A/s))

≤ s× c0 × (2A/s)2 = 4c0A
2/s (by Lemma 5.16 and 2A/s ≤ r0 by (8.2))

≤ 4c0A
2 ≤ vold(Bε)

4
< vold(Bε). (since s ≥ 1 and by (8.2))

It follows that there exists b ∈ Bε ⊂ B1 such that b ∩ V (S, 2a/s) = ∅, i.e.,
d(b, S) ≥ 2a/s. Therefore, Lemma 5.21 implies that there exists simple piecewise
smooth loops σ1, . . . , σk ⊂ B1 based at b representing α1, . . . , αk respectively up
to a single conjugation with:

(8.3) lengthd(σi) ≤ H, for every i ∈ {1, . . . , k}.
Moreover, as 0 < A < a by (8.2), we also have by Lemma 5.21 that A verifies (P1)
and (P2) for the data (σi, B0, d) for every i ∈ {1, . . . , k}.
Since d(b, S) = minx∈S d(b, x) ≥ 2a/s > A/s, we can thus apply Lemma 5.18 to the
loops σ1, . . . , σk to obtain piecewise smooth loops γ1, . . . , γk ⊂ B0\V (S∪∂B0, A/s)
based at b of the same homotopy classes as σ1, . . . , σk in π1(B0, b1) and satisfy:

(8.4) lengthd(γi) ≤ lengthd(σi) + c0A, i = 1, . . . , k.

In particular, for every i ∈ {1, . . . , k}, we have V (γi, A/s) ⊂ B1 \ S. It follows
from the distance-decreasing property of the hyperbolic metric that:
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lengthdB1\S
(γi) ≤ lengthdV (γi,A/s)

(γi) (as D(γi, A/s) ⊂ B1 \ S)

≤ c(B, d)

A/s
lengthd(γi) (by Corollary 5.15 and A/s ≤ A < r by (8.2))

≤ cs

A
(lengthd(σi) + c0A) (by (8.4))

≤ cs

A
(H + c0A) (by (8.3))

= Ls ≤ L(#S + 1). (by definition of L in (8.2))

The conclusion follows since by construction, the loops γ1, . . . , γk ⊂ B1\S represent
the homotopy classes α1, . . . , αk respectively by a (single) conjugation. �

A slight modification of the above proof also allows us to conclude Theorem 5.2]
as follows.

Proof of Theorem 5.2. Let the notations be as above. For a given p ∈ N∗,
we set R = A/(4p) and consider the constant A′ = A/4 < A < a which which still
satisfies the conclusion of Lemma 5.21. Then R and the constant 4L > 0 defined
in the above proof (cf. (8.2)) will verify the conclusion of Theorem 5.2. Indeed,
for every p discs Z in B each of d-radius R, the only two modifications needed in
the above proof are the following. First, by the same volume argument, we can
find b ∈ Bε ⊂ B1 such that b ∩ (V (S, 2a/s) ∪ Z) = ∅. The second change lies in
the use of Lemma 5.18 in the last step: we apply the procedure (∗) described in
the proof of Lemma 5.18 for the decomposition into connected components of the
closed set V (S,A′/s) ∪ Z instead of the set V (S,A′/s). �

The following remark suggests that in our machinery of hyperbolic-homotopic
height, the hyperbolic part given in Theorem D cannot be better than a linear
function in #S, at least when using strictly the presented method in this chapter.
Therefore, modifications are needed to obtain a better bound. This is an ongoing
project where our goal is to obtain in Theorem D an optimal bound which as close
as possible to a linear function in (#S)1/2.

Remark 5.23. Let the notions be as in the proof of Theorem D. Suppose that we
want to construct a loop γ′ ⊂ B1\V (S, a/sp) for some real number p > 0 and some
a > 0 small enough such that γ′ is homotopic to γ and then control its hyperbolic
length in B1 \ S. The total volume of V (S, a/sp) is of order s/s2p = s1−2p in s.
Then we must require that p ≥ 1/2 since otherwise, Lemma 5.16 implies that
V (S, a/sp) will eventually cover all the surface B for s large enough and for S in
general position and thus no such loop γ′ can exist. Then the the procedure (∗)
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in Lemma 5.18, if applicable, tells us that we can deform γ in the region near S
into another loop γ′ ⊂ B1 \ V (S, a/sp) satisfying:

lengthd(γ
′) ≤ H + s× ca/sp = H + cas1−p.

Therefore,

lengthdB1\S
(γ′) ≤ lengthdB1\V (S,a/sp)

(γ′) ≤ lengthdV (γ,a/sp)
(γ′)

≤ c(a/sp)−1(H + c0as
1−p) = (c/a)(Hsp + c0as)

which is at least linear in s = #S for every p ≥ 1/2 as claimed. 5.14 and Lemma
5.18.

9. Another proof for the weak form of the main result

In this section, we shall give another proof of the following weak form of Theorem
D:

Lemma 5.24. Let s ∈ N. Let B be a compact Riemann surface. Let U ⊂ B
be a finite disjoint union of closed discs. Let b0 ∈ B0 = B \ U be contained in
a small open disc U0 ⊂ B0. Let α1, . . . , αm ∈ π1(B0, b0) be a set of generators.
There exists δ > 0 such that for any subset S ⊂ B0 \ U0 of cardinality at most
s, there exists loops γ1, . . . , γm ⊂ B0 \ S representing α1, . . . , αm respectively with
lengthdB0\S

(γi) < δ for every i = 1, . . . ,m.

This second proof is longer but might be applied to more general situations, e.g.,
to higher dimensional spaces. The main tool is the following semi-upper continuity
property of hyperbolic metrics in families.

Theorem 5.25 (Wright). Let X be a complete hyperbolic manifold with infini-
tesimal Kobayashi metric FX . Let S ⊂ CN be an analytic variety containing 0.
Suppose that Φ = {ϕ(s) : s ∈ S} ⊂ End(T |X|) is a smooth family of integrable
almost complex structures on the underlying differentiable manifold |X|. Assume
that ϕ(0) coincides with the complex structure of X. Let Xs denote the induced
complex manifold structure on X given by ϕ(s). Let x ∈ X and ε > 0. Then there
exist a neighborhood U ⊂ X of x and a number δ > 0 such that for all s ∈ S with
|s| < δ and (y, ξ) ∈ TX|U , we have

FXs(y, ϕ(s)(ξ)) ≤ FX(y, ξ) + ε||ξ||,
where || · || is defined with respect to a Hermitian metric on X or can be taken to
be the norm induced by an coordinate chart of U .

Proof. See [116, Proposition 2]. Remark that in the loc.cit paper, the
Cartan-Maurer equation ∂φ − [φ, φ]/2 = 0 is used as an equivalent definition
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of the integrability of a deformation of an almost complex structure φ = Id−ϕ (cf.
Lemma [55, 6.1.2]). �

Here, an almost complex structure J on a 2n-dimensional smooth differential man-
ifoldM is a real vector bundle endomorphism J : TM → TM satisfying J2 = − Id.
We have:

Lemma 5.26. Let M,N be differentiable manifolds. Let J be an almost com-
plex structures on N . Assume that f : M → N is a C∞-diffeomorphism of real
manifolds with tangent maps f∗ : TM → TN . Then the almost complex structure
f−1
∗ Jf∗ on M is integrable if and only if J is integrable.

Proof. This is a standard application of Newlander-Nirenberg Theorem. �

We recall two more standard tools in differential geometry:

Theorem 5.27 (Global smooth Urysohn lemma). Let V ⊂ M be an open subset
of a smooth manifold and let Z ⊂ V be a subset that is closed in M . There is a
smooth C∞-function f : M → R such that f |Z ≡ 1, supp(f) ⊂ V and 0 ≤ f ≤ 1.

Proof. See [22, Corollary 3.5.5, Theorem 2.6.1]. �

Theorem 5.28 (Global flows). Let M be a smooth differential manifold. Let
V ∈ X (M) be a smooth vector field with compact support, i.e., suppV := {x ∈
M : V (x) 6= 0} is contained in a compact subset of M . Then there exists a unique
smooth map Ψ: M × R→M satisfying for all (x, t) ∈M × R:

∂tΨ = V ◦Ψ, Ψ(x, 0) = x.

Moreover, the maps (Ψt)t∈R form a one-parameter group of diffeomorphisms of M .

Proof. This is a standard result, see any reference on differential manifolds.
�

We can now begin with an auxiliary construction.

Lemma 5.29. Let X be a complex manifold and let z1, . . . , zk ∈ X be distinct
points. For every i = 1, . . . , k, let Ui ( Vi be small open balls in X containing zi
such that the Vi’s are disjoint. Then over S := U1×· · ·×Uk, there exists a smooth
family Ψ of C∞- diffeomorphisms Ψs : X → X verifying for all s = (s1, . . . , sk) ∈ S:
(i) Ψs|X\V1∪···∪Vk = Id;

(ii) Ψs(si) = zi for every i = 1, . . . , k;

(iii) Ψ(z1,...,zk) = IdX .
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Moreover, Ψ induces a smooth family {ϕ(s) : s ∈ S} of complex structures on the
manifold X0 := X \ {z1, . . . , zk} given by:

ϕ(s) = ((Ψs)∗|TXs)Js((Ψs)
−1
∗ |TX0),

where Js ∈ End(TXs) is the natural complex structure on the complex manifold
Xs ⊂ X and (Ψs)∗ : TX → TX denotes the induced tangent map.

Proof. Let n = dimCX and denote Z :=
∐k

i=1 Ui ⊂ V :=
∐k

i=1 Vi ⊂ X,
where the closures U i’s are taken in the analytic topology. By Urysohn’s lemma
(Theorem 5.27), there exists a smooth C∞-function ρ : X → R such that ρ|Z ≡ 1
and supp ρ ⊂ V . Let Wi ⊂ X be a slightly larger open balls centered at zi
containing Vi for every i = 1, . . . , k. For each s = (s1, . . . , sk) ∈ S, let Ws be the
smooth constant vector field of the differentiable manifold W :=

∐k
i=1Wi ⊂ X

with
(Ws)x = (z1 − s1, . . . , zk − sk) ∈ Cnk ' TR2nk

for every x ∈ W . Here and after, by fixing the diffeomorphisms, we regard S ⊂ V ⊂
W as relatively compact submanifolds of R2nk endowed with the usual coordinates.
Consider the following vector fields V ∈ X (S ×X) defined by

S ×X 3 (s, x) 7→ V(s,x) = (0, ρ(x)Ŵs) ∈ TsS × TxX = T(s,x)(S ×X),

where Ŵs is the extension by 0 of Ws in X. Since ρ is smooth on X supported
in V ⊂ W and W is a smooth vector field on W , it follows immediately that V
is a smooth vector field on S × X. Moreover, V is supported in S × V which is
relatively compact. Therefore, Theorem 5.28 implies that there exists a unique
C∞-smooth map Ψ: S ×X × R→ S ×X satisfying

∂tΨ = V ◦Ψ, Ψ(s, x, 0) = (s, x),

for every (s, x, t) ∈ S ×X × R. Denote z0 = (z1, . . . , zk). As ρ|Z ≡ 1, S ⊂ Z and
V = (0, z0 − s) on S × Z, we deduce that

Ψ(s, z, t) = (s, z + t(z0 − s)),
for all (s, z, t) ∈ S × Z × R such that z + t(z0 − s) ∈ Z by the (local) uniqueness
of Ψ. In particular, Ψ(s, s, 1) = (s, z0) for every s ∈ S. Hence by Theorem 5.28,
{Ψs = Ψ(s, ·, 1) : X → X, s ∈ S} is a smooth family of C∞-diffeomorphisms of
X verifying Properties (i), (ii) and (iii). For each s ∈ S, the integrable almost
complex structure Js is nothing but the restriction J̃ |TXs where J̃ ∈ End(TX) is
the natural complex structure of the complex manifold X. Therefore,

ϕ(s) = ((Ψs)∗|TXs)Js((Ψs)
−1
∗ |TX0) =

(
(Ψs)∗J̃(Ψs)

−1
∗

) ∣∣∣
TX0

.
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The last statement then follows immediately from Lemma 5.26 and the smoothness
of the families {Ψs}s∈S, {Ψ−1

s }s∈S induced by Ψ. For the smoothness of {Ψ−1
s }s∈S,

remark that Ψ−1
s (·) = Ψ(s, ·,−1) for s ∈ S as {Ψ(·, ·, t)}t∈R forms a one-parameter

group of diffeomorphisms of S ×X by Theorem 5.28. �

Lemma 5.30. Let k ≥ 1 be an integer. Let X be a complete hyperbolic complex
manifold and let γ ⊂ X be a piecewise smooth compact connected curve. Let
z1, . . . , zk ∈ X \ γ and let (xi,n)n≥1 → zi be converging sequences for i = 1, . . . , k
(with respect to a Riemannian metric on X). Then we have:

lim sup
n→∞

lengthdX\{x1,n,...,xk,n}
(γ) ≤ lengthdX\{z1,...,zk}

(γ).

Proof. Since z1, . . . , zk ∈ X \ γ, we can choose disjoint small open discs
Vi’s centered at zi’s respectively and all disjoint from γ. Let Ui ⊂ Vi be smaller
nonempty open balls for each i which are also centered at zi for all i’s. Let S :=
U1× · · ·×Uk be regarded as a pyolyballs submanifold of Ck dimCX (centered at the
origin). By Lemma 5.29, we can choose a smooth family Ψ of C∞- diffeomorphisms
Ψs : X → X where s = (s1, . . . , sk) ∈ S such that Ψs are identities outside of
V = V1 ∪ · · · ∪ Vk and Ψs sends si to zi for all i’s. From these maps Ψs, we obtain
also by Lemma 5.29 a smooth family {ϕ(s) : s ∈ S} of complex structures on
X0 := X \ {z1, . . . , zk} induced by the natural complex structures of the manifolds
Xs := X \ {s1, . . . , sk}. Remark that since X is complete hyperbolic, X0 ⊂ X
is also a complete hyperbolic manifold. Let σ : [0, 1] → X be a piecewise smooth
parametrization of γ. Since σ is piecewise smooth and [0, 1] is compact, C :=
supt∈[0,1] ||σ̇(t)|| is finite where || · || denotes a fixed Hermitian metric on X.

Let ε > 0. Since the Ψs’s are identities on X \ V1 ∪ · · · ∪ Vk which contains γ,
Theorem 5.25 implies that for each t ∈ [0, 1], there exist a neighborhoodWt ⊂ [0, 1]
of t and a number δt > 0 such that

FXs(σ(w), σ̇s(w)) ≤ FX0(σ(w), σ̇(w)) + ε||σ̇(w)|| ≤ FX0(σ(w), σ̇(w)) + Cε,

for all w ∈ Wt and all s ∈ S with |s| ≤ δt. The last inequality follows from the
definition of the constant C. Since ∪t∈[0,1]Wt forms an open covering of [0, 1], there
exists a finite subcorveringWt1 ∪· · ·∪Wtm = [0, 1] for some 0 ≤ t1 ≤ · · · ≤ tm ≤ 1.
We define δ = min(δt1 , . . . , δtm) > 0 then it follows that for every w ∈ [0, 1] and
s ∈ S with |s| ≤ δ, we have:

FXs(σ(w), σ̇(w)) ≤ FX0(σ(w), σ̇(w)) + Cε.

Since (x1,n, . . . , xk,n)n≥1 converges to (z1, . . . , zk), we deduce that:
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lim sup
n→∞

lengthdX\{x1,n,...,xk,n}
(γ) = lim sup

n→∞

∫
[0,1]

FX\{x1,n,...,xk,n}(σ(t), σ̇(t))dt

≤ lim sup
n→∞

∫
[0,1]

(FX0(σ(t), σ̇(t)) + Cε) dt

= lengthdX0
(γ) + Cε.

Since ε > 0 is arbitrary, we can conclude the proof of the lemma. �

Second proof of Lemma 5.7/5.24. Suppose the contrary, then for each in-
teger n > 0, there exists a finite subset Sn ⊂ B0 \U0 of cardinality at most s such
that for any loops γ1, . . . , γk ⊂ B0 \ Sn representing the classes α1, . . . , αm ∈
π1(B0, b0), we have

lengthdB0\Sn
(γi) ≥ n

for some i ∈ {1, . . . , k}. Since we can regard (Sn)n≥1 as a sequence of elements of
the compact complete metric space (B\U0)s, there exists a convergent subsequence
which we will denote also (by abuse of notation) by (Sn)n≥1. The metric on (B\U0)s

is defined to be induced from a Riemannian metric. Let S∗ = {x1, . . . , xt} ⊂ B\U0

be the set of limit points of (Sn)n where t ≤ s. Since b ∈ U0, we can choose a set
of piecewise smooth loops γ∗1 , . . . , γ∗m ⊂ B0 \ S∗ representing α1, . . . , αm. Clearly,
as S∗ is finite, this can be done by slightly deform any given set of loops based at
b0 in B0 representing the αi’s to avoid S∗ if necessary. We set

δ = max
1≤i≤m

lengthdB0\S∗
(γ∗i ) + 1.

Remark that since (Sn)n converges to the points of S∗, we have γ1, . . . , γm ⊂ B0\Sn
for all n ≥ N1 for some N1 ∈ N. By Lemma 5.30, we deduce that there exists an
integer N2 ≥ N1 such that for all n ≥ N2, we have

max
1≤i≤m

(
lengthdB0\Sn

(γ∗i )− lengthdB0\S∗
(γ∗i )

)
< 1/2.

In particular, it follows from our constructions that n ≤ max1≤i≤m lengthdB0\Sn
(γ∗i ) <

δ for all n ≥ N2, which is clearly a contradiction. �







CHAPTER 6

Hyperbolic and homotopy method for integral points

1. Introduction

Notations. Let B be a compact Riemann surface of function field K = C(B)
of genus g equipped with a Riemannian metric d. Let A/K be an abelian variety.
Let D ⊂ A be an effective ample divisor of A not containing any translate of
nonzero abelian subvarieties. Let D be its Zariski closure in a model f : A → B
of A. Let T ⊂ B be the finite subset containing the points b ∈ B such that Ab is
not smooth.

The main results of this chapter are the following:

Theorem F. Let W ⊃ T be any finite union of disjoint closed discs in B such
that distinct points of T are contained in distinct discs. Let B0 = B \W . There
exists m > 0 such that:

(∗) For Is (s ∈ N) the union of (S,D)-integral points over all subsets S ⊂ B such
that # (S ∩B0) ≤ s, we have:

(1.1) #
(
Is mod TrK/C(A)(C)

)
< m(s+ 1)2 dimA. rankπ1(B0), for all s ∈ N.

As a consequence, we obtain a generic emptiness of integral points on abelian
varieties over function fields. More precisely, let the notations be as in Theorem
F, we have:

Corollary B. Assume TrK/C(A) = 0 and D horizontally strictly nef, i.e., D·C > 0
for all curves C ⊂ A not contained in a fibre.

(i) for each s ∈ N, there exists a finite subset E ⊂ B such that for any S ⊂ B\E
with #(S ∩B0) ≤ s, the set of (S,D)-integral points is empty. Moreover, we
can choose E such that

#E ∩B0 ≤ sm(s+ 1)2 dimA. rankπ1(B0);

(ii) for each s ∈ N, there exists a Zariski proper closed subset ∆ ⊂ B(s) such
that for any S ⊂ B of cardinality s whose image [S] ∈ B(s) \∆, there is no
(S,D)-integral points.

95
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For every subset R ⊂ A(K) \D, we define the intersection locus:

(1.2) I(R,D) := ∪P∈Rf(σP (B) ∩ D) ⊂ B.

We obtain the following interesting information on the intersection locus I(R,D):

Theorem G. Assume that TrK/C(A) = 0 and that R is infinite. We have:

(a) I(R,D) is countably infinite but it is not analytically closed in B;

(b) I(R,D) has uncountably many limit points I(R,D)∞ in B;

(c) I(R,D)∞ is not contained in any union W ⊃ T of disjoint closed discs in B
such that distinct points of T are contained in distinct discs.

The main idea for the proof our results is a combination of a homotopy reduc-
tion step due to Parshin to the study of morphisms between certain fundamental
groups (cf. Proposition 6.4), and the following hyperbolic result of Chapter 5
which is of independent interest (cf. Definition 5.1 for the meaning of “a single
conjugation”):

Theorem D. Let U ⊂ B be finite union of disjoint closed discs and let b0 ∈
B0 := B \U . Fix a base of simple generators α1, . . . , αk of π1(B0, b0). There exists
L > 0 such that for any finite subset S ⊂ B0, there exists b ∈ B0 \S and piecewise
smooth loops γ1, . . . , γk ⊂ B0 \ S based at b representing respectively α1, . . . , αk up
to a single conjugation and:

lengthdB0\S
(γi) ≤ L(#S + 1).

The bridge connecting the above two blocks to prove Theorem F is given by the
Fundamental Lemma of the geometry of groups, which we formulated in Proposi-
tion 6.20 and in Lemma 6.21 (cf. Appendix 7). The latter can be regarded in our
approach as an analogous counting tool of the Counting Lemma of Lenstra (cf.
Lemma 2.24) frequently used in the classical height theory.

We remark here that using Theorem 5.2, the proof of Theorem F can be easily
modified to obtain the following stronger statement allowing furthermore the in-
tersection of integral sections with D over some bounded moving discs in B0:

Theorem 6.1. Let W ⊃ T be any finite union of disjoint closed discs in B such
that distinct points of T are contained in distinct discs. Let B0 = B \ W . Let
p ∈ N. There exists m > 0 and r > 0 such that:

(∗) For Ips (s ∈ N) the union of (S,D)-integral points over all subsets S ⊂ B such
that # (S ∩ (B0 \ Z)) ≤ s where Z is any union of p discs of d-radius r in B:

(1.3) #
(
Ips mod TrK/C(A)(C)

)
< m(s+ 1)2 dimA. rankπ1(B0), for all s ∈ N.
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As an application, we obtain the following generalization of Corollary 1.30 pre-
sented in Chapter 1. The proof is similar to that of Corollary 1.30 but we use
Theorem 6.1 instead of Theorem F.

Corollary 6.2. Let W ⊃ T be any finite union of disjoint closed discs in B such
that distinct points of T are contained in distinct discs. Let B0 = B \ W . Let
p, s ∈ N. There exists r > 0 and M = M(A,D, B0, p, s) ∈ R+ such that for every
section σ : B → A with #f(σ(B0 \Z)∩D) ≤ s where Z is any union of p discs of
d-radius r in B, we have:

(1.4) degB σ
∗D < M.

2. The homotopy reduction step of Parshin

The key step in the approach of Parshin in his proof of Theorem 1.18 is the
following homotopy reduction Proposition 6.3 which is stated without proof in
[87]. From this, we obtain Proposition 6.4 to reduce the problem of finiteness
of integral points to a finiteness problem of certain bounded morphisms between
certain fundamental groups.

Proposition 6.3 (Parshin). Let W ⊃ T be any finite union of disjoint closed discs
in B such that distinct points of T are contained in distinct discs. Let B0 = B\W .
Let b0 ∈ B0 := B \W and denote Γ = H1(Ab0 ,Z), G = π1(B \ U, b0). Assume
A[n] ⊂ A(K) for some integer n ≥ 2. Then we have a natural commutative
diagram of homomorphisms:

(2.1)
A(K)/nA(K) H1(Ĝ, A[n])

A(K) H1(G,Γ) H1(G,A[n]).

δ

'

α β

It is worth giving a detailed proof of Proposition 6.3 in Section 8 which contains
explicit descriptions of the maps α, β and δ. A concise proof is also given below
in Section 2.1. Before that, we first indicate below how Proposition 6.3 allows
us to reduce the problem to the finiteness of certain morphisms between certain
fundamental groups. Since AB0 → B0 is a proper submersion, it is a fibre bundle
by Ehresmann’s fibration theorem (cf. [30]). Thus, we have an exact sequence
of fundamental groups induced by the fibre bundle Ab0 → AB0 → B0 of K(π, 1)-
spaces, where we denote Ab0 = Ab0 :

(2.2) 0→ π1(Ab0 , w0) = H1(Ab0 ,Z)→ π1(AB0 , w0)
ρ=f∗−−−→ π1(B0, b0)→ 0.
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To fix the notations, w0 is chosen here and in the rest of the thesis to be the zero
point of Ab0 , which also lies on the zero section of AB0 . Moreover, suppose that
we fix a collection {lw0w} consisting of bounded length and smooth directed paths
contained in Ab0 going from w0 to w ∈ Ab0 . Then there is a natural way to define
a homotopy section iσ of (2.2) in its conjugacy class induced by a section σ of
A|B0 → B0 by using the paths lw0w (cf. (8.3) in Appendix 8).

Proposition 6.4. Let the notations be as in Proposition 6.3. Then there exists
a constant N0 > 0 such that every section class i of the exact sequence (2.2) is
induced by at most N0 rational points P ∈ A(K) modulo the trace TrK/CA(C).

Proof. (cf. [87, Proposition 2.1]) Let P,Q ∈ A(K) and assume that the con-
jugacy classes of iP and iQ of the exact sequence (2.2) are equal. Up to making a
finite base change B′ → B étale outside of T , we can suppose without loss of gen-
erality that A[n] ⊂ A(K) for some integer n ≥ 2 (this asumption is only necessary
in Proposition 6.3). It follows that α(P ) = α(Q). Since α is a homomorphism,
we deduce that α(P − Q) = 0. Proposition 6.3 then implies that δ(P − Q) = 0
and that P − Q ∈ nA(K). Thus, we have P − Q = nR for some R ∈ A(K).
Observe that nα(R) = α(nR) = α(P − Q) = 0 in the torsion free abelian group
H1(G,H1(Ab0 ,Z)). We deduce that α(R) = 0 since n 6= 0. Therefore, by induc-
tion, the same argument shows that P − Q ∈ nkA(K) for every k ∈ N. Since
Ω := A(K)/TrK/C(A)(C) is a finitely generated abelian group by the Lang-Néron
theorem (cf. [61]), we must have P −Q mod TrK/C(A)(C) ∈ Ωtors because n ≥ 2.
As the latter set is finite, the conclusion follows by setting N0 = #Ωtors. �

Remark 6.5. It may be useful to recall the strategy for Theorem F here. Using
Proposition 6.4, we only need to give a quantitative bound on the number of pos-
sible conjugacy classes of homotopy sections induced by integral sections in the set
Is defined in Theorem F. For this, it suffices to show that each such conjugacy class
admits a representative π1(B0, b0) → π1(AB0 , w0) whose images of the generators
α1, . . . , αk belong to certain finite subset of π1(AB0 , w0) of controlled cardinality.

2.1. A conceptual proof of Proposition 6.3. Let A0 be the restriction of
A over B0. Let L (= NσO(B0)/A0) be the complex Lie algebra of A0, viewed as
the vector bundle over B0. Identifying the kernel Γ of the “relative” exponential
map L → A0 with (R1f∗Z)∨, we obtain a canonical short exact sequence of locally
constant analytic sheaves over B0:

(2.3) 0→ (R1f∗Z)∨ → L → Aan0 → 0.

When the trace of A is zero, we obtain a map Aan0 (B0)→ H1(B0, (R
1f∗Z)∨) whose

restriction to the set of rational sections A(K) ⊂ A0(B0) is injective and this is
already good enough for the proof of Proposition 6.4.
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In general, consider the multiplication-by-n B0-morphism [n] : A0 → A0. The
induced map [n] : L → L on L is an isomorphism with inverse [n−1] : L → L given
by the multiplication by n−1. Notice that we assume A0[n] ⊂ A(K) ⊂ A(B0).
The map [n] and the sequence (2.3) induce the following commutative diagram in
the analytic category:

(2.4)

0

0 0 A0[n]

0 (R1f∗Z)∨ L A0 0

0 (R1f∗Z)∨ L A0 0

Q 0 0

0

n ' n

By the snake lemma, A0[n] ' Q. Let S ⊃ T be the centres of the discs in W
and let KS be the maximal Galois extension of K unramified outside of S. Then
Gal(KS/K) ' Ĝ where G = π1(B0, b0). Notice also the natural isomorphism
H1(Ĝ, A[n]) ' H1(G,A[n]) induced by the injection G → Ĝ (cf. [98, I.2.6.b]).
The Kummer exact sequence 0 → A[n] → A(K̄)

n−→ A(K̄) → 0 gives rise to an
exact sequence of Galois cohomology (thus of algebraic nature)

(2.5) A(K)
n−→ A(K)→ H1(Ĝ, A[n])

It is well-known that the category of local systems on a Eilenberg-MacLaneK(π, 1)-
space X (i.e., πi(X) = 0 for all i > 0) is equivalent to the category of π-modules.
As A0 and B0 are K(π, 1)-spaces, there are canonical isomorphisms

(2.6) H1(B0, (R
1f∗Z)∨) ' H1(G,Γ), H1(B0,A0[n]) ' H1(G,A[n]),

where Γ = H1(Ab0 ,Z) ' (R1f∗Z)∨b0 . Here, the group G acts naturally on Γ by mon-
odromy (cf. The description of α in Appendix 8) and acts trivially on A[n].
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Combining (2.5) with the cohomology long exact sequences induced by Diagram
(2.4), we obtain a natural commutative diagram:

(2.7)

A(K) A0(B0) H1(B0, (R
1f∗Z)∨)

A(K) A0(B0) H1(B0, (R
1f∗Z)∨)

H1(Ĝ, A[n]) H1(B0,A0[n]) H1(B0, Q)

n n n

' '

By decomposing the first column into A(K)/nA(K) ↪→ H1(Ĝ, A[n]) and using the
isomorphisms in (2.6), we obtain as claimed the commutative diagram (2.1).

The detailed descriptions of the involved homomorphisms α, β, δ and the mon-
odromy action of G are given in Appendix 8.

3. Some geometry of surfaces and hyperbolic manifolds

In the proof of Theorem F, we shall need the following general auxiliary lemma to
control the geometry of a countable closed subset.

Lemma 6.6. Let R be a closed countable subset of a compact Riemann surface B
with boundary equipped with a Riemannian metric ρ. Let T ⊂ B be a finite subset.
Then for every ε > 0, R ∪ T is contained in a finite union Z of disjoint closed
discs each of radius at most ε such that volρ Z ≤ ε and such that any two distinct
points in T are contained in distinct discs.

Proof. Write T = {t1, . . . , tp}. Since the set R ∪ T is countable, it can be
written as a sequence R ∪ T = (xn)n≥1 such that x1 = t1, . . . , xp = tp. Let
δ = (ε/c)1/2 > 0 where c� 1 is some large constant to be chosen latter.

We define by recurrence a (possibly finite) sequence (yn)n≥1 ⊂ R such that each
yn is contained in a small closed disc Vn of B of radius rn < δ/2n. For n = 1, let
y1 = x1 = t1 and let D ⊂ B be the closed disc of radius δ/2 centered at y1. Since
R is countable and ]0, δ/2[ is uncountable, there exists clearly a smaller closed
disc V1 ⊂ D of radius r1 ∈]0, δ/2[ also centered at x1 such that ∂V1 ∩ R = ∅
and that V1 ∩ T = ∅. Similarly, we can find successively for i = 2, . . . , p a closed
disc Vi of radius ri ∈]0, δ/2i[ such that ti ∈ Vi, ∂Vi ∩ R = Vi ∩ T = ∅ and that
Vi ∩ (V1 ∪ · · · ∪ Vi−1) = ∅.

Now for n = k+1 > p, letm ≥ 1 be the smallest integer such that xm /∈ V1∪· · ·∪Vk.
Define yk+1 = xm and let Vk+1 ⊂ B be a closed disc of radius rk+1 ∈]0, δ/2k+1[
centered at yk+1 such that ∂Vk+1 ∩R = ∅ and Vk+1 ∩ (V1 ∪ · · · ∪Vk) = ∅. Observe
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again that such Vk+1 exists since R is countable. By construction, it is clear that
R ∪ T ⊂ ∪n≥1(Vn \ ∂Vn). As R ∪ T ⊂ B is closed and B is compact, R ∪ T is
compact. Hence, R∪ T is contained in some finite union Z of disjoint closed discs
Z = Vn1 ∪ · · · ∪ Vnq . It is immediate that {1, . . . ,m} ⊂ {n1, . . . , nq} since ti ∈ Vi
but ti /∈ Vj for all i ∈ {1, . . . , p} and j 6= i. In other words, any two distinct points
in T are contained in different discs of Z.

By compactness of B, there exists a constant c0 > 0 such that for every small
enough r > 0, we have for every point b ∈ B (cf. Lemma 5.16):

volρD(b, r) ≤ c0r
2,

where D(b, r) ⊂ B be the closed disc centered at b and of radius r. Therefore, we
find for all c� c0 that :

volZ ≤
∑
n≥1

volVn < c0

∑
n≥1

(δ/2n)2 < c0
ε

c

∑
n≥1

4−n < ε.

�

We recall below some fundamental properties of the pseudo Kobayashi hyperbolic
metric (cf. Definition 2.38) and of hyperbolic manifolds due to Green. A complex
space X is said to be Brody hyperbolic if there are no nonconstant holomorphic
maps C→ X.

Theorem 6.7 (Green). Let X be a relatively compact open subset of a complex
manifold M . Let D ⊂ X be a closed complex subspace. Denote by X̄, D̄ the
closures of X and D in M . Assume that D̄ and X̄ \ D̄ are Brody hyperbolic. Then
X \D is hyperbolic and we have an estimation

dX\D ≥ ρ|X\D
for some Hermitian metric ρ on M . In particular, if M is compact and λ is any
Riemannian metric on |M | then there exists c > 0 such that

dX\D ≥ cλ|X\D.

Proof. See [43, Theorem 3] for the proof. �

Theorem 6.8 (Green). Let X ⊂ A be a complex subspace and let D be a hyper-
surface of a complex torus A. The following hold:
(i) X is hyperbolic if and only if X does not contain any translate of a nonzero

complex subtorus of A;
(ii) if D does not contain any translate of nonzero subtori of T then A \ D is

complete hyperbolic.

Proof. See [43, Theorems 1-2]. �
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Thanks to the distance-decreasing property of the pseudo-Kobayashi hyperbolic
metric, we have the following important property of sections.

Lemma 6.9. Let f : X → Y be a holomorphic map between complex spaces. Sup-
pose that σ : Y → X is a holomorphic section. Then σ(Y ) is a totally geodesic
subspace of X, i.e., for all x, y ∈ Y , we have:

dY (x, y) = dX(σ(x), σ(y)).

Proof. The lemma is a direct consequence of distance-decreasing property of
the pseudo-Kobayashi hyperbolic metric (cf. [60, Proposition 3.1.6]):

dY (x, y) = dY (f(σ(x)), f(σ(y))) ≤ dX(σ(x), σ(y)) ≤ dY (x, y).

�

4. Proof of Theorem F

Recall the statement of Theorem F. Let B be a compact Riemann surface equipped
with a Riemannian metric d. Let A/K be an abelian variety of dimension n. Let
D ⊂ A be an effective ample divisor of A not containing any translate of nonzero
abelian subvarieties. Let D be its Zariski closure in a model f : A → B of A.

Theorem F. Let W ⊃ T be any finite union of disjoint closed discs in B such
that distinct points of T are contained in distinct discs. Let B0 = B \W . There
exists m > 0 such that:

(*) For Is (s ∈ N) the union of (S,D)-integral points of A over all subsets S ⊂ B
such that # (S ∩B0) ≤ s, we have:

(4.1) #
(
Is mod TrK/CA(C)

)
< m(s+ 1)2n. rank(π1(B0)), for all s ∈ N.

Proof of Theorem F. We can clearly suppose that W contains exactly t =
#T disjoint closed discs (Wt)t∈T centered at the points of T . Define

(4.2) ε =
1

3
min (rad(B, d),min{d(Wu,Wt) : u, t ∈ T, u 6= t})

where d(Wu,Wt) denotes the d-distance between Wu and Wt and rad(B, d) > 0
denotes the injectivity radius of B. Since the discs Wt’s are disjoint and closed,
ε > 0.

Consider the non-hyperbolic locus (which is simply a subset of T when A → B is
a family of elliptic curves)

(4.3) V := {b ∈ B : Db is not hyperbolic}.
Then V is an analytic closed subset of B since hyperbolicity is an analytic open
property on the base in a proper holomorphic family (cf. [11]). Observe that
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V ⊂ Z(A,D) by Theorem 6.8 where Z(A,D) is defined in Lemma 2.49. Since
DK = D does not contain any translate of nonzero abelian subvarieties of A, it
follows that Z(A,D) and thus V are at most countable by Lemma 2.49. We can
thus apply Lemma 6.6 to obtain a finite union Zε of disjoint closed discs of d-radius
at most ε and such that V ⊂ Zε. Then it follows from the definition of ε in (4.2)
that we can enlarge the discs Wt’s into larger disjoint closed discs W ′

t ’s such that
B′0 := B \ (∪t∈TW ′

t) ⊂ B0 is a deformation retract of B0 and Zε ⊂ ∪t∈TW ′
t . In

particular, π1(B′0) = π1(B0). Clearly, it suffices to prove the theorem for B′0 ⊂ B0.
Hence, up to replacing B0 by B′0, we can suppose that V ⊂ W .

B0 is an unbordered hyperbolic Riemann surface. Let α1, . . . , αk be a fixed system
of simple generators of the fundamental group π1(B0, b0) for some b0 ∈ B0 (cf.
Lemma 5.10). Notice that k = rank(π1(B0)).

Fix a Hermitian metric ρ on A. Let P ∈ Is, i.e., P ∈ X(K) such that P is an
(S,D)-integral point for some S ⊂ B with # (S ∩B0) ≤ s.

By Theorem D (cf. Chapter 5), there exists b ∈ B0 and a system of simple
loops γ1, . . . , γk based at b representing respectively the classes α1, . . . , αk up to a
single conjugation by using a fixed collection of chosen paths (cb0,b)b∈B0 in B0 (cf.
Definition 5.1) such that γj ⊂ B0 \ S and that

(4.4) lengthdB0\S
(γj) ≤ L(s+ 1)

for some constant L > 0 independent of s, S, b and P .

By Theorem 6.8 and by our reduction to the case V ⊂ W , the varieties Db and
Ab \Db are hyperbolic for every b ∈ B0. Since we can always suppose that there is
at least one closed disc (of strictly positive radius) in the unionW , B0 is hyperbolic
as well. Let h : C → (A \ D)|B0 be a holomorphic map. The holomorphic map
f ◦ h : C → B0 must be constant since B0 is hyperbolic. Thus, h factors through
Ab \ Db for some b ∈ B0. Since b ∈ B0, b /∈ V by the definition of B0. Thus, by
the definition of V (cf. (4.3)), Theorem 6.8 implies that Ab \ Db is hyperbolic. It
follows that h is constant. Therefore, up to enlarging slightly furthermore W if
necessary, we see that the analytic closure of (A\D)|B0 in A is Brody hyperbolic.
Similarly, the analytic closure D|B0 is also Brody hyperbolic. Hence, Theorem 6.7
implies that there exists c > 0 such that d(A\D)|B0

≥ cρ|(A\D)|B0
.

Now, let σP : B → A be the corresponding section of the rational point P . Notice
that for every j ∈ {1, . . . , k}, we have by the definition of (S,D)-integral points
that:

σP (γj) ⊂ σP (B0 \ S) ⊂ (A \ D)|B0\S.
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It follows that for every j ∈ {1, . . . , k}:
lengthρ(σP (γj)) ≤ c−1 lengthd(A\D)|B0

(σP (γj))

≤ c−1 lengthd(A\D)|B0\S
(σP (γj)) (as (A \ D)|B0\S ⊂ (A \ D)|B0)

= c−1 lengthdB0\S
(γj) (by Lemma 6.9 )

≤ c−1L(s+ 1) (by (4.4))(4.5)

Let σO be the zero section of A → B. Denote w0 = σO(b0) ∈ Ab0 := Ab0 ⊂ A.
Recall the following short exact sequence associated to the locally trivial fibration
AB0 → B0 (cf. (2.2) after Proposition 6.3):

(4.6) 0→ π1(Ab0 , w0)→ π1(AB0 , w0)→ π1(B0, b0)→ 0

The zero section of A induces a section iO : π1(B0, b0)→ π1(AB0 , w0) of (4.6) which
in turn induces a semi-direct product π1(AB0 , w0) = π1(Ab0 , w0) oϕ π1(B0, b0).
Here, π1(B0, b0) acts on π1(Ab0 , w0) by conjugation (see The description of α in
Appendix 8), which is also the monodromy action and is denoted by:

(4.7) ϕ : π1(B0, b0)→ Aut(π1(Ab0 , w0)), α 7→ ϕα.

Let δ0 be the diameter of the analytic closure of AB0 in A with respect to the
metric ρ. Let {(cb0b)b∈B0} be the collection of smooth directed paths of bounded
d-length going from b0 to every point b ∈ B0. Then by the compactness of the
closure of AB0 , the ρ-lengths of the induced collection of directed smooth paths
{σO(cb0b)} are also uniformly bounded, let’s say by a constant δ′0.

We deduce from (4.5) that the conjugacy class of the section iP of (4.6) associated
to σP admits a representative (also denoted ip) which sends the basis (αj)1≤j≤k
to some homotopy classes in π1(AB0 , w0) which admit representative loops of ρ-
lengths bounded by

(4.8) H(s) := c−1L(s+ 1) + 2(δ0 + δ′0).

The term 2(δ0 + δ′0) corresponds to the upper bound for the conjugation induced
by the change of base points of the loops σP (γi)’s from σP (b) to w0 = σO(b0) using
a short path living in the fibre Ab of ρ-length bounded by δ0 which goes from
σP (b) to σO(b) and the other path σO(cb0b) whose ρ-length is bounded by δ′0 by
construction. Notice that one cannot simply use the path σP (cb0b) (and another
path from σP (b0) to w0) since we have no control on its ρ-length.

Via the semi-direct product π1(AB0 , w0) = π1(Ab0 , w0) oϕ π1(B0, b0), we can write
iP (αj) = (βj, αj) where βj ∈ π1(Ab0 , w0) for every j ∈ {1, . . . , k}.
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As already remarked above, we can replace B0 by B0 ∪ ∂B0 without loss of gen-
erality. Thus, (AB0 , ρ) can be regarded as a compact Riemannian manifold with
boundary. Let π : Ã0 → AB0 , u : R2n → Ab0 , and v : ∆ → B0 be the universal
covering maps. We have Ã0 ' R2n × ∆ and a commutative diagram where the
composition of the top row is π:

Ã0 ' R2n ×∆ Ab0 ×∆ AB0

∆ B0.

u×Id

pr2 fB0

v

The right-most square is the pullback of the fibre bundle AB0 → B0 over the
contractible open unit disc ∆ (in the category of differential manifolds).

Fix a point w̃ = (x̃0, ỹ0) ∈ R2n ×∆ in the fibre π−1(w0) above w0 ∈ AB0 . Denote
x0 = u(x̃0) = w0 ∈ Ab0 and y0 = v(ỹ0) = b0.

Let j ∈ {1, . . . , k}. We claim that the deck transformation iP (αj)w0 = (βj, αj)w0 ∈
R2n ×∆ is then simply given by the couple of deck transformations

(ϕαj(βj)x0, αjy0) ∈ R2n ×∆

(cf. the monodromy action ϕ in (4.7)) with respect to the chosen points w̃ ∈
π−1(w0), x̃0 ∈ u−1(x0) and ỹ0 ∈ v−1(y0) in the universal covers. Indeed, let
γ : [0, 1] → AB0 the path representing (βj, αj). Let γ̃ : [0, 1] → R2n × ∆ be the
lifting of γ such that γ̃(0) = (x̃0, ỹ0) = w̃. Define γ′ = (u×Id)◦ γ̃ : [0, 1]→ Ab0×∆.
Then γ′ is the lifting of γ such that γ′(0) = (w0, ỹ0). Note that αj is represented
by fB0 ◦ γ : [0, 1] → B0. By the definition of the monodromy action ϕ (via the
Homotopy Lifting Property [111, page 45]), the homotopy class of γ′ in π1(Ab0 , w0)
under the projection Ab0 ×∆→ Ab0 is exactly ϕαj(βj). The claim thus follows.

The metric ρ onAB0 pullbacks to a geodesic Riemannian metric ρ̃ on R2n×∆ ' Ã0.
The metric ρ̃ induces in turn a geodesic Riemannian metric dj = ρ̃|R2n×{αjy0} on
R2n×{αjy0} for every j = 1, . . . , k. Then u : R2n → Ab0 makes Ab0 into a compact
geodesic Riemann manifold with the induced metric dj for every j = 1, . . . , k. By
construction and by (4.8), we find that:

dj(ϕαj(βj)x0, x̃0) ≤ ρ̃((βj, αj)w0, w̃) ≤ H(s).

Therefore, as π1(Ab0 , w0) ' Z2n is an abelian group of finite rank, Lemma 6.21.(i)
and Proposition 6.20 imply that for every j = 1, . . . , k, there exists a constant
mj > 1 independent of s such that there are at most mj(H(s) + 1)2n possibilities
for ϕαj(βj) and thus for iP (αj) = (βj, αj) as well.

Let m0 = (max1≤j≤kmj)
k > 1. Then the number of (conjugacy classes of) sections

iP of (4.6), where P is an (S,D)-integral point, is at most m0(H(s) + 1)2nk. We
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can therefore conclude from Proposition 6.4 that:

#
(
Is mod TrK/C(A)(C)

)
≤ m(s+ 1)2nk, for all s ≥ 0

where m = tAm0(c−1L+ c−1 + 2δ0)2nk and tA = #(A(K)/TrK/C(A)(C))tors. �

Remark 6.10. Let the notations be as in the above proof. Using Lemma 5.24,
we can give another proof for certain weaker finiteness parts of Theorem F under
the additional assumption that the sets S are taken outside a certain open subset
U0 ⊂ B containing the point b0 ⊂ B0. In fact, instead of obtaining a bound
lengthρ(σP (γj)) ≤ c−1(Ls+ 1) which is linear in s as in the above proof, we obtain
a weaker bound but sufficient for the finiteness:

lengthρ(σP (γj)) ≤ c−1 lengthd(A\D)|B0

(σP (γj))

≤ c−1 lengthd(A\D)|B0\S
(σP (γj)) (as (A \ D)|B0\S ⊂ (A \ D)|B0)

= c−1 lengthdB0\S
(γj) (by Lemma 6.9)

≤ c−1δ (by Lemma 5.24)

where the constant δ > 0 is given in Lemma 5.24. The rest of the proof goes
verbatim as in the above proof and we obtain again the finiteness of the set Is
modulo the trace of AK .

5. Proof of Corollary B

We can now give the proof of the following consequence of Theorem F whose
statement is slightly stronger than the one mentioned in Introduction.

Corollary B. Keep the notations in Theorem F. Assume that TrK/C(A) = 0 and
D is horizontally strictly nef, i.e., D · C > 0 for all curves C ⊂ A not contained
in a fibre. The following hold:

(i) for each s ∈ N, there exists a finite subset E ⊂ B such that for any S ⊂ B\E
with #(S ∩B0) ≤ s, the set of (S,D)-integral points is empty. Moreover, we
can choose E such that

#E ∩B0 ≤ ms(s+ 1)2 dimA. rankπ1(B0).

(ii) for each s ∈ N, there exists a Zariski proper closed subset ∆ ⊂ B(s) such that
for any S ⊂ B of cardinality s and whose image [S] ∈ B(s) \∆, there is no
(S,D)-integral points of A → B.

Proof of Corollary B.(i). The hypothesis TrK/C(A) = 0 and Theorem F
imply that the union of all (S,D)-integral points of A, where S ⊂ B with #S∩B0 ≤
s, is finite. Let P1, . . . , Pq ∈ A(K) be all such integral points where q ≤ m(s+ 1)r
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for some m = m(A, B0) > 0 given in Theorem F and r = 2 dimA. rankπ1(B0). By
the definition of (S,D)-integral points, for each i = 1, . . . , q, we have f(σPi(B) ∩
D)∩B0 = Si for some finite subset Si ⊂ B0 of cardinality at most s. In particular,
for every i = 1, . . . , q, we have σPi(B) 6⊂ D so that σPi ∩ D is finite as σPi is
algebraic. Hence, we can define the finite intersection loci in B by

E := ∪qi=1f(σPi(B) ∩ D) ( B.

Moreover, we have:

#E ∩B0 = # ∪qi=1 Si ≤ qs ≤ m(s+ 1)rs.

We claim that E verifies the point (i). Indeed, let S ⊂ B \ E be any subset such
that #S ∩ B0 ≤ s and suppose on the contrary that P ∈ A(K) is an (S,D)-
integral point. Then P = Pj for some 1 ≤ j ≤ q by the definition of the Pi’s.
Hence, f(σP (B) ∩ D) ⊂ E. But P is (S,D)-integral so that f(σP (B) ∩ D) ⊂ S.
As S ∩ E = ∅, we deduce that f(σP (B) ∩ D) = ∅ and thus degB σ

∗
PD = 0. This

is a contradiction since D is strictly nef by hypothesis. We conclude the proof of
Corollary B.(i). �

Proof of Corollary B.(ii). Let E and r be given in Corollary B.(i). Let
∆ ⊂ B(s), where B(s) = Bs/Ss is the s-th symmetric product, be the image of the
(s−1)-dimensional closed subset E×Bs−1 ⊂ Bs under the quotient map p : Bs →
B(s). Since p is a finite morphism of algebraic schemes, ∆ is an (s−1)-dimensional
algebraic closed subset of B(s)

0 . Now let [S] ∈ B(s) \∆ and let S = supp[S] ⊂ B.
Hence #S ≤ s and it follows from the construction of ∆ that S∩E = ∅. We claim
that non of the Pi’s is an (S,D)-integral point. Indeed, if Pi is (S,D)-integral then
σPi(B)∩D is non empty since D is strictly nef by hypothesis. On the other hand,
f(σPi(B) ∩ D) ⊂ S ∩ E = ∅ by the definition of E. We arrive at a contradiction
and the claim is proved. The proof of Corollary B is thus completed. �

Remark 6.11. In fact, we also have a quantitative statement for Corollary B.(ii).
Let B(s)

0 = Bs
0/Ss be the s-th symmetric product of B0. Then B(s)

0 ⊂ B(s). Let
E0 = E ∩ B0 ⊂ B. Let ∆0 = ∆ ∩ B(s)

0 then ∆0 the union of #E0 ≤ ms(s + 1)r

closed subspaces E0 × Bs−1
0 ⊂ Bs

0. ∆0 is an (s − 1)-dimensional algebraic closed
subspace of B(s)

0 . Now let [S0] ∈ B
(s)
0 \ ∆0 and let S0 = supp[S0] ⊂ B0. Then

#S0 ≤ s and it follows from the construction of ∆0 that S0 ∩ E0 = ∅. For every
P ∈ A(K), σP (B) ∩ D is non empty since D horizontally strictly nef. We deduce
as above that non of the Pi’s is an (S0,D)-integral point by the definition of E.
By the definition of the Pi’s, it follows that there is no (S0,D)-integral points
whenever [S0] ∈ B(s)

0 \∆0.
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6. Proof of Theorem G

Proof of Theorem G. By the Lang-Néron theorem, A(K) is a finitely gen-
erated abelian group. In particular, the subset R ⊂ A(K) is at most countable.
On the other hand, for every P ∈ R, the set σP (B) ∩ D is finite since P /∈ D. It
follows that the set I(R,D) is at most countable.

Let V := {b ∈ B : Db is not hyperbolic} ⊂ B. Then V is an analytically closed
subset of B (cf. [11]) which is at most countable by Lemma 2.49 since V ⊂ Z(A,D)
by Theorem 6.8 where Z(A,D) is defined in Lemma 2.49.

For (a), we suppose on the contrary that I(R,D) is analytically closed in B. It
follows that V ∪ I(R,D) is analytically closed and countable in B. We fix an
arbitrary finite disjoint union W of closed discs centered at the points of T (points
of bad reduction of the family). Then the same argument at the beginning of
the proof of Theorem F implies that we can enlarge the discs in W to contain
V ∪I(R,D) so that they are still closed, disjoint and contain points of T separately.
Theorem F applied for B0 = B\W tells us that A(K) and thus R ⊂ A(K) contains
only finitely many (W,D)-integral points, since TrK/C(A) = 0. On the other hand,
since I(R,D) ⊂ W , every P ∈ R is an (U,D)-integral point. It follows that R must
be a finite subset, which is a contradiction to the assumption that R is infinite.
Hence, I(R,D) is not analytically closed in B and in particular, it must be infinite.
The proof of (a) is thus completed. Observe that the same argument proves also
the property (c).

Since the set of limit points of any subset is closed, it is clear that I(R,D)∞ is closed
in the analytic topology. For (b), suppose also on the contrary that I(R,D)∞ is
countable. Then (a) implies that the closure

I(R,D) = I(R,D) ∪ I(R,D)∞

is a countable and analytically closed subset of B. Therefore, the same argument
as above shows that R is a finite subset of A(K) which is again a contradiction.
This proves (b) and the proof is completed. �

7. Appendix: Geometry of the fundamental groups

In this section, we collect standard results on the geometry of the fundamental
groups which are necessary for the proof of Theorem F. For the convenience of
future works, we decided to give the main statements Proposition 6.20 and Lemma
6.21 which are slightly more general than what we shall actually need.

We first recall the following notion of quasi-isometry introduced by Gromov:
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Definition 6.12 (Gromov). Let X, Y be metric spaces. Let L,A > 0. We say
that a map f : X → Y (not necessarily continuous) is (L,A)-quasi-isometry if:

(1) (equivalence) 1
L
d(x, y)−A ≤ d(f(x), f(y)) ≤ Ld(x, y)+A, for all x, y ∈ X;

(2) (quasi-surjective) there exists R > 0 such that for every point y ∈ Y , we
have f(X) ∩B(y,R) 6= ∅.

Proposition 6.13. Let X, Y be metric spaces. Suppose that X is quasi-isometric
to Y . Then Y is also quasi isometric to X. Moreover, being ”quasi-isometric to”
is an equivalence relation.

Proof. By hypothesis, there exists an (L,A)-quasi-isometry f : X → Y for
some L,A > 0. Hence, by definition, there exists R > 0 such that f(X)∩B(y,R) 6=
∅ for every y ∈ Y . We can clearly assume also that

R > max {A(1− L)/2L,A(L− 1)/2} .
We will construct a quasi-isometry h : Y → X as follows. For every y ∈ Y , choose
any x ∈ X such that f(x) ∈ B(y,R), and define h(y) = x. Such x exists by
the above remark so that h is well-defined. We claim that h is an (L,A + 2R)-
quasi-isometry. Indeed, let y1, y2 ∈ Y and x1 = h(y1), x2 = h(y2) then we have
d(f(x1), y1) < R and d(f(x2), y2) < R. Thus, by the (L,A)-equivalence property
of f and the triangle inequality on (Y, d), we find:

d(h(y1), h(y2)) = d(x1, x2) ≤ L(d(f(x1), f(x2)) + A)

≤ L(d(f(x1), y1) + d(y1, y2) + d(y2, f(x2)) + A)

≤ Ld(y1, y2) + (A+ 2R),

and similarly,

d(y1, y2) = d(f(x1), f(x2)) ≤ Ld(x1, x2) + A

≤ Ld(h(y1), h(y2)) + A

< L(d(h(y1), h(y2)) + A+ 2R)

so that we obtain the (L,A+ 2R)-equivalence of h:
1

L
d(y1, y2)− (A+ 2R) ≤ d(h(y1), h(y2)) ≤ Ld(y1, y2) + A+ 2R.

For the quasi-surjectivity, observe that for every x ∈ X and y = f(x) ∈ Y , we
have by the the definition of h that d(f(h(y)), y) < R. It follows that

d(x, h(y)) ≤ Ld(f(x), f(h(y))) + LA = Ld(y, f(h(y))) + LA ≤ LR + LA

and therefore h(Y )∩B(x, LR+LA) 6= ∅ for every x ∈ X. Other properties of an
equivalence relation can be easily checked. The proof is completed. �
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We recall also the notion of the word metric of a finitely generated group.

Definition 6.14. Let G be a finitely generated group and let S be a

finite generating subset. The function dS : G×G→ N given by

(g, h) 7→
{

0 if g = h
min{n : g−1h = s1 · · · sn for some s1, . . . sn ∈ S ∪ S−1} otherwise

defines a metric on G called the word metric associated to the generating set S.

The following sufficient conditions of quasi-isometry is due to Milnor and Svarc.
It is sometimes called the Fundamental Lemma of Geometric Group Theory.

Theorem 6.15 (Milnor-Svarc). Let (X, d) be a geodesic metric space and G a
finitely generated group acting on X by isometries, i.e., d(gx, gy) = d(x, y). Let
x0 ∈ X and suppose also that:

(1) The action is cobounded: there exists R > 0 such that the translates of
the ball B(x0, R) cover X, i.e.,

X = ∪g∈G(gB(x0, R)) = ∪g∈GB(gx0, R);

(2) The action is metrically proper: for any r > 0, the following set is finite:

{g ∈ G : B(x0, r) ∩ gB(x0, r) 6= ∅}.

Then G is finitely generated and the map p : G → X defined by p(g) = gx0 is a
quasi-isometry where G is equipped with an arbitrary word metric associated to a

finite system of generators.

Proof. See [10, Proposition I.8.19]. �

Lemma 6.16. Every finitely generated group G has at most exponential growth,
i.e., for every finite generating subset S ⊂ G, there exists a constant N > 1 such
that for every R > 0, we have

(7.1) #B((G, dS), R) ≤ NR.

Proof. We will show that every N ≥ 2s + 1 satisfies the inequality (7.1),
where s = #S is the cardinality of S. Moreover, the equality holds only if G is a
free group of finite rank. Indeed, observe that we have by definition of the word
metric dS that for every R > 0,

B((G, dS), R) ⊂


bRc∏
j=1

sj : sj ∈ S ∪ S−1 ∪ {1G}

 ,
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where bRc denotes the largest integer smaller than or equal to R. It follows that

#B((G, dS), R) ≤ #


bRc∏
j=1

sj : sj ∈ S ∪ S−1 ∪ {1G}


≤ (#S + #S−1 + 1)bRc

≤ (2s+ 1)R

and the lemma is proved by taking N = 2s+1. Remark finally that if the equality
#B((G, dS), R) ≤ (2s+ 1)R is to hold for every R > 0 then we must have

B((G, dS), R) =


bRc∏
j=1

sj : sj ∈ S ∪ S−1 ∪ {1G}

 .

In particular, there does not exist any relation between the elements in the gener-
ating set S. Therefore, G must be a free group of finite rank. �

We mention here the celebrated theorem of Gromov classifying all groups of poly-
nomial growth.

Theorem 6.17 (Gromov). Let (G, 1G) be a finitely generated group. Fix a finite
generating system S ⊂ G and consider the corresponding word metric dS. Let
n(L) be the number of elements g ∈ G such that dS(g, 1G) ≤ L. Then there exist
a, r > 0 such that:

n(L) ≤ a(L+ 1)r for all L > 0

if and only if G is virtually nilpotent, i.e., G admits a finite index subgroup H
which is nilpotent, i.e., Hm = 0 for some m ≥ 0 where Hk+1 := [Hk, H], H0 = H.

Proof. See [44, Main Theorem]. �

We recall without proof the following standard theorem.

Theorem 6.18. LetM be a compact (Hausdorff) space which admits a finite cover
by open simply connected sets, and which is locally path connected (i.e., there is
a base for the topology consisting of path connected sets). Then π1(M) is finitely
generated. In particular, this holds for all compact semi-locally simply connected
spaces and thus for all compact Riemann manifold with or without boundary.

Definition 6.19 (Equivalence of growth functions). Two increasing functions
f, g : R+ → R+ are said to have the same order of growth if there exist constants
a, c > 0 such that for all r > 0, we have:

f(r) ≤ cg(ar), and g(r) ≤ cf(ar).
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In particular, if f, g have the same order of growth, then f is bounded from above
(resp. from below) by a polynomial of degree m if and only if so is g.

The main statement of the section is the following.

Proposition 6.20. Let (M,d) be a connected compact Riemann manifold with or
without boundary. Let π : M̃ → M be the universal cover of M . Then for any
point x0 ∈ M not lying on the boundary, the map p : π1(M,x0) → π−1(x0) given
by g 7→ gx0 is a bijective quasi-isometry. In particular, the growths of π1(M,x0)
are the same whether calculated with respect to the induced geometric norm by d
on π−1(x0) or with respect to the algebraic word norm associated to an arbitrary
finite system of generators of π1(M,x0).

Proof. First observe that π1(M) is a finitely generated group by Theorem
6.18. Since M is a connected compact Riemann manifold with boundary, it is also
a geodesic metric space. Fix a point x̃0 ∈ π−1(x0). Theorem 6.15 implies immedi-
ately that the action (the deck transformation) of the fundamental group π1(M,x0)
on the universal cover M̃ induces a quasi-isometry between (π1(M,x0), dword) and
(M̃, d̃), say an (L,A)-quasi-isometry. Here dword denotes the word metric of the
group π1(M,x0) associated to some finite generating set and d̃ denotes the induced
metric of d on M̃ . Since the action of π1(M,x0) commutes with the projection
π : M̃ → M , we deduce from the above paragraph that the same quasi-isometry
g 7→ gx0 gives us a bijective (L,A)-quasi-isometry between (π1(M,x0), dword) and
the fibre π−1(x0) equipped with the induced metric d̃|π−1(x0):

L−1dword(g, h)− A ≤ d̃|π−1(x0)(gx0, hx0) ≤ Ldword(g, h) + A

for every g, h ∈ π1(M,x0). Let D > 0, it follows from the above estimations and
the bijection g 7→ gx0 between π1(M,x0) and π−1(x0) that:

#B(π1(M,x0), L−1D + A) ≤ #B((π−1(x0), x̃0), D) ≤ #B(π1(M,x0), LD + LA).

Here, B(π1(M,x0), r) denotes the ball of dword-radius r in π1(M,x0) centered at
0. Similarly, B((π−1(x0), x̃0), r) denotes the ball of d̃|π−1(x0)-radius r in π−1(x0)
centered at x̃0. Since LD+A and LD + LA are fixed linear functions in D, the
growths of π−1(x0) and of π1(M,x0) are clearly of the same order. �

An important application of Proposition 6.20 is the following lemma which can be
seen as the hyperbolic-homotopy analogue of Lenstra’s Counting Lemma 2.24:

Lemma 6.21. Let (M,d) be a connected compact Riemannian manifold with (pos-
sibly empty) boundary. Let x0 ∈M . For every L > 0, define n(L) to be the number
of homotopy classes in π1(M,x0) which admit some representative loops of length
at most L with respect to the metric d. The following hold:
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(i) if π1(M) is virtually nilpotent, then there exists a, r > 0 such that:

n(L) ≤ a(L+ 1)r for all L > 0.

If π1(M) is abelian, r can be chosen to be the rank of π1(M);

(ii) In general, there exists p > 0 such that:

n(L) ≤ exp(p(L+ 1)) for all L > 0.

Proof. Let π : M̃ → M be the universal cover of M and fix a point x̃0 ∈
π−1(x0). Then M̃ is naturally a connected geodesic Riemannian manifold with
metric d̃ which makes π into a local isometry. The length of loops in (M,x0) is
the same as the length of their lifts in M̃ . The metric on π−1(x0) is of geometric
nature and is induced by d̃. Hence, a loop γ in M based at x0 of length at most
L is uniquely determined by a point [γ]x0 ∈ π−1(x0) such that d̃([γ]x0, x̃0) ≤ L.

By Theorem 6.15, π1(M,x0) is quasi-isometric to the fibre π−1(x0). Hence, they
have the same order of growth (Proposition 6.20) where the metric on π−1(x0)

is induced by d̃ while the one on π1(M,x0) is the word metric with respect to a
finite system of generators (which exists since π1(M,x0) is finitely generated by
Theorem 6.18). Since the growth of π1(M,x0) is at most exponential (cf. Lemma
6.16), the point (ii) is proved. The above discussion and Theorem 6.17 of Gromov
altogether imply the point (i) except for the second statement.

If Γ = π1(M,x0) is an abelian, it is admits a finite rank r ≥ 0 (since it is finitely
generated by Theorem 6.18). Hence, Γ = Zg1⊕· · ·⊕Zgr⊕Γtors for some g1, . . . , gr ∈
Γ. Recall the word metric dS on Γ where S = {g1, . . . , gr}. It is easy to see that:

#{g ∈ Γ: dS(g, 1Γ) ≤ L} ≤ #Γtors.#

{
g =

r∑
j=1

njgj : − L ≤ nj ≤ L

}
≤ #Γtors(2L+ 1)r

The conclusion follows by Proposition 6.20. �

8. Appendix: An explicit proof of Proposition 6.3

Recall the diagram in Proposition 6.3 that we are going to describe in details:

(8.1)
A(K)/nA(K) H1(Ĝ, A[n])

A(K) H1(G,Γ) H1(G,A[n]).

δ

'

α β
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Experts are welcome to skip this section. Let’s begin with some observations:

Preliminary remarks : Let S ⊂ B be the centres of the discs in W . Note that
T ⊂ S by construction. First, remark that we have

Ĝ = GK,S := Gal(KS/K)

where Ĝ is the profinite completion ofG andKS/K is the maximal Galois extension
of K which is unramified outside of S. The equality is well-known and follows from
the theory of étale fundamental group.

Second, observe that fB0 : AB0 → B0 is an abelian scheme since T ⊂ S. For every
integer m ≥ 1 and P ∈ A(K), consider the following cartesian diagram

CP,m AB0

σP (B0) AB0 B0.

×m ×m

f

The multiplication-by-m map [m] : A → B is finite flat of degree m2 dimA. Since
we are in characteristic 0, it follows that each fibre of A[m] above point in B0

is isomorphic to (Z/mZ)2 dimA. Therefore, [m] is finite étale over B0 of degree
m2 dimA. The induced morphism fCP ,m : CP,m → B0 is also finite étale over B0

since σP (B0)→ B0 is an isomorphism.

Third, since A[n] is finite and G is discrete, it follows from [98, I.2.6.b] that the
natural map H1(Ĝ, A[n]) → H1(G,A[n]) induced by the injection G → Ĝ (note
that G is residually finite) is an isomorphism.

Proof of Proposition 6.3. We begin with:

The description of δ: Since A[n] ⊂ A(K),Gal(K̄/K) and thus GK,S ⊂ Gal(K̄/K)

act trivially on A[n]. Hence, H1(GK,S, A(K)[n]) = Hom(GK,S, A(K)[n]) by the
definition of the first cohomology group. The Kummer exact sequence

0→ A[n]→ A(KS)
×n−→ A(KS)→ 0

induces a long exact sequence

0→ A[n]GK,S → A(KS)GK,S → A(KS)GK,S → H1(GK,S, A[n]).

Since A[n]GK,S = A[n] and A(KS)GK,S = A(K), we obtain in particular from the
above exact sequence the injective homomorphism δ described as follows:

δ : A(K)/nA(K)→ Hom(GK,S, A[n])

P 7→ (φP : GK,S → A[n], σ 7→ Qσ −Q)
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for any Q ∈ A(KS) such that nQ = P . Then φP is well-defined and independent of
the choice ofQ. Indeed, since A is defined overK, the map [n] is defined overK and
GK acts as identity on A(K). Note that n(Qσ−Q) = (nQ)σ−nQ = P σ−P = O so
Qσ−Q ∈ A[n]. If P = nQ = nQ′ then n(Q−Q′) = O and Q−Q′ ∈ A[n] ⊂ A(K)
so that (Q−Q′)σ = Q−Q′ and thus Qσ−Q = Q′σ−Q′ as desired. To check that
φP is a homomorphism, let σ, τ ∈ GK,S and Q ∈ A(K̄) such that nQ = P , then

φP (στ) = Qστ −Q = (Qσ)τ −Qσ +Qσ −Q
= Qτ −Q+Qσ −Q
= φP (τ) + φP (σ)

where the second equality follows from the fact that [n]Qσ = ([n]Q)σ = P σ = P ∈
A(K) and the well-defined property of φP . Similarly, we verify easily that δ is a
homomorphism.

The description of α: recall that from the fibre bundle Ab0 → AB0 → B0 (recall
that b0 ∈ B0 is fixed in the statement of Proposition 6.3), we have an exact
sequence of fundamental groups

(8.2) 0→ π1(Ab0 , w0) = H1(Ab0 ,Z)→ π1(AB0 , w0)
ρ=f∗−−−→ π1(B0, b0)→ 0.

The right exactness is due to the existence of the zero section while the left ex-
actness is because π2(B0) = 0 as B0 admits a simply connected universal cover
(the complex disc). Since Ab0 is path connected, we can fix a collection of smooth
(geodesic) paths lw0,w : [0, 1]→ Ab0 such that lw0,w(0) = w0 and lw0,w(1) = w. Now,
each section (analytic or algebraic) σP : B0 → AB0 induces “naturally” a section
iP : π1(B0, b0) → π1(AB0 , w0) of (8.2) as follows. Take any loop γ of B0 based at
b0, we define the section iP by the formula:

(8.3) iP ([γ]) = [l−1
w0,σP (b0) ◦ σP (γ) ◦ lw0,σP (b0)] ∈ π1(AB0 , w0).

As a convention, we shall hereafter concatenate oriented paths as above, as oppose
to the usual composition of homotopy classes, so the multiplication order reverses.
As iP , iO are sections of ρ, the difference iP − iO satisfies

ρ(iP − iO) = ρ(iP )− ρ(iO) = 0.

Therefore, we have Im(iP − iO) ⊂ Ker ρ = H1(Ab0 ,Z). Thus, we have just defined
a map iP − iO : π1(B0, b0) → H1(Ab0 ,Z). This map is well-defined modulo a
principal crossed homomorphism induced by different choices of the paths lw0,w

(these choices of paths also give rise to the conjugation class of iP ).

From the exact sequence (8.2), we claim that iP − iO is a 1-cocycle of the group
G = π1(B0, b0) with coefficients in Γ = H1(Ab0 ,Z) ' Z2 dimA where the monodromy



116 6. HYPERBOLIC AND HOMOTOPY METHOD FOR INTEGRAL POINTS

G-action is given by conjugation. Remark that in general, this map is not an
element of Hom(π1(B0, b0), H1(Ab0 ,Z)) since the action may be not trivial.

Let F := Ab0 , the action of G on Γ is described as follows. Let λ : I → F be a loop
where I = [0, 1] such that λ(0) = λ(1) = w0. Let γ : I → B0 be another loop in B0

with γ(0) = γ(1) = b0. Let γ′ = σO ◦ γ. By the exact sequence (8.2), γ′ ◦ λ ◦ γ′−1

defines an element in π1(Ab0 , w0) denoted [γ] · [λ]. It is clear that [γ] · [λ] depends
only on the homotopy classes [λ] and [γ] (with base points). Thus we obtain the
action of G on Γ by conjugation.

Writing the group laws of fundamental groups multiplicatively, we have:

(iP − iO)([γ1][γ2]) = iP [γ1]iP [γ2]iO[γ2]−1iO[γ1]−1

= (iP [γ1])([γ′1]−1)[γ′1]))(iP [γ2])[γ′2]−1)[γ′1]−1

= (iP [γ1][γ′1]−1)[γ′1](iP [γ2][γ′2]−1)[γ′1]−1

= ((iP − iO)[γ1])([γ1] · (iP − iO)[γ2]).

Therefore, iP − iO is a 1-cocycle of G as claimed. Notice that H1(G,Γ) is an
abelian group since Γ is abelian. We claim that the induced natural map

(8.4) α : A(K)→ H1(G,Γ), P 7→ iP − iO,
is a homomorphism, i.e., we must show that α(P + Q) = α(P ) + α(Q) for all
P,Q ∈ A(K). This is due to the fact that H1(F ) is compatible with the group
law of F . More precisely, since f : AB0 → B0 is an abelian scheme over B0, the
translation by σP induces a B0-automorphism of AB0 which is trivial on H1(F ):
let γ : I → F and a ∈ F then [a + γ] = [γ] ∈ H1(F,Z) as they are homologous
under the map

I × I → F, (x, y) 7→ γ(x) + ya.

In particular, for all [γ] ∈ π1(B0, b0), we have the following equalities in H1(F,Z):

(iP+Q − iP )[γ] = σP ((iQ − iO)[γ]) = (iQ − iO)[γ].

It follows that iP+Q − iP = iQ − iO and hence α(P +Q) = α(P ) + α(Q).

The description of β: Since F is a complex abelian variety, we can write F = V/Γ

where V ' CdimA and Γ = H1(F,Z) = π1(F ) ⊂ V . Let Z(1) = Ker(exp: C →
C∗) = 2iπZ. The map C → C∗ given by x 7→ exp(x/n) induces an isomorphism
Z(1)/nZ(1) ' µn. The dual abelian variety of F is given by F∨ = V ′/Γ′ where
V ′ = V̄ ∨ is the space of C-conjugate linear maps on V and

Γ′ = {h ∈ V ′ : h(λ̄) ∈ Z(1), ∀λ ∈ Γ}.
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We have natural maps

H1(F,Z) = Γ −→ Hom(Γ′, µn) = H1(F∨, µn)

= Hom(Γ′/nΓ′, µn) = Hom(
1

n
Γ′/Γ′, µn)

=
1

n
Γ/Γ = F [n] = A[n].

described as follows. The map Γ → Hom(Γ′, µn) = Hom(Γ′/nΓ′, µn) is given by
x 7→ (h 7→ exp(h(x)/n)). Since H0(F,Z) = 0, the Universal coefficient gives us
the natural isomorphism H1(F∨, µn) ' Hom(Γ′, µn). The division by n gives us
the identification Γ′/nΓ′ = 1

n
Γ′/Γ′. Finally, the canonical isomorphism 1

n
Γ/Γ '

Hom( 1
n
Γ′/Γ′, µn) is given by

1

n
x+ Γ 7→

(
1

n
h+ Γ′ 7→ exp(h(x̄)/n)

)
.

In other words, the homomorphism β : H1(G,Γ)→ H1(G,A[n]) is simply induced
by the homomorphism of G-modules Γ → A[n] given by x 7→ 1

n
x + Γ. The

geometric meaning of the latter map is the following. We regard x as an element
of Γ = π1(A,O). Then by the isomorphism T : π1(A,O)→ Γ defined in the proof
of Lemma 6.23, we have T (x) = x · 0 as an element in the lattice Γ ⊂ Cd. Then
1
n
x+ Γ is viewed as 1

n
T (x) + Γ ∈ 1

n
Γ/Γ = A[n].

Commutativity of the diagram: To finish the proof of Proposition 6.3, we need to
check that the diagram commutes. This is the content of Lemma 6.22 below. �

Lemma 6.22. For every P ∈ A(K) and Q ∈ A(KS) such that nQ = P , and every
τ ∈ G, we have

iP (τ)− iO(τ) = n(Qτ −Q) mod nH1(F,Z).

Proof. Recall that fCP,n : CP,n → B0 is a finite étale cover of B0. Choose
a point R ∈ CP,n ∩ Ab0 and a representative loop L : [0, 1] → B0 of τ . Denote
by Rτ the image of R under the deck transformation action of τ on CP,n. Then
Qτ − Q ∈ A[n] can be identified with Rτ − R ∈ Ab0 [n]. Let P0 = σP (b0) ∈ Ab0
then remark that nRτ = nR = P0. Observe also that the loop L lifts to a unique
path L̃ : [0, 1]→ CP,n with L̃(0) = R and L̃(1) = Rτ .

Let R̃, R̃τ ∈ CdimA be any points lying above R and Rτ under the universal cover
map CdimA → Ab0 = CdimA/Γ. Let lOR, lRRτ and lORτ be paths in Ab0 going from
Ob0 to R and Rτ respectively which are images of the linear paths l

0R̃
, l
R̃R̃τ

and
l
0R̃τ

in CdimA.

Recall the multiplication-by-n map [n] : AB0 → AB0 . By the exact sequence (8.2)
and the properties [n]R = [n]Rτ = P0, [n]L̃ = σP (L), the homotopy class of the
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loop
[n]
(
l−1
OR ◦ L̃ ◦ lOR − σO(L)

)
= [n]l−1

OR ◦ L̃ ◦ lOR − σO(L)

is clearly equal to iP (τ) − iO(τ) and belongs to π1(Ab0 , w0) = Γ. On the other
hand, since

f(l−1
OR ◦ l−1

RRτ ◦ L̃ ◦ lOR − σO(L)) = L− L = 0,

the same exact sequence (8.2) implies that l−1
OR ◦ l−1

RRτ ◦ L̃◦ lOR−σO(L) ∈ Γ. By the
commutativity of Γ, we have an equality of homotopy classes modulo the group
nΓ by applying the map [n] (cf. Lemma 6.23 below):

[n]lRRτ = [n]l−1
OR ◦ L̃ ◦ lOR − σO(L) mod nΓ.

By the invariance of homotopy by translations in the abelian variety Ab0 , it follows
that

n(R̃τ − R̃) = [n]lRRτ = [n]
(
l−1
OR ◦ L̃ ◦ lOR − σO(L)

)
= iP (τ)− iO(τ) mod nΓ.

We can thus conclude that

n(Qτ −Q) = iP (τ)− iO(τ) mod nΓ.

�

Lemma 6.23. Let A = Cd/Γ be a complex abelian variety. Let O ∈ A be the origin
and consider the deck transformation action π1(A,O)×Γ→ Γ, (g, h) 7→ g ·h ∈ Cd.
Then the action is compatible with the group law of A and for every integer n ≥ 1
and γ ∈ Γ:

([n](γ)) · 0 = (nγ) · 0 = n(γ · 0) ∈ Γ ⊂ Cd,

where [n] : A→ A is the multiplication-by-n map and 0 ∈ Cd is the origin.

Proof. The map T : π1(A,O)→ Γ given by g 7→ g.0 is clearly an isomorphism
of of abelian groups where Γ is considered as a lattice inside Cd. The inverse map
T−1 : Γ → π1(A,O) is defined as follows. Let x ∈ Γ ⊂ Cd. Consider the linear
path l0x in Cd going from 0 to x. Then the image π(l0x) is a loop based at O ∈ A.
We then associate to x the class of π(l0x) in π1(A,O).

Therefore, the second equality in the last statement follows. By using the above
description of the isomorphism T−1 and the commutative diagram:

Cd Cd

Cd/Γ Cd/Γ,

×n

π π

×n

we deduce easily that [n](γ) = nγ ∈ π1(A,O) and the first equality is proved. �







CHAPTER 7

Hyperbolic and homotopy method in the case of elliptic
curves

1. Statement of the main result

In this chapter, we shall discuss the hyperbolic and homotopy method studied
in Chapter 6 in the case of elliptic surfaces over a compact Riemann surface B.
It turns out that we can obtain in this situation a very strong property on the
finiteness of certain unions Js “twice larger” than the union Is (cf. (4.1)) consisting
of (S,D)-integral points in which both the set S and the divisor D are allowed to
vary in families. Moreover, it is shown that the growth of Js in terms of s is still
at most polynomial of degree 2 rankπ1(B0) as in Theorem F.

Recall that an effective divisor D on a fibered variety X over B is called horizontal
if the induced map D → B is dominant. Otherwise, D is said to be vertical.

We equip B with a Riemannian metric d. Our setting is as follows.

Setting (E). Fix a nonisotrivial elliptic surface f : X → B. Denote by T ⊂ B
the type of X, i.e., the finite subset above which the fibres of f are not smooth. Let
Z̃ be a smooth complex algebraic variety. Let D ⊂ X × Z̃ be an algebraic family
of relative horizontal effective Cartier divisors on X. Assume that D → B × Z̃ is
flat. Let Z ⊂ Z̃ be a compact subset with respect to the complex topology.

The main result of the chapter is the following (cf. Section 4 for the proof).

Theorem H. In Setting (E), consider any finite union of disjoint closed discs
V ⊂ B containing T such that distinct points in T are contained in different discs.
For each s ∈ N, the following union

Js := ∪z∈Z ∪S⊂B,#(S\V )≤s {(S,Dz)-integral points of XK} ⊂ XK(K)

is finite. Moreover, there exists m > 0 such that for every s ∈ N, we have:

#Js ≤ m(s+ 1)2 rankπ1(B\V ).

Remark 7.1. In fact, the exact same proof of Theorem H presented in this chapter
shows that the conclusion of Theorem H also holds when X → B is an isotrivial
elliptic surface, up to replacing #Js by #(Js mod TrK/C(XK)(C)).

119
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The proof of Theorem H is a combination of the hyperbolic-homotopic method
developed in Chapter 6 with the technical Lemma 7.5 which controls locally the
hyperbolic metric on certain smaller subsets of X \ Dz when z varies. In partic-
ular, our proof does not use the usual height theory and thus no height bound is
established.

Remark 7.2. By miracle flatness theorem (cf. [108, Lemma 00R4], [69, Theorem
23.1]), the condition requiring D → B×Z̃ flat is equivalent to the condition saying
that for every z ∈ Z̃, the divisor Dz contains no vertical components (or also by
Proposition 2.9 since B is an algebraic curve).

Theorem H can be seen as a certain generalization of the following theorem of
Hindry-Silverman (cf. [52, Theorem 0.6])) which is obtained using the Néron-Tate
height theory.

Theorem (Hindry-Silverman). In Setting (E), let (O) be the zero section in X
and r = rankX(K), there exists an explicit function c(g) > 0 such that:

#{(S, (O))-integral points of X} ≤ c(g)((#S)1/2 + 1)r.

The above result of Hindry-Silverman holds when B is defined over any alge-
braically closed field k of characteristic 0. But in the case k = C, our Theorem
H gives a much stronger finiteness result without losing the polynomial bound of
reasonable degree order (cf. Remark 1.27).

2. Generic emptiness of integral points with respect to a general
choice of divisors

In this section we shall give an application of Theorem H on generic emptiness of
integral points with respect to a general choice of divisors in an elliptic surface.
Recall that Corollary B implies the generic emptiness of (S,D)-integral points on
X for a general choice of a finite subset S ∈ B. For S ⊂ B finite and fixed, we
shall present in this section the following corollary of Theorem H which confirms
the generic emptiness of (S,D)-integral points when we vary the divisor D. We say
that a family of effective Cartier divisors R ⊂ Y × T/T , where Y, T are algebraic
varieties, is base-point-free if

∩t∈TRt = ∅.

Corollary C. Let the notations be as in Theorem H. Let S ⊂ B be a finite subset.
Assume that Z̃ is integral, D̃ is base-point-free and that Dz0 is ample for some
z0 ∈ Z. Then there exists a Zariski dense open subset V ⊂ Z̃ such that there is no
(S,Dz)-integral points for a every z ∈ V ∩ Z.
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We begin with a simple observation:

Lemma 7.3. Let X, Z̃ be algebraic integral varieties and let D̃ → X × Z̃/Z̃ be a
family of effective divisors in X. Consider the following conditions:

(a) B(D̃) = ∅ where B(D̃) := ∩z∈Z̃D̃z;
(b) Hx := {z ∈ Z̃ : x ∈ D̃z} is a proper closed subset of Z̃ for every x ∈ X;

Then we have (a) ⇐⇒ (b). Hence, a complete linear system on X is base-point-
free, i.e., satisfying Condition (a), if and only if it satisfies Condition (b).

Proof. The implication (b) =⇒ (a) is obvious since Hx = Z̃ if and only if
x ∈ B(D̃). For the converse implication, consider the projection π2 : X × Z̃ → Z̃.
Observe that for every x ∈ X, we have

Hx = π2(({x} × Z̃) ∩ D̃) = π2(D̃x).
Since B(D̃) = ∅, it follows that Hx ( Z̃ as we have remarked above. It suffices
to show that Hx is Zariski closed in Z. But this is true since D̃x → Z̃ is a closed
immersion as D̃ → X × Z̃ is. We conclude that (a) ⇐⇒ (b). The last statement
follows by considering the universal divisor parametrized by P(|L|) for any linear
system |L| on X. �

Proof of Corollary C. By Theorem H, the following union of integral
points:

JS = ∪z∈Z{(S,Dz)-integral points of X(K)} ⊂ I#S

is finite. Define the intersection locus

E = ∪P∈JSf(σP (B)) ∩ f−1(S) ⊂ X.

Then E is a finite subset since each intersection f(σP (B)) ∩ f−1(S) is finite and
since JS is finite. As D̃ is base-point-free, Lemma 7.3 implies that

H = ∪x∈E{z ∈ Z̃ : x ∈ D̃z} = ∪x∈EHx ( Z̃ (see Lemma 7.3.(b))

is a proper Zariski closed subset of Z̃. Since D̃z0 = Dz0 is ample by hypothesis,
there exists a Zariski dense open subset U ⊂ Z̃ containing z0 such that D̃z is ample
for every z ∈ U . Thus, for every z ∈ U ∩ Z, the effective divisor Dz intersects
every section σP for P ∈ E in at least one point. Therefore, if there exists an
(S,Dz)-integral point for some z ∈ U ∩ Z, Dz must intersect one of the sections
σP (B) where P ∈ JS at some point x ∈ X lying above S. Then by construction
of H, z ∈ Hx ⊂ H. We deduce that for every z ∈ (U \ H) ∩ Z, there is no
(S,D)-integral points. The conclusion follows since V = U \ H is Zariski dense
open in Z̃. �
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3. A key technical lemma

For the proof of Theorem H, we fix a Hermitian metric ρ on the smooth complex
surface X. It is clear that we can assume Z̃ integral. Define B0 := B \ V . For a
complex space Y , the symbol dY always denotes the Kobayashi hyperbolic pseudo-
metric on Y (cf. Definition 2.38).

Remark 7.4. LetM be a smooth complex manifold. Let ∆(0, R) = {z ∈ C : |z| <
R} for every R > 0. Recall that the infinitesimal Kobayashi-Royden pseudo metric
λM on M corresponding to the Kobayashi pseudo hyperbolic metric dM can be
defined as follows. For x ∈ M and every vector v ∈ TxM , λM(x, v) := inf 2/R,
where the minimum is taken over all R > 0 for which there exists a holomorphic
map f : ∆(0, R)→M such that f ′(0) = v.

The proof of Theorem H is based on the following key technical lemma of local
nature. The main idea is the following. For each z ∈ Z, the hyperbolic metric
on (X \ Dz)|B0 dominates the Hermitian metric ρ by Green’s theorem 6.7 up to a
certain strictly positive factor. When z varies in Z̃, these factors vary as well and
may a priori tend to 0. The point of Lemma 7.5 below is that for z in a small
neighborhood of Z, we can, up to restricting further (X \ Dz)|B0 over some fixed
nice complement of B0 (cf. Property (b) below), these factors are in fact bounded
below by a strictly positive constant (cf. Property (P) below).

Lemma 7.5. Let the notations be as in Theorem H. Let ε > 0. Then there exists
M > 0 such that for each zi ∈ Z̃, we have the following data:

(a) an analytic open neighborhood Ui of zi in Z̃;

(b) a disjoint union Vi ⊂ B0 consisting of ≤M closed discs each of radius ≤ ε;

(c) a constant ci > 0;

with the following property:

(P) for each z ∈ Ui, we have d(X\Dz)|(B0\Vi)
≥ ciρ|(X\Dz)|(B0\Vi)

.

We remark first a standard lemma.

Lemma 7.6. Let f : X → Y be a proper flat morphism of integral complex al-
gebraic varieties of the same dimension. Assume that Y is smooth and for some
y ∈ Y , the fibre Xy is reduced and finite. Then there exists an analytic open
neighborhood U ⊂ Y of y such that f−1(U)→ U is a finite étale cover.

Proof. Since Xy is finite and reduced and f is flat, every point x ∈ Xy is a
smooth point of f since we are in characteristic 0 (cf. [65, Lemma 3.20]). Since
Y is regular, we deduce from the open property of smooth morphisms (cf. [42,
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Definition 6.14]) that every point of Xy is a regular point of X (cf. [65, Theorem
4.3.36]). Since dimX = dimY and Y is a smooth manifold, [42, Definition 6.14]
implies that the map f is submersive at each point of the fibre Xy. Let S ⊂ X
be the set of singular points of X (i.e., where X is not locally a manifold) and let
S ′ ⊂ X be the set where f is not submersive. Since f is proper, A = f(S)∪ f(S ′)
is a closed subset of Y . Then by the proof of [50, Theorem 21, Chapter III],
X \ f−1(A) → Y \ A is an étale cover. We have seen that Xy ∩ (S ∪ S ′) = ∅.
Therefore, y /∈ A and there exists an analytic open neighborhood U ⊂ Y \ A of y
such that f−1(U)→ U is a finite étale cover. �

For ease of reading, we mention here the following key theorem of Brody:

Theorem 7.7 (Brody’s reparametrization lemma). Let M be a complex manifold
with (possibly empty) boundary. Let H be a Hermitian metric on M . Suppose that
f : ∆R → M be a holomorphic map with |df(0)|H > c for some c > 0. Then there
exists a holomorphic map g : ∆R →M satisfying the following conditions:

(a) |dg(0)|H = c;

(b) |dg(z)|H ≤ cR2

R2−|z|2 for all z ∈ ∆R;

(c) Im(g) ⊂ Im(f).

Proof. See Brody’s reparametrization lemma, page 616 in [43]. �

For the proof of Lemma 7.5, we claim first that there exists N > 0 such that
the total number of irreducible components (counted with multiplicities) of each
effective divisor Dz is at most N for every z ∈ Z̃. Indeed, let H be any ample
divisor on X then C · H ≥ 1 for every irreducible curve C ⊂ X. Remark that
the divisors Dz are all algebraic equivalent (since Z̃ is integral hence connected
by curves) thus numerically equivalent. Therefore, N := Dz · H is a constant
independent of z ∈ Z̃. By the linearity of the intersection pairing, the above two
remarks clearly show that the total number of irreducible components (counted
with multiplicities) of Dz is at most N as claimed.

For each z ∈ Z̃, notice that the effective divisor Dz contains only horizontal com-
ponents with respect to the fibration f : X → B by Remark 7.2. We denote by
(Dz)red the induced reduced scheme structure of Dz. By the adjunction formula,
we find that

p1 := pa(Dz) =
Dz(Dz +KX)

2
+ 1 ≥ 0

is a constant independent of z ∈ Z̃. Now, since the arithmetic genus of Dz are
uniformrly bounded, a version of the Riemann-Hurwitz theorem (cf. [65, Propo-
sitions 7.4.16, 7.5.4]) for the ramified cover of algebraic curves πz : (Dz)red → B
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implies that for all z ∈ Z̃:
2(p1 − 2) + 2N ≥ #{ramification points of πz}+ #{singular points of (Dz)red}.

Let Tz ⊂ B be the image in B of the union of the ramification points of πz and of
the singular points of (Dz)red. It follows that Tz is finite and we have:

(3.1) #Tz ≤M := 2(p1 − 2) + 2N, for all z ∈ Z̃.

We can now return to the proof of Lemma 7.5.

Proof of Lemma 7.5. Let us fix ε > 0 sufficiently small and zi ∈ Z̃. Clearly,
we can choose a finite disjoint union Vi of at most M (defined in (3.1)) nonempty
open discs in B0 of ρ-radius ≤ ε to cover the points of Tzi \V . Recall that Tzi ⊂ B
is the image in B of the union of the ramification points of πzi : (Dzi)red → B and
of the singular points of (Dzi)red. This gives the data Vi for (b).

Denote Yz := (X \ Dz)|B0\Vi for each z ∈ Z̃. To show the existence of Ui and ci so
that (i) is satisfied, we suppose the contrary. Hence, by the continuity of ρ on the
compact unit tangent space of X, there would exist a sequence (zn)n≥1 ⊂ Z̃ such
that zn → zi in the analytic topology and a sequence of holomorphic maps

hn : ∆Rn → Yzn

such that Rn → ∞ and |dhn(0)|ρ > 1. Here, ∆R ⊂ C denotes the open disc of
radius R in the complex plane. By Brody’s reparametrization lemma (Theorem
7.7), we obtain a sequence of holomorphic maps

gn : ∆Rn → Yzn

such that |dgn(0)|ρ = 1 and |dgn(z)|ρ ≤ R2
n/(R

2
n − |z|2) for all z ∈ ∆Rn . In

particular, |dgn(z)|ρ ≤ 4/3 for all z ∈ ∆Rn/2. It follows that the family (gn)n≥1

is equicontinuous with image inside the compact space X|B0\Vi . By the Arzela-
Ascoli theorem, we deduce, up to passing to a subsequence, that (gn)n≥1 converges
uniformly on compact subsets of C to a map g : C→ X|B0\Vi . A standard argument
using Cauchy’s theorem and Morera’s theorem shows that g is a holomorphic map
and we also have |dg(0)|ρ = 1.

Consider the holomorphic composition map π ◦ g : C → B0 \ Vi. Since B0 \ Vi is
hyperbolic, it is Brody hyperbolic and thus the map π◦g is a constant b∗ ∈ B0\Vi.
Remark that B×Z̃ is smooth and D → B×Z̃ is a proper flat morphism of relative
dimension 0 by hypotheses. Since moreover the fibre of Dred over (b∗, zi) is reduced
and finite, we can apply Lemma 7.6. It follows that there exists a constant λ ∈ N, a
small analytic open disc ∆ ⊂ B0 \ Vi containing b∗ and a small analytic connected
open neighborhood Ui of zi in Z̃ such that D|∆×Ui → ∆ × Ui is an étale cover
of degree λ. Up to shrinking ∆ and Ui, we can suppose that D|∆×Ui consists
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of λ disjoint connected components. In particular, Dz|∆ → ∆ is an étale cover
consisting of disjoint λ-sheets for every z ∈ Ui.
Fix a connected component D0 of D|∆×Ui . We thus obtain a family of 1-sheeted
covers D0

z → ∆ with z ∈ Ui. Each D0
z is a complex submanifold of X∆ via the

inclusion ιz : D0
z → X∆. The composition π ◦ ιz : D0

z → ∆ is thus holomorphic and
bijective for every z ∈ Ui. Since every injective holomorphic map is biholomorphic
to its image (cf. [92, Theorem 2.14, Chapter I]), we deduce that the map sz : ∆→
D0
z → X∆ given by t 7→ D0

z(t) = π−1(t) ∩D0
z is holomorphic for every z ∈ Ui.

We can write X∆ ⊂ P2 ×∆ as defined by the Weierstrass equation:

y2 = x3 + A(t)x+B(t)

where A(t), B(t) are holomorphic functions on ∆ such that the discriminant 4A3 +
27B2 does not vanish on ∆ (since ∆ ∩ T = ∅ where we recall that T ⊂ B is the
finite subset above which the fibres of f are not smooth).

We can thus write sz(t) = (u(t, z), v(t, z)) where u, v : ∆×Ui → C are holomorphic
functions. Since the translation maps on the elliptic fibration X∆ are algebraic
thus holomorphic, the maps Ψz : X∆ → X∆ given by the translations by sz − szi :

Ψz(x) = x+ sz(f(x))− szi(f(x)), x ∈ X∆,

form a smooth family of biholomorphisms commuting with the map f : X∆ → ∆.

Since gn → g uniformly on compact subsets of C and Im(g) ⊂ f−1(b∗), we can,
up to passing to a subsequence with suitable restrictions of domains of definitions,
suppose that Im(gn) ⊂ X∆ and that the holomorphic maps gn : ∆Rn → X∆ \ Dzn
still satisfy the properties:

Rn →∞, |dgn(0)|ρ = 1.

Consider now the sequence of holomorphic maps

fn := ψzn ◦ gn : ∆Rn → X∆ \ Dzi
into the fixed space X∆ \ Dzi . Then by the smoothness of the family of biholo-
morphisms (ψz)z∈Ui and the compactness of the ρ-unit tangent bundle of X, there
exists a constant c > 1 such that

c−1 ≤ |dfn(0)|ρ ≤ c, for all n ≥ 1.

Since Rn → ∞, Remark 7.4 then implies immediately a contradiction to the fact
that X∆ \ Dzi is hyperbolically embedded in X∆ = f−1(∆) (for the Hermitian
metric ρ|f−1(∆)) by Green’s theorem 6.7. To check the latter fact, it suffices to
remark that ∆̄, thus Dzi |∆̄ are Brody hyperbolic and moreover, the fibres of X∆̄ \
(Dzi|∆̄) are also Brody hyperbolic.

Hence, the existence of the data in (a), (b) and (c) such that (P) is satisfied. �
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4. Proof of the main result

We can now return to Theorem H. Given Lemma 7.5, the proof of Theorem H
follows the same strategy as in the proof of Theorem F.

Proof of Theorem H. We have defined B0 = B \ V at the beginning of S
ection 3 and we equip B thus B0 with a Riemannian metric d.

Fix ε > 0 sufficiently small. We can enlarge slightly the discs in V if necessary.
Then we obtain a constant M > 0 and a set of data (Ui, Vi, ci) for each element
zi ∈ Z as in Lemma 7.5. Consider the open covering ∪zi∈ZUi of Z in Z̃. Since
Z is compact in the complex topology by hypothesis, there exists a finite subset
Z∗ ⊂ Z such that Z ⊂ ∪zi∈Z∗Ui. Since the set Z∗ is finite and Z ⊂ ∪zi∈Z∗Zi, it
suffices to consider one zi ∈ Z∗ and to prove Theorem H for P ∈ Js such that
P is an (S,Dz)-integral point for some z ∈ Ui and for some S ⊂ B such that
#(S ∩B0) ≤ s.

Denote Bi := B0 \ Vi. Fix a base point b0 ∈ Bi ⊂ B0. To make the proof more
concrete, we fix a system of smooth paths {(cb0b)b∈B0} of bounded d-length which go
from b0 to b for every b ∈ B0. We then fix a system consisting of simple generators
α1, . . . , αk of π1(B0, b0) where k = rankπ1(B0, b0). Note that Vi is a union of
disjoint closed discs which are contractible in B0. Hence, we can choose a system
of simple homotopy classes αi1, . . . , αik ∈ π1(Bi, b0) whose images in π1(B0, b0) are
respectively α1, . . . , αk.

Denote by Li > 0 the constant given by Theorem D (as stated in Chapter 5)
applied to the the compact Riemann surface B and the disjoint union of closed
discs Wi and to the homotopy classes αi1, . . . , αik ∈ π1(Bi, b0).

Now consider an (S,Dz)-integral point P ∈ XK(K) for some z ∈ Ui and for some
S ⊂ B such that #(S ∩B0) ≤ s.

By Theorem D applied to Bi, there exists bi ∈ Bi and a system of loops γ1, . . . , γk
based at bi representing the homotopy classes α1, . . . , αk up to a single conjugation
using the path cb0bi (cf. Definition 5.1) such that γj ⊂ Bi \ S and that

(4.1) lengthdBi\S
(γj) ≤ Li(s+ 1).

Now, let σP : B → X be the corresponding section of P . For every j ∈ {1, . . . , k},
we find that

σP (γj) ⊂ (X \ Dz)|Bi\S ⊂ (X \ Dz)|Bi .
This is true because P is (S,Dz)-integral so that σP (γj) cannot intersect Dz outside
of f−1(S) and because γj ⊂ Bi \ S. It follows that:
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lengthρ(σP (γj)) ≤ c−1
i lengthd(X\Dz)|B0\Vi

(σP (γj)) (by Lemma 7.5)

≤ c−1
i lengthd(X\Dz)|Bi\S

(σP (γj)) (as (X \ Dz)|Bi\S ⊂ (X \ Dz)|Bi)

≤ c−1
i lengthdBi\S

(γj) (by Lemma 6.9)

≤ c−1
i Li(s+ 1) (by (4.1))

The second inequality in the above follows from Lemma 2.39 and from the defini-
tion Bi = B0 \ Vi ⊃ Bi \ S.
Remark that by hypothesis, distinct points of the non smooth locus T ⊂ B of f
are contained in distinct discs of V . It follows that there exists a uniform constant
δ > 0 (independent of P ) such that the homotopy section class iP (cf. (3.2)) of
the short exact sequence (2.2)

0→ π1(Xb0 , w0)→ π1(XB0 , w0)→ π1(B0, b0)→ 0

admits a representative which sends the basis (αj)1≤j≤k of π1(B0, b0) to the homo-
topy classes in π1(XB0 , w0) which admit representative loops of ρ-lengths bounded
by the function

H(s) := c−1
i Li(s+ 1) + δ.

The uniform constant δ bounds the total length of the extra paths induced by
the change of base points from σP (bi) to w0 = σO(b0) using appropriate short
paths from σP (bi) to σO(bi) and from σO(bi) to w0 (cf. the proof of Theorem F for
details).

From the above bound H(s) on the length of the image loops by (S,Dz)-integral
sections for every z ∈ Ui and every S ⊂ B such that #(S∩B0) ≤ s, the rest of the
proof follows exactly the same lines as in the proof of Theorem F in Chapter 6 which
uses the homotopy reduction Proposition 6.4 and the geometry of the fundamental
groups π1(Xb, wb) for b ∈ B0 and wb ∈ Xb as a counting lemma (Lemma 6.21).
Therefore, we obtain at the end a constant m > 0 (which is independent of s) such
that:

#Js ≤ m(s+ 1)2 rankπ1(B0), for every s ∈ N.
�





CHAPTER 8

Application of hyperbolic and homotopy method to unit
equations

1. Statement of the main result

The goal of the present section is to apply the method used to prove results in
Chapter 7 to obtain similar results in the case of ruled surfaces. Throughout this
section, we fix a compact connected Riemann surfaceB of function fieldK = C(B),
and a finite subset S ⊂ B.

Moreover, the following definitions and notations are used:

(1) BS := B \U where U is a finite disjoint union of closed discs centered at points
of S;

(2) B0 := BS \ V where V ⊂ BS is a finite disjoint union of closed discs;

(3) X = P1
C ×B and f : X → B is the second projection;

(4) ρ is a fixed Hermitian metric on X;

(5) σx : B → X denotes the section induced by x ∈ K and let (x) := σx(B);

(6) F = Gm = P1 \ {0,∞} is the fibre of f and (0), (∞) ⊂ X are the constant
sections associated to the points 0,∞ ∈ P1(K);

(7) Y = F ×B0 = f−1(B0) \ ((0) ∪ (∞)) ⊂ X0 = P1 ×B0.

Remark 8.1. The set of sections of F × (B \ S)→ B \ S is canonically identified
with the set O∗S of S-units of K. Indeed, sections of the surface F × (B \ S) are
exactly sections ofX which do not intersect (0) and (∞) at points lying above B\S.
On the other hand, each element x ∈ K∗ corresponds canonically to a non zero
section denoted σx ⊂ X and vice versa by the valuative critera for properness. The
condition x ∈ OS (resp. x−1 ∈ OS) means exactly that σx(B) does not intersect
(∞) (resp. (0)) at points lying above B \ S. Therefore, x ∈ O∗S if and only if σx
is a section of F × (B \ S)→ B \ S as claimed.

Definition 8.2. Let D ⊂ X be an effective divisor and let R ⊂ B be a subset.
We say that a point x ∈ K∗ is (R,D)-integral if it satisfies

f(σx(B) ∩D) ⊂ R.

129
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Definition 8.3. For each subset R ⊂ B, the generalized ring of R-integers of K
is denoted by OR = {x ∈ K : valν(x) ≥ 0, ∀ν ∈ B \R} ⊂ K.

Definition 8.4. For each ε ≥ 0, we define the (B0, ε)-interior subset of O∗S by

O∗S(B0, ε) :=
{
x ∈ O∗S : |x(t)|, |x(t)−1| > ε, ∀t ∈ B0

}
.

Equivalently, the image of every meromorphic function x ∈ O∗S(B0, ε) on B0 does
not meet the ε-neighborhoods of 0 and ∞ in P1. Remark that O∗S(B0, 0) = O∗S
since 0,∞ /∈ B0. Moreover, we have O∗S = ∪ε>0O∗S(B0, ε).

The main result of this chapter is the following quantitative finiteness result for
large unions of integral points on rational curves over function fields.

Theorem 8.5. Let Z̃ be a smooth complex algebraic variety and Z ⊂ Z̃ a compact
subset with respect to the complex topology. Suppose that D ⊂ X× Z̃ is a family of
effective divisors such that D → B× Z̃ is flat and Dz is not contained in (0)∪ (∞)
for every z ∈ Z̃. For every r ∈ N and ε > 0, the following union of integral points:

Jr,ε := ∪z∈Z ∪R⊂B,#R∩B0≤r {x ∈ O∗S(B0, ε) : x is (R,Dz)-integral in X} ⊂ O∗S,
is finite modulo C∗. Moreover, there exists a constant m > 0 such that:

#(Jr,ε mod C∗) ≤ m(r + 1)2 rankπ1(B0) for every r ∈ N.

The proof of Theorem 8.5 given in Section 3 will follow closely the steps in the
proof of Theorem H. It might be helpful to first consider the following counter-
example explaining why we cannot take the whole set of S-units O∗S, i.e., ε = 0,
in the union Jr,ε.

Example 8.6. Let the notations and hypotheses be as in Theorem 8.5. Assume
moreover that B = CP1 is the Riemann sphere and that S = {0,∞}. Let t be the
inhomogenous coordinate on P1 thenO∗S = C∗.{tn : n ∈ Z} = {ctn : c ∈ C∗, n ∈ Z}.
Suppose also that Z = Z̃ = {·} and D = (1) ⊂ X is the section induced by 1 ∈ K.

For every n ∈ Z, we define cn =
(
2 supt∈B0

|tn|
)−1. Then cn > 0 and is a finite

number since B0 ⊂ CP1 is a complement of a finite union U ∪ V of closed discs
with nonempty interior containing 0 and ∞. It follows that 0 < |cntn| < 1 for all
t ∈ B0. Therefore, for each n ∈ Z, xn := cnt

n ∈ O∗S is (R,D)-integral in X in the
sense of Definition 8.3 where R = U ∪ V . In particular, {xn : n ∈ Z} ⊂ Jr,0 for all
n ∈ Z and r ∈ N. However, {xn : n ∈ Z} modulo C∗ is Z and thus Jr,0 is infinite.
Remark that there exists t0 ∈ B0 ⊂ C such that |t0| 6= 0, 1. Hence, if |t0| > 1,
we see that cn → 0 when n → −∞. Otherwise, if 0 < |t0| < 1 then cn → 0 as
n→ +∞.

Therefore, it is necessary to restrict to the union of integral points Jr,ε where ε > 0
to obtain a finiteness result as in Theorem 8.5.
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2. Some applications to generalized unit equations

We illustrate in this section several applications of Theorem 8.5 in a context gen-
eralizing the classical S-unit equations (cf. [33], [34], [35]).

Let DS :=
∑

b∈S[b] be the effective divisor of B associated to the finite subset
S ⊂ B. Let r ∈ N, consider the following subset of K:

OB0,r := ∪R⊂B0,#R≤r{x ∈ K : valν(x) ≥ 0, for every ν /∈ R ∪B0}(2.1)
= ∪R⊂B0,#R≤rOR.

Remark that OB0,r ⊂ OB0,r+1 for every r ≥ 0 and K = ∪r≥0OB0,r. Moreover,
OS ⊂ OB0,0 and OB0,r is not a ring unless r = 0.

For integers n ≥ 1, r ≥ 0 and a real number ε > 0, we consider the Diophantine
equation

(2.2) x+ y = z

with (x, y, z) ∈ K3 satisfying the following conditions:

(i) x ∈ O∗S(B0, ε);

(ii) y−1 ∈ OB0,r;

(iii) z ∈ L(nDS) \ {0} = {h ∈ K∗ : div(h) + nDS ≥ 0} ⊂ K∗.

In other words, we consider the union of solutions (x, y) ∈ O∗S(B0, ε) × (OB0,r \
{0})−1 of the parametrized equations x + y = z with z varying in the space
∈ L(nDS) \ {0}.
In the case r = ε = 0 and B0 = B \ S, we recover the usual S-unit equation
x + y = 1 with x, y ∈ O∗S by setting z = 1 ∈ L(nDS) \ {0}. Indeed, r = 0 and
B0 = B \ S imply OB0,r = OS. On the other hand, if x ∈ O∗S and y−1 ∈ OS such
that x+y = 1, then y = 1−x ∈ OS since OS is a ring and thus y ∈ O∗S. Therefore,
(2.2) generalizes the usual S-unit equation over function fields.

The finiteness of the numbers of solutions x, y ∈ O∗S with x/y /∈ C∗ of the unit
equation x+ y = 1 is well-known. It turns out that Theorem 8.5 actually implies
that a similar property still holds for the generalized equation (2.2).

Corollary 8.7. There are only finitely many x ∈ O∗S(B0, ε) modulo C∗ such that
the equation (2.2) admits a solution.

Proof of Corollary 8.7. Denote d = dimL(nDS) = dimH0(B,O(nDS)).
Fixing a basis (z1, . . . , zd) of the complex vector space L(nDS), we consider the
compact unit sphere
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Sd =

{
d∑

k=1

akzk ∈ L(nDS) : ||(a1, . . . , ak)|| = 1

}
⊂ L(nDS)

where ||(a1, . . . , ak)|| =
(∑d

k=1 ak

)1/2

. Recall that DS :=
∑

b∈S[b].

Define Z̃ := L(nDS)\{0} ' Cd \{0} then Z̃ is a integral smooth algebraic variety.
We have a canonical valuation morphism

val : B × Z̃ → P1, (b, z) 7→ z(b).

Consider the flat family of divisors D ⊂ X× Z̃ given by the image of the algebraic
section

Σ: B × Z̃ → P1 ×B × Z̃, (b, z) 7→ (z(b), b, z).

For each z ∈ Z̃ ⊂ K∗, let (z) ⊂ X be the induced section of the projection
f : X → B. It is clear that (z) = Dz 6⊂ (0) ∪ (∞) for every z ∈ Z̃ by the
construction of D. Now let z ∈ Z̃ ⊂ K∗, x ∈ O∗S(B0, ε) and y = z − x. It is
not hard to see that the condition y−1 ∈ OR for a certain subset R ⊂ B verifying
#(R ∩B0) ≤ r means exactly that

x ∈ ∪R⊂B,#R∩B0≤r{x′ ∈ O∗S(B0, ε) : x′ is (R,Dz)-integral in X}.(2.3)

We cannot apply directly Theorem 8.5 since Z̃ = L(nDS) \ {0} is not compact.
However, it suffices to restrict ourselves to the case z ∈ Z := Sd since the compact
subspace Sd contains all classes modulo C∗ of Z̃. Therefore, Theorem 8.5 says that
the set

Jr,ε = ∪z∈Sd ∪R⊂B,#R∩B0≤r {x′ ∈ O∗S(B0, ε) : x′ is (R,Dz)-integral in X}
is finite modulo C∗. Combining with (2.3), the proof of Corollary 8.7 is completed.

�

Following the general idea that parametrized Diophantine equations have no or
very few integral solutions under a general choice of parameters, we mention below
a remarkable theorem on unit equations in the case of number fields.

Theorem 8.8 (Evertse-Györy-Stewart-Tijdeman). Let K be a number field and
S a finite number of places. There exists a finite set of triples A ⊂ (K∗)3 with
the following property. For every α = (α1, α2, α3) ∈ (K∗)3 whose class [α] ∈
(K∗)3/(K∗(O∗S)3) does not belong to [A] ⊂ (K∗)3/(K∗(O∗S)3), the S-unit equations

α1x+ α2y = α3(2.4)

has at most 2 solutions.
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Proof. See [35, Theorem 1]. Note that the natural action of K∗(O∗S)3 on
(K∗)3 is given by: (c, (u, v, w)) · (α1, α2, α3) = (cuα1, cvα2, cwα3). �

Theorem 8.8 implies that almost all equations of the form (2.4) have no more
than 2 unit solutions. As an analogous result for certain Diophantine equations in
function fields, Corollary 8.7 can be directly reformulated as follows.

Corollary 8.9. Given ε > 0, let ω ∈ O∗S(B0, ε) and n ≥ 1. Consider the equation

(2.5) x+ y = ω

with unknowns x, y ∈ K∗ satisfying x ∈ L(nDS) \ {0} and y−1 ∈ OB0,r (cf. (2.1)).
There exists a finite subset A ⊂ O∗S(B0, ε) such that whenever ω /∈ C∗A, the
equation (2.5) has no solutions. Moreover, there exists m > 0 such that we can
take A having no more than m(r + 1)2 rankπ1(B0) elements for every r ∈ N.

Note that the above last statement follows immediately from Theorem 8.5.

To finish this section, we remark the following generic emptiness of the set of
solutions of parametrized S-unit equation:

x+ y = z, x, y ∈ O∗S, z ∈ OS.(2.6)

Corollary 8.10. The equation (2.6) has no solutions (x, y) ∈ (O∗S)2 for a general
z ∈ OS. More precisely, for any finite dimensional complex vector subspace V of
OS, there exists a finite union L of linear subsurfaces contained in V such that
(2.6) has no solutions (x, y) ∈ (O∗S)2 for every z ∈ V \ L.

Proof. Let V be a finite dimensional complex vector subspace of OS. Then:
OS = {x ∈ K : valν(x) ≥ 0 for all ν /∈ S}(2.7)

= ∪n≥0{x ∈ OS : valν(x) ≥ −n for all ν ∈ S}
= ∪n≥0L(nDS)

whereDS =
∑

b∈S b is the reduced effective divisor onB associated to S. Therefore,
there exists n ∈ N such that V ⊂ L(nDS) since V is finite dimensional. Hence, it
suffices to prove the result for z ∈ L(nDS).

Every z ∈ L(nDS) \ {0} is an S ′-unit where S ′ is the set of all zeros and poles of
z which has no more than ns+ns = 2ns elements. Applying Theorem 8.11 below
to m = 3 and to the equation x+ y− z = 0 with x, y ∈ O∗S and z ∈ L(nDS) \ {0},
we deduce a bound on the heights:

max(H(x), H(y)) ≤ s+ s+ ns+ 2g − 2 = 2g + (2n+ 3)s− 2.

It follows that such x, y then belong to at most s2g+(2n+3)s−2 classes modulo
C∗ by Proposition 8.12. From this, we obtain easily a union Ln of no more
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than s2(2g+(2n+3)s−2) linear subsurfaces in L(nDS) such that (2.6) has no solutions
(x, y) ∈ (O∗S)2 for every z ∈ L(nDS) \ Ln. The conclusion follows. �

Recall the general abc theorem over function fields for linear equations.

Theorem 8.11 (Brownawell-Masser). Let K = C(B). Suppose that u1, . . . , um ∈
K∗ form a solution of

u1 + · · ·+ um = 0

such that no proper subsum is zero. Assume that ui is an Si-unit (1 ≤ i ≤ m) for
some finite subsets S1, . . . , Sm of B. Then

max(H(u1), . . . , H(um)) ≤
∑
ν∈MK

max(ordν u1, . . . , ordν um)

≤ (m− 2)(|S1|+ · · ·+ |Sm|) +
1

2
(n− 1)(n− 2)(2g − 2).

Proof. See [13]. �

3. Proof of the main result

3.1. Preliminaries. We begin with the following easy analogue of the Lang-
Néron theorem for the multiplicative group Gm.

Proposition 8.12. O∗S/C∗ is a torsion-free abelian group of rank ≤ #S.

Proof. Consider the following homomorphism of groups

ρ : O∗S → ⊕ν∈SZ, f 7→ (multν(div f))ν∈S.

We claim that Ker ρ = C∗. Indeed, suppose that f ∈ O∗S satisfies ρ(f) = 0.
Since f ∈ O∗S, all poles and zeros of f belongs to S. However, ρ(f) = 0 implies
that these poles and zeros are all of order 0. It follows that the corresponding
morphism f : B → P1 must be constant and thus f ∈ C∗ as claimed. Therefore,
O∗S/C∗ → ⊕ν∈SZ is injective and O∗S/C∗ is torsion-free of rank ≤ #S. �

Remark 8.13. In general, let K be a field whose all places are non-archimedean.
Then the constant field k := {x ∈ K : |x|ν ≤ 1, ∀ν ∈ MK} is algebraically closed
in K. Let S be a finite subset of places of K. Then O∗S/k∗ is a finitely generated
abelian group whenever K satisfies the product formula (cf. [33] for more details).

Now each z ∈ O∗S = Gm(OS) induces a section σz of the projection Y → B0 and
thus a section iz of the following exact sequence of fundamental groups:

(3.1) 0→ π1(F,w0)→ π1(Y,w0)
η−→ π1(B0, b0)→ 0,
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where we fix w0 = 1 ∈ Yb0 = C∗ above a fixed point b0 ∈ B0. Fix a collection of
geodesics lw0,w : [0, 1]→ Yb0 on Yb0 such that lw0,w(0) = w0 and lw0,w(1) = w ∈ Yb0 .
Every x ∈ O∗S induces a section σx : B0 → YB0 which in turn gives rise to a section
ix : π1(B0, b0)→ π1(YB0 , w0) of the exact sequence (2.2) as follows. For every loop
γ of B0 based at b0, we define:

(3.2) ix([γ]) = [l−1
w0,σx(b0) ◦ σx(γ) ◦ lw0,σx(b0)] ∈ π1(YB0 , w0).

Denote G = π1(B0, b0) and let Ĝ be the profinite completion of G.

As in the case of abelian varieties, we have the following reduction result.

Theorem 8.14. Let n ≥ 2 be an integer. We have the following commutative
diagram of morphisms of groups:

O∗S/(O∗S)n H1(Ĝ, µn)

O∗S H1(G,Z) H1(G, µn).

δ

'

α β

Moreover, two elements of O∗S induces the same class of sections of the exact
sequence of fundamental groups (3.1) if and only if they differs by a factor in C∗.

The proof of Theorem 8.14 will be given in Appendix 4.

3.2. Key lemma. Recall that dM means the Kobayashi hyperbolic pseudo-
metric on a complex space M and ρ is a fixed Hermitian metric on the smooth
surface X. As in the case of elliptic fibrations, the main additional ingredient in
the proof of Theorem 8.5 for ruled surfaces is the following analogous technical
lemma of Lemma 7.5:

Lemma 8.15. Let ε > 0. Then there exists M > 0 such that for each zi ∈ Z̃, we
have the following data:

(a) an analytic open neighborhood Ui of zi in Z̃;

(b) a disjoint union Vi consisting of ≤M discs each of ρ-radius ≤ ε in B0;

(c) a constant ci > 0;

with the following property:

(Q) for each z ∈ Ui, we have d(Y \Dz)|(B0\Vi)
≥ ciρ|(Y \Dz)|(B0\Vi)

.

The proof of Lemma 8.15 applies, mutatis mutandis, the proof of Lemma 7.5
with some minor modifications. The same remark at the beginning of the proof of
Lemma 7.5 shows that there exists N ′ > 0 such that the total number of irreducible
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components (counted with multiplicities) of each effective divisor Dz is at most N ′

for every z ∈ Z.
Moreover, since D → B × Z̃ is flat, every divisor Dz, z ∈ Z̃, contains no vertical
components with respect to the projection f : X → B. The divisors Dz are numer-
ically equivalent and are not contained in the curve (0)∪ (∞) ⊂ X. In particular,
it follows that for some constant N ′′ > 0, we have

#D ∩ ((0) ∪ (∞)) ≤ N ′′, for all z ∈ Z.

By the adjunction formula,

p1 := pa(Dz) =
Dz(Dz +KX)

2
+ 1 ≥ 0

is a constant independent of z ∈ Z̃. Let T ′z ⊂ B be the image in B of the union of
the ramification points of the ramified cover of algebraic curves πz : (Dz)red → B,
and of the singular points of (Dz)red. We have as in the relation (3.1) that:

#T ′z ≤M ′ := 2N ′ + 2(p1 − 2), for all z ∈ Z̃.
Define Tz = T ′z ∪ f(D∩ ((0)∪ (∞))) ⊂ B then it follows from the above discussion
that

(3.3) #Tz ≤M := M ′ +N ′′, for all z ∈ Z̃.

We return to the proof of Lemma 8.15. Again, the idea of the proof is the same
as in Lemma 7.5 but we indicate in details the needed modifications.

Proof of Lemma 8.15. Fix ε > 0 and zi ∈ Z̃. Recall that B0 = B \ (U ∪V ).
Let M be the constant defined in (3.3). We can clearly choose a finite disjoint
union Vi of at most M nonempty closed discs in B0 of ρ-radius ≤ ε to cover the
points of Tzi \ V . Thus, we obtain the data Vi for Lemma 8.15.(b).

Define D̃ = D ∪ (((0) ∪ (∞))× Z̃) ⊂ X × Z̃ and for each z ∈ Z̃, let
Yz := (Y \ Dz)|B0\Vi = (X \ D̃z)|B0\Vi ⊂ X.

To show the existence of Ui, ci satisfying (i), we suppose the contrary. By the
continuity of ρ on the compact unit tangent space of X, there would exist a
sequence (zn)n≥1 ⊂ Z̃ such that zn → zi in the analytic topology and a sequence
of holomorphic maps

hn : ∆Rn → Yzn
such that Rn → ∞ and |dhn(0)|ρ > 1. Here, ∆R ⊂ C denotes the open disc of
radius R in the complex plane. By Brody’s reparametrization lemma (Theorem
7.7), we obtain a sequence of holomorphic maps

gn : ∆Rn → Yzn
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such that |dgn(0)|ρ = 1 and |dgn(z)|ρ ≤ R2
n/(R

2
n − |z|2) for all z ∈ ∆Rn . In par-

ticular, |dgn(z)|ρ ≤ 4/3 for all z ∈ ∆Rn/2. It follows that the family (gn)n≥1 is
equicontinuous with image inside the compact space X|B0\Vi . Up to passing to a
subsequence, (gn)n≥1 converges uniformly on compact subsets of C to a holomor-
phic map g : C→ X|B0\Vi with |dg(0)|ρ = 1.

Since B0\Vi is hyperbolic, f◦g : C→ B0\Vi is a constant b∗ ∈ B0\Vi. As in Lemma
7.5, we can apply Lemma 7.6 to find a constant λ ∈ N, a small analytic open disc
∆ ⊂ B0 \ Vi containing b∗ and a small analytic connected open neighborhood Ui
of zi in Z̃ with:

D̃|∆×Ui → ∆× Ui
an étale cover of degree λ. Shrinking ∆ and Ui if necessary, D̃|∆×Ui consists of λ
disjoint connected components including (0)|∆ × Ui and (0)|∆ × Ui.
Fixing a connected component D0 of D|∆×Ui , we obtain a family of 1-sheeted covers
D0
z → ∆ with z ∈ Ui satisfying D0

z ∩ ((0) ∪ (∞)) = ∅. Hence, each D0
z for z ∈ Ui

is a complex submanifold of Y∆ via the inclusion ιz : D0
z → Y∆. The composition

f ◦ ιz : D0
z → ∆ is thus holomorphic and bijective for every z ∈ Ui. As injective

holomorphic maps are biholomorphic to their images ([92, Theorem 2.14, Chapter
I]), the map sz : ∆→ D0

z → Y∆ given by t 7→ D0
z(t) = f−1(t) ∩D0

z is holomorphic
for every z ∈ Ui. Moreover, the map

∆× Ui → Y∆ × Ui, (t, z) 7→ (D0
z(t), z) = (f−1(t) ∩D0

z , z)

is holomorphic. As Y∆ = F×∆, we can write sz(t) = (u(t, z), t) where u : ∆×Ui →
C∗ is a holomorphic function. The maps Ψz : Y∆ → Y∆, z ∈ Ui, given by the
fibrewise multiplication by szs−1

zi
, i.e.,

Ψz(x, t) = (xu(t, z)u(t, zi)
−1, t), (x, t) ∈ Y∆ = C∗ ×∆,

form a smooth family of biholomorphisms commuting with the projection Y∆ → ∆.

By passing to a subsequence with suitable restrictions of domains of definitions, we
can assume that Im(gn) ⊂ X∆ and that the holomorphic maps gn : ∆Rn → X∆\D̃zn
still satisfy

Rn →∞, |dgn(0)|ρ = 1.

Since D0
z ⊂ Dz, we can consider the sequence of holomorphic maps

fn := ψzn ◦ gn : ∆Rn → Y∆ \D0
zi

= X∆ \ (D0
zi
∪ (0) ∪ (∞))

into the fixed space Y∆ \ D0
zi
. By the smoothness of the family (ψz)z∈Ui and the

compactness of the ρ-unit tangent bundle of X, there exists c > 1 such that

(3.4) c−1 ≤ |dfn(0)|ρ ≤ c, for all n ≥ 1.
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Now, consider any holomorphic map h : C → Y∆ \ D0
zi
. The composition f ◦ h

must be a constant since ∆ is hyperbolic. Thus, h factors through a fibre of
X∆ \ (D0

zi
∪ (0)∪ (∞)). However, as each such fibre is the complement of at least 3

points in P1 and thus is hyperbolic, h must be constant. Similarly, it is clear that
each holomorphic map C → (D0

z ∪ (0) ∪ (∞))|∆̄ is constant. Green’s theorem 6.7
implies that Y∆ \ Dzi is hyperbolically embedded in X∆ = f−1(∆) (with respect
to the metric ρ|X∆

). But since Rn → ∞, we clearly obtain a contradiction using
(3.4) and Remark 7.4. We have therefore proved the existence of the data in (a),
(b) and (c) such that (Q) is satisfied. �

3.3. Proof of Theorem 8.5. We can now return to the main result which
will be very similar to the proof of Theorem H. Let (α1, . . . , αk) be a fixed system
of generators of the fundamental group π1(BS, b0) with a fixed based point b0 ∈ B0.
Let w0 = 1 ∈ Yb = C∗.

Proof of Theorem 8.5. Fix ε > 0. We can enlarge slightly the discs in V
if necessary. Then we obtain a constants M > 0 and a set of data (Ui, Vi, ci) for
each element zi ∈ Z as in Lemma 8.15. Consider the open covering Z ⊂ ∪zi∈ZUi.
Since Z is compact, there exists Z∗ ⊂ Z finite such that Z ⊂ ∪zi∈Z∗Ui. As ci > 0
for every zi ∈ Z by Lemma 8.15, we have

(3.5) c∗ := min
zi∈Z∗

ci > 0.

For each zi ∈ Z∗, denote by Li > 0 the maximum of the constants given by
Theorem D applied to Bi := B \ (V ∪ Vi) = B0 \ Vi and to each free homotopy
classes α1, . . . , αk regarded as elements of π1(Bi) ⊃ π1(B0). Let

(3.6) L = max
zi∈Z∗

Li > 0.

Now let x ∈ Jr,ε, that is, x ∈ O∗S(B0, ε) is (R,Dz)-integral in X for some z ∈ Z
and R ⊂ B such that #R ∩ B0 ≤ r. As Z =⊂ ∪zi∈Z∗Ui, there exists zi ∈ Z∗ such
that z ∈ Ui.
By Theorem D applied to Bi, there exists bi ∈ Bi and a system of loops γ1, . . . , γk
based at b representing respectively the homotopy classes α1, . . . , αk up to a single
conjugation such that γj ⊂ Bi \R for every j = 1, . . . , k and that

(3.7) lengthdBi\R
(γj) ≤ Li(#R ∩Bi + 1) ≤ Li(r + 1).

The second inequality follows from #R ∩Bi ≤ #R ∩B0 ≤ r.

Let σx : B → X be the section induced by x. For every j ∈ {1, . . . , k}, we find that
σx(γj) ⊂ (Y \ Dz)|Bi\R ⊂ (Y \ Dz)|Bi by the definition of (R,D)-integral points
and because x ∈ O∗S. It follows that:
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lengthρ(σx(γj)) ≤ c−1
i lengthd(Y \Dz)|B0\Vi

(σx(γj)) (by Lemma 8.15)

= c−1
i lengthd(Y \Dz)|Bi

(σx(γj)) (as Bi := B0 \ Vi ⊂ B0)

≤ c−1
i lengthd(Y \Dz)|Bi\R

(σx(γj)) (as (Y \ Dz)|Bi\R ⊂ (Y \ Dz)|Bi)

≤ c−1
∗ lengthdBi\R

(γj) (by (3.5) and Lemma 6.9)

≤ c−1
∗ L(r + 1). (by (3.6) and (3.7))

Then homotopy section ix associated to x of the short exact sequence (cf. the
sequence (3.1) in Theorem 8.14)

0→ π1(Yb0 , w0)→ π1(YB0 , w0)→ π1(B0, b0)→ 0

sends the basis (αj)1≤j≤k of π1(B0, b0) to the classes in π1(YB0 , w0) which admit
representative loops of ρ-lengths bounded by H(r) := c−1

∗ L(r + 1) + δ for some
uniform constant δ (cf. the proof of Theorem F).

The rest of the proof follows tautologically the same lines of the proof of Theorem
F in Chapter 6. We thus obtain a finite number m > 0 such that:

#(Jr,ε mod C∗) ≤ m(r + 1)2 rankπ1(B0), for every r ∈ N.

The only needed modification is the following. We can clearly assume that 0 <
ε < 1. Consider the compact bordered manifold Eε := {z ∈ C : ε ≤ |z| ≤ ε−1}.
Remark that π1(Eε, w0) = Z (recall that w0 = 1 ∈ Yb0). Since x ∈ O∗S(B0, ε), it
actually induces a homotopy section ix,ε of the short exact sequence

0→ π1(Eε, w0)→ π1(Eε ×B0, w0)→ π1(B0, b0)→ 0.

Since π1(Eε × B0, w0) = π1(Eε, w0) × π1(B0, b0), the homotopy section ix,ε is de-
termined by the π1(Eε, w0)-component of ix,ε(αj) for every j = 1, . . . , k. But we
have shown above that the induced ρ-length of certain representative loops of these
components are bounded by H(r) := c−1

∗ L(r + 1) + 2δ. The representative loops
are in fact pr1(σx(γj)) where pr1 : Eε ×B0 → Eε is the first projection.

As Eε is compact and π1(Eε, w0) = Z, we can thus conclude as in the proof of
Theorem F by applying Lemma 6.21. The proof is thus completed. �

4. Appendix: Proof of Theorem 8.14

4.1. A conceptual proof. Recall that Y = C∗ ×B0. We regard f : Y → B0

as a constant sheaf of (multiplicative) abelian groups over B0. There is a canonical
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short exact sequence of sheaves over B0 induced by the exponential map:

(4.1) 0→ (R1f∗Z)∨ → TY → Y → 0.

Consider the n-th power B0-morphism ∧n : Y → Y . The induced differential map
d(∧n) : TY → TY , is an isomorphism since we are in characteristic 0 so that n
is invertible. The group of global sections Y (B0) is naturally identified with a
subgroup of YK(K) = K∗. Clearly, Y [n] := Ker(∧n) is the constant sheaf µn on
B0. The map ∧n and the sequence (4.1) induce a commutative digram:

(4.2)

0

0 0 Y [n]

0 (R1f∗Z)∨ TY Y 0

0 (R1f∗Z)∨ TY Y 0

Q 0 0

0

n d(∧n) ∧n

We have a natural isomorphism Y [n] ' Q (by the snake lemma). The cohomology
long exact sequences induced by Diagram (4.2) give a commutative diagram:

(4.3)

O∗S Y (B0) H1(B0, (R
1f∗Z)∨)

O∗S Y (B0) H1(B0, (R
1f∗Z)∨)

H1(Ĝ, µn) H1(B0, Y [n]) H1(B0, Q)

n n n

'

Since Y and B0 are K(π, 1)-spaces, we have canonical isomorphisms:

H1(B0, µn) ' H1(G, µn), H1(B0, (R
1f∗Z)∨) ' H1(G,Γ),

where G = π1(B0, b0) and Γ = H1(Yb0 ,Z) ' (R1f∗Z)∨b0 ' Z. The actions of the
group G on Γ and on µn are trivial (the monodromy is trivial in a trivial fibration).
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By [98, I.2.6.b], there is a natural isomorphism H1(Ĝ,Γ) ' H1(G,Γ) induced by
the injectionG→ Ĝ. Hence, one obtains easily the diagram in Theorem 8.14.

4.2. An explicit proof. Experts are welcome to skip the section. We will
need the following property.

Remark 8.16. For an integer n ≥ 1, denote (O∗S)1/n∞ ⊂ ŌS ⊂ K̄ the set con-
sisting of all elements x ∈ K̄ such that xnm ∈ O∗S for some integer m ≥ 0. Then
(O∗S)1/n∞ is an abelian group closed under the action of taking n-th roots in K̄.

Let U/k be a curve. Let q ≥ 1 be an integer and consider the multiplication-by-n
endomorphism [q] : H → H of the U -group scheme H = Gm×U where Gm denotes
the usual multiplicative group. Then [q] is a finite étale map of degree q.

Let KS/K is the maximal Galois extension of K which is unramified outside of S.
Denote GS := Gal(KS/K) the group of KS over K. We apply the above remark
to the case U = B \ S. Every x ∈ O∗S corresponds exactly to a section Σx of
the second projection H = Gm × U → U (cf. Remark 8.1). It follows that the
preimage [nm]−1(Σx) is étale over U . Thus by definition of GS, we find that GS

acts transitively on the set of nm-th roots of every element of O∗S. Hence, we obtain
the following equality necessary for the proof of Theorem 8.14.

(4.4)
(
(O∗S)1/n∞

)GS
= O∗S.

Proof of Theorem 8.14. Suppose first that the diagram

O∗S/(O∗S)n H1(Ĝ, µn)

O∗S H1(G,Z) H1(G, µn).

δ

'

α β

is commutative. If two elements of O∗S induces the same section of (3.1), their
quotient must be an element of (O∗S)n for every n ≥ 2. Since O∗S/C∗ is finitely
generated (cf. Proposition 8.12), the quotient belongs to C∗ and the last statement
of Theorem 8.14 follows.

Preliminary remarks : Let S ⊂ B be the centres of the discs in U . First, observe
that we have

Ĝ = GS := Gal(KS/K)

where Ĝ is the profinite completion ofG andKS/K is the maximal Galois extension
of K which is unramified outside of S.

Second, f : Y → B0 is obviously a commutative group scheme. For every integer
m ≥ 1 and x ∈ O∗S, consider the following cartesian diagram
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(4.5)
Cx,m Y

σx(B0) Y B0.

∧m ∧m

f

where σx : B → X is the corresponding section of x. Remark that x ∈ O∗S means
σx restricts to a section B \S → F ×B \S and in particular to a section B0 → Y .
The m-th power B0-map ∧m : Y → Y is finite étale of degree m. As σx(B0)→ B0

is an isomorphism, f |Cx,m : Cx,m → B0 is also finite étale.

The description of δ: Since µn ⊂ C ⊂ K, the Galois group Gal(K̄/K) and thus
GK,S ⊂ Gal(K̄/K) act trivially on µn. Hence, H1(GS, µn) = Hom(GS, µn) by the
definition of the first cohomology group.

Denote (O∗S)1/n∞ ⊂ ŌS ⊂ K̄ the set consisting of all elements x ∈ K̄ such that
xn

m ∈ O∗S for some integer m ≥ 0. The Kummer exact sequence

1→ µn → (O∗S)1/n∞ ∧n−→ (O∗S)1/n∞ → 1

where ∧n : z → zn is the n-th power map, induces a long exact sequence

0→ µGSn →
(
(O∗S)1/n∞

)GS → (
(O∗S)1/n∞

)GS → H1(GS, µn).

We have µGSn = µn and by Remark 8.16,(
(O∗S)1/n∞

)GS
:= {z ∈ (O∗S)1/n∞ : σ(z) = z, for all z ∈ GS} = O∗S.

Therefore, we obtain an exact sequence:

(4.6) 0→ µn → O∗S → O∗S → H1(Ĝ, µn)

and an injective homomorphism δ : O∗S/O∗nS ↪→ H1(Ĝ, µn). Since H1(Ĝ, µn) =
Hom(GS, µn), the map δ is given as follows:

δ : O∗S/O∗nS → Hom(GS, µn)

x 7→ (φx : GS → µn, σ 7→ σ(t)/t)

for any t ∈ (O∗S)1/n∞ such that tn = x. As in the proof of Proposition 6.3, the
map φx is a well-defined homomorphism and is independent of the choice of t.
Moreover, if b0 ∈ B \S then x0 = x(b0) ∈ C∗ and we can write δ(x) : σ 7→ σ(t0)/t0
for any t0 such that tn0 = x0.

The description of α: Recall that the fibre bundle Yb0 → Y → B0 induces an exact
sequence of fundamental groups:

(4.7) 0→ π1(Yb0 , w0)→ π1(Y,w0)
η−→ π1(B0, b0)→ 0.
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We fix a collection of paths lw0,w : [0, 1]→ Yb0 such that lw0,w(0) = w0 and lw0,w(1) =
w ∈ Yb0 . Every section σx : B0 → Y induces a section ix : π1(B0, b0) → π1(Y,w0)
of (4.7) as follows. Take any loop γ of B0 based at b0, we define ix([γ]) by:

ix([γ]) = [l−1
w0,σx(b0) ◦ σx(γ) ◦ lw0,σx(b0)] ∈ π1(Y,w0).

As ix, i1 are sections of η : π1(Y )→ π1(B0), the difference ix − i1 satisfies

η(ix − i1) = η(ix)− η(i1) = 0.

Therefore, Im(ix− i1) ⊂ Ker η = H1(Yb0 ,Z). We have a map ix− i1 : π1(B0, b0)→
H1(Yb0 ,Z) which is well defined up to a principal cross homomorphism induced by
different choices of the paths lw0,w. By (4.7), ix − i1 is a 1-cocycle of the group
G = π1(B0, b0) with coefficients in Γ = H1(Yb0 ,Z) ' Z2 with the G-monodromy
action given by conjugation as follows. Let α : I → Yb0 and γ : I → B0 be loops
base at w0 and b0. Let γ′ = σ1 ◦ γ. Then by (4.7), γ′αγ′−1 defines an element in
π1(F,w0), denoted [γ] · [α] which does not depend on the choices of α and γ.

Writing the group laws of fundamental groups multiplicatively, we have exactly as
in the proof of Proposition 6.3 that

(ix − i1)([γ1][γ2]) = ((ix − i1)[γ1])([γ1] · (ix − i1)[γ2]).

It follows that ix − i1 is a 1-cocycle of G. We claim that the induced natural map

α : O∗S → H1(G,Γ), x 7→ ix − i1,
is a homomorphism. Indeed, the fiberwise multiplication by σx induces a B0-
automorphism of Y which is trivial on π1(Y ) (up to conjugation) and on H1(F,Z).
Therefore, we have the following equalities in H1(F,Z) for all [γ] ∈ π1(B0, b0):

(ixu − ix)[γ] = σx((iu − i1)[γ]) = (iu − i1)[γ].

It follows that ixu − ix = iu − i1 hence ixu − i1 = iu − i1 + ix − i1 and α(xu) =
α(x) + α(u) as claimed.

The description of β: From the exponential exact sequence:

(4.8) 0→ Z→ C exp(2iπ·)−−−−−→ C∗ → 1

we have a canonical isomorphism C/Z ' C∗ given by z 7→ exp(2iπz). The pro-
jection π : (C, 0) → (C∗, 1) is the universal cover of C∗ and we have a canonical
isomorphism given by the deck transformation:

(4.9) T : Γ = π1(C∗, 1)→ Z, γ 7→ γ · 0.

The homomorphism β : H1(G,Γ) → H1(G, µn) is simply induced by the homo-
morphism of G-modules
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(4.10) en : Γ→ µn, g 7→ exp

(
2iπT (g)

n

)
.

Commutativity of the diagram: To finish the proof of Proposition 6.3, we need
to check that the diagram commutes, i.e., for every τ ∈ Γ, en(ix(τ) − i1(τ)) =
τ(u)/u ∈ µn. This follows from Lemma 8.17 below. �

Lemma 8.17. Let x ∈ O∗S and u ∈ Ō∗S such that un = x. For every τ ∈ G,
ix(τ)− i1(τ) = nT−1(ũ′ − ũ) mod nΓ,

where ũ, ũ′ ∈ C are arbitrary points lying respectively above u, τ(u) under the
universal covering π : C→ C∗.

Proof. Recall that fCx,n : Cx,n → B0 is a finite étale cover of B0 (cf. (4.5)).
Choose a point u ∈ Cx,n ∩ Yb0 ⊂ C∗ and a loop L : [0, 1]→ B0 representing τ . Let
τ(u) ∈ Cx,n∩Yb0 be the image of u under the deck transformation action of τ on the
cover fCx,,n . Let x0 = σx(b0) ∈ Yb0 then un = x0 and τ(u)n = τ(un) = τ(x0) = x0

by the definition of Cx,n. Hence τ(u)/u ∈ µn. By the lifting property, the loop L
lifts to a unique path L̃ : [0, 1]→ Cx,n with L̃(0) = u and L̃(1) = τ(u).

For every z, t ∈ C, denote by lzt : [0, 1]→ C the linear path joining z and t.

Recall the n-th power B0-map ∧n : Y → Y . Using the exact sequence (4.7), the
properties (∧n)(L̃) = σx(L) and ∧n(σ1(L)) = σ1(L), we find that the class of

(∧n)
(
π(l−1

0u ) ◦ L̃ ◦ π(l0u))− σ1(L)
)

= (∧n)
(
π(l−1

0u ) ◦ L̃ ◦ π(l0u)
)
− σ1(L)(4.11)

= π(l−1
0un) ◦ (∧n)(L̃) ◦ π(l0un)− σ1(L)

= π(l−1
0x ) ◦ σx(L) ◦ π(l0x)− σ1(L)

is equal to ix(τ)− i1(τ) ∈ Γ. On the other hand, since

f(π(l−1
0u ) ◦ π(l−1

uτ(u)) ◦ L̃ ◦ π(l0u)− σ1(L)) = L− L = 0,

the sequence (4.7) implies that π(l−1
0u )◦π(l−1

uτ(u))◦L̃◦π(l−1
0u )−σ1(L) ∈ Γ. Therefore,

(∧n)π(luτ(u)) = (∧n)
(
π(l0u)

−1 ◦ L̃ ◦ π(l0u)− σ1(L)
)

mod nΓ(4.12)

and thus modulo nΓ, we conclude that:

nT−1(ũ′ − ũ) = (∧n)π(luτ(u)) (See Lemma 8.18)

= (∧n)
(
π(l0u)

−1 ◦ L̃ ◦ π(l0u)− σ1(L)
)

(By (4.12))

= ix(τ)− i1(τ). (By (4.11))

�
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Therefore, for every τ ∈ G, we have:

en(ix(τ)− i1(τ)) = exp

(
2iπT (ix(τ)− i1(τ))

n

)
(By definition of en in (4.10))

= exp

(
2iπT (nT−1(ũ′ − ũ))

n

)
(By Lemma 8.17)

= exp

(
2iπ(ũ′ − ũ)

n

)
= τ(u)/u (By definition of ũ′, ũ),

and the commutativity of the diagram in Theorem 8.14 follows. To complete the
proof of Lemma 8.17, we prove:

Lemma 8.18. Fix 0 ∈ C as the point lying above 1 ∈ C∗ under the universal map
π : C→ C∗, x 7→ exp(2iπx). The corresponding deck transformation action

π1(C∗, 1)× Z→ Z, (g, x) 7→ g · x ∈ C.

is compatible with the group law of C∗. For n ≥ 1, γ ∈ Γ = π1(C∗, 1), we have:

(∧n)(γ) = nγ ∈ Γ, (nγ) · 0 = n(γ · 0) ∈ Z ⊂ C.

Proof. Recall from (4.9) the isomorphism of groups T : π1(C∗, 1) → Z given
by the deck transformation g 7→ g.0. The inverse map T−1 : Z → π1(C∗, 1) is
defined as follows. Let x ∈ Z ⊂ C and consider the linear path l0x : [0, 1] → C
going from 0 to x. The image π(l0x) is a loop based at 1 ∈ C∗. We set T−1(x) to
be the class of π(l0x) in π1(C∗, 1).

Now let γ ∈ π1(C∗, 1). The loop π(l0x) : [0, 1]→ C∗ represents γ where x = T (γ) ∈
Z ⊂ C. Similarly, the loop π(l0(nx)) : [0, 1]→ C∗ represents nγ where nx = T (nγ).
The commutative diagram:

[0,1] C C

C∗ C∗,

l0x

π(l0x)

×n

π π

∧n

imply that (∧n)(γ) = nγ ∈ π1(C∗, 1) and the first equality is proved. Since
γ · 0 = T (γ) = x, it follows that n(γ · 0) = nx = T (nγ) = (nγ) · 0 and the second
equality follows. �





CHAPTER 9

Uniformity of integral sections on constant abelian varieties

1. Introduction

Most of the results in this chapter are motivated by the following works of Noguchi-
Winkelmann (cf. [82]) on the intersection multiplicities of curves with an ample
divisor in an abelian variety. For the notations, we fix throughout an algebraically
closed field k of characteristic 0 unless stated otherwise.

Theorem 9.1 (Noguchi-Winkelmann). There is a function MNW : N3 → N sat-
isfying the following property. Let C be a smooth compact curve of genus g, let
A be an abelian variety of dimension n, let D be an ample effective divisor on A
with intersection number Dn = d. Let f : C → A be a morphism. Then either
f(C) ⊂ D or multxf ∗D ≤MNW (g, n, d) for all x ∈ C.

In the other extreme situation where the abelian variety is traceless, we also have
the following uniform bound of intersection multiplicities of Buium (cf. [14]).

Theorem 9.2 (Buium). Let K = k(B) be the function field of an integral curve
B/k. Let A/K be an abelian variety with TrK/k(AK) = 0. Then for each rational
function f ∈ K(A), there exists a positive constant m(A,K, f) such that for every
P ∈ A(K) where f is defined and does not vanish, the zeroes and poles of f(P ) ∈
K∗ have orders at most m(A,K, f).

The goal of the presenting chapter is to obtain the following uniform bound on the
number of integral points in a constant abelian variety with respect to a constant
effective divisor.

Let n, g, d, s ≥ 0 be integers. Consider a smooth projective C/k of genus g with a
finite subset S ⊂ C of cardinality at most s. Consider an abelian variety A/k of
dimension n and an effective ample divisor D on A of degree Dn = d. Denote by
W the set of nonconstant algebraic morphisms f : (C \ S)→ (A \D).

Theorem I. There exists a number N(g, s, n, d) ≥ 0 such that:

(i) either W is infinite or #W ≤ N(g, s, n, d);

(ii) #{f ∈ W : a+ Im f * D, ∀a ∈ A} ≤ N(g, s, n, d);
147
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(iii) if n = 2, d > 2g − 2 and D is integral then #W ≤ N(g, s, n, d).

The case of an arbitrary effective divisor D ⊂ A×C is also treated with the tools of
jet-differentials as in the proof of Theorem 9.1 as follows (cf. Theorem 9.10).

Theorem J. Let A/k be an abelian variety and let C/k be a smooth projective
curve. Let D be an integral divisor in A × C. There exists a number M > 0
satisfying the following property. For every morphism φ : C → A such that (φ ×
IdC)(C) * D, we have an estimation

multx(φ× Id)∗D ≤M for all x ∈ C.

As an application, we establish the following semi-effective bound on the number
of integral points of bounded denominators (cf. Theorem 9.13):

Corollary D. Let C/k be a curve of genus g and let A/k be an abelian variety
of dimension n. Let D ⊂ A × C be an effective divisor such that DK is ample.
For each integer s ≥ 1, let W (s,D) be the set of morphisms f : C → A such that
#(f × IdC)(C) ∩ D ≤ s. Then there exists a number H > 0 such that for any
s ≥ 1 we have a semi-effective bound

#W (s,D) modulo A(k) ≤ (2
√
sH + 1)4gn.

An application on the generic emptiness of (S,D)-integral points is also given in
Corollary 9.15.

2. Preliminaries

The following lemmata are well-known.

Lemma 9.3. Let f : X → Y be a morphism of finite presentation of quasi-compact
and separated schemes. Assume that f is quasi-finite. Then there exists a number
n ≥ 0 such that for every y ∈ Y , the fibre Xy = f−1(y) has at most n points.

Proof. By Zariski’s Main Theorem ([65, Chapter 4.4]), there exists a finite
morphism h : Z → Y and an open immersion ι : X → Z such that f = h ◦ ι.
Hence, it suffices to prove the statement for h. We can clearly suppose that Z and
Y are integral. Then the degree n0 = deg h = [κ(Z) : κ(Y )] ∈ N is well-defined. By
generic flatness, there exists a dense open subset U ⊂ Y such that hU : h−1(U)→ U
is flat and thus (cf. [65, Exercise 5.1.25]) every fibre of hU has at most n0 points.
We continue the process with the finite morphism h1 : h−1(Y1)→ Y1. Similarly, we
obtain another bound n1 on the cardinality of the fibres of h1 over a dense open
subset U1 of the proper closed subscheme Y1 = Y \ U of Y0 = Y . Since Y is a
Noetherian topological space, the procedure terminates after finitely many steps
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(i.e., the closed subset Yi ⊂ Yi−1 is empty for some i ≥ 1). We can take n to be
the maximum of the ni’s to conclude. �

Lemma 9.4. Let S be a Noetherian scheme. Let X and Y be respectively projec-
tive and quasi-projective schemes over S. Suppose that X is flat over S then the
functor MorS(X, Y ) : U 7→ MorU(X ×S U, Y ×S U) is representable by an open
S-subscheme MorS(X, Y ) of HilbX×Y/S. Moreover, the natural paring

σ : X ×S MorS(X, Y )→ Y, (x, f) 7→ f(x)(2.1)

is an S-scheme morphism.

Proof. The first statement is a well-known consequence of Grothendieck’s
theorem on Quot-schemes (cf. [48, Les schémas de Hilbert]). The second statement
is an application of Yoneda’s lemma. Let Z = X ×S MorS(X, Y ) and consider the
covariant transformation of point functors Σ: hZ → hY given by composition:

Σ(U) : hZ(U) = X(U)×MorS(X, Y )(U) −→ hY (U) = Y (U)

(x, f) 7−→ f ◦ x,
for every S-scheme U . Here we identify naturally X(U) ' XU(U) and Y (U) '
YU(U) by the universal property of fibre products. Observe that Σ is exactly
the pairing (2.1). It is a direct verification that Σ is a natural transformation,
i.e., for every S-scheme morphism q : U → V , we have Σ(V ) ◦ hZ(q) = hY (q) ◦
Σ(U). Therefore, Yoneda’s lemma implies that Σ is representable by an S-scheme
morphism σ : Z → Y .

�

Example 9.5. Let S = Spec(k) where k is a field.

(1) Let X = P1
k and Y = A1

k. Then we have Mork(X, Y ) = A1
k and the

pairing X ×k Mork(X, Y )→ Y is simply the second projection morphism
P1 × A1 → A1.

(2) Let X = Y = P1
k then we can write Mork(X, Y ) = ∪0≤d Mordk(P1,P1),

where Mordk(P1,P1) = P2d+1
k parametrizes morphisms from P1 to P1 of

degree at most d. Indeed, each morphism of degree at most d is given by
a rational function

∑d
i=0 ait

i/
∑d

i=0 bit
i ∈ k(t) where the coefficients ai’s,

bi’s are not all zeros. Hence, such morphisms are in bijection with points
(a0 : . . . : ad : b0 : . . . : bd) ∈ P2d+1. The pairing X ×k Mork(X, Y )→ Y is
then induced by the canonical scheme morphisms

P1 × P2d+1 → P1, ((t : 1), (a0 : . . . : ad : b0 : . . . : bd)) 7→
(

d∑
i=0

ait
i :

d∑
i=0

bit
i

)
.
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3. Two uniform lemmata on abelian varieties

A polarization on an abelian variety is the algebraic equivalence class of an ample
line bundle, or equivalently, an ample line bundle defined up to translation. Let L
be an ample invertible sheaf on an abelian variety A of dimension n. Associated to
L there is a canonical homomorphism φL : A→ A∨ defined by a 7→ τ ∗aL⊗L−1. We
have by the Riemann-Roch theorem that h0(A,L) = (Ln)/n!, and hi(A,L) = 0
for all i > 0. Moreover, deg φL = (Ln/n!)2 and we call this number the degree
of the polarization induced by L. In particular, n! divides (Ln) and L admits
global sections. L is a principal polarization if (Ln) = n!, i.e., h0(A,L) = 1, or
equivalently, φL is an isomorphism.

We first recall the following well-known result of Mumford on the moduli space
of abelian varieties. Let n, d,N ≥ 1 be integers. For each Z[1/N ]-scheme T ,
let Mg,d2,N(T ) be the set of isomorphism classes of triples (A, φ, j), where A is
an abelian scheme over T of relative dimension n, φ is a degree-d2 polarization,
and j : (Z/NZ)2n → A[N ] is an isomorphism of T -groups. We thus obtain a
contravariant functorMg,d2,N : SchZ[1/N ] → Set.

Theorem 9.6 (Mumford). The functorMn,d2,N is representable by a quasi-projective
Z-scheme Mn,d2,N whenever N ≥ 6nd

√
n!.

Proof. See [79, Theorem 7.9] �

Now return to the notations of Theorem I. Denote A = A×C the constant abelian
family over C induced by A. Let K = k(C) and AK = A ⊗ K the generic fibre
of A. We can thus view W as a subset of rational points of A(K). The strategy
is to establish first a uniform bound on the canonical height associated to the
symmetric ample divisor D + [−1]∗D. We shall need the following lemma.

Lemma 9.7. For each integers n, d ≥ 1, there exists a number m(n, d) with the
following property. For every ample divisor D of degree d on an abelian variety A
of dimension n,

mD − (D + [−1]∗D)

is ample whenever m ≥ m(n, d).

Notice that if n = 1, i.e., A is an elliptic curve, then we can simply takem(n, d) = 3.
Indeed, since degD = deg[−1]∗D,

deg(3D − (D + [−1]∗D)) = deg(2D − [−1]∗D) = degD > 0.

It follows that 3D − (D + [−1]∗D) is ample.
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Proof of Lemma 9.7. We consider a parameter space of n-dimensional abelian
varieties π : A → T which is also an abelian scheme over T , i.e., it is equipped
with a zero section e : T → A, an inverse morphism [−1] : A×T A → A and an as-
sociative abelian sum morphism σ : A×T A → A. Let D be the universal effective
ample divisor of degree d on A. For example, we can take A, D to be respec-
tively the universal abelian scheme with large enough level structure N and the
universal ample divisor of degree d2 over the Mumford moduli space T = Mn,d2,N

in Theorem 9.6.

It suffices to find m = m(n, d) such that mD − (D + [−1]∗D) is ample. This can
be done by Noetherian induction as follows. Up to replacing T by each of its
irreducible components, we can suppose that T is integral. Let η be the generic
point of T . Then Dη is ample on the generic abelian variety Aη. Hence, there
exists an integer m0 ≥ 1 such that m0Dη − [−1]∗Dη is ample. As ampleness is
an open property on the base, we deduce that there exists a dense open subset
U1 ⊂ T over which m0D− [−1]∗D is ample. Let T1 = T \ U1. As T1 contains only
a finite number of irreducible components, we can suppose that T1 is irreducible
to simplify the notations without affecting the uniform conclusion on m(n, d). We
continue the above procedure for T1 and for the abelian scheme π1 : A1 → T1 and
for and D1 = D|T1 , where π1 = π|π−1T1

and A1 = π−1T1. We then obtain a closed
subset T2 ⊂ T1 (which we can again assume irreducible without loss of generality
as above) and so on. In this ways, we obtain a sequence of integers mi ≥ 1 and a
sequence of decreasing closed subsets T0 = T ⊃ T1 ⊃ · · · such that the divisor(

max
0≤i≤p

mi

)
D − [−1]∗D

is relatively ample over T \ Tp+1. Notice that dimTi+1 < dimTi for every i. It
follows that the sequence (Ti)i is finite, i.e., Tq+1 = ∅ for some integer q ≥ 0. It
suffices to set m = m(n, d) = 1 + max0≤i≤qmi to see that

mD − (D + [−1]∗D) =

(
max
0≤i≤q

mi

)
D − [−1]∗D

is relatively ample over T \ Tq+1 = T . Therefore, mDt − (Dt + [−1]∗Dt) is ample
for every t ∈ T and the conclusion follows. �

Now assume that C/k is a smooth projective connected curve of genus g and let
A/k be an abelian variety of dimension n. Let L be an effective ample numerical
class of divisors on A with top degree d = Ln/n!. For each finite subset S ⊂ C and
every effective divisor D ∈ L, let Z(S,D) be the set of nonconstant morphisms
f : C → A such that f−1(D) ⊂ S. In the theorem below, the notation D ≥ 0
means that D is an effective divisor.
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Lemma 9.8. For every s ∈ N, we have

# ∪0≤D∈L ∪#S≤sZ(S,D) modulo A(k) ≤ (2
√
m(n, d)sMNW (g, n, d) + 1)4ng

where MNW (g, s, n, d) and m(n, d) are defined in Theorem 9.1 and Lemma 9.7
respectively.

Proof. For any ample divisor D ∈ L, we known thatm(n, d)D−(D+[−1]∗D)
is ample by Lemma 9.7. It follows from Theorem 9.1 that the degree with respect to
D of any nonconstant (S,D)-integral point P ∈ A(K) is bounded by sMNW (g,n,d).
Therefore, the canonical height of such points with respect to the symmetric ample
divisor D+ [−1]∗D is bounded uniformly above by m(n, d)sMNW (g, n, d). We can
thus conclude by using Lemma 2.24 applied to the lattice A(K)/A(k) and the
canonical positive definite quadratic form associated to D + [−1]∗D. �

We are now in position to prove the first main result of the chapter.

Proof of Theorem I. Let f : (C\S)→ (A\D) be a nonconstant morphism.
By Theorem 9.1, we have degC f

∗D ≤ H := sMNW (g, n, d). Since D is ample, it
follows that

f ∈
∐

1≤N≤H

MorNt+1−g(C,A),(3.1)

where the Hilbert polynomial is calculated with respect to the line bundle O(D).

By Theorem 9.6, there exists a universal abelian variety A(n, d2, N) → Mn,d2,N

of n-dimensional degree-d2 polarized abelian varieties of large level N -structure.
Let L be the universal degree-d2 ample line bundle on A(n, d2, N). Then D → Y ,
where Y := A(n, d2, N) × (ProjL)∗, is the universal effective ample divisor of
degree d2 on A(n, d2, N). In what follows, we denote A = A(n, d2, N) × Y and
T1 = Mn,d2,N × Y . Let T2 be a coarse moduli space of curves of genus g with the
universal curve C → T2.

Let T = T1 × T2 and let p1, p2 be respectively the first and second projection. Up
to making the base change p1 : T → T1 for A,D, T1 and p2 : T → T2 for C, σ, T2,
we can suppose that T1 = T2 = T . Define

M =
∐

1≤N≤H

MorNt+1−g
T (C,A),

then M is a quasi-projective T -scheme by the standard Hilbert scheme theory.
The Hilbert polynomial is calculated using the line bundle O(D). Now for each
i = 1, . . . , s, consider the image ∆i of the following closed immersion of T -schemes
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(diagonal morphisms)

hi : C ×T (C ×T · · · ×T Ĉi ×T · · · ×T C) −→ C ×T CsT
(x, (x1, . . . , xi−1, xi+1, . . . , xs)) 7−→ (x, (x1, . . . , xi−1, x, xi+1, . . . , xs)),

where Ĉi denotes the omitted i-th copy of C in the fibre product CsT . Let ∆ =
∪1≤i≤s∆i be a closed subset of C ×T CsT . Consider the following map

Ψ: D ×T (C ×T CsT \∆)×T M−→ A×T CsT ×T M
(x, y, z, f) 7−→ (x− f(y), z, f).

We claim that Ψ is a morphism of quasi-projective T -schemes. Indeed, Ψ is a
composition of the following T -morphisms:

ι : D×T (C×TCsT\∆)×TM→D×TC×TCsT×TM' D×TC×TM×TCsT (immersion),

Id×(σ, pr2)× Id : D ×T C ×T M×CsT → D ×T A×T M×CsT , (cf. Lemma 9.4)

and the subtraction morphism A ×T A → A restricted to the first two factors
D ×T A.
Now define Σ := A ×T CsT ×T M \ Im Ψ to be the complement of the image of
Ψ. By the Chevalley theorem, Im Ψ is a quasi-projective T -scheme thus so is
Σ. Let π : Σ → CsT ×T M×T T be the induced projection morphism. By [46,
Proposition 9.2.6.(iv)], the subset E ⊂ CsT ×T M×T T above which π has finite
fibres is constructible. We equip E with the induced reduced scheme structure.
Then (cf. Lemma 9.3 below) there exists a number N1(g, s, n, d) such that for
every q ∈ E, we have

(3.2) #Σq = #π−1(q) ≤ N1(g, s, n, d).

On the other hand, Lemma 9.8 implies that for each data set (C, S,A,D) with
prescribed invariants (g, s, n, d), the number of translation classes of nonconstant
morphisms f : (C \S)→ (A\D) is bounded above by (2

√
m(n, d)sMNW (g, n, d)+

1)4ng. Here, MNW (g, s, n, d) and m(n, d) are defined respectively in Theorem 9.1
and Lemma 9.7.

From (3.1) and the definitions of T1 and T2, Theorem 9.1 implies that there exists
t ∈ T such that some translate of f belongs toMt. Moreover, the constructions of
Ψ, Σ and of E which satisfies (3.2) imply that either there are at most N1(g, s, n, d)
translates of f that belong to W or either there are an infinite number of them.
By Theorem B, the latter case is excluded if no translates of Im f are contained
in D. This allows us to conclude the first two statements (i) and (ii) by setting

N(g, s, n, d) = N1(g, s, n, d)(2
√
m(n, d)sMNW (g, n, d) + 1)4ng.
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For the last statement (iii), suppose that n = 2, d > 2g − 2 and that D is an
integral curve. If g = 0 then C ' P1. Since abelian varieties do not contain
rational curves, every morphism P1 → A is constant and thus #W = 0. Suppose
now that g ≥ 1. Since the canonical divisor KA of A is trivial, we deduce from the
adjunction formula that

pa(D) =
D2 +D ·KA

2
+ 1 =

d

2
+ 1 > g ≥ 1.

Therefore, the Riemann-Roch theorem for curves implies that any algebraic mor-
phism f : C → D must be constant. It follows that for any non constant morphism
f ∈ W , no translates of Im f can be contained in D. Hence, W must be finite by
(ii) and we can conclude from (i) that #W ≤ N(g, s, n, d). �

4. A generalization

4.1. Intersection multiplicities for varying divisors. We mention here
without proof the following well-known property.

Lemma 9.9 (Identity principle). Let f : C → X be a holomorphic map from a
connected complex curve C to a complex manifold X. Let p ∈ C and let Y be an
effective divisor of X such that multpf ∗Y ≥ n for all n ∈ N. Then f(C) ⊂ Y .

By adopting the proof of Theorem 9.1 of Noguchi-Winkelmann, we obtain the
following result on local intersection multiplicities in the setting of constant abelian
varieties but with varying divisors.

Theorem 9.10. Let A/k be an abelian variety and let C/k be a smooth projective
curve. Let D be an integral divisor in A × C. There exists a number M > 0
satisfying the following property. For every morphism φ : C → A such that (φ ×
IdC)(C) * D, we have an estimation

multx(φ× Id)∗D ≤M for all x ∈ C.

Proof. We can suppose that k = C by the Lefschetz principle. Let π : A ×
C → C be the canonical projection. Let B = J(C) be the Jacobian variety of C
and fix an embedding C → B. For all analytic varieties X, Y and for every integer
n ≥ 1, we have a canonical identification Jn(X × Y ) = Jn(X)× Jn(Y ). Let m(n)
be the maximal ideal of C{t}/(tn+1). Then by the exponential map, we have a
natural holomorphic trivialization of the n-th jet bundle of A (cf. [82, Proposition
3.11]):

Jn(A) ' A× (m(n)⊗ LieA).

Similarly, we have Jn(B) ' B × (m(n) ⊗ LieB). This makes Jn(A) and Jn(B)
become algebraic varieties since for example m(n)⊗ LieA ' Cn dimA is algebraic.
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Let φ : C → A be an algebraic morphism. Then φ induces canonically a homo-
morphism φ̃ : B → A and a morphism dnφ̃ : Jn(B) → Jn(A). Moreover, since
morphisms from B to A lift canonically to homomorphisms of the associated Lie
algebras, there exists a canonical linear map ϕφ : LieB → LieA (as LieA,LieB
are commutative) which is independent of n and such that (cf. [82, Lemma 4.1]):

Φ = φ̃× (Idm(n)⊗ϕφ) : B × (m(n)⊗ LieB)→ A× (m(n)⊗ LieA)

is compatible with dnφ̃, i.e., such that the diagram:

Jn(B) Jn(A)

B × (m(n)⊗ LieB) A× (m(n)⊗ LieA)

dnφ̃

' '

Φ

is commutative. Notice that the linear map ϕφ determines locally, hence globally
(since C is a curve and A is abelian) the morphism φ up to a translation of A. By
abuse of notations, we will denote simply dφ : LieB → LieA the linear map ϕφ
for every φ : C → A.

Denote V = Homlin(LieB,LieA) ' HomC(Cg,CdimA) ' Ag dimA. Consider the
algebraic variety T := C×CD×k V where the morphism D → C is induced by the
projection π : A× C → C. We have natural inclusion of closed complex spaces:

Jn(D) ⊂ Jn(A× C) ⊂ Jn(A×B) = Jn(A)× Jn(B),

and similarly
Jn(C) ⊂ Jn(B).

Using the trivializations of Jn(A), Jn(B), the sets Jn(D) and Jn(C) can be re-
garded respectively as closed algebraic subvarieties ofD× (m(n)⊗ (LieA× LieB))
and C × (m(n)⊗ LieB). For each integer n ≥ 1, define

Wn := {(c, d, ϕ) ∈ T :
(
(Idm(n)⊗ϕ)× IdJn(B)

)
(Jnc (C)) ⊂ Jnd (D)} ⊂ T.

We claim that Wn is a closed algebraic subset of T for every n ≥ 1. Indeed, we
have the valuation morphism LieB × V → LieA, (v, ϕ) 7→ ϕ(v) which is clearly
algebraic. Consider the following T -morphism of algebraic varieties

Ψ: Jn(C)×C T → (m(n)⊗ (LieA× LieB))×k T(∑
i

αi ⊗ vi, c, d, ϕ
)
7→
(∑

i

αi ⊗ (ϕ(vi), vi), c, d, ϕ

)
.

Denote Σ := Im Ψ \ Jn(D)×D T . Let pT : (m(n)⊗ (LieA× LieB))×k T → T be
the second projection then Wn = T \ pT (Σ). By Chevalley’s theorem applied to
Ψ and pT , Wn is an algebraic subset of T . We shall show that the induced map
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p : Im Ψ→ T is flat. This will prove the claim since pT (Σ) is then a Zariski open
subset of T by the open property of flat morphisms and as Σ is Zariski open in
Im Ψ.

Clearly, it suffices to prove that the image of the map

Φ: Jn(C)×C C × V → (m(n)⊗ (LieA× LieB))×k C × V(∑
i

αi ⊗ vi, c, ϕ
)
7→
(∑

i

αi ⊗ (ϕ(vi), vi), c, ϕ

)
is smooth (and thus flat) over C × V . This is true because the fibre of Im Φ over
(c, ϕ) ∈ C × V is smooth as the image under the linear map Idm(n)⊗(ϕ, IdLieB) of
the smooth linear subspace Jnc (C) ⊂ m(n)⊗ LieB. Hence, Wn is indeed a closed
algebraic subset of T for every n ≥ 1 as claimed.

Now we verify that (Wn)n≥1 is a descending sequence of algebraic varieties. Indeed,
suppose that (c, d, ϕ) ∈ Wn+1, this means by the definition that

dn+1(f × IdC)(Jn+1
c (C)) ⊂ Jn+1

d (D)

for any holomorphic germ map f : (C, c) → (A, d) such that dfc(v) = ϕ(v) for all
v ∈ LieB. Clearly, this is just a reformulation of the local condition:

multc(f × IdC)∗D ≥ n+ 1.

It follows that (c, d, ϕ) ∈ Wn and thus Wn+1 ⊂ Wn as desired.

Therefore, since the Zariski topology is Noetherian, the sequence (Wn)n≥1 is sta-
tionary for n ≥ M for some integer M ≥ 1. If a morphism f : C → A verifies
multc(f × IdC)∗D ≥ M + 1 for some c ∈ C then (c, (c, f(c)), dfc) ∈ Wn for all
n ≥M . This implies that multc(f × IdC)∗D ≥ n for all n ≥M and we must have
(f × IdC)(C) ⊂ D by Lemma 9.9. The conclusion thus follows. �

4.2. Semi-effective bound for integral points with varying divisors.
We continue with the following standard lemma.

Lemma 9.11. Let X/k be a proper algebraic variety and let D be an effective
integral divisor on X. Let f : C → X be a morphism from a curve C/k to X. We
have for f̃ = f × IdC that:

degC f
∗O(D) = (f∗C) ·D = (f̃∗C) · (D × C).

Proof. Case f(C) * D and D is smooth: Then there is an obvious bijection
between the set theoretic intersections f(C) ∩D and (f × IdC)(C) ∩D×C given
by x 7→ (x, f(x)). Hence, it suffices to check that for every x ∈ C, we have

multx f
∗D = mult(f(x),x)(f × IdC)∗(D × C).
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Let n1 be the largest integer n ≥ 0 such that Im dnxf ⊂ Jnf(x)(D) where dnxf : Jnx (C)

→ Jnf(x)(X) is induced by f . Define n2 to be the largest integer n ≥ 0 such that for
dnx(f × IdC) : Jnx (C)→ Jn(f(x),x)(X×C), we have Im dnx(f × IdC) ⊂ Jn(f(x),x)(D×C).
Clearly multx f

∗D = n1 + 1 and mult(f(x),x)(f × IdC)∗(D × C) = n2 + 1. Hence,
we must show that n1 = n2. Remark that Jn(f(x),x)(X × C) = Jnf(x)(X) × Jnx (C)

and Jn(f(x),x)(D × C) = Jnf(x)(D) × Jnx (C). Under these natural identifications,
dnx(f × IdC) is nothing but the morphism

dnxf × dnx Id : Jnx (C)→ Jnf(x)(X)× Jn(C).

Since dnx Id = 0 for all n ≥ 1, we deduce that n1 = n2 as desired.

General case: If O(D) is a very ample line bundle then by Bertini’s theorem and
the invariance of intersection products by linear equivalence, we can suppose that
D is a smooth integral divisor and that f(C) * D. We can then conclude by
the above particular case. Note that we can replace D by any multiple nD where
n ≥ 1. Hence we can also conclude in the case when D is an ample divisor.

Any divisor can be written as a difference of two ample divisors. Therefore, D =
D1 − D2 for some ample divisors D1, D2 on X. By the linearity of intersection
products, the above paragraph concludes the proof of the lemma. �

We remark the following comparison of the positivity of divisors.

Lemma 9.12. Let C/k be a curve of function field K = k(C) and let A/k be
an abelian variety. Let D ⊂ A × C be an effective integral divisor such that DK
is ample. Let t0 ∈ C. Then D = Dt0 is an ample divisor on A and there exists
N, c > 0 such that for every morphism f : C → A and f̃ = f × IdC, we have:

(4.1) − c+N−1(f̃∗C) · D ≤ (f∗C) ·D ≤ N(f̃∗C) · D + c.

Proof. D ⊂ A×C is a flat family of effective Cartier divisors parametrized by
C (cf. Proposition 2.9). For t ∈ C, the divisors Dt are all algebraically equivalent
on A. Moreover, they are ample since DK is ample. Hence, for N = 2, the divisors
NDt − D and ND − Dt are ample on At = A for every t ∈ C. It follows that
ND − D × C and ND × C − D are relatively ample over C. Therefore, there
exists vertical divisors V1 and V2 in A × C with finite images on C such that
O(ND−D×C+V1) and O(ND×C−D+V2) are ample (cf. [64, Theorem 1.7.8,
Proposition 1.7.10]).

Let c = max(| degC π∗V1|, | degC π∗V2|) ∈ N. For every morphism f : C → A and
f̃ = f × IdC , we deduce that:

0 ≤ (f̃∗C) · (ND −D × C + V1) ≤ N(f̃∗C) · D −N(f̃∗C) · (D × C) + c.
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The second inequality follows from the fact that f̃∗C is reduced and transverse to
every vertical integral divisor V of A× C → C. Since

(f̃∗C) · (D × C) = f∗(C) ·D
by Lemma 9.11, we deduce that

(f∗C) ·D ≤ N(f̃∗C) · D + c.

The left inequality of (4.1) is obtained in a similar way by considering the ample
line bundle O(ND × C −D + V2). �

Using Theorem 9.10, we obtain the following semi-effective bound on integral
points in contant abelian varieties with respect to a general effective divisor.

Theorem 9.13. Let C/k be a curve of genus g and let A/k be an abelian variety
of dimension n. Let D ⊂ A × C be an effective divisor such that DK is ample.
For each integer s ≥ 1, let W (s,D) be the set of morphisms f : C → A such that
#(f × IdC)(C) ∩ D ≤ s. Then there exists a number H > 0 such that for any
s ≥ 1 we have a semi-effective bound

#W (s,D) modulo A(k) ≤ (2
√
sH + 1)4gn.

Remark 9.14. The set W (s,D) is in fact a union of integral points:

W (s,D) = ∪#S≤s{(S,D)-integral sections of A× C → C}
where S describes all finite subsets of C of cardinality at most s.

Proof of Theorem 9.13. For each morphism f : C → A, we will denote
f̃ = f × IdC : C → A× C.

Since we work modulo translations by A, we can always and do assume that
f̃(C) * D for each morphism f : C → A after a suitable translation. Indeed,
suppose on the contrary that f̃a(C) ⊂ D for all a ∈ A where fa = f + ta denotes
the compposition of f with the translation-by-a map ta : A→ A, x 7→ x+a. Then

A× C ⊂ ∪a∈Af̃a(C) ⊂ D,
which is a contradiction since dimD = dimA × C − 1. Therefore, by Theorem
9.10 there exists a number M > 0 such that

multx f̃
∗D ≤M for all x ∈ C.

Theorem 9.10 implies that there exists a constantM > 0 such that multb f̃
∗D ≤M

for every b ∈ B and for every f ∈ W (s,D) with f̃(C) * D. It follows that:

degC f̃
∗D =

∑
c∈C

multc f̃
∗D ≤

(
#f̃(C) ∩ D

)
.M ≤ sM.(4.2)
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By Lemma 9.12, there exists N, c > 0 such that for every f ∈ W (s,D) with
f̃(C) * D, we have:

degC f
∗O(D) ≤ N deg f̃ ∗D + c

where D = Dt0 ⊂ At0 = A for some t0 ∈ C. By the same lemma loc. cit, D
is ample. Combining with (4.2), we find that for every f ∈ W (s,D) such that
f̃(C) * D, we have:

(4.3) degC f
∗O(D) ≤ sNM + c ≤ s(NM + c).

Since D is ample, mD dominates a symmetric ample divisor D0 on A for some
integer m ≥ 1. We identify each f ∈ W (s,D) with the associated rational point
Pf ∈ A(K). Let H = m(NM + c). Then the canonical height of Pf in A(K) with
respect to D0, which is given by degC f

∗O(D0) and is invariant to the translation
class of f , is bounded from the above by sH by (4.3). A standard counting
argument on the lattice A(K)/A(k) (cf. Lemma 2.24, Theorem 2.21) completes
the proof. Remark that all torsion points of A(K) belong to A(C). �

5. Application on the generic emptiness of integral sections

Let A/k be an abelian variety and let C/k be a smooth projective curve of function
field K = k(C). Let A = A × C and let D ⊂ A be an effective divisor such that
DK is ample. The following result says that the set of (S,D)-integral points on
A is empty for a general choice of the finite subset S ⊂ C. Moreover, there are
much less integral points as the size s = #S of S goes to infinity. More precisely,
the result says that for each s ∈ N, the space of subsets S ⊂ C of cardinality s
such that there exists (S,D)-integral points lies in a closed subspace of dimension
at most dimA in the s-dimensional parameter space C(s).

Corollary 9.15. Assume DK(K) = ∅. For every s ∈ N, there exists a closed
algebraic subset Vs ⊂ C(s) such that the following hold:

(i) dimVs ≤ dimA;

(ii) for S ⊂ C a finite subset of cardinality s and U = C \ S, if the projection
(A\D)|U → U admits an algebraic section then the image of S in C(s) belongs
to Vs.

Proof of Corollary 9.15. Fix s ≥ 1. By Theorem 9.13, the projection
A → C admits only a finite number, modulo A(C), of sections σ ∈ A(C) which
are also sections of (A\D)|U → U for U = C \S where S ∈ C is some finite subset
of cardinality s. Let Is be the finite subset of such sections σ with deg σ∗D =
s. Since D(K) = ∅, Lemma 4.4 implies that we have a well-defined morphism
fσ : A → C(s), a 7→ (a + σ)∗D. Here, a + σ denotes simply the composition of
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σ by the translation-by-a map. Define Vs = ∪σ∈Isfσ(A). By the definition of
the morphisms fσ, the image in C(s) of every finite subset S ⊂ C verifying the
condition (ii) must be contained in Vs. On the other hand, since the morphisms
fσ’s are proper, Vs is a closed algebraic subset of C(s). Clearly, dimVs ≤ dimA
and the conclusion follows. �







CHAPTER 10

Uniform results using the tautological inequality

1. Introduction

We fix throughout an integral quasi-projective variety Z/k over an algebraically
closed field k of characteristic 0.

Definition 10.1. A family of k-elliptic surfaces X → C → Z is called a relative
maximal variation family if
(a) C → Z is a family of smooth projective curves;
(b) Xz → Cz is an elliptic surface for every z ∈ Z;
(c) for every z ∈ Z (not necessarily closed) and for ξ the generic point of Cz, the

Kodaira-Spencer class (cf. Definition 2.3) of the curve Xξ/κ(ξ) is nonzero.

Remark 10.2. Let z ∈ Z. Let g be the genus of Cz and let χ be the Euler-Poincaré
characteristic χ(OXz) of Xz. Since Z is integral, g, χ are independent of z ∈ Z.

In particular, Definition 10.1 implies that every constant family of elliptic surfaces
X×Z → B×Z → Z is of relative maximal variation whenever the elliptic surface
X → B is nonisotrivial (cf. Theorem 2.4).

Let χ, g ∈ N. The existence of relative maximal variation families of (resp.
semistable) elliptic surfaces with section which parametrize all elliptic surfaces
X → C such that χ(OX) = χ and g(C) = g is proved in [97, Theorem 7].

Definition 10.3. Consider a family of elliptic surfaces X f−→ C → Z with a section.
Let T ⊂ X be the reduced divisor of singular fibres of f : X → C. An integral
divisor D ⊂ X is called an adaptive family of ample divisors if D + T is simple
normal crossing and for every z ∈ Z:
(a) Dz := D ∩ Xz is an effective ample divisor on Xz;
(b) Dz + Tz is a simple normal crossing divisor.

Without searching for the optimal result, we restrict to families of semistable ellip-
tic surfaces. The goal of the chapter is to prove the following uniform boundedness
results on the canonical heights of rational points by means of the tautological in-
equality (cf. Section 3.3).

161



162 10. UNIFORM RESULTS USING THE TAUTOLOGICAL INEQUALITY

Theorem K. Let X f−→ C → Z be a relative maximal variation family of semistable
elliptic surfaces with a zero section O : C → X . Let D ⊂ X be an adaptive family
of ample effective divisors. There exists numbers c1, c2 > 0 such that for every
closed point z ∈ Z and every P ∈ Xz(k(Cz)) \ Dz, we have:

ĥOz(P ) ≤ c1s+ c2, where s = #σP (Cz) ∩ Dz.(1.1)

Here, ĥOz is the Néron-Tate height on Xz(k(Cz)) associated to the origin Oz and
σP ∈ Xz(Cz) is the corresponding section of P .

In fact, we can show with the method of tautological inequality that:

Theorem 10.4. If D = (O) is the zero section, the conclusion of Theorem K still
holds. Moreover, the constants c1, c2 depend only g, χ (cf. Remark 10.2).

Therefore, we obtain a new proof of the uniform consequence of Hindry-Silverman
result [52, Corollary 8.5] (see Theorem 1.36 for the statement).

The uniform bound of height of integral points in Theorem K allows us to establish
the following uniform bound which is polynomial in s ∈ N on the number of (S,D)-
integral points of bounded denominators #S ≤ s.

Corollary 10.5. Let the notations be as in Theorem K.

(i) There exists α, β, γ > 0 depending only on X , C,D such that for every integer
s ≥ 0 and for every z ∈ Z, we have:

(1.2) # ∪S⊂Cz ,#S≤s {(S,Dz)-integral points of Xz} ≤ (αs+ β)γ;

(ii) For each z ∈ Z and each n ∈ N, there exists a Zariski dense open subset
Un ⊂ Cnz such that for every x = (x1, . . . , xn) ∈ Un, the set of (Sx,Dz)-integral
points of the elliptic surface Xz → Cz is empty where Sx = {x1, . . . , xn}.

Proof. (i) is a direct consequence of the uniform bound 3.12, Lemma 2.25
and Lemma 10.7 below. For (ii), see the proof of Corollary B.(ii). �

When the family of elliptic surfaces X is induced by a single nonisotrivial elliptic
surface, Corollary 10.5.(i) can be strengthen by taking the union of integral points
over arbitrary divisors Dz (z ∈ Z) as follows:

Corollary 10.6. Let X → B be a nonisotrivial elliptic surface. Let Z be a variety
and let D ⊂ X be an adaptive family of ample effective divisors with respect to the
family X × Z → B × Z → Z. There exists α, β, γ > 0 such that for every s ∈ N,

(1.3) # ∪z∈Z ∪S⊂B,#S≤s{(S,Dz)-integral points of X} ≤ (αs+ β)γ.
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Proof. Up to a finite base change B′ → B, X → B becomes a nonisotrivial
semistable elliptic surface. Thus, (i) is a direct consequence of the uniform bound
3.12, Lemma 2.25 and Lemma 10.7 below. �

2. Uniform boundedness of the Mordell-Weil rank in families

The following lemma is well-known to experts.

Lemma 10.7. Let f : X → B be a nonisotrivial elliptic surface over a smooth
projective curve B. Then we have

r = rankX(B) ≤ ρ(X) ≤ 12χ(OX) + 4g(B)− 2,

where ρ(X) is the Picard number of X, g(B) is the genus of B and χ(OX) is the
Euler-Poincaré characteristic of X.

Proof. From the Shioda-Tate formula (cf. [102, Theorem 1.3, Corollary 5.3]
or [96]), we find that r = rankX(B) ≤ ρ(X). For the second inequality, let e(X)
denote the topological Euler characteristic of X, then

(2.1) b2(X) = e(X)− 2 + 2b1(X) = e(X)− 2 + 4g(B).

The first equality follows from the Poincaré duality. The second equality is a
consequence of the following equalities:

b1(X) = b1(B) = 2g(B).

The first equality uses the properties f∗OX = OB, R1f∗OX = L−1 with L the fun-
damental line bundle of X satisfying degL = χ(OX) > 0 (since X is nonisotrivial,
cf. [76]), and the Leray Spectral sequence:

0→ H1(B,OB)→ H1(X,OX)→ H0(B,L−1) = 0.

The Dolbeault isomorphism says that H1(X,OX) ' H0(X,Ω1
X) and H1(B,OB) '

H0(B,Ω1
B). Hence, by Hodge decomposition, we see finally that

b1(X) = h1,0 + h0,1 = 2h0,1 = 2h1(X,OX)

b1(B) = h1,0 + h0,1 = 2h0,1 = 2h1(B,OB)

and thus b1(X) = b1(B). From the injectivity of the cycle class map NS(X) →
H2(X,Q), we deduce that ρ(X) ≤ b2(X).

On the other hand, we find from Noether’s formula χ(OX) = (K2
X +e(X))/12 that

12χ(OX) = e(X) since K2
X = 0. Therefore, we deduce from (2.1) that:

ρ(X) ≤ b2(X) = 12χ(OX)− 2 + 4g(B).

�
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3. Proof of the main results

We begin by stating here a useful criterion of ampleness on ruled surfaces.

Lemma 10.8. Let V be a vector bundle of rank 2 on a smooth projective curve
X over a field L of characteristic 0. Assume that V satisfies a non splitting short
exact sequence:

0→ OX → V → O(D)→ 0(3.1)

where D is an effective divisor on X such that degD > 0. Then the tautological
bundle O(1) on the ruled surface PX(V ) is ample.

Proof. The class of the exact sequence (3.1) in H1(X,O(D)) is nonzero if and
only if its class in H1(XL̄,O(DL̄)) is non zero. The Cohomological criterion for
ampleness as in [46, Proposition III.2.6.1] and the invariant of cohomology under
flat base change allows us to suppose that L is algebraically closed. We can now
apply the Nakai-Moishezon criterion to prove that O(1) is ample. The proof goes
as in [40, Lemma 6.27]. �

Return now to the notations of Theorem K.

3.1. Preliminary reductions. Since k is a field of characteristic zero, Z
admits an integral resolution of singularities Zsm (cf. [54]). Up to making a base
change of X → C → Z and of O to Zsm, we can assume without loss of generality
that Z is smooth. It follows that C and thus X are smooth varieties. In particular,
if we denote (O) ⊂ X the image of the section O equipped with the reduced scheme
structure then (O) is a smooth divisor of X . We can clearly assume moreover that
X and C are integral.

Let F ⊂ C be the effective reduced divisor of singular locus of the morphism
f : X → C. Then T = f ∗F is the divisor of singular fibres of f : X → C.
Consider the embedded resolution of singularities µ : X ′ → X of the effective
Cartier divisor (O) + T in X (cf. [54], see also [64, Theorem 4.1.3]). We remark
here that µ can be obtained as a finite sequence of blowups along smooth centers
supported in the singular loci of (O) + T (thus contained in T ).

Up to replacing X by X ′ and (O) + T by (the support of) µ∗((O) + T ) +E where
E is the exceptional divisor of µ, we can suppose that the divisor

D := (O) + T

is simple normal crossing. As the family X → C is semistable and admits a section
by hypotheses, the fibres Dz are also simple normal crossing for all z ∈ Z.
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Therefore, the logarithmic cotangent bundles ΩX (logD) and ΩXz(logDz) are well-
defined for every z ∈ Z (cf. Definition 2.41).

For the notations, we denote for every z ∈ Z,
(3.2) X (D) := PX (ΩX/Z(logD))

π−→ X , Xz(Dz) := P(ΩXz(logDz))
πz−→ Xz.

Here, ΩX/Z(logD) denotes the relative logarithmic cotangent bundle which by
definition fits in the following short exact sequence:

(3.3) 0 −→ f ∗ΩZ −→ ΩX (logD) −→ ΩX/Z(logD) −→ 0.

3.2. Main induction step. Let η ∈ Z be the generic point of Z. Con-
sider the universal elliptic surface Xη → Cη over the universal curve Cη. Let
L = (R1fη∗OXη)

−1 be the fundamental line bundle of Xη → Cη. Then deg(L) =
χ(OX) > 0 since Xη → Cη is nonisotrivial and ωXη = f ∗η (L⊗ ωCη) (cf. [76]).

Lemma 10.9. We have an exact sequence of vector bundles:

(3.4) 0 −→ f ∗ηΩCη/κ(η)(Fη) −→ ΩXη/κ(η)(logDη) −→ OXη((O)η)⊗ f ∗η (L) −→ 0.

Proof. LetW be the quotient of ΩXη/κ(η)(logDη) by f ∗ηΩCη/κ(η)(Fη). The local
freeness of W follows by a local calculation at points P lying on the divisor T of
singular fibres. Moreover, the exact sequence (3.4) implies that:

W = det(ΩXη/κ(η)(logDη))⊗
(
f ∗ηΩCη/κ(η)(Fη)

)−1

= f ∗η (L⊗ ωCη)⊗O(Dη)⊗ f ∗η (ω
⊗(−1)
Cη )⊗ f ∗ηO(−Fη)

= OXη((O)η)⊗ f ∗η (L).

�

Let ξ ∈ Cη be the generic point of Cη and κ(ξ) = κ(η)(Cη) the function field of Cη.
Since X f−→ C → Z is of relative maximal variation, the Kodaira-Spencer class of
Xη/κ(η) is nonzero. In other words, the following exact sequence of vector bundles
is non splitting:

(3.5) 0 −→ f ∗ξ Ωκ(ξ)/κ(η) −→ (ΩXη/κ(η)(logDη))ξ −→ ΩXξ/κ(ξ)(logDξ) −→ 0.

As κ(ξ)/κ(η) is a separable 1-dimensional transcendental field extension, f ∗ξ Ωκ(ξ)/κ(η)

' OXξ . Since Xξ/κ(ξ) is an elliptic curve, ΩXξ/κ(ξ)(logDξ) = OXξ(Dξ). Hence, it
follows from Lemma 10.8 that the tautological line bundle Oξ(1) is ample on the
elliptic ruled surface P(Eξ)→ Xξ where we define

E := ΩXη/κ(η)(logDη).
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Lemma 10.10. There exists an integer N ≥ 1 and an effective divisor Vη of Cη
such that the following line bundle on P(E) = Xη(Dη) is globally generated:

Lη := OP(E)(N)⊗ π∗ηO(−Dη + f ∗ηVη).

Proof. As Oξ(1) is ample, the line bundle Oξ(N1) is very ample on P(Eξ) for
some integer N1 ≥ 1. Take any basis s1, . . . , sk of the linear system |Oξ(N1)| on
P(Eξ). As Cη/κ(η) is a curve, there exists an effective divisor V1 on Cη such that
s1, . . . , sk extend to global sections of H0(P(E),OP(E)(N1)⊗ π∗ηO(f ∗ηV1)).

Since Oξ(N1) is very ample on the generic fibre P(Eξ) of P(E), the line bundle
OP(E)(N1)⊗ π∗ηO(V1) is a big line bundle on P(E) by the very definition of bigness
(its the augmented base locus cannot not be all of Xη(Dη), cf. [7]).

Since deg(L) = χ(OXη) = −(O)2
η > 0, the line bundle OXη((O)η) ⊗ f ∗η (L) is

nef on Xη. On the other hand, deg(ΩCη/κ(η)(Fη)) ≥ 0. Indeed, it is enough to
consider the case g = 0. But in this case, the Shioda-Tate formula [96] implies
that 2a+m ≥ 2χ(Xη) + 2 where a, m are respectively the number of additive and
multiplicative singular fibres of Xη → Cη. Since Xη is nonisotrivial, χ(OXη) > 0
and it follows that degF = a+m ≥ 2. Hence f ∗ηΩCη/κ(η)(Fη) is nef on Xη.
Therefore, ΩXη/κ(η)(logDη) is an extension of nef line bundles (cf. (3.4)) thus it is
a nef vector bundle on Xη. Thus, the line bundle OP(E)(N1)⊗ π∗ηO(V1) is actually
nef and big.

Since the pullback of OP(E)(N1) ⊗ π∗ηO(V1) to the generic fibre over Cη is Oξ(N1)
which is very ample, Nakamaye’s theorem [80] (which is valid over any field, cf. [7])
implies immediately that the augmented base locus B+(OXη(Dη)(N1)⊗π∗ηO(V1)) ⊂
P(E) is vertical over Cη, i.e., it does not dominate Cη. By the definition of the
augmented base locus (cf. [31], [7]), there exists N ≥ 1 and an effective vertical
divisor Vη such that Lη is globally generated as desired. �

Let V be any effective divisor on X extending Vη. Since Vη + Tη is vertical with
respect to the projection fη : Xη → Cη, The pushforward (fη)∗(Vη + Tη) is an
effective divisor on Cη and we can set M = deg(fη)∗(Vη + Tη) ∈ N. It follows that
for every z in some Zariski dense open subset U0 ⊂ Z, we have

(3.6) deg(fz)∗(Vz + Tz) = M.

Since D ⊂ X and Dz ⊂ Xz are simple normal crossing, the formation of the
relative logarithmic differential sheaves ΩX/Z(logD) commutes with the localiza-
tions to fibres above points z ∈ Z. This means that for every point z ∈ Z,
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(ΩX/Z(logD))z = ΩXz(logDz). Moreover, we have a commutative cartesian dia-
gram

(3.7)
Xz(Dz) Xz Cz z

X (D) X C Z.

πz fz hz

π f h

Let O(1) be the tautological line bundle on X (D) and consider the following line
bundle:

L := O(N)⊗ π∗O(−D + V).

By Lemma 10.10, Lη is globally generated where η is the generic point of Z. Denote
ϕ := h◦f ◦π : X (D)→ Z and ϕz = hz ◦fz ◦πz : Xz(Dz)→ z the induced structure
morphism of Xz(Dz) for every z ∈ Z. By the local constructibility of the set of
z ∈ Z satisfying the surjectivity of the map

(3.8) (ϕ∗ϕ∗L)z = (ϕz)
∗(ϕz)∗Lz → Lz,

there exists a nonempty Zariski open subset U ⊂ U0 ⊂ Z such that the map (3.8)
is surjective, i.e., Lz is globally generated, for every z ∈ U .
Therefore, for every section σP ∈ Xz(Cz) corresponding to a rational point P ∈
Xz(k(Cz)) for some z ∈ U , we have degB(σ′P )∗Lz ≥ 0, where σ′P : B → Xz(Dz) is
the derivative map which lifts σP (cf. Defintion 2.42).

Since σP = πz ◦σ′P and Lz = OXz(Dz)(N)⊗π∗zO(−Dz +Vz), it follows immediately
for every z ∈ U that:

(3.9) Dz · σP (B) ≤ deg(σ′P )∗OXz(Dz)(N) + Vz · σP (B).

Remark that σP (B) ·F ≤ 1 for every integral fibre F of Xz → Cz. Combining with
the tautological inequality applied to P (cf. Definition 2.42), we deduce that

Dz · σP (B) ≤ N(2g − 2 + #Dz ∩ σP (B)) + #Vz ∩ σP (B).(3.10)

Hence, by the definition of M (cf. (3.6)) and of U , we find for every z ∈ U
that:

(O)z · σP (B) ≤ N(2g − 2 + #(O)z ∩ σP (B)) + #Vz ∩ σP (B) + (N − 1)#Tz ∩ σP (B).

≤ N(2g − 2 + #(O)z ∩ σP (B)) +NM.

On the other hand, we have |(O)z · σP (B) − ĥOz | ≤ −(O)2
z = χ by Lemma 2.22.

Thus, we have proven the following main induction step:
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Lemma 10.11. There exists a Zariski dense open subset U ⊂ Z and M,N ∈ N
such that for every rational point P ∈ Xz(k(Cz)) with z ∈ U , we have:

ĥOz(P ) ≤ N(2g − 2 + #(O)z ∩ σP (B)) +NM + χ.(3.11)

3.3. Proof of Theorem 10.4. Now we apply the above procedure (3.11) for
each integral component of Z \ U and so on. Since dimZ \ U < dimZ, the whole
process has only finitely steps. It is then clear that there exists c1, c2 > 0 such
that for every z ∈ Z and every section σP ∈ Xz(Cz) associated to a rational point
P ∈ Xz(k(Cz)), we have:

ĥOz(P ) ≤ c1s+ c2, where s = #σP (B) ∩ (O)z.(3.12)

By a result of Seiler ([97, Theorem 7]), the family X → C → Z can be taken to
be a parameter space of all semistable elliptic surfaces with section of parameters
χ, g (cf. Remark 10.2). The constants c1, c2 thus depends only on χ, g and the
proof of Theorem K is completed.

3.4. Proof of Theorem K. By hypotheses, D ⊂ X is an adaptive family of
ample effective divisor. Thus, we can apply, mutatis mutandis, the above Main
induction step, by replacing D by D + T , to obtain a Zariski dense open subset
U ⊂ Z and M,N ∈ N such that for every rational point P ∈ Xz(k(Cz)) with
z ∈ U , we have (cf. (3.10)):

(3.13) Dz · σP (B) ≤ N(2g − 2 + #Dz ∩ σP (B)) +M.

To estimate the canonical heights, we need the following auxiliary result.

Lemma 10.12. There exists A ∈ N and a Zariski dense open subset W ⊂ Z such
that for every z ∈ W , the linear system |ADz− (O)z| is base-point-free where (O)z
is the zero section of the elliptic surface fz : Xz → Cz.

Proof. Consider the divisors Dη and (O)η on Xη where η is the generic point
of Z. Since D is a family of ample divisors by hypothesis, Dη is ample on Xη.
Define L(A) := O(AD − (O)) then there exists A ∈ N such that the line bundle

L(A)η = O(ADη − (O)η)

is globally generated on Xη. Let φ := h ◦ f : X → Z (cf. (3.7)). It follows that the
canonical morphism

(φ∗φ∗L)η = (φη)
∗(φη)∗L(A)η → L(A)η

is surjective. By the local constructibility property over the base of the surjectivity
of morphism of coherent sheaves, there exists a Zariski dense open subset W ⊂ Z



3. PROOF OF THE MAIN RESULTS 169

such that for every z ∈ W , the following natural map is surjective:

(φz)
∗(φz)∗L(A)z → L(A)z.

It follows that the linear system |ADz−(O)z| is base-point-free for every z ∈ W . �

Denote U ′ = W ∩ U . Then U ′ is a Zariski dense open subset of Z. For every
z ∈ U ′, we find that:

ĥOz(P ) ≤ (O)z · σP (B) + χ (by Lemma 2.22)

≤ ADz · σP (B) + χ (by Lemma 10.12)

≤ AN(2g − 2 + #Dz ∩ σP (B)) + AM + χ. (by (3.13))

We continue the above procedure for each integral component of Z \U ′ and so on.
As dimZ\U ′ < dimZ, the process terminates after a finite number of steps. Hence,
there exists c1, c2 > 0 such that for every z ∈ Z and every P ∈ Xz(k(Cz)),

ĥOz(P ) ≤ c1s+ c2, where s = #σP (B) ∩ Dz.
The proof of Theorem K is thus completed.





CHAPTER 11

Parshin-Arakelov theorem and integral points

1. Introduction

It is well-known that in the case of function fields, the Parshin-Arakelov theorem
(cf. Theorem 11.1) implies the Mordell conjecture (cf. [86]). Moreover, by es-
tablishing a uniform version of the Parshin-Arakelov theorem (cf. Theorem 11.2),
Caporaso obtained a certain uniform version of the Mordell conjecture over func-
tion fields. We will explain this in more details.

Notations. In this chapter, we fix throughout an irreducible smooth projec-
tive complex curve B of genus g and let S ⊂ B be a subset of cardinality s ∈ N.
For a nonisotrivial minimal surface X → B, we call the type of X the finite subset
of B above which the fibres of X are not smooth. We also say that X is of type
S if it has good reduction outside of S. Let Fq(B, S) be the set of non-isotrivial
minimal surfaces over B of type contained in S and whose general fibres have
genus q.

When we restrict to the case q ≥ 2, i.e., to families of hyperbolic curves, we have
the following important result.

Theorem 11.1 (Parshin-Arakelov). The set Fq(B, S) is finite for every q ≥ 2.

Proof. See [86] in the case S = ∅ and [5] for the general case. �

The above beautiful theorem was latter reinforced by Caporaso as follows.

Theorem 11.2 (Caporaso). There exists a function C : N3 → N such that for all
q ≥ 2, we have

#Fq(B, S) ≤ C(q, g, s).

Proof. See [18, Theorem 3.1]. �

Let (X → B) ∈ Fq(B, S) where q ≥ 2. In [86], Parshin constructed a map αX
which associates to each section σ ∈ X(B) a nonisotrivial families of curves of
bounded genus Yσ → B which factors through X → B and such that σ(B) is
exactly the branch locus of the cover Yσ → X. The obtained nonisotrivial families

171
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of curves Yσ are all defined over a finite number of curves B′ and the possible
types S ′ ⊂ B′ are also finite. The key property of the map αX is that all its
fibres are finite. This is direct implication of the property that σ is uniquely
determined as the branch locus of the cover Yσ → X and that the number of
possible covers Yσ → X is finite by the de Franchis theorem (over function fields)
since q ≥ 2. Therefore, the Parshin-Arakelov theorem implies that the set X(B) =
XK(K) must be finite, which is the content of the Mordell conjecture over function
fields. Together with some additional arguments proving B′, S ′ can be taken in
a uniformly bounded family and the cardinalities of the fibres of αX are also
uniformly bounded, Caporaso’s uniform version of the Parshin-Arakelov theorem
11.2 implies the following uniform version of the Mordell conjecture.

Theorem 11.3 (Caporaso). There exists a functionM : N3 → N with the following
property. For every q ≥ 2 and X ∈ Fq(B, S), the set XK(K) = X(B) contains at
most M(q, g, s) rational points.

Proof. See [18, Theorem 4.2]. �

The first goal of this chapter is to construct a map analogous to Parshin’s map
αX to obtain a new proof for known uniform finiteness results on integral points
on a nonisotrivial elliptic surface (cf. Section 3). Let f : X → B be a nonisotrivial
elliptic surface of type T of cardinality t. Let D be an effective reduced horizontal
divisor in X and S ⊂ B of cardinality s ∈ N.

Theorem L. The set of (S,D)-integral points is finite and uniformly bounded by
a function depending only on g, s, t, degDK, the number of ramified points in the
cover D → B, and the number of singular points on D.

When D is a section, degDK = 1 and #Dram∪Dsing = ∅. We recover in particular
the uniform result in [52] whose proof uses height theory:

Corollary 11.4. Let (O) be the zero section of X. The set of (S,D)-integral points
is uniformly bounded by a function depending only on g, s, t.

The main idea of our construction is similar to the method of Parshin in the
following way. For each nonisotrivial elliptic surface X → B with a finite subset
S ⊂ B and a horizontal effective divisor D, we define a map βX,D,S which associates
to each (S,D)-integral section σ ∈ X(B) a cover Yσ → X whose (horizontal part of
the) branch locus is σ(B)∪D. The induced maps Yσ → B are nonisotrivial families
of curves of uniformly bounded genus ≥ 2 and of uniformly bounded type.

The new key point is that the extra presence of D, and not just the section σ(B),
in the branch locus turns out to be exactly what we need, altogether with the de
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Franchis theorem on elliptic subfields (cf. Corollary 2.35), to show that the fibres
of the map βX,D,S are uniformly bounded. Thereby, we obtain from Theorem 11.3
a uniform result of Siegel theorem in the case of function fields with a new method
other than the classical methods using heights (e.g., Corollary 1.37 or Corollary
10.5 ) or using the hyperbolic method as in Theorem H.

It is then natural to expect that the method can be applied to obtain the known
finiteness result on integral points of bounded denominators on elliptic curves over
function fields. For this to be done using the construction of the map βX,D,S, it
turns out that we need the property saying that the union ∪S⊂B,#S≤sFq(B, S) is
finite for every s ∈ N. Unfortunately, the second goal of this chapter is to establish
a very negative result about the finiteness of the union ∪S⊂B,#S≤sFq(B, S) (cf.
Section 4):

Theorem M. For all large enough q and s depending only on the genus g of B,
the union

∪S⊂B,#S≤sFq(B, S)

is uncountably infinite. Moreover, there exists N(q, s, g) ∈ N, a Zariski dense open
subset I ⊂ PN , and a map I → ∪S⊂B,#S≤sFq(B, S) with uniformly bounded finite
fibres.

The above negative result shows that we cannot extend our method, at least in
a straightforward manner, to recover the conclusions of Corollary 1.37, Corollary
10.5) or Theorem H for integral points of bounded denominators.

Reformulated in a certain ‘union of (S,D)-integral section” style, we obtain the
following geometric information on the compact fine moduli spacesMq,n of stable
curves of genus q with level n ≥ 3-structure.

Corollary. Let ∆ ⊂Mq,n be the divisor locus of singular curves. For large enough
q, s ∈ N, there exists uncountably many nonconstant morphisms h : B →Mq,n, up
to automorphisms of B, such that the set-theoretic intersection h(B) ∩ ∆ has no
more than s points.

Finally, we shall apply our strategy to prove a certain uniform finiteness result on
unit equations over function fields in Section 5 (cf. Theorem 11.11). The result
obtained is nontrivial but far from being optimal (cf. Remark 11.13). But again,
as in the case of integral points on nonisotrival elliptic surfaces, our proof is new
in the sense that it does not reduce to establish any height bound on the set of
solutions as in traditional approaches in the literature.
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2. Preliminaries

Let X be a connected scheme. We fix a geometric point x̄ to obtain an étale fun-
damental group πet1 (X) = πet1 (X, x̄). An étale degre d cover of X is equivalent to a
πet1 (X)-set of cardinality d, i.e., a continuous morphism of topological groups

πet1 (X)→ Sd,

where Sd denotes the discret group of permutations of a set of d elements. Hence,
the number of degree d étale covers of X is given by #Hom(πet1 (X), Sd). If πet1 (X)
is finitely generated with m generators then #Hom(πet1 (X), Sd) ≤ (d!)m. More-
over, for a regular connected variety X over C, we have Hom(πet1 (X), Sd) =
Hom(π1(X(C)), Sd). If X = B\T , where T is a finite subset of cardinality t,
then the topological fundamental group π1(XC(C)) is a free group F2g+t−1 of rank
2g − 1 + t. Therefore, we see that

πet1 (X) = F̂2g−1+t

is the completion of the free group of 2g−1+t generators. In this case, the number
of degree d étale covers of B\T is bounded above by

N(d, g, t) = (d!)2g+t−1.

Now return to the situation when f : X → B is a minimal elliptic surface with a
zero section O and T ⊂ B the type of X. Let Y = X\f−1(T ) then Y is an abelian
scheme over B \ T . The multiplication-by-2 morphism [2] on Y is finite étale of
degree 4. Moreover, its kernel Ker[2] ⊂ Y , obtained by the base change associated
to the zero section, is also finite étale of degree 4 over B \ T .

Ker[2] B \ T

Y Y.

σO

[2]

Similarly, by composing with the translation τP ∈ AutB(X) for P ∈ E(K), we see
that Ker(τP ◦ [2]) is also finite étale of degree 4 over B\T . Every point Q ∈ E(K̄)
such that [2]Q = P is an element of Ker[2]. Therefore, by composing all the finite
étale covers of B \T of degree at most 4, we obtain a finite cover B′ → B of degree
at most 4N(4,g,t) which is ramified only over T and that 2E(K ′) ⊃ E(K) where
K ′ = k(B′). In particular, by the Riemann-Hurwitz formula, the genus g′ of B′ is
bounded by an explicit function in g, t given by

g′(B) ≤ 4N(4,g,t)(g + t− 1) + 1.

It is clear that the same properties hold if we replace [2] by [d] where d ∈ N. We
reformulate the above discussion as follows:
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Lemma 11.5. Let d ∈ N and let f : X → B be an elliptic surface with section
of type T ⊂ B. Let E/K be the associated elliptic curve. Then there exists a
finite cover h : B′ → B of projective smooth curves ramified only over T such that
dE(K ′) ⊃ E(K) where K ′ = C(B′). Moreover, h is of degree at most (d2)(d!)2g+t−1

where t = #T and the genus g′ of B′ is bounded by:

g′ ≤ (d2)(d!)2g+t−1

(g + t− 1) + 1.

Lemma 11.6. Let L ∼ 0 be a line bundle on the elliptic surface f : X → B with
a section (O). Then for each vertical divisor V on X, the linear system |(O) + V |
consists of effective divisors of the form (O) + F where F ∼ V .

Proof. Let D ∈ H0(X, (O) + V ) then D ∼ (O) + V . We write D = H + F
where H is an effective horizontal divisor and F is vertical. Then the degree of H
on the generic fibre is the same as (O) which is 1. This means that H is a section of
X → B corresponding to a rational point P ∈ XK(K). Hence, the image ofH−(O)
in NS(X)/T (X) is zero. Let T (X) ⊂ NS(X) be the subgroup generated by the
zero section and all vertical divisors. We deduce by the Shioda-Tate isomorphism
(cf. [102, Theorem 1.3, Corollary 5.3] or [96]) E(K) ' NS(X)/T (X) that H =
(O). This implies in particular that F ∼ V . We have D = (O)+F as claimed. �

Lemma 11.7. Let E/K be an elliptic curve over a field K. Let D be a divisor of
degree d ≥ 1 on E. Let ι = − Id be the involution. Suppose that j(E) 6= 0, 1728
then we have:

(i) IsomK(E) = E(K) o {± Id}. For all P ∈ E(K), we have τP ◦ ι = ι ◦ τ−P
where τP is the translation-by-P map.

(ii) There exists at most one point R ∈ E(K) modulo the d-torsion group E[d]
such that all isomorphisms u ∈ IsomK(E) verifying u(D) ∼ D are of the
form τP or ι ◦ τR+P where P is a rational d-torsion point of E(K).

Proof. For (i) see Theorem 2.7.(4) and remark that Aut(E) = {±τ} since
j(E) 6= 0, 1728. The second statement is easily checked. For (ii), let u ∈ IsomK(E)
be such that u(D) ∼ D. From (i), we know that u is of the form ± Id ◦τP for some
P ∈ E(K). Consider the K-divisor D − d[O] on E. We have deg(D − d[O]) = 0.
Hence the isomorphism of groups

E(K)→ Pic0
E(K), Q 7→ L([Q]− [O])

implies that D − d[O] ∼ [Q] − [O] for some rational point Q ∈ E(K). Thus, we
find that D ∼ (d − 1)[O] + [Q]. Suppose first that u = τP for some P ∈ E(K).
Then D ∼ u(D) ∼ (d− 1)[P ] + [P +Q] ∼ (d− 1)[P ] + [P ] + [Q]− [O]. We deduce
that d[O] ∼ d[P ], i.e., d([P ] − [O]) ∼ 0. This means exactly that [d]P = O, i.e.,
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P is a rational d-torsion point of E. Suppose now that u = (− Id) ◦ τP for some
P ∈ E(K). Similarly, we find that

u(D) ∼ (d−1)[−P ]+[−P−Q] ∼ (d−1)(2[O]−[P ])+(2[O]−[P ])+(2[O]−[Q])−[O].

As D ∼ u(D), we deduce that (d + 2)[O] ∼ d[P ] + 2[Q]. Hence d([P ] − [O]) ∼
2([Q] − [O]) and thus [d]P = [2]Q ∈ E(K). It suffices to let R a d-division point
of [2]Q to conclude. �

3. Main result on uniform finiteness of integral points

We are now in position to construct the map βX,D,S defining on the set of (S,D)-
integral points of a nonisotrvial elliptic surface X → B to prove the uniform result
in Theorem L without establishing any height bound for integral points.

Proof of Theorem L. The symbol ∼ will be used to denote the linear
equivalence and we usually denote by (P ) = σP (B) ⊂ X the section associated to
a rational point P ∈ XK(K).

Let D = DK be the pullback of D to the generic fibre. Let d = degD and let
O ∈ E(K) be the zero element. We can clearly assume that D is integral thus
contains no vertical components. By Lemma 11.5, every rational point in E(K)
has a (d+ 1)-th root in a base extension K ′/K of degree at most 162g+t−1 which is
ramified only above T and with genus g(K ′) bounded in terms of g, t. Therefore, up
to making the corresponding base change K ′/K, all (S,D)-integral points belong
to (d + 1)E(K). Consider the zero-degree divisor D − d[O]. Since E(K) 6= ∅, we
have

P0
E(K) ' E(K) (cf. [73, Chapter 1])

where P0
E(−) is the functor which associates to each K-scheme V the group of

families of invertible sheaves on E of degree 0 parametrized by V , modulo the
trivial family. In particular, P0

E(K) is the group of equivalence classes of degree 0
invertible sheaves on E. We deduce that D−d[O] ∼ [Q]− [O] for some Q ∈ E(K).
Now let P ∈ E(K) be an (S,D)-integral point. We can suppose P ∈ (d+ 1)E(K)
by the first paragraph. Denote by RP , RQ ∈ E(K) certain (d + 1)-th roots of P
and Q respectively. In particular,

[P ]+D ∼ (−d[O]+(d+1)[RP ])+(d−1)[O]−d[O]+(d+1)[RQ] ∼ (d+1)([RP ]+[RQ]−[O])

Since C(X) = K(E), we can extend linear equivalence relations on E to linear
equivalence relations onX modulo vertical divisors. Thus, for some vertical divisor
F on X, we find that

(P ) +D ∼ (d+ 1)((RP ) + (RQ)− (O)) + F
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Remark that f ∗(PicB) ⊂ PicX and every fibre Xb is integral whenever b ∈ B \T .
Since Pic0(B) is a divisible group, we can write F ∼ (d+ 1)W −WT − εf ∗[b0] for
some vertical divisor W , WT and some fixed point b0 ∈ T with 0 ≤ ε ≤ d such
that WS is effective and f(WT ) ⊂ T . Therefore, for LP = (RP ) + (RQ)− (O) +W ,
we find that

Z = (P ) +D +WT + εf ∗[b0] ∼ (d+ 1)LP .

We now determine a minimal nonisotrivial fibration of curves associated to P using
the tool of cyclic covers. By Proposition 2.45, we obtain a degree d + 1 simple
cyclic cover X ′ → X of surfaces associated to the data Z ∼ (d + 1)LP . Let
Y → X ′ be the strict resolution of singularity of X ′. Consider the composition
fP : Y → X ′ −→ X → B. Then by the Riemann-Hurwitz formula calculated on
general fibres Yb → Xb, we find that fP is a family of curves of genus q satisfying
2q − 2 = d(d+ 1) thus

(3.1) q = (d2 + d+ 2)/2.

Let Zsm be the set of regular points of Z and Dram ⊂ D be the set of ramified
points of the finite cover D → B. ThenW = f(Zm∪Dram) ⊂ B is finite. Consider
b ∈ B \ (W ∪ T ). Then Xb is a smooth curve and Zb ⊂ f−1(b) is a smooth divisor
since b /∈ W ∪ T . By Proposition 2.46, Yb = f−1

P (b)→ Xb is also the degree d + 1
simple cyclic cover associated to the data Zb ∼ (d + 1)(LP )b. Hence, Proposition
2.45 implies that the fibre Yb = f−1

P (b) is smooth whenever b ∈ B \ (W ∪ T ).
By Theorem 2.5, Y → B is nonisotrivial since X is nonisotrivial by hypothesis.
Contract any rational curves on Y if necessary, we obtain a minimal nonisotrivial
family over B of type W ∪ T of curves of genus q and thus Y ∈ Fq(B,W ∪ T ).

Denote Dsm the set of regular points of D. Then Dsm ⊂ Zsm ∪ f−1(S ∪ T ) since
the section (P ) is smooth and does not intersect D at fibres lying over B \ S by
definition of (S,D)-integral points. Hence, Y ∈ Fq(B, S ′) where S ′ = W ∪ S ∪ T
is independent of the choice of the (S,D)-integral point P . Let Dsing = D \ Dsm.
Note that

(3.2) #S ′ ≤ s+ t+ #Dram + #f(Dsing).
If D is the zero section then S ′ = S ∪ T so that #S ′ ≤ s + t. Therefore, we have
constructed a Parshin-type map denoted β and given by

{(S,D)-integral points} β−−→ Fq(B, S
′)

P 7−→ (fP : Y → X → B)

with the property that the horizontal part of the branch locus of Y → X is (P )∪D.
We claim that the fibres of the map β is uniformly bounded. Indeed, let Y → B
be an element of Fq(B, S) that belongs to the image of β. Corollary 2.35 implies
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that there is at most M(q, d+ 1) possible (d+ 1)-covers Y → X up to composition
with an element of AutB(X) = AutK(E). Here, the function M(q, d+ 1) is given
in Corollary 2.35. Hence, it suffices to prove that each such class of (d+ 1)-covers
Y → X (modulo AutB(X)) is the image of at most 4d2 possible (S,D)-integral
points. Indeed, let P, P ′ ∈ E(K) be (S,D)-integral points with β(P ) = β(P ′) ∈
Fq(B, S) and suppose that there exists u ∈ AutB(X) = AutK(E) = E(K)o{± Id}
(cf. Theorem 2.7 and Lemma 11.7) such that

hP = u ◦ hP ′

where fP : Y
hP−→ X → B and fP ′ : Y ′

hP ′−−→ X → B. Since the horizontal parts of
the branch loci of Y → X and of Y ′ → X are respectively (P ) ∪ D and (P ′) ∪ D,
we must have uE{P ′, D} = {P,D}. We consider two cases:

(1) Suppose that d ≥ 2. We deduce that uE(P ′) = P and uE(D) = D. Hence,
Lemma 11.7 implies that there is at most one rational point R ∈ E(K)
modulo E[d] which depends only on L(D) such that uE is of the form τU
or (− Id) ◦ τR+U where U ∈ E[d]. As uE(P ′) = P , there exists at most
2#E[d] = 2d2 possibilities for the point P ′.

(2) Suppose that d = 1. Then Lemma 11.6 implies that D ∈ E(K) is a fixed
rational point and D is a section. Since AutK(E) = E(K) o {± Id} and
uE{P ′, D} = {P,D}, we need to find R ∈ E(K) verifying one of the
following conditions:

(a) R +D = D,R + P ′ = P ;

(b) R +D = P,R + P ′ = D;

(c) −(R +D) = D,−(R + P ′) = P ;

(d) −(R +D) = P,−(R + P ′) = D.

Each case gives at most one choice for R by the first equation and hence
at most one choice for P ′ by the second one. Thus, there are at most 4
possibilities for P ′ in total.

In conclusion, we have shown that the fibres of β are uniformly bounded by
4d2M(q, d+1). Since Fq(B, S ′) is also uniformly bounded by a function C(q, g,#S ′)
(cf. Theorem 11.2), the number of (S,D)-integral points is bounded uniformly by

4d2M(q, d+ 1)C(q, g,#S ′),

which a function depending only on g, s, t, d, and #Dram ∪Dsing by the relations
(3.2) and (3.1). The proof is thus completed. �
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4. A negative result on the Parshin-Arakelov theorem

Keep the notations as in Theorem L, it is natural to attempt to generalize the above
proof of Theorem L to show, for example, that for every n ∈ N, the following union
of integral points of bounded denominators

(4.1) In = ∪S⊂B,#S≤n{(S,D)-integral points}
is finite (which is true by Theorem H or Corollary 1.37). If we follow the same
steps as in the proof of Theorem L, we will then obtain a map with uniformly
bounded finite fibres

∪S⊂B,#S≤n{(S,D)-integral points} β′−−→ ∪S′⊂B,#S′≤n′Fq(B, S ′)
P 7−→ (fP : Y → X → B)

for some n′ ∈ N. Thus we reduce to prove the finiteness of ∪S′⊂B,#S′≤n′Fq(B, S ′).
Similarly, let L be a very ample line bundle on X and suppose that want to prove
the finiteness of the following union of integral points with respect to a varying
divisor

(4.2) JL = ∪D∈|L|sm{(S,D)-integral points},
where |L|sm denotes the open dense algebraic subset of |L| consisting of smooth
effective divisors (Bertini’s theorem). Remark that JL is known to be finite since
the height of points in JL is bounded by, for example, Theorem K, or by Theorem
1.36 using the base change to curves in |L|sm whose genus is constant.

Proceeding as in the proof of Theorem L, we can also obtain a map

∪D∈|L|sm{(S,D)-integral points} β′′−−→ ∪S′′⊂B,#S′′≤n′′Fq(B, S ′′)
P 7−→ (fP : Y → X → B)

for some n′′ ∈ N since the divisors D ∈ |L|sm are linearly equivalent, Dsing = ∅,
and #Drm is uniformly bounded by the Riemann-Hurwitz formula (Lemma 2.47).
It can be shown that the map β′′ has uniformly bounded finite fibres (cf. the last
part in the proofs of Theorem L and Theorem M). Therefore, we reduce again to
show the finiteness of the set ∪S′′⊂B,#S′′≤n′′Fq(B, S ′′).
Unfortunately, it turns out that the set ∪S⊂B,#S≤sFq(B, S) is even very far from
being finite because of the following strong negative finiteness result:

Theorem M. For all large enough q and s depending only on the genus g of B,

∪S⊂B,#S≤sFq(B, S)

is uncountably infinite. There exists N(q, s, g) ∈ N∗, a Zariski dense open subset
I ⊂ PN , and a map I → ∪S⊂B,#S≤sFq(B, S) with uniformly bounded finite fibres.
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Therefore, additional arguments will certainly be needed with the above method
to obtain known finiteness results for the above sets In, JL (cf. (4.1) and (4.2))
and the corresponding consequences on generic emptiness results as in Corollary
B.(ii) or Corollary C.

Before giving the proof of TheoremM, we need to begin with several lemmata.

Lemma 11.8. Let B/k be a smooth projective integral curve of genus g over an
algebraically closed field k. Then there exists a finite k-morphism f : B → P1 of
degree at most 2g + 1.

Proof. Let b ∈ B and consider the effective divisor D = (2g + 1)[b]. Since
degD = 2g + 1, the line bundle L = O(D) is very ample on B. By the Riemann-
Roch theorem, we have dimH0(B,L) = g + 2. Fixing a basis of H0(B,L), we
obtain an immersion embedding j : B → Pg+1 = P|L|. Let z0, . . . , zg+1 be the
coordinate in Pg+1. It is clear from the construction that for some i, the rational
function j∗zi : B → P1 is non constant and of degree deg(j∗zi) = 2g + 1. �

We are now in position to prove Theorem M.

Proof of Theorem M. The idea of the proof is very similar to the proof of
Theorem L. Consider a non-isotrivial elliptic surface f : X → B. Such a surface
always exists since we can obtain one after a finite base change B → P1 of the
Legendre family E → P1 of elliptic curves defined in the affine plane by the equation

y2 = x(x− 1)(x− λ),

where λ denotes the inhomogeneous coordinate on P1. By Theorem 2.5, the ob-
tained surface X is non-isotrivial since E is non-isotrivial and we are in charac-
teristic 0. Here the model E can be taken to be for example the minimal elliptic
surface associated to the generic elliptic curve EC(λ) over the function field C(λ).
Remark that the finite morphism B → P1 can be taken to have degree m ≤ 2g+ 1
by Lemma 11.8. As E has only three singular fibres lying above λ = 0, 1,∞, It
follows that the set T ⊂ B supporting singular fibres of X has no more than
3(2g + 1) points.

Let H be a very ample line bundle on E and let L be its pull back to X, which is
also very ample. Let d ∈ N∗ be any fixed integer. By Bertini’s theorem, we obtain
a Zariski open dense subset I ⊂ P|2dL| parametrizing an uncountable family of
smooth and irreducible horizontal curves (Ci)i∈I ⊂ X belonging to the complete
linear system |2dL|. By the adjunction formula, the (arithmetic) genus gi of the
curves Ci’s is a constant

(4.3) gi =
Ci(Ci +KX)

2
+ 1 =

2dL(2dL+KX)

2
+ 1 = m

2dH(2dH +KE)

2
+ 1
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which is bounded only in terms of g sincem ≤ 2g+1. From (4.3) and the Riemann-
Hurwitz Formula 2.47, it is clear that for every i ∈ I, the degree of the ramification
divisor Ci,ram of the induced cover Chor

i → B is bounded in function of g. Define
Wi = f(Ci,ram) ⊂ B. It follows that #Wi is finite and bounded only in terms of g.

We can now obtain an uncountable number of pairwise non-equivalent non-isotrivial
minimal families Yi → B of curves of genus q ≥ 2 which factor through X → B
as follows. Let Xb (b ∈ B) and F be general fibres of X and E respectively. We
denote

n = L ·Xb = m(H · F ) ≤ (2g + 1)(H · F ).

By Proposition 2.45, we obtain a cyclic double coverX ′i → X of surfaces associated
to the data O(Ci) ∼ 2ndL. Let Yi → X ′i be the strict resolution of singularity of
X ′i and we blow down in Yi any (−1)-curves if they exist. Denote fi : Yi → X ′i −→
X → B the induced composition. Then by the Riemann-Hurwitz formula applied
to the general fibres Yi,b → Xb, we find that fi is a family of curves of genus q
satisfying 2q − 2 = 2nd thus q = nd+ 1 ≥ 2.

Let b ∈ B \ (Wi ∪ T ) where we recall that Wi = f(Ci,ram). Then Xb is a smooth
curve and Ci,b ⊂ f−1(b) is a smooth divisor by construction. By Proposition 2.46,
Yi,b = f−1

i (b) → Xb is also the degree d + 1 simple cyclic cover associated to the
data Ci,b ∼ (2dL)b. Hence, Proposition 2.45 implies that the fibre Yi,b = f−1

i (b) is
smooth whenever b ∈ B \ (Wi∪T ). By Theorem 2.5, Yi → B is nonisotrivial since
X is nonisotrivial by hypothesis. Therefore, Yi is a minimal nonisotrivial family
over B of type Wi ∪ T of curves of genus q and

Yi ∈ Fq(B,Wi ∪ T ) ⊂ ∪S⊂B,#S≤sFq(B, S)

where the number s depends only on g. To summarize, for the Zariski dense open
locus of integral smooth curves I ⊂ P|2dL|, we have defined a map

I → ∪S⊂B,#S≤sFq(B, S), i 7→ (Yi → B).

To finish, we shall show that for any fixed i ∈ I, there are at most a uniformly
bounded number (in terms of g) of j ∈ I such that Yj ' Yi over B.

Corollary 2.35 tells us that there is no more than M(q, 2) possible double covers
Yi → X up to composition with an element of AutB(X) = AutK(E). Therefore, it
is enough to prove that each such class of double covers has at most 8d2n2 covers of
the form Yj

hj−→ X where fi : Yi
hi−→ X → B and fj : Yj

hj−→ X → B are constructed
as above. For such j, there exists u ∈ AutB(X) = AutK(E) = E(K)o {± Id} (cf.
Theorem 2.7 and Lemma 11.7) such that hi = u ◦ hj. Since the horizontal parts

of the branch loci of Yi
hi−→ X and of Yj

hj−→ X are respectively Ci and Cj, we must
have u(Cj) = Ci. Since Ci ∼ Cj, Lemma 11.7 implies that there is at most one
rational point R ∈ E(K) modulo E[2nd] with u of the form τU or (− Id) ◦ τR+U
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where U ∈ E[2nd]. It follows that there are at most 2#E[2nd] = 2(2nd)2 = 8d2n2

choices for such u and thus at most 8d2n2 possibilities for such j as claimed since
Cj = u−1(Ci). Therefore, the theorem is proved. One also remarks that when
d→∞, we also have N →∞ and q, s→∞. �

5. Application to unit equations

We shall apply the method presented in the present chapter to give a new proof
for the uniform finiteness of unit equation over function fields as follows.

Let’s begin with a general construction of covers associated to integral sections in
a ruled surface. Let k be an algebraically closed field of characteristic 0. Let B/k
be a curve of genus g and K = k(B). Let S ⊂ B be a finite subset of cardinality
s. Let f : X → B be the trivial ruled surface over B and let π : X → B be the
second projection. Let D be a reduced divisor of odd degree d ≥ 3 on P1

K . Let D
be the closure of D in X. Let P ∈ XK(K)\D. Let (P ) ⊂ X be the corresponding
section B → X of P and denote

Z = (P ) +D.
Consider the divisor ZK = D + [P ] on P1

K . Let b ∈ S be a fixed point. Since
deg(ZK) = deg(D)+1 = d+1 and since the group Pic0

K(P1
K) of equivalent classes of

degree 0 line bundles of P1
K is trivial, ZK ∼K (d+1)[P ]. As k(X) = K(t) = K(P1

K),
we can extend the linear equivalence on the surface X up to a vertical divisor.
Hence, we deduce that there exists a vertical divisor F on X such that

Z ∼k (d+ 1)(P ) + F.

We can write F =
∑

i niπ
∗[bi] for bi ∈ B and ni ∈ Z where [bi] denotes the

effective divisor associated to bi. We have
∑

i ni = 2m− r for some m, r ∈ N and
0 ≤ r ≤ 1. Thus deg(

∑
i ni[bi] − (2m − r)[b]) = 0. By properties of the Jacobian

J(B), we find that
∑

i ni[bi] ∼ O(2m[b] + r[b]). It follows that F =
∑

i niπ
∗[bi] ∼

2O(mπ∗[b]) + r[b]. Thus for L = O(d+1
2

(P ) +mπ∗[b]), we have

Z + rπ∗[b] ∼k L⊗2.

By Proposition 2.45, we obtain a double cyclic cover X ′ → X associated to the
data (Z + rπ∗[b], L⊗2). The cover X ′ → X is totally ramified above Z + rπ∗[b].
Moreover, it is smooth above B \ S whenever (P ) is (S,D)-integral. By a strong
resolution of singularity and by contracting all possible (−1)-curves, we obtain a
minimal family of curves

fP : YP → X → B.

Definition 11.9. We say that P is D-nontrivial (or simply nontrival if no there
is no possible confusion) if the induced family fP : YP → B is nonisotrivial.
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Example 11.10. When D is the sum of the three sections (0), (1), (∞), a rational
point x ∈ X(K) is D-nontrivial if and only if x /∈ k∗.

The main result of the section is the following.

Theorem 11.11. Let the notations be as above. There is a function U : N5 → N
such that the following set of integral points

{nontrivial (S,D)-integral points of X → B}
has at most U(g, s, d, dsing, dram) elements where dsing, dram denote the number of
singular points on D and the number of ramified points of the induced degree-d
cover D → B.

From Theorem 11.11, we can recover the following known uniform finiteness result
on unit equation over function fields.

Corollary 11.12. The number of the solutions (x, y) with x/y /∈ k of the S-unit
equation x+ y = 1, x, y ∈ O∗S is uniformly bounded in terms of g, s.

Proof. It suffices to show that the number of x ∈ O∗S with 1 − x ∈ O∗S and
x /∈ k is uniformly bounded. Such a point x is exactly a nontrivial (S,D)-integral
points in X = P1 × B with D = (0) + (1) + (∞). Since D has no singular points
and the cover D → B is étale, the corollary follows from Theorem 11.11. �

Remark 11.13. Theorem 11.11 and Corollary 11.12 are in fact consequences of
the following remarkable result of Evertse (cf. [33]) whose proof uses height theory
combined with the so-called gap principle:

Theorem (Evertse). Let B be a smooth projective curve over a field k of charac-
teristic 0. Let K = k(B) be the function field of B and S ⊂ B a finite subset. The
set of (x, y) ∈ (O∗K,S)2 with x/y /∈ k and x+ y = 1 has at most 2× 72#S elements.

Evertse’s effective bound is totally independent of the function field K. To obtain
Theorem 11.11, it suffices to make the base change h : D̃ → B of degree deg(h) =
d = degDK where D̃ is the normalization of D. The set of nontrivial (S,D)-
integral points of X → B then becomes a subset of the set of solutions of the
S ′-unit equation x+ y = 1 where S ′ = h−1(S) so that #S ′ ≤ deg(h)#S = ds.

However, our proof of Theorem 11.11 below does not use height theory and thus
we give a new proof of a weak (but nontrivial) version of Evertse’s theorem.

Remark first that since an isomorphism of P1, i.e., a Möbius transformation, is
completely determined by the images of three distinct points. We can thus easily
obtain the following elementary lemma.
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Lemma 11.14. Let k be a field and let P,Q ∈ P1
k\{0, 1,∞} be two distinct points.

Then there is at most 4! = 24 isomorphisms of P1 sending the set {0, 1,∞, P} to
the set {0, 1,∞, Q}.

Proof of Theorem 11.11. Let P ∈ X(K) be a nontrivial (S,D)-integral
point ofX. Then Z = (P )+D has degree d+1 on general fibres of YP → B. By the
Riemann-Hurwitz formula applied to the double cover YP,t → Xt of general fibres
(t ∈ B), YP → B is a family of curves of genus q such that 2q− 2 = 2(−2) + d+ 1
so that q = (d − 1)/2. By Proposition 2.45 and Proposition 2.46, YP → B is of
type S ′ = S ∪ π(Dsing ∪ Dram) where Dsing is the set of singular points of D and
Dram ⊂ D is the set of ramified points of the finite cover D → B.

Since P is a nontrivial (S,D)-integral point, the family fP is nonisotrivial and has
good reductions outside of S. To summarize, we have constructed a map

{nontrivial (S,D)-integral points of X → B} γ−−→ Fq(B, S
′)

P 7−→ (fP : YP
hP−→ X → B)

where Fq(B, S ′) denotes the set of non equivalent classes of minimal families of
curves of genus q of type S ′. Since q ≥ 1 as d ≥ 3, Shafarevich theorem (Theorem
2.37) and the Parshin-Arakelov theorem (Theorem 11.3) imply that #Fq(B, S

′) is
uniformly bounded in terms of q, g,#S ′. To finish, we need to show that the map
γ above has uniformly bounded fibres. So let fP : YP

hP−→ X → B be in the image
of γ for a some integral point P . We distinguish two cases.

Suppose first that d ≥ 5 so that q ≥ 2. Then Theorem 2.36 implies that up to an
isomorphism of P1, there exists only a uniformly bounded finite number of double
covers YP → X. Thus, it suffices to show that if Q a nontrivial (S,D)-integral
point such that hP = µ ◦ hQ for some µ ∈ AutB(X) = PGL2(k), then there are at
most 24 choices for Q. But since µ must send the branch points of hQ to branch
points of hP , we have µ{Q,D} = {P,D} and thus there are indeed no more than
24 possibilities for Q by Lemma 11.14.

Suppose now that d = 3 so that q = 1 and YP → B is an elliptic surface. It is
well-known that up to an isomorphism of P1 and an automorphism of (YP )K , there
is only one double cover from (YP )K to P1 given by (x, y) 7→ y where YP is given
by y2 = x3 + Ax + B for some coordinates x, y. Hence, as in the case d ≥ 5, at
most 24 integral points Q give rise to the same family of curves YQ ' YP . The
conclusion thus follows. �







CHAPTER 12

Concluding remarks and perspectives

The theme of the present thesis is the geometry and the arithmetic of sections in
one dimensional families of varieties in the context of complex function fields as
in the spirit of the Geometric Lang-Vojta conjecture. More specifically, the main
objects studied are generalized integral sections of families X → B where B is a
Riemann surface and X is a family of abelian varieties. We have seen that one of the
major advantages of the notion of generalized integral points is that it allows us to
keep track also of some of the topological properties of sections. For such objects,
we have developed the beautiful hyperbolic-homotopical method of Parshin to
obtain some quantitative results on the finiteness of the set of generalized integral
sections. The main tool is a new general estimation concerning the growth of
the hyperbolic length of certain loops in complements of a non compact Riemann
surface with a finite number of moving points removed. While the present thesis
contributes some new phenomena and results with respect to the state-of-the-art
of the fascinating known arithmetic and geometric properties of such families in
the literature, many interesting questions remain open.

It would be interesting to continue the hyperbolic-homotopical method in the
relation with the theory of the Geometry of the fundamental groups. To conclude,
we mention below some of the project plans that we would like to carry out in the
near future:

(i) topological properties of the intersection locus I(R,D) (cf. (1.2)) of sections
with horizontal effective divisors in fibrations of abelian varieties;

(ii) towards effective and uniform results (in the spirit of the Uniformity conjec-
ture) concerning the finiteness of the generalized integral sections in abelian
and Jacobian fibrations;

(iii) generalizations to higher dimensional bases B, to semi-abelian families and
to the context of the p-adic world;

(iv) towards an effective bound of Theorem H when D is the zero section.
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Soit A une variété abélienne définie sur le corps de fonctions K d’une surface de Riemann compacte
B. Fixons un modèle f : A → B de A/K et un certain divisor effectif horizontal D ⊂ A. Dans
cette thèse, les propriétés concernant la finitude, l’ordre de croissance, la nonexistence générique et
l’uniformité de l’ensemble des sections (S,D)-entières de A sont étudiées. Le sous ensemble S ⊂ B n’est
pas nécessairement fini ou dénombrable. Ces sections entières σ correspondent aux points rationnels de
A(K) qui vérifient la condition géométrique f(σ(B)∩D) ⊂ S. Cette notion de section entière généralise
la notion usuelle de solution entière d’un système des équations diophantiennes. Dans ce context, nous
introduisons une certaine machinerie appelée hauteur hyperbolique-homotopique qui joue le rôle de
la théorie d’intersection. Nous démontrons plusieurs nouveaux résultats sur la finitude de certaines
unions larges de sections (S,D)-entières ainsi que leur croissance polynomiale en fonction de #S ∩ U ,
où nous demandons que les sous ensembles S ⊂ B ne sont finis que dans un petit ouvert U de B. Ces
résultats sont hors de portée des méthodes purement algébriques, notamment de la théorie des hauteurs
standards. Nos travaux mettent en particulier en évidence certains phénomènes nouveaux qui sont en
faveur de la version géométrique de la conjecture de Lang-Vojta. Si A est une courbe elliptique, nous
obtenons les mêmes résultats pour certaines unions de sections (S,D)-entières, où non seulement S ⊂ B
mais D ⊂ A peuvent aussi varier en familles. Nous en déduisons la nonexistence générique des sections
entières. Si A est constante, une borne uniforme qui ne dépend que des invariants numériques est
établie sur l’ensemble des sections entières. Nous démontrons également un résultat négatif concernant
le théorème de Parshin-Arakelov. Ainsi, nos résultats motivent de nouvelles questions intéressantes sur
la finitude des sections entières que ce soit sur les corps de nombres ou sur les corps de fonctions.
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