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"...... 古人之观于天地、山川、草木、虫鱼、鸟兽，往往有得；以其求思之深，而无不在也。夫
夷以近，则游者众；险以远，则至者少；而世之奇伟瑰怪非常之观，常在于险远，而人之所罕至
焉；故非有志者，不能至也。有志矣，不随以止也，然力不足者，亦不能至也；有志与力，而又不
随以怠，至于幽暗昏惑，而无物以相之，亦不能至也。然力足以至焉而不至，于人为可讥，而在己
为有悔；尽吾志也，而不能至者，可以无悔矣....."

—— «游褒禅山记»宋王安石

"... Ancient people learned so much from watching sky and earth, mountains and streams, grass and trees, �sh,
insects, birds and beasts, because their deep curiosity extended everywhere. Flat places close at hand attract
travelers aplenty, but few go where it is dangerous and far. Yet the strangest, grandest, most grotesque and
unusual sights of this world are often found in those dangerous, far places that people seldom reach. People
without a strong will cannot reach those places. Nor can those who do have the will, do not stop just because
others stop, but lack of the physical strength. Nor can those who have both will and strength, do not turn
sluggish just because others do, but have nothing to guide them once they reach the dark, confusing depths.
When it is someone else who does not reach those places even though he has the strength, we might laugh at
him; when it is our own self, we fell regret. However, if we have fully used our will, even if we do not actually
reach the goal, regret can be absent ..."

— < Record of an excursion into BaoChan Mountain>, Song Dynasty (1054 AD), WANG Anshi. Translated by Jonathan
Pease, <No Going Back, or, Youthful Bravado at the Baochan Mountain Cave>, Journal of the American Oriental Society,
2006.
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Résumé

Cette thèse porte sur l’analyse mathématique de modèles de structures électroniques de matériaux présent
des défauts, elle contient trois sujets di�érents. Dans le chapitre 2, nous étudions l’état fondamental d’un
défaut étendu dans une mer de Fermi. Dans le chapitre 3, nous nous intéressons à la description mathé-
matique de la jonction de deux matériaux quasi unidimensionnels. Dans le chapitre 4, nous construisons
un cadre mathématique pour la dynamique d’un réseau cristallin de taille in�nie, dans l’approximation de
Born-Oppenheimer, dans laquelle l’électron est couplé à la dynamique nucléaire.

Abstract

This thesis focuses on the mathematical analysis of electronic structure models for materials with defects.
It contains three di�erent topics. In Chapter 2 we study the ground state of an extended defect in a Fermi
sea. In Chapter 3 we are interested in the mathematical description of the junction of two perfect quasi one
dimensional materials. In Chapter 4 we construct a mathematical framework for a lattice dynamics under
the Born-Oppenheimer approximation, where electrons are coupled with the nuclear dynamics.
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Notation

Let us introduce some notation that will be used throughout this manuscript. We work in atomic units,
where all physical constants, such as the elementary charge and the electron mass are taken to be equal
to one. Unless otherwise speci�ed, the functions on Rd considered in this thesis are complex-valued. We
denote respectively by S pRdq the Schwartz space of rapidly decreasing functions on Rd, and by S 1pRdq
the space of tempered distributions on Rd.

For a separable Hilbert space H, we denote by LpHq the space of bounded (linear) operators, by SpHq
the space of bounded self-adjoint operators, and by KpHq the space of compact operators on H. For an
orthonormal basis pφnqně1 of H, the trace of a positive operator A acting on H is de�ned as

TrpAq :“
8
ÿ

n“1

pφn, AφnqH ,

where p¨, ¨qH is the inner product of the Hilbert spaceH. For 1 ď p ă 8, we denote bySppHq the p-Schatten
class on H:

A P SppHq if and only if ‖A‖Sp “ pTrp|A|pqq1{p ă 8.

Operators in S1pHq and S2pHq are respectively called trace-class and Hilbert–Schmidt.
In this thesis the Hilbert space L2pRdq is frequently used. If A P S1pL

2pRdqq, there exists a unique
function ρA P L1pRdq such that

@W P L8pRdq, TrpAW q “

ż

Rd
ρAW.

The function ρA is called the density of the operator A. If the integral kernel Apr, r1q of A is continuous
on Rd ˆ Rd, then ρAprq “ Apr, rq for all r P Rd. An operator A P LpL2pRdqq is called locally trace-
class if the operator χAχ is trace-class for any χ P C8c pRdq. The density of a locally trace-class operator
A P LpL2pRdqq is the unique function ρA P L1

locpRdq such that

@W P C8c pRdq, TrpAW q “

ż

Rd
ρAW.

We denote respectively by pu and qu the Fourier transform and the inverse Fourier transform of a tem-
pered distribution u P S 1pRdq. We use the normalization convention for which

@φ P L1pRdq, pφpζq :“
1

p2πqd{2

ż

Rd
φptqe´it¨ζ dt and qφptq :“

1

p2πqd{2

ż

Rd
φpζqeit¨ζ dζ.

With this normalization convention, the Fourier transform de�nes a unitary operator on L2pRdq.
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Macroscopic properties of materials, such as the elasticity of perfect crystals, the resistivity of metals
or the color of a chemical compound, can often be deduced from elementary processes which take place at
the atomic scale (see e.g. [BdGDCG01, LBP03] and references therein). At the atomic scale, materials are
described as systems composed of nuclei and electrons. The understanding of the electronic structures of
materials remains an important topic in condensed matter physics and quantum chemistry (see e.g. [Mar04,
KMW`18] and references therein). The properties of materials fall into two categories determined by the
electronic ground state and by electronic excited states. For example, properties such as the phase transitions
between structures, the charge density, elastic constants, nuclear vibrations and motion (in the adiabatic
approximation) are related to the ground state, while properties as the optical absorption/emission, Pauli
spin susceptibility are determined by excited states [Mar04]. Electronic structure calculation results allows
to compute these properties for ideal perfect crystals with good accuracy. Real crystalline materials have
defects, which have signi�cant impact on properties of materials (see e.g. [FGH`14, Kax03, KN10, Pan78,
Sto01] and references therein). In this thesis we focus on the mathematical modeling of various types
of defected materials at the atomic scale. In particular, we are interested in the ground state electronic
structures of materials.

In this introductory chapter we brie�y present the scienti�c context for Chapters 2, 3 and 4, and
summarize the main results of these chapters. We ignore the spin throughout this thesis. In Section 1.1
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we start by presenting three models for �nite systems: the N -body Schrödinger equation as well as two
types of approximations of the N -body Schrödinger model, namely the Hartree–Fock (HF) approximation
and Density Functional Theory (DFT). We also present the ground state problem for �nite systems. We
then explain in Section 1.2 how to describe an in�nite system corresponding to a periodic crystal, as well
as the associated ground state problem in the reduced Hartree–Fock (rHF) description. In Section 1.3 we
present models of various defects: we �rst focus on a nonlinear model of local defects in insulating crystals,
we then consider a linear model of defect in a paradigmatic metal, the free electron gas. We next present
the model we consider to describe extended defects in a Fermi sea within a rHF framework. In Section 1.4
we consider the nonlinear junction of two perfect quasi one-dimensional materials, and study the ground
state problem for the junction in the rHF model. Lastly, we brie�y describe the on-going work of lattice
dynamics in the Born–Oppenheimer approximation, and present a partial result in Section 1.5.

1.1 Mathematical models of electronic structure for �nite systems

Finite quantum systems, for instance a �nite crystal or a molecular system, can be described by theN -body
non-relativistic spinless Schrödinger equation (see for example [LBP03]). In this section we �rst introduce
the generalN -body non-relativistic Schrödinger model and the ground state problem for �nite systems. We
shall see that the ground state problem is numerically unsolvable forN large, which calls for more tractable
approximations. We next present the most widely used approximations of theN -body Schrödinger model:
the Hartree–Fock approximation and Density Functional Theory.

1.1.1 The N-body Schrödinger model

Consider a spinless �nite quantum system composed ofM nuclei andN electrons in R3, withM,N P N˚.
Since nuclei are much heavier than electrons, their movement is often neglected for electronic structure
calculations. That is, electrons are considered to experience the electronic potential generated by nuclei
with �xed positions. This approximation is often called the Born–Oppenheimer approximation [BO27]. Un-
der this approximation, the time-independentN -body non-relativistic Schrödinger operator for the system
of N electrons in R3 is

HN :“
N
ÿ

i“1

ˆ

´
1

2
∆i

˙

`

N
ÿ

i“1

V priq `
ÿ

1ďiăjďN

1

|ri ´ rj |
, (1.1)

where ∆i denotes the Laplace operator for the i-th coordinate (so that the �rst term of (1.1) stands for the
kinetic energy), and

V prq “
M
ÿ

n“1

´zn
|r ´Rn|

(1.2)

denotes the classical Coulomb potential generated by the nuclei located at tRnu1ďnďM , with nuclear
charges tznu1ďnďM . The last term of (1.1) describes the Coulombic electron-electron interactions. As
electrons are fermions, their wavefunctions are antisymmetric, hence it is convenient to introduce the
following Hilbert space:

N
ľ

L2pR3q “
 

Ψ P L2pR3N q
ˇ

ˇ@σ P SN , Ψprσp1q, ¨ ¨ ¨ , rσpNqq “ εpσqΨpr1, ¨ ¨ ¨ , rN q
(

,

where SN is the group of the permutations of t1, ¨ ¨ ¨ , Nu and εpσq the parity of σ. Let us denote by

HN :“

˜

N
ľ

L2pR3q

¸

XH1pR3N q.

A pure state of theN -electron system is described by a wavefunction Ψ belonging toHN with ‖Ψ‖L2pR3N q “

1. The electronic density ρΨ associated with Ψ is de�ned as the marginal density

ρΨprq “ N

ż

R3pN´1q

|Ψpr, r2, ¨ ¨ ¨ , rN q|
2 dr2 ¨ ¨ ¨ drN . (1.3)
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Therefore
ρΨ ě 0, ρΨ P L

1pR3q,

ż

R3

ρΨ “ N.

The N -body Hamiltonian HN acts on the N -fermionic Hilbert space
ŹN L2pR3q with its domain on the

Hilbert space
´

ŹN L2pR3q

¯

XH2pR3N q. It is proved in [ZS65] that if
řM
n“1 zn ě N , the essential spectrum

of HN is an interval of the form rΣN ,`8q with ΣN ď 0 and ΣN ă 0 if N ě 2. The discrete spectrum of
HN is an in�nite sequence of negative eigenvalues converging to ΣN . The lowest eigenvalue (denoted by
E0
N ) is called the ground state energy and the associated eigenfunctions are called ground state(s). Higher

eigenvalues describe excited states. Following the HVZ Theorem [ZS65, Hun66, RS78], it holds that ΣN “

E0
N´1. The ground state energy of the �nite system is also given by the following minimization problem

IN “ inf
!

xΨ |HN |Ψy , Ψ P HN , ‖Ψ‖L2pR3N q “ 1
)

. (1.4)

The numerical computation of the problem (1.4) is very challenging, especially for large N (see for exam-
ple [LBP03]). This is the reason why the N -body model is often approximated by nonlinear mean-�eld
models. There are two major approximations (see for example [CLBM06]): wavefunction methods, which
consist in restricting the minimization sets to smaller sets of wavefunctions, and density functional theory
(DFT), where the electronic states are described by the electronic density ρΨ only, hence the physical ob-
servables are functionals of ρΨ. We present in the next section the most widely used wavefunction method:
the Hartree–Fock approximation, and in Section 1.1.3 the DFT approximation.

1.1.2 Hartree–Fock type models

The Hatree–Fock (HF) approximation consists in restricting the minimization set in (1.4) to states called
Slater determinants:

Ψpr1, ¨ ¨ ¨ , rN q “
1
?
N !

¨

˚

˚

˝

φ1pr1q φ1pr2q ¨ ¨ ¨ φ1prN q
φ2pr1q φ2pr2q ¨ ¨ ¨ φ2prN q
¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨

φN pr1q φN pr2q ¨ ¨ ¨ φN prN q

˛

‹

‹

‚

, (1.5)

where the functions φi belonging to H1pR3q for all 1 ď i ď N and such that xφi | φjyL2pR3q
“ δi,j

are called molecular orbitals. It is convenient to introduce the one-body density matrix γΨ associated with
a wave Ψ, which is a self-adjoint trace-class operator acting on L2pR3;Cq such that 0 ď γΨ ď 1 and
Tr pγΨq “ N . Its kernel is

γΨpr, r
1q “ N

ż

R3pN´1q

Ψpr, r2, ¨ ¨ ¨ , rN qΨpr
1, r2, ¨ ¨ ¨ , rN q dr2 ¨ ¨ ¨ drN . (1.6)

The density matrix γΨ obtained from (1.5) simply is the sum of the projectors onto the molecular orbitals:

γΨ “

N
ÿ

i“1

|φiy xφi| “
N
ÿ

i“1

pφi, ¨qL2 φi, γΨpr, rq “ ρΨprq “
N
ÿ

i“1

|φi|
2prq,

with ρΨ de�ned in (1.3). Remark that γΨ is also an orthogonal projector onto an N -dimensional subspace
of L2pR3q, i.e., γ2

Ψ “ γΨ. With this notation, the HF energy of a Slater determinant Ψ is

EHFpγΨq :“ xΨ |HN |Ψy

“

N
ÿ

i“1

1

2

ż

R3

|∇φi|2 `
ż

R3

ρΨV `
1

2

ż

R3ˆR3

ρΨprqρΨpr
1q

|r ´ r1|
dr dr1 ´

1

2

ż

R3ˆR3

|γΨpr, r
1q|

2

|r ´ r1|
dr dr1

“ TrL2pR3q

ˆ

´
1

2
∆γΨ

˙

`

ż

R3

ρΨV `
1

2
DpρΨ, ρΨq ´

1

2

ż

R3ˆR3

|γΨpr, r
1q|

2

|r ´ r1|
dr dr1,

(1.7)
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where
Dpf, fq :“

ż

R3ˆR3

fprqfpr1q

|r ´ r1|
dr dr1 (1.8)

describes the Coulomb electron-electron interactions through the electronic densities. In view of the N -
body ground state problem (1.4), the HF ground state is given by

IHF
N “ inf

 

EHFpγΨq
ˇ

ˇ 0 ď γ2
Ψ “ γΨ ď 1, TrpγΨq “ N, Trp´∆γΨq ă `8

(

. (1.9)

As we have restricted the minimization set to the set of Slater determinants, the ground state energy IHF
N is

always greater or equal to the ground state IN in theN -body Schrödinger model. The di�erence IHF
N ´ IN

is called the correlation energy, which means that in the HF approximation the electrons are "uncorrelated"
one from another (they are still correlated through the Pauli exclusion principle, see for e.g. discussions
in [LBP03, Chapter 1]). The HF approximation reduces the cost of computing the ground state problem
by replacing the L2pR3N q space to the N -dimensional subspace of L2pR3q. However, as the HF energy
functional is not convex, the existence and uniqueness of minimizers is not trivial. The existence of min-
imizers for N ă

řM
n“1 zn ` 1 was �rst proved by Lieb and Simon [LS77] and later by Lions [Lio84] by a

di�erent approach, in which the existence of in�nitely many critical points of EHF is also proved. It was
also shown by Solovej [Sol03] that there exists a positive constant C such that when N ą

řM
n“1 zn ` C

the problem (1.9) admits no minimizer. Another important result obtained by Lieb [Lie81] states that when
relaxing the minimization set of (1.9) to its convex hull

PN :“
 

γ P S
`

L2pR3q
˘

| 0 ď γ ď 1,Trpγq “ N, Trp´∆γq ă `8
(

, (1.10)

one still obtain the same minimizers. This result is important for numerical calculations [CLB00, Can01,
CLB02]. Remark that any element of PN is not necessarily the density operator associated with some
pure state. However any γ P PN is the one particle density operator associated with some mixed state
(represented by aN -particle density operator) [Lie83, Theorem 2.2]. This is called the N-representability of
density operators.

Euler–Lagrange equation of the HF energy functional. An easy computation shows that a critical
point Ψ “ 1?

N !
φ1 ^ ¨ ¨ ¨ ^ φN of EHF satis�es the following Euler–Lagrange equation:

$

’

’

’

&

’

’

’

%

´
1

2
∆φi ` V φi `

˜

N
ÿ

j“1

|φj |
2 ‹

1

| ¨ |

¸

φi ´
N
ÿ

j“1

ˆ

φiφj ‹
1

| ¨ |

˙

φj “
N
ÿ

j“1

λijφj , i “ 1, ¨ ¨ ¨ , N,

ż

R3

φiφj “ δi,j ,

where λij are the Lagrange multipliers associated with the constraints
ş

R3 φiφj “ δi,j . In view of the
de�nition of the density matrix γΨ, let us introduce the Fock operator :

HHF
γΨ
“ ´

∆

2
` V `

N
ÿ

j“1

|φj |
2 ‹

1

| ¨ |
´

N
ÿ

j“1

ˆ

‚φj ‹
1

| ¨ |

˙

φj

“ ´
∆

2
` V ` ρΨ ‹

1

| ¨ |
´

ż

R3

γΨp¨, r
1q ‚ pr1q

| ¨ ´r1|
dr1.

The operator HHF
γΨ

is also called the mean–�eld Hamiltonian. The last term of HHF
γΨ

is an integral operator
acting through its kernel: for any ψ P L2pR3q

„ˆ
ż

R3

γΨp¨, r
1q ‚ pr1q

| ¨ ´r1|
dr1

˙

ψ



prq :“

ż

γΨpr, r
1q

|r ´ r1|
ψpr1q dr1.

For a Slater determinant Ψ, remark that any unitary transform UpNq of the column vectors in (1.5) leaves
the density matrix γΨpr, r

1q “
řN
i“1 φiprqφipr

1q unchanged. There are two consequences of this obser-
vation: there are in�nitely many critical points of the HF energy functional EHF, and one can use this
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unitary-invariance to diagonalize the matrix of Lagrange multipliers λij . By an abuse of notation we de-
note by λ1 ď ¨ ¨ ¨ ď λN the diagonal elements of the matrix of Lagrange multipliers. The Euler–Lagrange
equation can be written as:

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

HHF
γΨ
φi “ λiφi, i “ 1, ¨ ¨ ¨ , N,

HHF
γΨ
“ ´

∆

2
` V ` ρΨ ‹

1

| ¨ |
´

ż

R3

γΨp¨, r
1q ‚ pr1q

| ¨ ´r1|
dr1,

γΨ “

N
ÿ

i“1

|φiy xφi| , ρΨ “

N
ÿ

i“1

|φi|
2.

(1.11)

Note that the elements λ1 ď ¨ ¨ ¨ ď λN are also eigenvalues (counting multiplicities) of HHF
γΨ

. Remark also
that the system of equations (1.11) is self-consistent in the sense that the operatorHHF

γΨ
itself is constructed

from its eigenfunctions pφiq1ďiďN through γΨ and ρΨ. It is proved in [BLLS94, BLS94] that λN`1 ą λN ,
which is called the no un�lled shells property of the HF theory. This implies that the solution of the self-
consistent equation (1.11) can be written in the following compact form, which is important when extending
the HF formalism to in�nite systems:

γΨ “ 1p´8,εF s
`

HHF
γΨ

˘

, (1.12)

where εF P rλN , λN`1q.

Reduced Hartree–Fock energy functional. The HF functional (1.7) is not a convex functional of the
density ρΨ because of the last term called the exchange term. By discarding this term one obtains theHartree
functional, also called reduced Hartree–Fock (rHF) energy functional:

ErHFpγΨq :“ TrL2pR3q

ˆˆ

´
1

2
∆` V

˙

γΨ

˙

`
1

2
DpρΨ, ρΨq. (1.13)

The corresponding ground state is given by the solution of the following minimization problem:

IrHF
N “ inf

 

ErHFpγq | γ P PN
(

, (1.14)

with PN de�ned in (1.10). The rHF energy functional is a convex functional of the density matrix γ. The
existence of minimizers of (1.14) is thoroughly studied in [Sol91] in the context of the ionization conjecture.
Solovej has shown that there exists a critical value

řM
n“1 zn ď NrHF ď 2

řM
n“1 zn such that for all 0 ă

N ď NrHF minimizers of (1.14) exist; and for N ě NrHF, the energy IrHF
N is constant, meaning that there

is no more binding of electrons. These minimizers share the same density thanks to the strict convexity of
ρ ÞÑ Dpρ, ρq.

The rHF model is a one-electron description of the quantum system (the ground state can be described
by a mean–�eld Hamiltonian), but electrons "interact" with each other through the common electronic den-
sity ρ in the termDp¨, ¨q. The rHF description is therefore a simple framework which allows one to conduct
rigorous mathematical analysis, while still being realistic enough to describe the physics of quantum sys-
tems. Furthermore, it can be seen as a good approximation of Kohn-Sham models [KS65, DG90, LLS19]
presented the next section, which are commonly used in solid-state physics. Besides, most results obtained
on the rHF model can be extended to the Kohn–Sham LDA model [AC09], up to possibly some assumptions
on the uniqueness of the ground-state density matrix or on the coercivity of the second-order derivative
of the Kohn–Sham energy functional at the ground-state under consideration. Due to these reasons, in the
sequel we shall extend the rHF description to in�nite systems and use this framework to treat extended
defects, the junction of quasi 1D materials as well as lattice dynamics respectively in Sections 1.3.2, 1.4
and 1.5. Before this we present another important approximation of the N -body Schrödinger equation.
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1.1.3 Density functional theory

The key idea of density functional theory (DFT) is that the properties of many body quantum system can
be described as functionals of the electronic density only. More precisely, one transforms the ground state
problem (1.4) to a minimization problem of the following form:

inf

"

Epρq `
ż

R3

ρV, ρ P L1pR3q, ρ ě 0,

ż

R3

ρ “ N

*

, (1.15)

where Ep¨q depends only on the electronic density ρ and does not depend on the external potential V . It is
not obvious to relate the ground state problem (1.4) to (1.15). The �rst theoretical justi�cation is given by the
cornerstone paper of Hohenberg and Kohn [HK64], where the authors prove that the ground state energy
of an inhomogeneous electron gas can be described by a universal density functional independent of the
external potential. We present here the approach of Levy [Lev79] and Lieb [Lie83]. In [Lie83, Theorem 1.2]
Lieb proves the following N-representability of densities:

!

ρ
ˇ

ˇ

ˇ
DΨ P HN , ‖Ψ‖L2pR3N q “ 1, ρΨ “ ρ

)

“

"

ρ

ˇ

ˇ

ˇ

ˇ

ρ P L1pR3q, ρ ě 0,

ż

R3

ρ “ N,
?
ρ P H1pR3q,

*

:“ IN .

The N -representability implies that given any density ρ in IN there exists a wavefunction Ψ such that its
density ρΨ matches ρ. The Levy–Lieb functional writes

ELLpρq :“ inf
!

@

Ψ
ˇ

ˇH0
N

ˇ

ˇΨ
D

, Ψ P HN , ‖Ψ‖L2pR3N q “ 1, ρΨ “ ρ
)

,

where H0
N is the Hamiltonian operator HN in the absence of potential V :

H0
N :“

N
ÿ

i“1

ˆ

´
1

2
∆i

˙

`
ÿ

1ďiăjďN

1

|ri ´ rj |
. (1.16)

The minimization problem (1.4) is then equivalent to

inf

"

ELLpρq `

ż

R3

ρV, ρ P IN
*

. (1.17)

This transforms theN -body minimization problem (1.4) to a minimization of the Levy–Lieb functional over
the set IN . However the functional ELLp¨q is unknown. We present here several common approximations.

Thomas–Fermi type models. Before the rigorous formalization of [HK64], Thomas–Fermi type mod-
els were already used. We brie�y review some of them here, more details can be found in [LIE, Lie81,
CBL98]. The Thomas–Fermi (TF), the Thomas–Fermi–von Weizsäcker (TFW) and Thomas–Fermi–Dirac–von
Weizsäcker (TFDW) are DFT models where the energy functionals are explicit functionals of the electronic
density. Introducing the physical constants CTF “

´

65{3π4{3

10

¯

, CW “ 0.093, CD “ 3
4

`

3
π

˘1{3 (see for
example [CLBM06] for reference), the TF energy functional writes

ETFpρq “ CTF

ż

R3

ρ5{3 `
1

2

ż

R3ˆR3

ρprqρpr1q

|r ´ r1|
dr dr1. (1.18)

In the TF approximation, the kinetic energy term is replaced by CTF

ş

R3 ρ
5{3, which comprounds the semi-

classical approximation of the kinetic energy of a homogeneous non-interacting electrons gas: given a
Fermi energy µ ą 0, the electron gas has a constant density (see, for e.g. [FLLS13])

ρ0 “
1

p2πq3

ż

|p|2ăµ
dp “

1

6π2
µ

3
2 .
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The semi-classical kinetic energy of the homogeneous gas is therefore given by

1

p2πq3

ż

|p|2ăµ
|p|2 dp “

1

10π2
µ

5
2 “

65{3π4{3

10
ρ

5{3
0 “ CTFρ

5{3
0 .

The above equation provides an exact relationship between the semi-classical kinetic energy of a homoge-
neous gas and its constant density. For a normalisedN -body wavefunction Ψ, the lower bound of its kinetic
energy

ş

|∇Ψ|2 by
ş

R3 ρ
5{3
Ψ is given by the Lieb–Thirring inequality [LT75, LT91]. It can be formulated as

follows [FLLS13]: for all Ψ P HN , there exists a constant 0 ă r3 ď 1 such that

Tr p´∆γΨq ě r3CTF

ż

R3

ρ
5{3
Ψ . (1.19)

There are generalizations of Lieb–Thirring inequalities for other dimensions than 3, see for example [HLW00]
and references therein. This inequality is also the foundation of some useful estimates in Chapter 2.

Adding the von Weizsäcker kinetic correction term to the TF energy functional, one obtains the Thomas–
Fermi–von Weizsäcker energy functional

ETFWpρq “ CW

ż

R3

|∇?ρ|2 ` CTF

ż

R3

ρ5{3 `
1

2

ż

R3ˆR3

ρprqρpr1q

|r ´ r1|
dr dr1. (1.20)

The von Weizsäcker kinetic correction term is obtained by studying perturbations of the density matrix
of the non-interacting electron gas [LBP03]. Remark that for any density matrix 0 ď γΨ ď 1 associated
to a wavefunction Ψ with a �nite kinetic energy, the von Weizsäcker correction term is controlled by the
Ho�man-Ostenho� inequality [HOHO77]:

Tr p´∆γΨq ě

ż

R3

|∇?ρΨ|
2 . (1.21)

Inequalities similar to (1.21) will be used in the proofs of results in the following chapters. The advantage
of the TF and TFW energy functional is that they are strictly convex functionals of the density. The last
model consists in taking into account the exchange term. By using again the homogeneous non-interacting
electron gas as a reference, the exchange terms can be approximated as

´
1

2

ż

R3ˆR3

|γpr, r1q|2

|r ´ r1|
dr dr1 « ´CD

ż

R3

ρ4{3
γ .

Adding this correction term to the TFW energy functional, one obtains the Thomas–Fermi–Dirac–von
Weizsäcker energy functional

ETFDWpρq “ CW

ż

R3

|∇?ρ|2 ` CTF

ż

R3

ρ5{3 ´ CD

ż

R3

ρ4{3 `
1

2

ż

R3ˆR3

ρprqρpr1q

|r ´ r1|
dr dr1. (1.22)

Note that the TFDW energy functional is no longer convex in the density. Thomas–Fermi type models are
good toy models which have nice mathematical properties. However they are currently not often used for
quantitative prediction, for which Kohn–Sham models are preferred.

Kohn–Sham models. When restricting the Levy–Lieb functional to non-interacting electrons, that is
by retaining in H0

N de�ned in (1.16) only the kinetic part,

T 0 :“ ´
1

2

N
ÿ

i“1

∆ri ,

the Levy–Lieb functional becomes the Kohn–Sham kinetic energy functional

T KSpρq “ inf
!

@

Ψ
ˇ

ˇT 0
ˇ

ˇΨ
D

, Ψ P HN , ‖Ψ‖L2pR3N q “ 1, ρΨ “ ρ
)

. (1.23)
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When (1.23) admits a minimizer in the form of a Slater determinant (which is not always true [LBP03]), the
Kohn–Sham kinetic energy T KSpρq can be simpli�ed as

T KSpρq :“ inf

#

1

2

N
ÿ

i“1

ż

R3

|∇φi|2, φi P H1pR3q,

ż

R3

φiφj “ δi,j ,
N
ÿ

i“1

|φi|
2 “ ρ

+

. (1.24)

The exchange-correlation energy is de�ned as the error between the Lieb–Levy functional energy and the
sum of the Kohn–Sham kinetic energy and the self-interacting Coulomb energy:

Excpρq :“ ELLpρq ´ T KSpρq ´
1

2
Dpρ, ρq.

By de�nition, the Kohn-Sham [KS65] energy functional is a rewriting of the Lieb–Levy energy functional:

EKSpρq :“ T KSpρq `
1

2
Dpρ, ρq ` Excpρq.

However, the exchange-correlation energy is unknown. In practice, various approximations of Excpρq
were proposed (see for example [LBP03, AC09] and references therein). The most widely used methods in
condensed matter physics are the Local Density Approximations (LDA) [PZ81, Bec88], which assumes that
the exchange–correlation energy of the system behaves locally as that of a uniform electron gas, and the
Generalized gradient approximation (GGA) [PY86, PBE96], which improves LDA by adding local density
gradients.

When the minimization problem (1.23) admits a minimizer in the form of a Slater determinant, the
Kohn–Sham energy functional can also be written similarly to (1.13) as

EKSpγq “ TrL2pR3q

ˆˆ

´
1

2
∆` V

˙

γ

˙

`
1

2
Dpργ , ργq ` Excpργq.

However from the point of view of theoretical chemistry, unlike the HF theory which aims at approximating
the original problem [LBP03], the Kohn–Sham approach is exact, provided of course one knows exactly
the exchange-correlation energy. The existence of Kohn–Sham minimizers for commonly used exchange-
correlation energy Exc is provided in [LB93].

1.2 In�nite periodic crystals

In the previous section, models for quantum system with a �nite number of electrons were presented. At
the mesoscopic scale, one encounters a large number of atoms or molecules so that the system still obeys
the laws of quantum mechanics. In the N -body Schrödinger model, even the de�nition of the ground state
energy is not clear in general whenN tends to in�nity, not to mention that its numerical computation is out
of reach. One needs to reduce the dimensionality of the problem by exploring the symmetries of the system.
This is the case when one studies perfect materials, which are often described by in�nitely many atoms
arranged periodically, together with their electrons. Mathematically, a perfect crystal is characterized by
a R-periodic nuclear charge distribution, where R is the Bravais lattice: for linearly independent vectors
a1,a2,a3 belonging to R3,

R :“
 

n1a1 ` n2a2 ` n3a3, pn1, n2, n3q P Z3
(

.

Let R˚ be the reciprocal lattice of R generated by the dual vectors a˚j such that ai ¨ a˚j “ 2πδij ,

R˚ :“
 

n˚1a
˚
1 ` n

˚
2a
˚
2 ` n

˚
3a
˚
3 , pn

˚
1 , n

˚
2 , n

˚
3q P Z3

(

.

Denote by Γ the Wigner-Seitz cell, i.e., the unique primitive cell of R constructed by a Voronoi decompo-
sition; and by Γ˚ the �rst Brillouin zone, which is the Wigner-Seitz cell of R˚. As an example, for a cubic
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Figure 1.1: An example of a Bravais lattice with its Wigner-Seitz cell Γ.

lattice of parameter a ą 0, the Bravais lattice is R “ aZ3, the dual lattice is R˚ “ 2π
a Z

3, the Wigner-Seitz
cell is Γ “ r´a{2, a{2q3 and the �rst Brillouin zone is Γ˚ “ r´π{a, π{aq3.

By taking advantage of the R-periodicity of the crystal, the original problem on the whole space can
be reduced to a family of problems on the unit cell Γ. Such reduction technique in mathematics and in
condensed matter physics is called the Bloch decomposition [RS78]. In this section, we �rst introduce the
Bloch decomposition in Section 1.2.1 as it is a fundamental ingredient to describe systems with partial
translation invariance treated in Section 1.3, Section 1.4, Chapter 2 and Chapter 3. We next introduce in
Section 1.2.2 the formulation of the electronic ground state problem under the rHF description (1.13) for
in�nite periodic crystals.

1.2.1 Bloch decomposition

Given a Bravais lattice R, denote by τR the translation operator acting on L2
locpR3q for R P R:

@u P L2
locpR3q, pτRuqp¨q “ up¨ ´Rq.

An operatorA on L2pR3q is called R-translation invariant if it commutes with τR for allR P R. Introduce
the Lp spaces (resp. H1 space) of functions which are R-periodic: for 1 ď p ď `8,

Lpper pΓq :“
!

u P LplocpR
3q

ˇ

ˇ

ˇ
‖u‖LppΓq ă `8, τRu “ u,@R P R

)

,

H1
per pΓq :“

 

u P L2
perpΓq

ˇ

ˇ∇u P L2
perpΓq

(

.

Let us also introduce the following constant �ber direct integral of Hilbert spaces [RS78, Theorem XIII.84]:

L2pΓ˚;L2
perpΓqq :“

 À

Γ˚
L2

perpΓq dξ,

where
ffl

Γ˚ “ |Γ
˚|´1

ş

Γ˚ . The constant �ber direct integral is a generalization of the direct sum of Hilbert
spaces. The Bloch transform B is a unitary operator from L2pR3q to L2pΓ˚;L2

perpΓqq, de�ned on the dense
subspace of S pR3q of L2pR3q:

@x P Γ, ξ P Γ˚, pBφqξ pxq :“
ÿ

RPR
e´ipx`Rq¨ξφpx`Rq “

p2πq
3
2

|Γ|

ÿ

KPR˚
eiK¨x

pφpξ `Kq. (1.25)
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The second equality can be obtained by the Poisson summation formula (see for example [Pin02])

@φ P S pR3q,
ÿ

RPR
φpx`Rq “

p2πq
3
2

|Γ|

ÿ

KPR˚
pφpKqeiK¨x.

The inverse Bloch transform is given by

@R P R, for a.a. x P Γ,
`

B´1f‚
˘

px`Rq :“

 
Γ˚

eipR`xqξfξpxq dξ.

For almost all ξ P R3, we have pBφqξ`K pxq “ pBφqξ pxqe´iK¨x for all K P R˚. For any A P LpL2pR3qq

such that τRA “ AτR, there exists (see for e.g. [RS78, Theorem XIII.85]) A‚ P L8pΓ˚;L
`

L2
perpΓq

˘

q such
that for all u P L2pR3q,

pBpAuqqξ “ AξpBuqξ for a.a. ξ P Γ˚. (1.26)

We denote by

A “ B´1

ˆ ‘

Γ˚
Aξ dξ

˙

B (1.27)

the decomposition of an operator A which is R-translation invariant. In addition,

‖A‖LpL2pR3qq “
∥∥‖A‚‖LpL2

perpΓqq

∥∥
L8pΓ˚q

.

Moreover, the following spectral decomposition holds:

σpAq “
ď

ξPΓ˚

σpAξq. (1.28)

The decomposition (1.27) is useful for instance when we study the band theory of periodic systems in
Section 1.2.2. Furthermore, if A is positive and locally trace-class, then for almost all ξ P Γ˚, Aξ is locally
trace-class. The densities of these operators are related by the formula

ρA “

 
Γ˚
ρAξ dξ.

If for almost all ξ P Γ˚, Aξ is positive and trace-class, we can de�ne the trace per unit volume for the
operator A as

TrpAq :“

 
Γ˚

TrL2
perpΓq

pAξq dξ.

The trace per unit volume provides a measurement of the trace ofA in each unit-cell, which is crucial when
treating periodic systems, since the operators considered in periodic systems (for example, the total energy
operator) are in general not trace class when considered on L2pR3q.

1.2.2 Ground state of in�nite periodic systems

We describe in this section the periodic rHF formalism to model in�nite periodic systems, which is the
analogue of (1.14) for �nite systems, relying on the results of [CLBL01, CDL08a, Lew09, CL10, CLS12, CS12].
In�nite periodic systems in the HF and rHF descriptions have been rigorously studied by a thermodynamic
limit argument in [CLBL01, CLBL02], where the existence of the ground state and the uniqueness of the
ground state density have been proven. The periodic rHF ground state has also been studied in [CDL08a],
where the uniqueness and the characterization of the minimizer through a self-consistent Euler–Lagrange
equation are given. Let us also mention that the periodic TF model has been thoroughly studied in [LIE]
and a thermodynamic limit argument has been provided to justify it. Similar results have been obtained
in [CBL98] for the TFW model. To our knowledge, there are no rigorous mathematical results on other
mean–�eld models such as HF or Kohn–Sham. These models are much more di�cult to study because of
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their non-convexity, leading to possible symmetry breakings and the existence of multiple ground-state
densities for a given nuclear con�guration.

Consider a periodic system with a R-periodic nuclear charge distribution µ0
per such that the charge

per unit cell
ş

Γ µ
0
per “ Z with Z P N`. By employing the notion of trace per unit cell, the convex set

describing �nite kinetic energy per unit volume for the in�nite periodic system is given by

Pper :“
 

γ P S
`

L2pR3q
˘

| 0 ď γ ď 1,@k P R, τkγ “ γτk,
ż

Γ˚
TrL2

perpΓq

´

p1´∆ξq
1{2γξp1´∆ξq

1{2
¯

dξ ă `8

*

,
(1.29)

where recall that S pHq is the space of bounded self-adjoint operators on H, and the density matrix is
Bloch-decomposed as

γ “ B´1

ˆ ‘

Γ˚
γξ dξ

˙

B, with γξ P S
`

L2
perpΓq

˘

and 0 ď γ2
ξ ď γξ ď 1,

and the Laplace operator ∆ on L2pR3q can be written as

´∆ “ B´1

ˆ ‘

Γ˚
´∆ξ dξ

˙

B, ´∆ξ “ p´i∇ξq
2, ∇ξ :“ ∇` iξ.

Remark that the convex set (1.29) is a periodic analogue of the convex set (1.10) for systems with a �nite
number of electrons. The whole space Coulomb interaction energy (1.8) is also replaced by its periodic
analog

DGΓ
pf, fq :“

ż

Γ

ż

Γ
fpxqGΓpx´ yqfpyq dx dy,

so that it corresponds to the Coulomb interaction energy per unit volume, and where GΓ is the unique
R-periodic solution of the following Poisson equation:

´∆G “ 4π

˜

ÿ

yPR
δ p¨ ´ yq ´ 1

¸

,

ż

Γ
G “ 0,

with δ the Dirac measure. Therefore one can de�ne the periodic rHF energy functional, in analogy with the
rHF energy functional of the N -body system de�ned in (1.13):

ErHF
per pγq :“

 
Γ˚

TrL2
perpΓq

ˆ

´
1

2
∆ξγξ

˙

dξ `
1

2
DGΓ

`

ργ ´ µ
0
per, ργ ´ µ

0
per

˘

, (1.30)

where the following notation is used

@ξ P Γ˚, TrL2
perpΓq

ˆ

´
1

2
∆ξγξ

˙

:“
1

2
TrL2

perpΓq
p|∇ξ|γξ|∇ξ|q .

The ground state problem (1.14) for the periodic system is

IrHF
per “ inf

!

ErHF
per pγq

ˇ

ˇ

ˇ
γ P Pper, TrL2

perpΓq
pγq “ Z

)

. (1.31)

The de�nition of the periodic ground state problem (1.31) suggests that the periodic system at its ground
state is translation invariant by elements of R (no spontaneous symmetry breaking). The Euler–Lagrange
equation associated with the periodic rHF energy functional (1.30) can be written as [CDL08a]

$

’

’

’

&

’

’

’

%

γ0
per “ 1p´8,εF s

`

H0
per

˘

,

H0
per :“ ´

∆

2
` V 0

per ,

´∆V 0
per “ 4π

´

ργ0
per
´ µ0

per

¯

,

(1.32)
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where εF is called the Fermi level. This number indicates the highest energy attainable for electrons, and
can be considered as the Lagrange multiplier of the charge constraint TrL2

perpΓq

`

γ0
per

˘

“ Z . Remark that
the system of equations (1.32) is self-consistent, and is the periodic analog of (1.12) for theN -body system.

The mean-�eld Hamiltonian H0
per and the spectral projector γ0

per are τR-translation invariant for any
elementR P R. In particular, by the Bloch decomposition (1.25) the mean–�eld Hamiltonian is decomposed
as

H0
per “ B´1

ˆ ‘

Γ˚
H0

per,ξ dξ

˙

B, H0
per,ξ “ ´

1

2
∆ξ ` V

0
per,

and the periodic ground state is decomposed as

γ0
per “ B´1

ˆ ‘

Γ˚
γ0

per,ξ dξ

˙

B, γ0
per,ξ “ 1p´8,εF s

`

H0
per,ξ

˘

.

In the full periodic case Γ is bounded (when there is a partial periodicity it is no more the case; the reduction
theory and the integral decomposition will be adapted), the operatorH0

per,ξ is bounded from below and has
a compact resolvent for any ξ P Γ˚. As a consequence, there exist a non-decreasing sequence pεn,ξqně1 of
real numbers going to `8 and an orthonormal basis pen,ξqně1 of L2

perpΓq such that

H0
per,ξ “

`8
ÿ

n“1

εn,ξ |en,ξy xen,ξ| ,

and the decomposed ground state of the periodic system reads

γ0
per,ξ “

`8
ÿ

n“1

1εn,ξďεF |en,ξy xen,ξ| .

The density associated with γ0
per simply writes

ργ0
per
pxq “

 
Γ˚

`8
ÿ

n“1

1εn,ξďεF |en,ξpxq|
2 dξ.

The physical interpretation of the above decomposition is that, for a given ξ P Γ˚, the non-decreasing
sequence pεn,ξqně1 represents the energy levels of the periodic system, and the Fermi level εF represents
the highest occupied energy level. The ground state γ0

per implies that all energy levels up to εF have been
�lled.

The mapping ξ ÞÑ εn,ξ is R˚-periodic Lipschitz continuous, and analytic away from crossings [Tho73,
RS78]. Hence in view of (1.28) we obtain the spectral decomposition of H0

per,ξ :

σ
`

H0
per

˘

“
ď

ξPΓ˚

σ
´

H0
per,ξ

¯

“
ď

ně1

“

Σ´n ,Σ
`
n

‰

, Σ´n “ min
ξPΓ˚

εn,ξ, Σ`n “ max
ξPΓ˚

εn,ξ. (1.33)

The spectrum of H0
per therefore consists of bands which represent the energy levels of the system (see

Fig. 1.2 for an illustration), and gives information about the physical properties of the system such as its
electrical and optical properties [AM11]. In our context, the band structure is key to distinguish insulators
from metals. This separation is important for the rest of this manuscript when studying defects in materials
as well as lattice dynamics. More precisely, assume that a periodic system is described by a one-particle
Hamiltonian H0

per and its ground state is given by a spectral projector 1p´8,εF spH0
perq. Recall that the

Fermi level εF is the highest occupied energy level. We say that the system is
• an insulator if the Fermi level εF is in a gap of the spectrum of H0

per;

• a metal if εF lays inside a band of σ
`

H0
per

˘

.
See Fig. 1.3 for an illustration. In other words, the system is insulating if and only if there exists N P N˚
such that Σ`N ă εF ă Σ´N`1; the system is a metal if εF lays in the interior of σpH0

perq in R. In the
sequel we shall see that the existence of a gap around the Fermi level εF is crucial for some mathematical
arguments to work.
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Figure 1.2: The band structure of the spectrum of H0
per.
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Figure 1.3: Insulators and metals from the point of view of spectral theory.

1.3 Mean–�eld models for defects in materials

Perfect materials are idealizations, and do not exist in the real world. Various defects exist everywhere,
sometimes in a desired way, like doping semiconductors to change their conductivity or adding tin to
copper to lower the melting temperature of the resulting material. Most of the time they are present in an
uncontrolled manner in materials. For example there may be vacancies at lattice sites or atoms of di�erent
types exchanging their positions (antisite defects). There may also be misaligned crystal lattices (dislocation
defects). These defects have a signi�cant impact on properties of materials. We refer to [Sto01, DE07] and
references therein for more details from a physical point a view.

The �rst-principle modeling of defects remains an important subject in condensed matter physics (see
e.g. [FGH`14, Kax03, KN10, Pan78] and references therein). Several correlated-electron models for crystals
with defects have recently been proposed in the physics literature among which Hubbard models, Dynami-
cal Mean-Field Theory (DMFT), Green’s function methods (GW, Bethe–Salpeter), or Monte Carlo methods,
see e.g. the recent monograph [MRC16] and references therein. In the mathematical literature, the case
of e�ective linear one-body Hamiltonians describing independent electrons in solids has been thoroughly
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investigated, in particular to study the e�ect of disorder on transport properties (see e.g. [BvESB94, Hun08]
and references therein). Nonlinear mean–�eld models are much more di�cult to handle: local defects are
considered as perturbations of an in�nitely extended reference system [CDL08a], so that the energy of the
system with defect is also in�nite. Moreover, one also has to encode nonlinear e�ects such as the electro-
static potential caused by the defect or the change in the lattice con�guration. Let us mention that when
considering the rHF model with a positive temperature, also called Schrödinger–Poisson model in [Nie90],
Nier has treated local defects with Dirichlet boundary condition and in the whole space, as well as peri-
odic defects within a periodic background in [Nie93b, Nie93a]. There are also extensions on the dynamical
properties of the Schrödinger–Poisson model, see [BAM05, BACDFM09] and reference therein.

We summarize in Section 1.3.1 various results on local defects for insulators described by mean–�eld
models, and for a model metallic system (a free Fermi sea) described by an e�ective linear model. We then
discuss our contribution to the modeling of some extended defects in a Fermi sea in Section 1.3.2.

1.3.1 Mean–�eld models for local defects

In this section we �rst review the approach presented in [CDL08a] to describe local defects in insulators in
a rHF model. We next present a linear defect model in metals [FLLS11, FLLS13], where metals are modeled
as a Fermi sea. The latter series of works lays the foundation for the modeling extended defects in a Fermi
sea within the rHF description that we consider in Section 1.3.2.

Local defects in insulators: a rHF model. For insulators, a rHF model with Coulomb interactions
has been proposed in [CDL08a, CL10] to study a local defect in an insulating (or semiconducting) crys-
tal, based on ideas and techniques from [HLS05a, HLS05b, HLS07, HLSS07, HLS09a]. We summarize here
several de�nitions and ideas for treating defects as perturbations in in�nite systems, as these ideas will be
used throughout this manuscript.

Consider a perfect 3D crystal described by the periodic rHF energy functional (1.30) with a R-periodic
nuclear density µ0

per. In this section we restrict ourselves to insulators or semi-conductors. More precisely,
in view of the spectral decomposition (1.33), we assume that the following assumption holds (See Fig.1.2
for an illustration).

Assumption 1. Assume that Σ`Z ă Σ´Z`1, and that the Fermi level εF is in the spectral gap
`

Σ`Z ,Σ
´
Z`1

˘

of
H0

per.

The local defect is modeled by a function ν P L1pR3q X L2pR3q added to the periodic background, so
that the nuclear density of a crystal with local defect is described by

µ “ µ0
per ` ν.

The in�nite rHF energy functional (1.13) associated with µ for a trial density matrix γ formally writes

ErHF
ν pγq “ “ ”Tr

ˆ

´
1

2
∆γ

˙

`
1

2
D pργ ´ µ, ργ ´ µq . (1.34)

We consider the formal decomposition
γ “ γ0

per `Q,

where Q is a self-adjoint operator acting on L2pR3q and γ0
per is the density matrix of the perfect crystal

obtained in (1.32). One expects to be able to give a meaning to the di�erence of the two in�nite free energies

“
`

ErHF
ν

`

γ0
per `Q

˘

´ εFTr
`

γ0
per `Q

˘˘

´
`

ErHF
ν

`

γ0
per

˘

´ εFTr
`

γ0
per

˘˘

”

“ “Tr ppHper ´ εF qQq ´DpρQ, νq `
1

2
DpρQ, ρQq”.

(1.35)



1.3. Mean–field models for defects in materials 27

For Q to be an admissible perturbation of the reference state γ0
per, Pauli’s principle requires that 0 ď

γ0
per `Q ď 1. The operator Q also appears to be Hilbert-Schmidt. Nevertheless Q is in general not trace-

class [CL10] and the right hand side of the above equation may have no mathematical meaning. Instead,
one can give sense to a generalized γ0

per-trace

Trγ0
per
pQq :“ TrL2pR3q

`

Q`` `Q´´
˘

, (1.36)

where
Q`` :“

`

1´ γ0
per

˘

Q
`

1´ γ0
per

˘

, Q´´ :“ γ0
perQγ

0
per.

Denote by S
γ0

per

1 the space of operators having a �nite γ0
per-trace. Remark that when an operatorA is trace-

class Trγ0
per
pAq “ TrL2pR3q pAq. We also refer the reader to [Lew09, Appendix A] for a pedagogic summary

of properties of density matrices describing perturbations of a quantum system around a reference state
(in our case, Q is seen as a perturbation and γ0

per as the reference state).
The admissible perturbative states are the following convex set:

Kγ0
per

:“
!

Q P Qγ0
per

ˇ

ˇ ´γ0
per ď Q ď 1´ γ0

per

)

, (1.37)

where Qγ0
per

is the Banach space of operators having �nite γ0
per-trace and �nite kinetic energy:

Qγ0
per

:“

"

Q P S
γ0

per

1 pL2pR3qq

ˇ

ˇ

ˇ
Q˚ “ Q, |∇|Q P S2pL

2pR3qq,

|∇|Q``|∇| P S1pL
2pR3qq, |∇|Q´´|∇| P S1pL

2pR3qq

*

,

equipped with its natural norm

‖Q‖Q
γ0
per

:“ ‖Q‖S2 ` ‖Q``‖S1 ` ‖Q´´‖S1 ` ‖|∇|Q‖S2 ` ‖|∇|Q``|∇|‖S1 ` ‖|∇|Q´´|∇|‖S1 .

Furthermore, for any Q P Kγ0
per

a simple algebraic calculation shows that

Q`` ě 0, Q´´ ď 0, 0 ď Q2 ď Q`` ´Q´´.

Remark that Kγ0
per

is not empty since it contains at least 0. Note also that Kγ0
per

is the convex hull of states
in Qγ0

per
of the special form γ ´ γ0

per, where γ is an orthogonal projector [CDL08a]. In view of the formal
di�erence (1.35), one can de�ne a renormalized rHF energy functional associated with ν:

@Q P Kγ0
per
, ErHF

ν pQq :“ Trγ0
per
pH0

perQq ´DpρQ, νq `
1

2
D pρQ, ρQq , (1.38)

where for any κ in the gap
`

Σ`Z ,Σ
´
Z`1

˘

of H0
per,

Trγ0
per
pH0

perQq :“ TrL2pR3q

´

ˇ

ˇH0
per ´ κ

ˇ

ˇ

1{2 `
Q`` ´Q´´

˘
ˇ

ˇH0
per ´ κ

ˇ

ˇ

1{2
¯

` κTrγ0
per
pQq . (1.39)

It can be shown that the expression (1.39) is independent of κ P
`

Σ`Z ,Σ
´
Z`1

˘

. The relative ground state
energy of a crystal with a defect ν is obtained by solving the following minimization problem

IrHF
ν “ inf

!

ErHF
ν pQq

ˇ

ˇ

ˇ
Q P Kγ0

per

)

.

If ν P L1pR3qXL2pR3q and Assumption 1 holds, it has been shown in [CDL08a, Theorem 2] that the above
minimization problem admits minimizers which share the same density, and that any minimizerQ satis�es
the following self-consistent equation:

$

&

%

Q “ 1p´8,εF q

´

HQ

¯

´ γ0
per ` δ ,

HQ :“ H0
per `

´

ρQ ´ ν
¯

‹ | ¨ |´1,
(1.40)

where δ is a �nite-rank self-adjoint operator satisfying 0 ď δ ď 1 and Ran pδq Ď Ker
´

HQ ´ εF

¯

.
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Other works around local defects in insulators. Various extensions of the model in [CDL08a] were
considered: the zero-frequency dielectric polarizability of insulating crystals can be inferred from the rHF
model by a homogenization procedure [CL10]. Extensions to the time-dependent setting are discussed
in [CS12], where authors considered a time-dependent defect νptq and studied the well-posedness of the
associated nonlinear Hartree dynamics. The numerical analysis of the rHF model of defects is dealt with
in [GL16] by a super-cell algorithm (see also [CDL08b]). Ideas similar to [CDL08a] have been applied to
Thomas–Fermi–Dirac–von Weizsäcker model [CE11] and their approaches are mathematically justi�ed by
a thermodynamic limit argument. Let us also mention the works [LR13a, LR13b] for the study of polarons
in crystals, and the works [CLL13, Lah14] in which crystals with stationary random distributions of local
defects are considered. Let us also mention that the well-posedness of the Hartree dynamics for in�nitely
many electrons in a Fermi sea is proved in [LS15].

Local defects in the Fermi sea: a linear model. The above mentioned works are valid only for in-
sulators and semiconductors, and crucially rely on the existence of a spectral gap in the spectrum of the
mean-�eld Hamiltonian H0

per (Assumption 1) of the corresponding perfect crystal. Mean-�eld model for
defects in metals are much more di�cult to analyze since small perturbations can cause electrons to escape
at in�nity. On the other hand, many interesting physical problems, such as electronic transport, occur in
metals. In [FLLS11, FLLS13], the authors have considered local perturbations of the Fermi sea of the free-
electron gas in a linear model with external potentials. In their work, the ground state of a free Fermi gas is
given by Π´ :“ 1p´8,εF s p´∆q for a chemical potential εF ą 0. This electron gas has a constant density1

As εF belongs to σessp´∆q “ r0,`8q, the techniques required to study ground state properties of a
free Fermi sea are di�erent from the techniques used in (1.32) for insulators, since in the latter case the gap
condition in the spectrum of H0

per (Assumption 1) is crucial. However, the perturbative approach can still
be applied. Following ideas similar to those used to de�ne defects in insulating systems, the perturbation
of the reference state Π´ can also be described by a one-body density matrix satisfying

´Π´ ď Q ď 1´Π´.

The relative kinetic energy of the perturbation is de�ned as

TrΠ pp´∆´ εF qQq :“ Tr
´

| ´∆´ εF |
1{2

`

QΠ,`` ´QΠ,´´
˘

| ´∆´ εF |
1{2

¯

, (1.42)

with QΠ,`` :“ p1´Π´qQ p1´Π´q and QΠ,´´ :“ Π´QΠ´. The above de�nition looks like the de�-
nition (1.39), however as εF belongs to σessp´∆q “ r0,`8q, a defect state Q with a �nite relative kinetic
energy may not even be a compact operator [FLLS13, Remark 2.4]. In particular, it does not belong to
the set Kγ0

per
de�ned in (1.37). Since the reference system is a metal (see Fig. 1.3), perturbations are much

more delicate to handle, as even a small perturbation is not stable. However one still hope to control the
perturbation in some sense, for example by requiring that the perturbation has a �nite kinetic energy. A
new Banach space of defects is introduced to this end:

XΠ :“
!

Q P SpL2pRdqq
ˇ

ˇ

ˇ
| ´∆´ εF |

1{2Q P S2pL
2pRdqq,

| ´∆´ εF |
1{2QΠ,˘˘| ´∆´ εF |

1{2 P S1pL
2pRdqq

)

,

equipped with the norm

‖Q‖XΠ
:“ ‖Q‖LpL2pRdqq `

∥∥∥∥| ´∆´ εF |
1{2Q

∥∥∥∥
S2pL2pRdqq

`
ÿ

αPt`,´u

∥∥∥∥| ´∆´ εF |
1{2Qαα| ´∆´ εF |

1{2

∥∥∥∥
S1pL2pRdqq

.

1The constant density is
ρ0 “ |S

d´1
|d´1

p2πq´dε
d{2
F , (1.41)

where d is the dimension and Sn the n-dimensional sphere.
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Admissible states belong to the convex set of states compatible with Pauli’s principle:

KΠ :“
!

Q P XΠ

ˇ

ˇ

ˇ
´Π´ ď Q ď 1´Π´

)

. (1.43)

As mentioned in Section 1.1.3, the Lieb–Thirring inequality (1.19) provides a lower bound on the kinetic
energy of a density matrix in terms of its density. For states in KΠ, the authors of [FLLS13, FLLS11] have
proved a Lieb–Thirring type inequality: for d ě 2, there exists Kpdq P R` such that

TrΠ pp´∆´ εF qQq ě Kpdq

ż

Rd

ˆ

pρ0 ` ρQq
1` 2

d ´ ρ
1` 2

d
0 ´

2` d

d
ρ

2
d
0 ρQ

˙

. (1.44)

This inequality provides a lower bound of the relative kinetic energy of defect state Q by its density ρQ.
However for d “ 1 there is no such inequality as (1.44) since the o�-diagonal terms Q˘¯ diverge [FLLS13,
Theorem 2.5], due to 1D Peierls oscillations [Pei55]. Nevertheless, one can prove the following result,
which is one of the key estimate that will be used for the extended defects in a Fermi sea considered in
Section 1.3.2 and Chapter 2.

Theorem 1.1 (Lieb–Thirring inequality, d “ 1 [FLLS13, Theorem 2.2]). Assume that d “ 1 and εF ą 0.
Let Q P KΠ. Then Q is locally trace-class and the corresponding densities satisfy

ρQ˘˘ P L
3pRq X L2pRq,

ż

R

?
εF |k|

`?
εF ` |k|

˘

log

ˆ

2
?
εF`|k|

|2
?
εF´|k||

˙

ˇ

ˇ

ˇ

{ρ˘¯Q pkq
ˇ

ˇ

ˇ

2
dk ă `8. (1.45)

Moreover, there exist two positive constantsK1 andK2 such that

TrΠ pp´∆´ εF qQq ěK1

ż

R

ˆ

´

ρ0 ` ρ
``
Q pxq ` ρ´´Q pxq

¯3
´ ρ3

0 ´ 3ρ2
0

´

ρ``Q pxq ` ρ´´Q pxq
¯

˙

dx

`K2

ż

R

?
εF |k|

`?
εF ` |k|

˘

log

ˆ

2
?
εF`|k|

|2
?
εF´|k||

˙

ˇ

ˇ

ˇ

{ρ`´Q pkq ` {ρ´`Q pkq
ˇ

ˇ

ˇ

2
dk.

(1.46)

Remark that due to the logarithmic divergence of |k| at 2
?
εF , the last term in (1.46) is not bounded

from below by ρ`´Q pxq ` ρ´`Q pxq.
It is worth noting that a dual formulation of (1.44), which involves an external potential V , can be

obtained by a Legendre–Fenchel transform [FLLS11]. For d ě 2 and V P L2pRdq XL1`d{2pRdq, denote by

Π´V :“ 1p´8,0s p´∆` V ´ εF q , QV :“ Π´V ´Π´.

It is shown in [FLLS13, Theorem 2.3] that

TrL2pR3q

´

|´∆` V ´ εF |
1
2
`

Π`VQV Π`V ´Π´VQV Π´V
˘

|´∆` V ´ εF |
1
2

¯

“ min
´Π´ďQďΠ`,|´∆´εF |1{2Q˘˘|´∆´εF |1{2PS1

ˆ

TrΠ pp´∆´ εF qQq `

ż

Rd
V ρQ

˙

.

The 1D analog of this equality is given in [FLLS13, Theorem 2.4]. This requires more assumptions on V
in order to cancel the singularity in |k| at 2

?
εF . The above expression means that the minimum relative

kinetic energy of a V -perturbed Fermi sea is attained by QV , provided that the perturbation has a small
kinetic energy (in the sense that |´∆´εF |

1{2Q˘˘|´∆´εF |
1{2 P S1). This idea is generalized in [CCS18]

when treating nonlinear perturbations in a Fermi sea, as discussed in the next section.
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1.3.2 Extended defects in a Fermi sea

We summarize in this section the main results obtained in [CCS18]. The aim is to establish a rHF model for a
particular instance of in�nitely extended defects in a 3D Fermi sea with Coulomb or Yukawa interactions.
As mentioned above, the rHF model is of particular interest from a mathematical viewpoint since it is
strictly convex in the density; while on the physical side, it can be seen as a good approximation of the
(extended) Kohn-Sham LDA model [KS65, DG90, LLS19].

More precisely, we consider 2D-translation invariant defects in a 3D homogeneous electron gas. A
typical situation is the case when a slice of �nite width of the jellium modeling the uniform nuclear dis-
tribution is taken out, see Fig. 1.4. This gives rise to a model describing the uncharged state of a capacitor

3D-Fermi sea3D-Fermi sea

x

y

z

Slab

Figure 1.4: An example of an extended defect in a Fermi sea: in a 3D space, a 2Dˆd slab of uniformly
distributed nuclei is removed, where d P R` represents the width of the slab.

composed of two semi-in�nite leads separated by some dielectric medium or vacuum. This could be a �rst
step towards the construction of a mean-�eld model for electronic transport. The mathematical analysis
heavily relies on the translation invariance in the directions parallel to the slice. Technically, this allows us
to reduce the study of a 3D model to the one of a family of 1D problems labeled by a 2D quasi-momentum.
The situation we consider here is the one for which the technical issues are more acute since the family of
e�ective problems are set in dimension 1, which raises integrability issues due to the Peierls oscillations
discussed in Theorem 1.1.

Summary of the main results of Chapter 2.

Elements ofR3 are denoted by r “ pr, zq, where r “ px, yq P R2 and z P R. The extended defect is assumed
to be px, yq-translation invariant. The main di�culties with respect to the study of local defects mentioned
in the previous sections are: (i) in�nitely extended defects are not local since they are px, yq-translation
invariant, hence they cannot be considered a priori as a small perturbation, (ii) there are in�nitely many
interacting electrons in the Fermi sea as we consider Coulomb (resp. Yukawa) interactions, which di�ers
from the linear model considered in [FLLS11, FLLS13] presented in Section 1.3.1. (iii) the system is metallic
so that Assumption 1 fails.

The main idea is to fully explore the 2D-translation invariance of the extended defect to transform the
original problem into a family of 1D problems indexed by a momentum variable: following the same spirit
of the Bloch decomposition introduced in Section 1.2.2 for R-periodic operators, we introduce a decompo-
sition of px, yq-translation invariant operators by the following unitary transform U (which corresponds
to a partial Fourier transform) from L2pR3q to L2pR2, L2pRqq for q P R2 and z P R:

Φ ÞÑ pUΦqqpzq :“
1

2π

ż

R2

e´iq¨rΦpr, zq dr.

Since the (rHF) kinetic energy operator for a perfect 3D Fermi sea is px, yq-translation invariant, hence it
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is decomposed by U :

T :“ ´
1

2
∆ “ U´1

ˆ
ż ‘

R2

Tq dq

˙

U , Tq :“ ´
1

2

d2

dz2
`
|q|2

2
.

Remark that Tq acts on L2pRq for all q P R2. This kind of momentum representation is very widely used
among physicists when treating systems with partial symmetries. In view of (1.41), the reference state of
a perfect Fermi sea is determined either by �xing the Fermi level εF or by given a uniform density ρ0. We
choose to �x the Fermi level εF ą 0. Therefore the reference state of a perfect 3D Fermi sea at its "ground
state" is described by the following one-body density matrix

γ0 :“ 1p´8,εF s pT q .

This operator is also px, yq-translation invariant, so that it can be decomposed by U as:

γ0 “ U´1

ˆ
ż ‘

R2

γ0,q dq

˙

U , γ0,q :“

#

1p´8,εF s pTqq if q P BεF ,

0 if q P R2zBεF ,

whereBR :“
 

q P R2
ˇ

ˇ|q|2{2 ď R
(

forR P R`. It can be shown that the unperturbed Fermi has a constant
density ρ0 such that εF “ p6π2ρ0q

2{3{2, see Section 2.5.2 for a detailed calculation.
The state γ0 can be seen as the rHF ground-state density matrix of an in�nite, locally neutral system,

whose nuclear distribution is a jellium of uniform density ρ0. This suggests that the perfect Fermi sea at
its ground state can be seen as a neutral metallic system with uniform nuclear and electronic density.

Similarly to local defects, the state of the 3D Fermi sea with a slice-like defect can be written as

γ “ γ0 `Q,

except that the operatorQ is not-local in the sense that it is also px, yq-translation invariant. Recall that for
a R-periodic systems we have employed the Bloch decomposition B to de�ne a relative kinetic energy per
unit cell in (1.30). In px, yq-translation invariant systems, we can de�ne the following renormalized kinetic
energy per unit area through the partial Fourier transform U :

Tr ppT ´ εF qQq :“
1

p2πq2

ż

R2

TrL2pRq

´

|Tq ´ εF |
1{2pQ``q ´Q´´q q|Tq ´ εF |

1{2
¯

dq,

where
Q``q :“ p1´ γ0,qqQqp1´ γ0,qq, Q

´´
q :“ γ0,qQqγ0,q.

In analogy to (1.37), we introduce the following convex set of admissible perturbative states Q:

K :“

"

Q :“ U´1

ˆ
ż ‘

R2

Qq dq

˙

U
ˇ

ˇ

ˇ

ˇ

q ÞÑ Qq P L
8
`

R2;SpL2pRqq
˘

, Qq P Kq, Tr ppT ´ εF qQq ă 8

*

,

where the convex set Kq :“
!

Qq P Xq
ˇ

ˇ

ˇ
´ γ0,q ď Qq ď 1 ´ γ0,q

)

is the space of operators with �nite
kinetic energies similar to the Banach space de�ned in (1.43), and where

Xq :“
!

Qq P SpL2pRqq
ˇ

ˇ

ˇ
|Tq ´ εF |

1{2Qq P S2pL
2pRqq, |Tq ´ εF |1{2Q˘˘q |Tq ´ εF |

1{2 P S1pL
2pRqq

)

,

equipped with the norm

‖Qq‖Xq :“ ‖Qq‖LpL2pRqq `

∥∥∥∥|Tq ´ εF |1{2Qq∥∥∥∥
S2pL2pRqq

`
ÿ

αPt`,´u

∥∥∥∥|Tq ´ εF |1{2Qααq |Tq ´ εF |1{2∥∥∥∥
S1pL2pRqq

.

The following proposition gives a meaning to densities of operators in K. In particular, we obtain a Lieb–
Thirring like inequality analogous to (1.44).
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Theorem 1.2. (Lieb–Thirring inequality for operators inK [Chapter 2, Proposition 2.2]) AnyQ P K is locally
trace-class, its density ρQ is a function of the variable z only, and

ρQ P L
ppRq ` L2pRq

for any 1 ă p ă 5{3. In addition, for all 1 ă p ă 5{3 and all c ą 0, there exist two positive constants
ηc,´, ηp,c,` such that

@Q P K, Tr ppT ´ εF qQq ě ηc,´}ρ
c,´
Q }2L2pRq ` ηp,c,`}ρ

c,`
Q }

p
LppRq,

where ρQ “ ρc,´Q ` ρc,`Q with

ρc,´Q :“
1

p2πq2

ż

BεF`c

ρQq dq P L
2pRq, and ρc,`Q :“

1

p2πq2

ż

R2zBεF`c

ρQq dq P L
ppRq.

Since operators in K are px, yq-translation invariant, their densities depend only on the variable z. In
Theorem 1.1 we have discussed that a 1D Lieb–Thirring inequality analogous to (1.44) is not available.
However the above proposition suggests that a quasi 1D Lieb–Thirring like inequality is possible. As a
matter of fact, in this case, the logarithmic divergence at 2

?
εF is averaged by the momentum representation

q P R2, so that the 1D Peierls oscillations disappear. In this sense, px, yq-translation invariant systems are
quasi 1D, but they are very di�erent from actual 1D systems. However, recall that in the rHF approximation
electrons interact with each other through the electronic density. As the electronic densities are px, yq-
translation invariant, the Coulomb electron-electron interactions are actually one dimensional. One can
de�ne the 1D Coulomb space

C :“

#

f P S 1pRq
ˇ

ˇ

ˇ

ˇ

ˇ

pf P L1
locpRq,

pfpkq

|k|
P L2pRq

+

.

The above de�nition implies that densities in C are neutral in a weak sense: if ρ P CŞL1pRq, then
ş

R ρ “

p2πq1{2pρp0q “ 0 since the function k ÞÑ |pρpkq|2

|k|2
has to be integrable in the vicinity of 0. This implies that

the defect state Q is also charge neutral in our context. Due to this constraint, it is convenient to introduce
the renormalized Yukawa space for a parameter m ě 0:

Cm :“

#

f P S 1pRq
ˇ

ˇ

ˇ

ˇ

ˇ

pf P L1
locpRq,

pfpkq
a

|k|2 `m2
P L2pRq

+

.

Densities in Yukawa space are no longer necessarily neutral. We shall see in the sequel and in Chapter 2
that one can de�ne a meaningful mean–�eld potential through the 1D Yukawa kernelm´1e´m|¨|, while we
were not able to do the same with the 1D Coulomb kernel ´| ¨ |, as it requires some extra decay properties
on the densities.

Let us introduce the Yukawa interactions:

@f, g P Cm, Dmpf, gq :“ 2

ż

R

pfpkqpgpkq

|k|2 `m2
dk.

Yukawa interactions are short-ranged when m is large. When m “ 0 one recovers the long-ranged
Coulomb interaction. We therefore denote the Coulomb space C by C0 in the sequel.

Consider an px, yq-translation invariant slice-like defect ν, typically a sharp trench

ν “ ´ρ01r´w{2,w{2spzq.

The associated renormalized free energy per unit area is de�ned as, similarly to (1.38):

Eν,mpQq :“ Tr ppT ´ εF qQq `
1

2
DmpρQ ´ ν, ρQ ´ νq.

Introduce also the (possibly empty) space Fν :“
 

Q P K | ρQ ´ ν P C0

(

for Coulomb interactions. We
�rst prove that a 3D Fermi sea with extended defects with the Yukawa (resp.) Coulomb interactions admits
minimizers, and that all the minimizers share the same density.
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Theorem1.3 (Existence of minimizers for Yukawa and Coulomb interactions [Chapter 2, Theorem 2.6]).

(1) Yukawa interaction: for any ν P H´1pRq, the minimization problem

Iν,m “ inftEν,mpQq, Q P Ku (1.47)

has a minimizer Qν,m and all the minimizers share the same density ρν,m.

(2) Coulomb interaction: for any ν P L1pRq such that | ¨ |νp¨q P L1pRq, the set Fν is non-empty, the mini-
mization problem

Iν,0 “ inftEν,0pQq, Q P Fνu (1.48)

has a minimizer Qν,0, and all the minimizers share the same density ρν,0.

From theoretical and numerical points of view, it is natural to investigate whether one recovers the
ground state with Coulomb interactions when the Yukawa parameterm tends to 0, and whether the Yukawa
minimizers converge to the Coulomb minimizers in some sense. The following theorem provides an answer
to these questions.

Theorem1.4 (Convergence of Yukawa minimizers to Coulomb minimizers [Chapter 2, Theorem 2.6]). For
any ν P H´1pRq, the function p0,`8q Q m ÞÑ Iν,m P R` is continuous, non-increasing, and

lim
mÑ0

Iν,m ď Iν,0 and lim
mÑ`8

Iν,m “ 0,

with the convention that Iν,0 “ `8 if Fν is empty. When ν P L1pRq and | ¨ |νp¨q P L1pRq,

lim
mÑ0

Iν,m “ Iν,0.

Moreover, if ν P L1pRq and | ¨ |νp¨q P L1pRq, there exists a sequence pmkqkPN of positive real numbers
decreasing to zero, and a sequence pQν,mkqkPN of elements ofK such that, for each k P N,Qν,mk is a minimizer
of (1.47) form “ mk, converging to a minimizer Qν,0 of (1.48) in the following sense:

U Qν,mk U´1 kÑ8
ÝÝÝá U Qν,0 U´1 for the weak-˚ topology of L8pR2;SpL2pRqqq; (1.49)

U |T ´ εF |1{2Qν,mk U´1 kÑ8
ÝÝÝá U |T ´ εF |1{2Qν,0 U´1 weakly in L2pR2;S2pL

2pRqqq. (1.50)

In the Yukawa case (m ą 0), we are able to characterize the minimizers of (1.47) analogously to (1.40).

Theorem1.5 (Characterization of the minimizer for Yukawa interaction [Chapter 2, Theorem 2.8]). Let ν P
H´1pRq and m ą 0. The minimizer Qν,m of problem (1.47) is unique and is the unique solution in K to the
self-consistent equations:

$

’

’

’

&

’

’

’

%

γν,m :“ 1p´8,εF spT ` Vν,mq,

Vν,m :“
e´m|¨|

m
‹ pρQν,m ´ νq,

Qν,m :“ γν,m ´ γ0.

(1.51)

The proof of the above theorem is rather technical because of the metallic nature of the system, and we
were not able to provide similar results in the Coulomb case, mainly due to the 1D Coulomb interactions
giving rise to the mean-�eld potential V0,m “ | ¨ | ‹ pρQν,0 ´ νq that may diverge. This leads to some
technical issues which prevent to de�ning a suitable mean–�eld Hamiltonian. Moreover, although Yukawa
minimizers can be completely characterized by Theorem 1.5, we were not able to show that Coulomb
minimizers a self–consistent equation similar to (1.51).
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1.4 Junction of quasi 1D systems with Coulomb interactions

Atomic junctions of quasi 1D systems appear for instance when studying the surface states of one-dimensional
(1D) crystals [Aer60, Sho39], quantum thermal transport in nanostructures [WWL08], and p-n junctions
[BCYJH14, PFM14] which are key building blocks of modern semiconductor electronic devices. Besides,
electronic transport in carbon nanotubes [LKS`15] and in molecular wires [NR03], which recently attracted
a lot of interest, is often modeled by the junction of two semi-in�nite systems with di�erent chemical poten-
tials. In recent years, studies of various quantum Hall e�ects and topological insulators focussed attention
on 2D materials, see [HK10] and references therein. These 2D materials often possess periodicity in one
dimension and can therefore be reduced to quasi 1D materials by momentum representation in the pe-
riodic direction [Hat93]. Furthermore, when studying edge states properties (see [Hat93, ASBVB13] and
references therein) of 2D materials, these 2D materials can be seen as a junction with the vacuum: vacuum
occupies one half of the 2D space, and the other half is occupied by a semi-in�nite 2D material. The edge
of the 2D materials is the junction surface between the vacuum and the 2D material, hence the edges states
can be considered as states propagating alongside this junction surface.

The most prominent feature of quasi 1D materials (see Fig 1.5 for an illustration) is the presence of
strong electron-electron interactions due to low screening e�ects [Bru10, Bru14] as electrons interact
through the 3D space. For �nite systems one can use an N -body Schrödinger model presented in Sec-
tion 1.1.1 to describe electron-electron interactions. Nevertheless this is impossible for in�nite systems.
Mean–�eld approximations are good candidates to model in�nite periodic systems as mentionned in Sec-
tion 1.2. However, mean–�eld models are rarely available for quasi 1D periodic systems, as periodic systems
are often considered either in the 3D space as in Section 1.2.2 (see also [LIE, CBL98] for Thomas–Fermi type
models and [CLBL01] for Hartree–Fock type models), or in a strictly 1D geometry (see [BLB02] for Thomas–
Fermi type models). The ground state of a 1D periodic system with interactions through the 3D space has
been examined within a Thomas–Fermi type model [BLB00] for polymers. It is worth mentioning that for
systems which are periodic in one direction, the ground state problem of periodic (in one direction) defects
in the Schrödinger–Poisson model (rHF with positive temperature) has been treated in [Nie93a, Appendix]
through a variational approach. Furthermore, a junction system is a priori a non-periodic in�nite system.
This gives rise to many mathematical challenges such as the de�nition of the ground state energy [BLBL03]
and the justi�cation of the model by a thermodynamic limit [HLS09b, HLS09c].

In this section we brie�y describe the results obtained in [Cao19], which discusses mean–�eld stability
of junctions of quasi 1D systems with Coulomb interactions. We start by introducing a rHF description for
a periodic quasi 1D systems, in the same spirit as for the 3D periodic systems discussed in Section 1.2.2.
We next introduce a junction model within the rHF framework and discuss the existence of a ground state
for a junction system.

1.4.1 Mathematical models of quasi 1D systems

x

y

z

0Γ

Figure 1.5: An example of nuclei con�guration of a quasi 1D periodic system.

Consider a quasi 1D periodic system described by nuclei arranged periodically alongside the x-axis (see
Fig. 1.5), with electrons occupying the 3D space. Its unit cell is denoted by Γ :“ r´1{2, 1{2q ˆ R2. We
denote elements of R3 by x “ px, rq where r “ py, zq representing the other two directions. Assume
that the periodic nuclear density is a smooth function µper which is Z-translation invariant only in the
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x-direction. We introduce a mixed Fourier transform F consisting of a Fourier series transform in the
x-direction and an integral Fourier transform in the r-direction. The operator F is an isometry from
L2

per,x pΓq, the space of L2
locpR3q functions that are Z-periodic in the x-direction and square integrable in

r-directions, to `2
`

Z, L2pR2q
˘

in the following sense:

@f, g P L2
per,x pΓq ,

ż

Γ
fpx, rqgpx, rq dx dr “

ÿ

nPZ

ż

R2

Ffpn,kqFgpn,kq dk. (1.52)

In analogy to (1.29), we introduce the space of density matrices with �nite kinetic energy per unit volume
for the periodic quasi 1D systems

Pper,x : “

"

γ P SpL2pR3qq

ˇ

ˇ

ˇ

ˇ

0 ď γ ď 1, @k P Z, τxk γ “ γτxk ,

ż

Γ˚
TrL2

per,x

`a

1´∆ξ γξ
a

1´∆ξ

˘

dξ ă 8

*

,

as well as the Coulomb space

CΓ :“
 

f P S 1
per,xpΓq

ˇ

ˇ@n P Z,F pfqpn, ¨q P L1
locpR2q, DΓpf, fq ă `8

(

,

where

DΓpf, gq :“ 4π
ÿ

nPZ

ż

R2

F pfqpn,kqF pgqpn,kq

|k|2 ` 4π2n2
dk

is the Coulomb energy associated with densities f, g interacting in the 3D space. The rHF energy functional
for thisZ-periodic quasi 1D system associated with a trial density matrix γ can be de�ned, in the same spirit
as for (1.30), as

Eper,xpγq :“
1

|Γ˚|

ż

Γ˚
TrL2

per,xpΓq

ˆ

´
1

2
∆ξγξ

˙

dξ `
1

2
DΓ pργ ´ µper, ργ ´ µperq .

Denote by
FΓ “ tγ P Pper,x | ργ ´ µper P CΓ u

the space of states with �nite kinetic energy per unit cell and �nite Coulomb interaction energy per unit
cell. The ground state of the quasi 1D system is given by

Iper “ inf tEper,xpγq | γ P FΓ u . (1.53)

The following theorem ensures the existence of the rHF ground state for this quasi 1D periodic system.

Theorem1.6 (Existence of a periodic rHF ground state. [Chapter 3, Theorem 3.6]). Theminimization prob-
lem (1.53) admits a minimizer γper with density ργper belonging to L

p
per,xpΓq for 1 ď p ď 3. Besides, all the

minimizers share the same density.

Remark that the above theorem is di�erent from the results in [CLBL01, CDL08a] as the system is
periodic only in the x-direction, so that the unit cell Γ is unbounded. Additional compactness estimates
are therefore needed when dealing with the ground state problem. With an additional mild summability
condition

ż

Γ
|r|ργperpx, rq dx dr ă `8 (1.54)

on the unique density of minimizers, we can prove that the system is characterized by a mean–�eld Hamil-
tonian

Hper “ ´
1

2
∆` Vper,sym,

where Vper,sym such that ´∆Vper,sym “ 4π
`

ργper ´ µper

˘

is a mean–�eld potential tending to 0 in the
r-direction. The reason why we require (1.54) is discussed in Remark 3.9 in Chapter 3. The main purpose is
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Figure 1.6: The spectrum of Hper,ξ and the band structure of Hper.

to de�ne the mean–�eld potential Vper,sym and obtain some decay estimates of Vper,sym in the r-direction,
given that the Green’s kernel has log-growth in the r-direction.

We also obtain in [Theorem 3.7, Chapter 3] that there exists NH P N˚ (which can be �nite or in�nite),
and a sequence tλnpξquξPΓ˚, 1ďnďNH such that

σess pHper,ξq “ r0,`8q, σdisc pHper,ξq “
ď

1ďnďNH

λn pξq Ă r´‖Vper,sym‖L8 , 0q.

Moreover, the following spectral decomposition holds (see Fig. 1.6):

σ pHperq “ σess pHperq “
ď

ξPΓ˚

σpHper,ξq,
ď

ξPΓ˚

σdiscpHper,ξq Ď σac pHperq .

In particular, r0,`8q Ă σesspHperq. The following theorem guarantees that the Fermi level of the quasi
1D system at its ground state is always negative under assumption (1.54).

Theorem 1.7 (Characterization of the ground state, [Chapter 3, Theorem 3.7]). Suppose that the summa-
bility condition (1.54) holds. Then

(1) (The Fermi level is always negative) The energy level counting function

F pκq : κ ÞÑ
1

|Γ˚|

ż

Γ˚
TrL2

per,xpΓq

`

1p´8,κs pHper,ξq
˘

dξ “
1

|Γ˚|

NH
ÿ

n“1

ż

Γ˚
1 pλnpξq ď κq dξ

is continuous and non-decreasing on p´8, 0s. The following inequality always holds:

NH “ F p0q ě

ż

Γ
µper,sym,

which means that there are always enough negative energy levels for the electrons. Moreover, there exists
a real number εF ă 0 called Fermi level (chemical potential) such that F pεF q “

ş

Γ µper,sym “ Z , which
represents the highest occupied electronic energy level.

(2) (The unique minimizer is a spectral projector) The minimizer of problem (3.17) is unique and satis�es the
following self-consistent equation:

γper “ 1p´8,εF spHperq “ B´1

ˆ
ż

Γ˚
γper,ξ

dξ

2π

˙

B, γper,ξ :“ 1p´8,εF spHper,ξq. (1.55)
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Figure 1.7: Nuclei con�guration of the junction with period aL on p´8, 0s ˆR2 and aR on p0,`8qˆR2.

1.4.2 Junction of quasi 1D systems.

In this section we describe the junction of two quasi 1D periodic systems with periods aL, aR ą 0 such
that aL ‰ aR, and total charges of the nuclei per unit cell ZL, ZR P Nzt0u. We assume that the nuclear
densities are described by

µper,Lpx, rq :“
ÿ

nPZ
ZLmLpx´ aLn, rq, µper,Rpx, rq :“

ÿ

nPZ
ZRmRpx´ aRn, rq,

wheremLpx, rq andmRpx, rq are non-negativeC8c functions with supports respectively in ΓL :“ r´aL
2 ,

aL
2 qˆ

R2 and ΓR :“ r´aR
2 ,

aR
2 q ˆ R2, and such that

ş

R3 mL “ 1 and
ş

R3 mR “ 1.
In order to describe the junction of quasi 1D systems, more speci�cally to guarantee that the Coulomb

energy generated by the perturbative state is �nite, more assumptions on the integrability of the mean–
�eld potential in the r-direction are needed. We refer to the discussion preceding Lemma 3.10 in Chapter 3
for further details. A su�cient assumption is to require certain radial symmetry on the nuclear densities
µper,L and µper,R of two di�erent quasi 1D periodic systems. More precisely, we assume that there exist
msym,L,msym,R P C

8
c pRq such that

@r P R2,

ż aL{2

´aL{2
mLpx, rq dx ” msym,Lp|r|q,

ż aR{2

´aR{2
mRpx, rq dx ” msym,Rp|r|q. (1.56)

The junction system is described by considering the following nuclear con�guration (see Fig. 1.7):

µJ :“ 1xď0 ¨ µper,L ` 1xą0 ¨ µper,R ` v,

where v is a local term around the origin describing how the nuclear con�guration of the junction is ini-
tiated. We aim at establishing a quasi-particle description of this in�nitely extended junction system with
Coulomb interactions and show the existence of a ground state. As we do not assume any commensurability
of the periods of the two quasi 1D systems, the junction system does not possess any translation-invariant
symmetry. The main idea is to establish a well-suited reference system based on the linear combination
of periodic systems, and use perturbative techniques described in Section 1.3.1 to justify the construction.
More precisely, for x P R3, let us consider a set of smooth cut-o� functions approximating 1xď0:

X :“
!

χ P C2pR3q

ˇ

ˇ

ˇ
0 ď χ ď 1; χpxq “ 1 if x P

´

´8,´
aL
2

ı

ˆ R2;

χpxq “ 0 if x P
”aR

2
,`8

¯

ˆ R2
)

.
(1.57)

Fixing a function χ belonging to X , we de�ne a reference Hamiltonian and a reference state as

Hχ “ χHper,Lχ`
a

1´ χ2Hper,R

a

1´ χ2, γχ :“ 1p´8,εF qpHχq,

whereHper,L andHper,R are the mean–�eld Hamiltonians of the quasi 1D periodic systems. The following
result shows that the de�nition of this reference state makes sense.

Proposition 1.8 ([Propositions 3.11 and 3.12, Chapter 3 ]). Under the symmetry assumption (1.56) on the
nuclear density,
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(1) (Spectral properties of the reference state Hχ) The essential spectrum of Hχ satis�es

σesspHχq “ σess pHper,Lq
ď

σess pHper,Rq .

In particular, r0,`8q Ă σesspHχq and σesspHχq does not depend on the choice of the cut-o� function
χ P X de�ned in (1.57).

(2) (Exponential decay of the density di�erence) If εF is in the gap of Hχ, the spectral projector γχ is locally
trace class, and its density ρχ is well de�ned in L1

locpR3q. Moreover,

χ2ρper,L ` p1´ χ
2qρper,R ´ ρχ P L

ppR3q for 1 ă p ď 2.

Furthermore, denote by wa the characteristic function of the unit cube centered at a P R3. There exist
positive constants C and t such that for all

α “ pαx, 0, 0q P R3, with either supppwαq Ă p´8, aL{2s ˆ R2 or supppwαq Ă raR{2,`8q ˆ R2,

it holds
ż

R3

ˇ

ˇwα
`

χ2ρper,L ` p1´ χ
2qρper,R ´ ρχ

˘

wα
ˇ

ˇ ď Ce´t|α|.

The �rst result implies that the essential spectrum of the reference Hamiltonian is independent of the
cut-o� function χ. In particular, the linear junction preserves the scattering channels of the underlying
systems, since the purely absolutely continuous spectrum of Hamiltonian has not been modi�ed. The
junction can be then used to study the electronic conductance with the Landauer-Büttiker formalism (see
for example [BJLP15, BJLP16a, BJLP16b] as well as the discussion following Proposition 3.11 in Chapter 3).
The proof of the �rst result relies on an explicit construction of Weyl sequences associated with Hχ. The
second result implies that the electronic density of the reference state γχ is exponential close to linear
combinations of the original underlying densities. The proof of the results relies on Combes–Thomas
estimates [CT73, Theorem 1].

The quasi-particle description of the nonlinear junction state can be constructed by considering

γJ “ γχ `Qχ,

where Qχ is a trial density matrix which encodes the nonlinear e�ects of the junction system. We asso-
ciate Qχ with some minimization problem and obtain a similar self-consistent equation [Proposition 3.15,
Chapter 3] similar to (1.40). Denote by Qχ one of the minimizers. We show that the ground state of the
junction system with Coulomb interactions exists and that its density is independent of the choice of the
reference state.

Theorem 1.9 (Independence of the choice of reference states [Theorem 3.17, Chapter 3].). Under the sym-
metry assumption (1.56) on the nuclear density, the density of the junction system ργJ “ ρχ ` ρQχ is unique
and is independent of χ P X .

Extension to 2Dmaterials. We brie�y discuss the possible extension of the framework considered here
to 2D materials in Section 3.3.5. We show that same techniques can be applied to treat the junctions of 2D
materials, basically by combining the techniques used in [CCS18] and [Cao19]. This work is not �nished.
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1.5 Lattice dynamics in an adiabatic Born-Oppenheimer approximation

The previous sections discussed the ground-state electronic structures of materials, when the nuclear con-
�gurations are assumed to be �xed. In this section we focus on mathematical modeling of nuclear dynamics
from �rst-principle, and describe our framework as well as results obtained at this stage for an on-going
work on adiabatic Born–Oppenheimer approximation (ABO) [BO27, PLC`07] of nuclear dynamics in Chap-
ter 4.

In this approximation, the dynamics of nuclei and electrons are decoupled. Furthermore, one assumes
that electrons move instantaneously to their ground state when nuclei move. Electrons together with nu-
clei generate a Coulomb potential, which drives nuclear dynamics. Therefore nuclei obey an autonomous
classical Hamiltonian dynamics on a potential energy surface obtained by electronic ground-state calcula-
tions. As discussed in Section 1.1, the electronic ground state problem itself needs to be approximated when
the number of electrons becomes large. We choose in this work the rHF approximation of the electronic
ground states introduced in Section 1.1.2.

One of our main motivations is to study the nonlinear collective excitations of nuclei (phonon modes)
in a crystal. However rHF ground states associated with generic `8pRq-nuclear displacements with re-
spect to the periodic con�guration (where R is the crystal lattice) are unknown. By relying on results
from [CDL08a, CE11] for the rHF ground states of crystals with local defects, we instead focus on the fully
nonlinear rHF Born-Oppenheimer dynamics of nuclei in the neighborhood of an equilibrium periodic con-
�guration of a crystal. We de�ne a Hilbert space H of admissible nuclear displacements which is densely
embedded in `2pRq, and also introduce an in�nite-dimensional Hamiltonian from Hˆ `2pRq to R describ-
ing the dynamics of nuclei. Our result is that for small initial data, the Cauchy problem associated with
this Hamiltonian dynamics is well posed for short times. The existence and uniqueness for arbitrary initial
data in Hˆ `2pRq, and/or for long time requires a perturbation analysis of the rHF model when the Fermi
level is occupied. This will be addressed in future work. The result presented in Chapter 4 will be part of
an article in preparation [CCS19].





CHAPTER 2

EXTENDED DEFECTS IN A FERMI SEA

This chapter describes results obtained in [CCS18].

Abstract. Studying the electronic structure of defects in materials is an important subject in condensed
matter physics. From a mathematical point of view, nonlinear mean-�eld models of localized defects in in-
sulators are well understood. We present here a mean-�eld model to study a particular instance of extended
defects in metals. These extended defects typically correspond to taking out a slab of �nite width in the
three-dimensional homogeneous electron gas. We work in the framework of the reduced Hartree-Fock
model with either Yukawa or Coulomb interactions. Using techniques developed in [FLLS11, FLLS13] to
study local perturbations of the free-electron gas, we show that our model admits minimizers, and that
Yukawa ground state energies and density matrices converge to ground state Coulomb energies and den-
sity matrices as the Yukawa parameter tends to zero. These minimizers are unique for Yukawa interactions,
and are characterized by a self-consistent equation. We moreover present numerical simulations where we
observe Friedel oscillations in the total electronic density.
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2.1 Introduction

In Section 2.2, we introduce a reduced Hartree-Fock model amenable to describe an extended two-dimensional
defect in the three-dimensional Fermi sea, under the assumption that the defect is translation invariant in
the px, yq-directions. After introducing the functional setting in Section 2.2.1, we de�ne renormalized free
kinetic and potential energy functionals for an px, yq-translation invariant defect in Section 2.2.2. In Sec-
tion 2.2.3, we use these elementary bricks to de�ne reduced Hartree-Fock (rHF) energy functionals for
px, yq-translation invariant defects, both for Coulomb and Yukawa interactions, and prove the existence of
a ground state. We also show that the Yukawa ground states converge to the Coulomb ground states when
the characteristic length of the Yukawa interaction goes to in�nity, and uniquely characterize the minimiz-
ers for Yukawa interactions. The proof of the results presented in Section 2.2 can be read in Section 2.3.
Finally, results of numerical simulations are reported in Section 2.4 for a model capacitor.

2.2 Construction of the model

Elements of R3 are denoted by r “ pr, zq, where r “ px, yq P R2 and z P R.

2.2.1 Functional setting

In Section 2.2.1, we introduce a natural decomposition of px, yq-translation invariant operators based on
partial Fourier transform. In Section 2.2.1, we apply it to the special case of px, yq-translation invariant
one-body density matrices.

Decomposition of px, yq-translation invariant operators

For r “ px, yq P R2, we denote by τr the translation operator acting on L2
locpR3q as

@u P L2
locpR3q, pτruqp¨, zq “ up¨ ´ r, zq for a.a. z P R.

An operator A on L2pR3q is called px, yq-translation invariant if it commutes with τr for all r P R2. In
order to decompose px, yq-translation invariant operators onL2pR3q, we introduce the constant �ber direct
integral [RS78, Section XIII.16]

L2
`

R2;L2pRq
˘

”

ż ‘

R2

L2pRq dq

with base R2, and the unitary operator U : L2pR3q Ñ L2pR2;L2pRqq de�ned on the dense subspace
S pR3q of L2pR3q by

pUΦqqpzq :“
1

2π

ż

R2

e´iq¨rΦpr, zq dr. (2.1)

The unitary U is simply the partial Fourier transform along the x and y directions. It has the property that
px, yq-translation invariant operators on L2pR3q are decomposed by U : for any A P LpL2pR3qq such that
τrA “ Aτr , there exists A‚ P L8pR2;LpL2pRqqq such that for all u P L2pR3q,

pUpAuqqq “ AqpUuqq for a.a. q P R2.

Hence we use the following notation for the decomposition of px, yq-translation invariant operator A

A “ U´1

ˆ
ż ‘

R2

Aq dq

˙

U .
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In addition, ‖A‖LpL2pR3qq “
∥∥‖A‚‖LpL2pRqq

∥∥
L8pR2q

. Note that, formally, the kernel of A is related to the
kernels of the operators Aq by the formula:

Apr, z; r1, z1q “
1

p2πq2

ż

R2

Aqpz, z
1q eiqpr´r1q dq.

In particular, ifA is positive and locally trace-class, then for almost all q P R2,Aq is locally trace-class. The
densities of these operators are functions of the variable z only, and are related by the formula

ρApzq “
1

p2πq2

ż

R2

ρAqpzq dq.

Likewise, if A is a (not necessarily bounded) self-adjoint operator such that τrpA` iq´1 “ pA` iq´1τr for
all r P R2, then A is decomposed by U (see [RS78, Theorem XIII.84 and XIII.85]). In particular, the kinetic
energy operator T “ ´1

2∆ on L2pR3q is decomposed by U as follows:

T “ U´1

ˆ
ż ‘

R2

Tq dq

˙

U with Tq :“ ´
1

2

d2

dz2
`
|q|2

2
. (2.2)

One-body density matrices

In Hartree-Fock and Kohn-Sham models, electronic states are described by one-body density matrices (see
e.g. [Col63, CDL08a, FLLS13]). Recall that for a �nite system with N electrons, a density matrix is a trace-
class self-adjoint operator γ P SpL2pR3qq X S1pL

2pR3qq satisfying the Pauli principle 0 ď γ ď 1 and
the normalization condition Trpγq “

ş

R3 ργ “ N . The kinetic energy of γ is given by Trp´1
2∆γq :“

1
2Trp|∇|γ|∇|q (see [CLBL01, CDL08a]).

Let us from now on focus on the reduced Hartree-Fock(rHF) model, i.e. the Hartree-Fock model without
exchange terms. In this case, the ground state density matrix of a homogeneous electron gas with density
ρ0 can be uniquely de�ned by a thermodynamic limit argument (relying on the strict convexity of the rHF
model with respect to the density). It is given by

γ0 :“ 1p´8,εF s pT q , (2.3)

with the Fermi level
εF :“

1

2
p6π2ρ0q

2{3,

which is the chemical potential of the electrons. The calculations of expressions of ρ0,q and ρ0 can be read
in Appendix, Section 2.5.2. Although γ0 is not trace-class, it is locally trace-class and its density is ρ0 by
construction. The operator γ0 can be seen as the rHF ground-state density matrix of an in�nite, locally
neutral system, whose nuclear distribution is a jellium of uniform density ρ0

nuc “ ρ0.
Since T is decomposed by U , so is γ0, and we have

γ0 “ U´1

ˆ
ż ‘

R2

γ0,q dq

˙

U , (2.4)

where tγ0,quqPR2 are orthogonal projectors acting on L2pRq:

γ0,q :“

#

1p´8,εF s pTqq if q P BεF ,

0 if q P R2zBεF .

Here and in the sequel, BR :“
!

q P R2
ˇ

ˇ

ˇ

|q|2

2 ă R
)

and BR :“
!

q P R2
ˇ

ˇ

ˇ

|q|2

2 ď R
)

respectively denote
the open and closed balls of R2 of radius

?
2R centered at the origin.
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If we consider an px, yq-translation invariant perturbation ρnuc “ ρ0
nuc ` ν of the nuclear distribution,

and keep the Fermi level εF ą 0 �xed, we expect the perturbed ground state density matrix γν “ γ0 `Qν
to be px, yq-translation invariant as well, and therefore the operators γν and Qν to be decomposed by U :

γν “ U´1

ˆ
ż ‘

R2

γν,q dq

˙

U and Qν “ U´1

ˆ
ż ‘

R2

Qν,q dq

˙

U .

We will see that Qν can be characterized as the unique minimizer of a variational problem consisting in
minimizing some renormalized free energy functional.

2.2.2 Renormalized free energy functionals

Defects that are px, yq-translation invariant are extended (non-local) defects, and therefore, do not fall into
the frameworks of [FLLS13, LS15] (nor a fortiori of [CDL08a] since the homogeneous electron gas is a
metal). However, the approach consisting in characterizing the ground states as the minimizers of some
renormalized free energy functional can still be used.

In Section 2.2.2, we de�ne a renormalized kinetic free energy per unit area adapted to px, yq-translation
invariant perturbations of the homogeneous electron gas. In Section 2.2.2, we focus on the potential energy
contributions, and de�ne renormalized energies per unit area for px, yq-translation invariant systems, both
for Yukawa and Coulomb interactions.

Renormalized kinetic free energy functional

Let us start with a formal (non-rigorous) argument. The kinetic energy densities of the operator γ0 and of
an operator of the form γ “ γ0 `Q can be de�ned as

tγ0prq :“ ρT 1{2γ0T 1{2prq,

tγprq :“ ρT 1{2γT 1{2prq “ tγ0prq ` tQprq with tQprq :“ ρT 1{2QT 1{2prq.

By px, yq-translation invariance, the functions tγ0 , tγ and tQ are in fact functions of the transverse variable z
only. Fixing the Fermi level εF ą 0, we can therefore de�ne a renormalized kinetic free energy per unit
area as

T renpQq :“

ˆ
ż

R
tγpzq dz ´ εF

ż

R
ργpzq dz

˙

´

ˆ
ż

R
tγ0pzq dz ´ εF

ż

R
ργ0pzq dz

˙

“

ż

R
ptQpzq ´ εFρQpzqq dz.

Decomposing by U and using the fact that γ0,q is an orthogonal projector commuting with Tq and such
that

pTq ´ εF qγ0,q “ ´|Tq ´ εF |γ0,q, pTq ´ εF qp1´ γ0,qq “ |Tq ´ εF |p1´ γ0,qq,

we obtain

T renpQq “

ż

R

`

ρT 1{2QT 1{2prq ´ εFρQpzq
˘

dz

“

ż

R

„

1

p2πq2

ż

R2

´

ρ
T

1{2
q QqT

1{2
q
pzq ´ εFρQqpzq

¯

dq



dz

“
1

p2πq2

ż

R2

´

TrpT 1{2
q QqT

1{2
q q ´ εFTrpQqq

¯

dq

“
1

p2πq2

ż

R2

Tr ppTq ´ εF qQqq dq

“
1

p2πq2

ż

R2

Tr rpTq ´ εF qpγ0,q ` p1´ γ0,qqqQqs dq

“
1

p2πq2

ż

R2

Tr
´

|Tq ´ εF |
1{2pQ``q ´Q´´q q|Tq ´ εF |

1{2
¯

dq, (2.5)



2.2. Construction of the model 45

where
Q``q :“ p1´ γ0,qqQqp1´ γ0,qq ě 0 and Q´´q :“ γ0,qQqγ0,q ď 0.

It follows that the integrand in the right-hand side of (2.5) is non-negative. We also observe that

0 ď γ0 `Q ď 1 ô p´γ0,q ď Qq ď 1´ γ0,q a.e.q ô
`

Q2
q ď Q``q ´Q´´q a.e.

˘

,

so that
ż

R2

›

›

›
|Tq ´ εF |

1{2Qq

›

›

›

2

S2pL2pRqq
dq “

ż

R2

Tr
´

|Tq ´ εF |
1{2Q2

q |Tq ´ εF |
1{2

¯

dq

ď

ż

R2

Tr
´

|Tq ´ εF |
1{2pQ``q ´Q´´q q|Tq ´ εF |

1{2
¯

dq.

Reasoning as in [FLLS13, LS15], the above formal manipulations lead us to introduce

• the functional space

Xq :“
!

Qq P SpL2pRqq
ˇ

ˇ

ˇ
|Tq ´ εF |

1{2Qq P S2pL
2pRqq,

|Tq ´ εF |
1{2Q˘˘q |Tq ´ εF |

1{2 P S1pL
2pRqq

)

,

which, equipped with the norm

‖Qq‖Xq :“ ‖Qq‖LpL2pRqq `

∥∥∥∥|Tq ´ εF |1{2Qq∥∥∥∥
S2pL2pRqq

`
ÿ

αPt`,´u

∥∥∥∥|Tq ´ εF |1{2Qααq |Tq ´ εF |1{2∥∥∥∥
S1pL2pRqq

,

is a Banach space;

• the convex set Kq :“
!

Qq P Xq
ˇ

ˇ

ˇ
´ γ0,q ď Qq ď 1´ γ0,q

)

;

• the linear form

Tr ppT ´ εF qQq :“
1

p2πq2

ż

R2

Tr
´

|Tq ´ εF |
1{2pQ``q ´Q´´q q|Tq ´ εF |

1{2
¯

dq, (2.6)

which is well-de�ned with values in r0,`8s whenever R2 Q q ÞÑ Qq P SpL2pRqq is measurable
with Qq P Kq for almost all q P R2.

De�nition 2.1. (Density matrices with �nite renormalized kinetic free energy per unit area) An px, yq-
translation invariant density matrix

γ “ γ0 `Q

has a �nite renormalized kinetic free energy per unit area if Q P K, where

K :“

"

Q “ U´1

ˆ
ż ‘

R2

Qq dq

˙

U
ˇ

ˇ

ˇ

ˇ

q ÞÑ Qq P L
8
`

R2;SpL2pRqq
˘

,

Qq P Kq a.e.,Tr ppT ´ εF qQq ă 8u .

(2.7)

It is not obvious a priori that operators inK, which are not trace-class, nor even compact, have densities.
However, it is in fact possible to de�ne the density ρQ of any state Q P K, which will be useful to de�ne
renormalized rHF free energy functionals involving Yukawa or Coulomb interactions (see Section 2.2.3).
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Proposition 2.2. (Densities of operators in K) Any Q P K is locally trace-class, its density ρQ is a function
of the variable z only, and ρQ P LppRq ` L2pRq for any 1 ă p ă 5{3.

In addition, for all 1 ă p ă 5{3 and all c ą 0, there exists two positive constants ηc,´, ηp,c,` such that

@Q P K, ηc,´}ρ
c,´
Q }2L2pRq ` ηp,c,`}ρ

c,`
Q }

p
LppRq ď Tr ppT ´ εF qQq , (2.8)

where ρQ “ ρc,´Q ` ρc,`Q with

ρc,´Q :“
1

p2πq2

ż

BεF`c

ρQq dq P L
2pRq, and ρc,`Q :“

1

p2πq2

ż

R2zBεF`c

ρQq dq P L
ppRq.

The proof of this result is based on Lieb–Thirring type inequalities and can be read in Section 2.3.1.

Coulomb and Yukawa energy functionals

The extended defect being px, yq-translation invariant, the renormalized total charge density

ρ :“ ργ0`Q ´ pρ
0
nuc ` νq “ ρQ ´ ν

is a function of the variable z only. The Coulomb potential generated by this density is therefore obtained
by solving the 1D Poisson equation ´v2ρ,0 “ 2ρ, which also reads in Fourier representation |k|2pvρ,0pkq “
2pρpkq. Formally, the Coulomb energy of ρ per unit area is thus given by

ż

R
ρpzq vρ,0pzq dz “

ż

R
pρpkq pvρ,0pkq “ 2

ż

R

|pρpkq|2

|k|2
dk.

This motivates the following de�nition of the 1D Coulomb space

C :“

"

ρ P S 1pRq
ˇ

ˇ

ˇ

ˇ

pρ P L1
locpRq,

pρpkq

|k|
P L2pRq

*

, (2.9)

endowed with the inner product

Dpρ1, ρ2q :“ 2

ż

R

pρ1pkq pρ2pkq

|k|2
dk. (2.10)

Let us prove that C is a Hilbert space. It su�ces to prove that C is complete. Consider to this end a
Cauchy sequence tununě1 in C. By de�nition, the sequence

!

punpkq
|k|

)

ně1
is a Cauchy sequence in L2pRq.

Denote by w P L2pRq its limit and de�ne fpkq :“ |k|wpkq
1`|k|2

P L2pRq. Note that qf P L2pRq. Intro-
duce next u “ p1 ´ ∆q qf P H´2pRq Ă S 1pRq. By the stability of Fourier transform in S 1pRq, it holds
pu “ p1 ` |k|2qf “ |k|w P S 1pRq. Therefore

!

punpkq
|k|

)

ně1
converges in L2pRq to wpkq “ pupkq

|k| . Since
u P S 1pRq, and pu “ | ¨ |w P L1

locpRq, we can conclude that u P C and that ‖u ´ un‖C Ñ 0, which proves
the completeness of C.

The quantity 1
2Dpρ, ρq P r0,`8s represents the Coulomb energy per unit area of the px, yq-translation

invariant renormalized charge density ρ.

Remark 2.3. Note that charge densities in C are neutral in some weak sense. In particular, if ρ P CŞL1pRq,
then

ş

R ρ “ p2πq
1{2

pρp0q “ 0 since the function k ÞÑ |pρpkq|2

|k|2
has to be integrable in the vicinity of 0.

Likewise, the Yukawa potential of parameterm ą 0 generated by the renormalized charge density ρ of
the extended defect is obtained by solving the 1D Yukawa equation´v2ρ,m`m2vρ,m “ 2ρ, and its Yukawa
energy per unit area is formally given by

ż

R

|pρpkq|2

|k|2 `m2
dk.
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This leads us to introduce the Yukawa space of parameter m

Cm :“

#

ρ P S 1pRq

ˇ

ˇ

ˇ

ˇ

ˇ

pρ P L1
locpRq,

pρpkq
a

|k|2 `m2
P L2pRq

+

, (2.11)

endowed with the inner product

Dmpρ1, ρ2q :“ 2

ż

R

pρ1pkq pρ2pkq

|k|2 `m2
dk. (2.12)

We will use in the sequel the consistent notation D0 :“ D for Coulomb interactions.

Remark 2.4. For any m ą 0, the Yukawa space Cm actually coincides with the Sobolev space H´1pRq and
the norms } ¨ }H´1 andDmp¨, ¨q

1{2 are equivalent. However we will consider in the followingm as a parameter
and will pass to limitmÑ 0 to make a connection with the Coulomb interaction. We therefore prefer to keep
the notation Cm.

Remark 2.5. For any 1 ă p ă 5{3, we have LppRq ` L2pRq ãÑ H´1pRq. It therefore follows from
Proposition 2.2 that the density associated to any Q P K has a �nite renormalized Yukawa energy per unit
area. On the other hand, its renormalized Coulomb energy of can be either �nite or in�nite.

2.2.3 Formulation and mathematical properties of the model

We now consider an px, yq-translation invariant nuclear defect ν, typically a sharp trench

ν “ ´ρ0
nuc1r´a,aspzq

for some a ą 0, where 1r´a,as : R Ñ R is the characteristic function of the range r´a, as. Molli�ed
versions of this indicator function can also be considered.

Based on the content of Section 2.2.2, we can de�ne the renormalized free energy per unit area associ-
ated with a trial density matrix γ “ γ0 `Q by

Eν,mpQq “ Tr ppT ´ εF qQq `
1

2
DmpρQ ´ ν, ρQ ´ νq, (2.13)

where the renormalized kinetic free energy per unit area is given by (2.6), and when the Yukawa (m ą 0)
or Coulomb (m “ 0) potential energy functional per unit area is given by (2.12). For any Q P K, the right-
hand side of (2.13) is the sum of two non-negative terms. The former is always �nite. The latter is always
�nite for Yukawa interactions as soon as ν P H´1pRq, but can a priori be in�nite for Coulomb interactions.
For this reason, we introduce the (possibly empty) set

Fν :“ tQ P K | ρQ ´ ν P Cu .

We can then state the following result.

Theorem 2.6 (Existence of minimizers).

(1) Yukawa interaction: for any ν P H´1pRq, the minimization problem

Iν,m “ inftEν,mpQq, Q P Ku (2.14)

has a minimizer Qν,m and all the minimizers share the same density ρν,m.

(2) Coulomb interaction: for any ν P L1pRq such that | ¨ |νp¨q P L1pRq, the set Fν is non-empty, the mini-
mization problem

Iν,0 “ inftEν,0pQq, Q P Fνu (2.15)

has a minimizer Qν,0, and all the minimizers share the same density ρν,0.
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(3) For any ν P H´1pRq, the function p0,`8q Q m ÞÑ Iν,m P R` is continuous, non-increasing,

lim
mÑ0

Iν,m ď Iν,0 and lim
mÑ`8

Iν,m “ 0,

with the convention that Iν,0 “ `8 if Fν is empty. When ν P L1pRq and | ¨ |νp¨q P L1pRq,

lim
mÑ0

Iν,m “ Iν,0.

Moreover, if ν P L1pRq and | ¨ |νp¨q P L1pRq, there exists a sequence pmkqkPN of positive real numbers
decreasing to zero, and a sequence pQν,mkqkPN of elements of K such that, for each k P N, Qν,mk is a
minimizer of (2.14) form “ mk, converging to a minimizer Qν,0 of (2.15) in the following sense:

U Qν,mk U´1 ÝÑ
kÑ8

U Qν,0 U´1 for the weak-˚ topology of L8pR2;SpL2pRqqq; (2.16)

U |T ´ εF |1{2Qν,mk U´1 ÝÑ
kÑ8

U |T ´ εF |1{2Qν,0 U´1 weakly in L2pR2;S2pL
2pRqqq. (2.17)

The proof of Theorem 2.6 can be read in Section 2.3.4.
Remark 2.7. The convergence of (2.16) can be stated as follows: for any operator-valued function q ÞÑ Uq P
L1

`

R2;S1pL
2pRqq

˘

,
ż

R2

TrL2pRq

´

Uq pQν,mkqq

¯

dq ÝÝÝÑ
kÑ8

ż

R2

TrL2pRq

´

Uq pQν,0qq

¯

dq.

Similarly, the convergence of (2.17) can be stated as follows: for any operator-valued function q ÞÑ Mq P

L2
`

R2;S2pL
2pRqq

˘

,
ż

R2

TrL2pRq

´

|Tq ´ εF |
1{2 pQν,mkqqMq

¯

dq ÝÝÝÑ
nÑ8

ż

R2

TrL2pRq

´

|Tq ´ εF |
1{2 pQν,0qqMq

¯

dq,

where pQν,mkqq and pQν,0qq are respectively the U decompositions of Qν,mk and Qν,0.

In the Yukawa case (m ą 0), we are able to characterize the minimizers of (2.14). By Theorem 2.6,
all the minimizers of the problem (2.14) share the same density ρν,m P K. In view of Proposition 2.2, the
function ρν,m is in LppRq ` L2pRq for some 1 ă p ă 5{3, thus in H´1pRq (see Remark 2.5). The Yukawa
potential

Vν,m :“

ˆ

´
d2

dz2
`m2

˙´1

pρν,m ´ νq “
e´m|¨|

m
‹ pρν,m ´ νq, (2.18)

is therefore well-de�ned in H1pRq. In particular, Vν,m is a continuous function vanishing at in�nity. The
following result shows that this is su�cient to ensure the uniqueness of the ground-state density matrix
in (2.14).
Theorem 2.8 (Uniqueness and characterization of the minimizer for the Yukawa case). Let ν P H´1pRq
and m ą 0. The minimizer Qν,m of the problem (2.14) is unique and is the unique solution in K to the
self-consistent equations:

$

’

’

’

&

’

’

’

%

γν,m :“ 1p´8,εF spT ` Vν,mq,

Vν,m :“
e´m|¨|

m
‹ pρQν,m ´ νq,

Qν,m :“ γν,m ´ γ0.

(2.19)

The proof of Theorem 2.8 can be read in Section 2.3.5.
Remark 2.9. Proving that self–consistent equations similar to (2.19) hold for Coulomb interactions is much
more challenging. The �rst step would be to properly de�ne the potential Vν,0 “ ρν,0 ‹ | ¨ |, as well as the
self–adjoint extension of the operator T ` Vν,0 (see [DOV09]). The technique of proof we use in the Yukawa
case relies on the fact that the potential is bounded and in L2pRq (although it would be possible to work in
more general Lebesgue spaces). It is not obvious at all that Vν,0 satis�es these properties.
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2.3 Proofs of the results

Unless otherwise speci�ed, we simply write Sp instead of Sp

`

L2pRq
˘

in all the proofs.

2.3.1 Proof of Proposition 2.2

The proof of Proposition 2.2 is based on the following technical results, which show that the decomposed
kinetic energy of defects actually satis�es Lieb–Thirring-like inequalities [LT91]. The density associated
with the state of the defect can therefore be controlled by the kinetic energy of the defect.

For q P BεF , Lemma 2.10 (resp. 2.11) provides a lower bound of the densities of diagonal blocks (resp.
o�-diagonal blocks) of operators in Kq . The proof of these results, obtained by the same techniques as
in [FLLS13], can be read in Section 2.3.2 (resp. Section 2.3.3).

Lemma 2.10. There exist positive constants C1,diag, C2,diag such that, for all q P BεF and Qq P Kq ,

˘TrL2pRq

´

|Tq ´ εF |
1{2Q˘˘q |Tq ´ εF |

1{2
¯

ěC1,diag

ż

R

ˇ

ˇ

ˇ
ρQ˘˘q pzq

ˇ

ˇ

ˇ

3
dz

` C2,diag

a

2εF ´ |q|2
ż

R
ρ2
Q˘˘q

pzq dz.

(2.20)

The absolute value in the integrand of the �rst integral on the right-hand side is motivated by the fact
that Q´´q ď 0, so that ρQ´´q ď 0.

Lemma 2.11. There exist C`´ P R` such that, for all q P BεF and Qq P Kq ,

TrL2pRq

´

|Tq ´ εF |
1{2

`

Q``q ´Q´´q
˘

|Tq ´ εF |
1{2

¯

ě C`´
`

2εF ´ |q|
2
˘1{4

ż

R

∣∣∣zρQ˘¯q pkq
∣∣∣2 ∣∣∣|k| ´ 2

a

2εF ´ |q|2
∣∣∣1{2 dk. (2.21)

For q P R2zBεF , it holds γ0,q ” 0 and 0 ď Qq ď 1, so that Q``q ” Qq and Q´´q ” 0. In particu-
lar, ρQq ě 0. The following estimate therefore follows from the one dimensional Lieb–Thirring inequal-
ity [LT91].

Lemma 2.12. There exists a positive constant C such that, for all q P R2zBεF and Qq P Kq ,

TrL2pRq

´

|Tq ´ εF |
1{2

`

Q``q ´Q´´q
˘

|Tq ´ εF |
1{2

¯

ě C

ż

R
ρ3
Qqpzq dz `

ˆ

|q|2

2
´ εF

˙
ż

R
ρQqpzq dz.

(2.22)

We are now in position to prove Proposition 2.2. Fix Q P K. Bounds on the densities are obtained by
separating the estimates for q P R2zBεF and q P BεF . More precisely, de�ning

fpqq :“
ˇ

ˇ|q|2 ´ 2εF
ˇ

ˇ “

#

|q|2 ´ 2εF ą 0 if q P R2zBεF ,

2εF ´ |q|
2 ě 0 if q P BεF ,

(2.23)

the key ingredient in our proof is the following Hölder inequality, written in a generic form for real numbers
β ą 1, α ą 0 and an integration domain A Ă R2:

ż

R

ˆ
ż

A

ˇ

ˇρQqpzq
ˇ

ˇ dq

˙β

dz ď

ż

R

ˆ
ż

A

ˇ

ˇρQqpzq
ˇ

ˇ

β
fαβpqq dq

˙ˆ
ż

A
f´αβ{pβ´1qpqq dq

˙β´1

dz. (2.24)

We successively consider three situations: total density for q P BεF , density associated with the diagonal
blocks of Q for q P BεF , and density associated with the o�-diagonal blocks of Q for q P BεF .
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Estimates for the total density on R2zBεF . Lemma 2.12 shows that
ż

R2zBεF

ˆ

C

ż

R
ρ3
Qqpzq dz `

ˆ

|q|2

2
´ εF

˙
ż

R
ρQqpzq dz

˙

dq

ď

ż

R2zBεF

TrL2pRq

´

|Tq ´ εF |
1{2

`

Q``q ´Q´´q
˘

|Tq ´ εF |
1{2

¯

dq ď TrppT ´ εF qQq ă `8.

The above inequality implies that
ż

R2zBεF

ż

R
ρ3
Qqpzq dz dq ď

1

C
TrppT ´ εF qQq,

ż

R2zBεF

ż

R
fpqq ρQqpzq dz dq ď 2TrppT ´ εF qQq.

(2.25)
In order to obtain bounds on the density, we separate the integration domain in two pieces: large values
of |q|, and values close to t|q|2 “ 2εF u where fpqq vanishes. More precisely, for a given c ą 0, we
decompose the integration domain as R2zBεF “

`

R2zBεF`c

˘

Y
`

BεF`czBεF

˘

.
We �rst set A “ R2zBεF`c in (2.24). The last integral in this inequality reads

ż

A
f´αβ{pβ´1qpqq dq “

ż

R2zBεF`c

`

|q|2 ´ 2εF
˘´αβ{pβ´1q

dq “ 2π

ż `8

?
2pεF`cq

r
`

r2 ´ 2εF
˘´αβ{pβ´1q

dr.

The latter integral is �nite if and only ifαβ{pβ´1q ą 1. Moreover, a Hölder inequality combined with (2.25)
implies that the following integral is �nite for a ą 1:

ż

R2zBεF`c

ż

R
ρ

3´ 2
a

Qq
pzqf1{apqq dz dq

ď

˜

ż

R2zBεF`c

ż

R
fpqqρQqpzq dz dq

¸1{a˜
ż

R2zBεF`c

ż

R
ρ3
Qqpzq dz dq

¸pa´1q{a

ď max

ˆ

2,
1

C

˙

TrppT ´ εF qQq.

In view of (2.24), this suggests taking αβ “ 1{a and β “ 3 ´ 2{a. The condition αβ{pβ ´ 1q ą 1 can
be rephrased as 1{p2a ´ 2q ą 1. The latter inequality is satis�ed for 1 ă a ă 3{2, which is equivalent
to 1 ă β ă 5{3. For the latter choice, inequality (2.24) combined with (2.25) then shows that there exists
Kβ,R2zBεF`c

P R` such that

ż

R

˜

ż

R2zBεF`c

ρQqpzq dq

¸β

dz ď Kβ,R2zBεF`c
TrppT ´ εF qQq. (2.26)

We next set A “ BεF`czBεF in (2.24) and follow the same strategy as in the previous case. We still
take αβ “ 1{a and β “ 3´2{a, but need now that αβ{pβ´1q ă 1 in order to ensure that the last integral
in (2.24) is �nite. This condition is equivalent to a ą 3{2, i.e. 5{3 ă β ă 3. We therefore consider β “ 2.
The inequality (2.24) combined with (2.25) then shows that there exists KBεF`czBεF

P R` such that

ż

R

˜

ż

BεF`czBεF

ρQqpzq dq

¸2

dz ď KBεF`czBεF
TrppT ´ εF qQq. (2.27)

Estimates for q P BεF , diagonal blocks. We write the estimates for ρQ``q only, the bounds for ρQ´´q
being similar. Lemma 2.10 shows that

ż

BεF

ż

R
ρ3
Q``q

pzq dz dq ď
1

C1,diag
TrppT ´ εF qQq,

ż

BεF

ż

R
f1{2pqqρ2

Q``q
pzq dz dq ď

1

C2,diag
TrppT ´ εF qQq,

(2.28)
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so that, by a Hölder inequality for a ą 1,
ż

BεF

ż

R
ρ

3´1{a

Q``q
pzqf1{p2aqpqq dz dq

ď

˜

ż

BεF

ż

R
f1{2pqqρ2

Q``q
pzq dz dq

¸1{a˜
ż

BεF

ż

R
ρ3
Q``q

pzq dz dq

¸pa´1q{a

ď C
1{a´1
1,diagC

´1{a
2,diagTrppT ´ εF qQq ă `8.

(2.29)

We now consider (2.24) with A “ BεF and ρQq replaced by ρQ``q . The previous inequality suggests
choosing β “ 3´ 1{a and αβ “ 1{p2aq. The last integral in (2.24) is �nite if and only if αβ{pβ ´ 1q ă 1,
which is equivalent to 1{p4a ´ 2q ă 1, i.e. a ą 3{4 and 5{3 ă β ă 3. We therefore choose β “ 2. The
inequality (2.24) combined with (2.25) then shows that there exists KBεF ,``

P R` such that

ż

R

˜

ż

BεF

ρQ``q pzq dq

¸2

dz ď KBεF ,``
TrppT ´ εF qQq. (2.30)

Estimates for q P BεF , o�-diagonal blocks. De�ne, for k P R and q P BεF ,

gpk, qq “
∣∣∣|k| ´ 2

a

2εF ´ |q|2
∣∣∣1{2 `2εF ´ |q|2˘1{4

.

In view of Lemma 2.11 and the inequality
∣∣∣zρQ`´q pkq ` zρQ´`q pkq

∣∣∣ “ ∣∣∣2RzρQ`´q pkq
∣∣∣ ď 2

∣∣∣zρQ`´q pkq
∣∣∣, it holds

ż

BεF

ż

R

∣∣∣zρQ`´q pkq ` zρQ´`q pkq
∣∣∣2 gpk, qq dk dq ď 4

C`´
TrppT ´ εF qQq. (2.31)

Note that, by the change of variables t “ |q|{
?

2εF and w “
?

1´ t2,

Gpkq :“

ż

BεF

gpk, qq´1dq “ 2π

ż 1

0

?
2εF t∣∣p2εF q´1{2|k| ´ 2
?

1´ t2
∣∣1{2 p1´ t2q1{4 dt

“ 2π

ż 1

0

?
2εF
?
w∣∣p2εF q´1{2|k| ´ 2w

∣∣1{2 dw,
from which it is easy to see that G is a bounded positive function tending to 0 as |k| Ñ 8. De�ne

ρQoffdiagpzq :“
1

p2πq2

ż

BεF

´

ρQ`´q pzq ` ρQ´`q pzq
¯

dq.

Using the isometry property of the Fourier transform, the Cauchy–Schwarz inequality and (2.31), we obtain
the following bound on the L2 norm of ρQoffdiag :

›

›ρQoffdiag

›

›

2

L2pRq “

ż

R

ˇ

ˇ

{ρQoffdiagpkq
ˇ

ˇ

2
dk “

1

p2πq4

ż

R

ˇ

ˇ

ˇ

ˇ

ˇ

ż

BεF

´

zρQ`´q pkq ` zρQ´`q pkq
¯

dq

ˇ

ˇ

ˇ

ˇ

ˇ

2

dk

ď
1

p2πq4

ż

R

«

ż

BεF

∣∣∣zρQ`´q pkq ` zρQ´`q pkq
∣∣∣2 gpk, qq dqffGpkq dk

ď
1

p2πq4
‖G‖L8pRq

ż

R

ż

BεF

∣∣∣zρQ`´q pkq ` zρQ´`q pkq
∣∣∣2 gpk, qq dq dk

ď
1

4π4C`´
‖G‖L8pRqTrppT ´ εF qQq. (2.32)
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Conclusion of the proof. The estimate (2.8) �nally follows from (2.26), (2.27), (2.30) and (2.32).

2.3.2 Proof of Lemma 2.10

Let us �rst state a useful technical result showing that �nite-rank operators are dense in Xq and Kq . It is a
direct adaptation of [FLLS13, Lemma 3.2].
Lemma 2.13. Fix q P R2 and consider Qq P Xq . There exists a sequence pQn,qqně1 Ă Xq of �nite-rank
operators such that TqQn,q P LpL2pRqq, and

• Qn,q Ñ Qq strongly (i.e., Qn,qf Ñ Qqf strongly in L2pRq for any f P L2pRq);

• lim
nÑ`8

∥∥∥∥|Tq ´ εF |1{2pQ˘˘n,q ´Q˘˘q q|Tq ´ εF |
1{2

∥∥∥∥
S1pL2pRqq

“ 0.

Moreover, if Qq P Kq , the sequence pQn,qqně1 can be chosen in Kq .

We can now provide the proof of Lemma 2.10, which follows the proof of [FLLS13, Lemma 3.3] and
uses in particular ideas from [Rum11]. Let 0 ď γ ď 1 be a smooth enough self-adjoint �nite-rank operator
on L2pRq (with density ργ). For q P BBεF , Tq´ εF “ ´1

2
d2

dz2 and (2.20) boils down to the one-dimensional
Lieb–Thirring inequality [LT91]. For q P BεF , denote by ρe,q is the density of the �nite-rank operator
Pe,q γ Pe,q where Pe,q :“ 1re,`8q p|Tq ´ εF |q. Then, by the same manipulations as in [FLLS13],

TrL2pRq

´

|Tq ´ εF |
1{2γ|Tq ´ εF |

1{2
¯

“

ż `8

0

ˆ
ż

R
ρe,qpzq dz

˙

de ě

ż

R
Rqpργpzqq dz,

with

Rqptq “

ż f´1
q ptq

0

´?
t´

b

fqpeq
¯2

de,

where (introducing a` “ maxp0, aq) the nonnegative function

fqpeq “ p2πq
´1

∣∣∣∣"p P R ,

∣∣∣∣ |p|22
`
|q|2

2
´ εF

∣∣∣∣ ď e

*∣∣∣∣
“ p2πq´1

´

a

2e` 2εF ´ |q|2 ´
b

p´2e` 2εF ´ |q|2q`

¯

is increasing, hence invertible.
Let us now provide a global lower bound on the function t ÞÑ Rqptq by considering the asymptotic

behavior of this function in the regimes tÑ 0 and tÑ `8. We work in fact with the rescaled parameter
T “ t{ωq and the rescaled energy E “ e{ω2

q with ωq “
a

2εF ´ |q|2 ą 0 (since q P BεF ). Note indeed
that

fqpeq “ ωqF

ˆ

e

ω2
q

˙

, F pEq “
1

2π

´?
1` 2E ´

a

p1´ 2Eq`

¯

,

and

Rqptq “

ż `8

0

„

´?
t´

b

fqpeq
¯

`

2

de “ ω3
q

ż `8

0

«˜d

t

ωq
´
a

F pEq

¸

`

ff2

dE.

Since F pEq „ π´1E as E Ñ 0 and F pEq „ π´1
a

E{2 as E Ñ `8, a simple computation shows that
ż `8

0

„

´?
T ´

a

F pEq
¯

`

2

dE „
TÑ0

π

6
T 2,

ż `8

0

„

´?
T ´

a

F pEq
¯

`

2

dE „
TÑ8

2π2

15
T 3.

There exist therefore two positive constants C1,diag, C2,diag such that

@T ě 0,

ż `8

0

„

´?
T ´

a

F pEq
¯

`

2

dE ě C1,diagT
2 ` C2,diagT

3,

from which we deduce that
@t ě 0, Rqptq ě C1,diagωqt

2 ` C2,diagt
3.

The �nal result is obtained by a continuity argument and the density result of Lemma 2.13.
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2.3.3 Proof of Lemma 2.11

We follow the proofs of [FLLS13, Theorem 2.1 and Lemma 3.4]. Inequality (2.21) is trivial for q P BBεF . Fix
q P BεF and Qq P Kq . Since Q`´q “ pQ´`q q˚, it holds ρQ´`q ` ρQ`´q “ 2RρQ´`q . It su�ces therefore to
obtain estimates for ρQ´`q . We rely on a duality argument. Consider to this end V P L2pRq. By Hölder-type
inequalities in Schatten spaces,

ˇ

ˇ

ˇ

ˇ

ż

R
V ρQ´`q

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

TrL2pRq

ˆ

1´ γ0,q

|Tq ´ εF |1{4
V

γ0,q

|Tq ´ εF |1{4
|Tq ´ εF |

1{4Qq|Tq ´ εF |
1{4

˙
ˇ

ˇ

ˇ

ˇ

ď

∥∥∥∥ 1´ γ0,q

|Tq ´ εF |1{4
V

γ0,q

|Tq ´ εF |1{4

∥∥∥∥
S2

∥∥∥∥|Tq ´ εF |1{4Qq|Tq ´ εF |1{4∥∥∥∥
S2

ď

∥∥∥∥ 1´ γ0,q

|Tq ´ εF |1{4
V

γ0,q

|Tq ´ εF |1{4

∥∥∥∥
S2

∥∥∥∥|Tq ´ εF |1{4|Qq|1{2∥∥∥∥2

S4

ď

∥∥∥∥ 1´ γ0,q

|Tq ´ εF |1{4
V

γ0,q

|Tq ´ εF |1{4

∥∥∥∥
S2

∥∥∥∥|Tq ´ εF |1{2Qq∥∥∥∥
S2

,

where we used the Araki-Lieb-Thirring inequality for operators [Ara90] (as in [LT91, LS15]) to obtain the
last estimate. ∥∥∥∥|Tq ´ εF |1{4|Qq|1{2∥∥∥∥2

S4

ď

∥∥∥∥|Tq ´ εF |1{2Qq∥∥∥∥
S2

.

Since 0 ď Q2
q ď Q``q ´Q´´q , it �nally holds,

ˇ

ˇ

ˇ

ˇ

ż

R
V ρQ´`q

ˇ

ˇ

ˇ

ˇ

ď

∥∥∥∥ 1´ γ0,q

|Tq ´ εF |1{4
V

γ0,q

|Tq ´ εF |1{4

∥∥∥∥
S2

b

TrL2pRq
`

|Tq ´ εF |1{2
`

Q``q ´Q´´q
˘

|Tq ´ εF |1{2
˘

.

(2.33)
Now we calculate the kernel Kpz, z1q of operator p1´ γ0,qq|Tq ´ εF |

´1{4V γ0,q|Tq ´ εF |
´1{4. Remark that∥∥∥∥ 1´ γ0,q

|Tq ´ εF |1{4
V

γ0,q

|Tq ´ εF |1{4

∥∥∥∥2

S2

“

ż

zPR,z1PR

ˇ

ˇKpz, z1q
ˇ

ˇ

2
dx dy.

We have, for f P L2pRq
ˆ

γ0,q

|Tq ´ εF |1{4
f

˙

pzq “
1

2π

ż

|q|2

2
´εF`

p2

2
ď0

ż

R

1
`

|p|2 ` |q|2 ď 2εF
˘

ˇ

ˇ

ˇ

|p|2

2 `
|q|2

2 ´ εF

ˇ

ˇ

ˇ

1{4
eippz´z1qfpz1q dz1 dp.

We also have
ˆ

1´ γ0,q

|Tq ´ εF |1{4
V

γ0,q

|Tq ´ εF |1{4
f

˙

pzq “
1

p2πq3{2

ż

R

ż

|q|2

2
´εF`

p2

2
ď0

|q|2

2
´εF`

s2

2
ě0

eisz
pV ps´ pq

¨
1
`

|p|2 ` |q|2 ď 2εF
˘

1
`

|s|2 ` |q|2 ě 2εF
˘

ˇ

ˇ

ˇ

|p|2

2 `
|q|2

2 ´ εF

ˇ

ˇ

ˇ

1{4 ˇ
ˇ

ˇ

|s|2

2 `
|q|2

2 ´ εF

ˇ

ˇ

ˇ

1{4
e´ipz1fpz1q ds dp dz1,

therefore

Kpz, z1q

“
1

p2πq3{2

ż

|q|2

2
´εF`

p2

2
ď0

|q|2

2
´εF`

s2

2
ě0

eisz
pV ps´ pq ¨

1
`

|p|2 ` |q|2 ď 2εF
˘

1
`

|s|2 ` |q|2 ě 2εF
˘

ˇ

ˇ

ˇ

|p|2

2 `
|q|2

2 ´ εF

ˇ

ˇ

ˇ

1{4 ˇ
ˇ

ˇ

|s|2

2 `
|q|2

2 ´ εF

ˇ

ˇ

ˇ

1{4
e´ipz1 ds dp.
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By consequence,
ż

zPR,z1PR

ˇ

ˇKpz, z1q
ˇ

ˇ

2
dz dz1

“
1

2π

ż

|q|2

2
´εF`

p2

2
ď0

|q|2

2
´εF`

s2

2
ě0

ˇ

ˇ

ˇ

pV ps´ pq
ˇ

ˇ

ˇ

2
¨
1
`

|p|2 ` |q|2 ď 2εF
˘

1
`

|s|2 ` |q|2 ě 2εF
˘

ˇ

ˇ

ˇ

|p|2

2 `
|q|2

2 ´ εF

ˇ

ˇ

ˇ

1{2 ˇ
ˇ

ˇ

|s|2

2 `
|q|2

2 ´ εF

ˇ

ˇ

ˇ

1{2
ds dp.

Therefore by denoting

Φqpkq :“

ż

|q|2

2
`
ps´kq2

2
ěεF

|q|2

2
` s2

2
ďεF

ds
c

´

|q|2

2 `
ps´kq2

2 ´ εF

¯´

εF ´
|q|2

2 ´ s2

2

¯

,

we obtain that ∥∥∥∥ 1´ γ0,q

|Tq ´ εF |1{4
V

γ0,q

|Tq ´ εF |1{4

∥∥∥∥2

S2

“
1

2π

ż

R
|pV pkq|2Φqpkq dk. (2.34)

In fact, denoting by ωq “
a

2εF ´ |q|2 ą 0 (since q P BεF ),

Φqpkq “
1

ωq
Ψ

ˆ

k

ωq

˙

, Ψptq “ 2

ż

pm´tq2ě1
m2ď1

dm
a

ppm´ tq2 ´ 1qp1´m2q
.

The bounds (2.33) and (2.34) then lead to
ˇ

ˇ

ˇ

ˇ

ż

R
V ρQ´`q

ˇ

ˇ

ˇ

ˇ

2

ď
1

2π

ˆ
ż

R

ˇ

ˇ

ˇ

pV pkq
ˇ

ˇ

ˇ

2
Φqpkq dk

˙

TrL2pRq

´

|Tq ´ εF |
1{2

`

Q``q ´Q´´q
˘

|Tq ´ εF |
1{2

¯

.

From the estimates on Ψ provided by [FLLS13, Lemma 3.4] (namely Ψptq „ ´ log |t ´ 2| as t Ñ 2 and
Ψptq „ 2π{t as tÑ `8), there exists a positive constant R such that

@0 ă wq ď
?

2εF , @k P R, 0 ď Φqpkq ď
R

||k| ´ 2ωq|1{2?ωq
, (2.35)

which implies

2π

R

?
ωq

ż

R
|zρQ´`q pkq|2 ||k| ´ 2ωq|1{2 dk ď 2π

ż

R

ˇ

ˇ

ˇ
zρQ´`q pkq

ˇ

ˇ

ˇ

2

Φqpkq
dk

ď TrL2pRq

´

|Tq ´ εF |
1{2

`

Q``q ´Q´´q
˘

|Tq ´ εF |
1{2

¯

.

This gives the claimed result.

2.3.4 Proof of Theorem 2.6

We �rst show in Section 2.3.4 that the minimization set Fν for Coulomb interactions is not empty. We then
prove in Section 2.3.4 the existence of minimizers for Yukawa and Coulomb interactions. The uniqueness
of the densities relies on a technical result whose proof is postponed to Section 2.3.4. Finally, we show in
Section 2.3.4 that the Yukawa ground state converges to the Coulomb ground state when mÑ 0.

Step 1. The set Fν is not empty.

We prove in this section that the set Fν “ tQ P K | ρQ ´ ν P Cu is non-empty for all ν P L1pRq such that
| ¨ |νp¨q P L1pRq. We do so by explicitly constructing an element in Fν . We distinguish the cases κ ě 0
and κ ă 0, where v is the total charge per unit area of the defect:

κ “

ż `8

´8

νpzq dz.
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Non-negative total charge per unit area. Consider �rst the case when κ ě 0. We introduce an even
cut-o� function χ P C8c pRq such that

0 ď χ ď 1,

ż

R
χ2 “ 1.

For a parameter µ P pεF ,`8q to be speci�ed and almost all q P R2, we then de�ne the self-adjoint operator

Qµ :“ U
ˆ
ż ‘

R2

Qµ,q dq

˙

U´1, Qµ,q :“ 1pεF ,µspTqqχ
21pεF ,µspTqq. (2.36)

Note �rst that Qµ,q “ 0 when |q|2 ą 2µ. The operator inequality 0 ď 1pεF ,µspTqq ď 1pεF ,`8qpTqq “
1 ´ γ0,q also implies that 0 ď Qµ,q ” Q``µ,q ď 1 ´ γ0,q . Therefore, q ÞÑ Qµ,q P L

8pR2;SpL2pRqqq.
Moreover, the Kato–Seiler–Simon inequality [Sim79, Theorem 4.1]

@p ě 2, ‖fp´i∇qg‖SppL2pRqq ď p2πq
´1{p‖g‖Lp‖f‖Lp , (2.37)

shows that

|Tq ´ εF |
1{2Qµ,q|Tq ´ εF |

1{2 “

´

|Tq ´ εF |
1{21pεF ,µspTqqχ

¯´

χ1pεF ,µspTqq|Tq ´ εF |
1{2

¯

P S1 (2.38)

as the product of two Hilbert–Schmidt operators. We have therefore proven at this stage that Qµ,q P Kq

for all q P R2.
In addition, since the kernel of the operator |Tq ´ εF |1{21pεF ,µspTqqχ is pz, z1q ÞÑ gqpz ´ z

1qχpz1q with

gqpzq “
1

2π

ż

R

ˇ

ˇ

ˇ

ˇ

k2 ` |q|2

2
´ εF

ˇ

ˇ

ˇ

ˇ

1{2

1

"

k2 ` |q|2

2
P pεF , µs

*

eikz dk,

we obtain

Tr ppT ´ εF qQµq “
1

p2πq2

ż

R2

TrL2pRq

´

|Tq ´ εF |
1{2Qµ,q|Tq ´ εF |

1{2
¯

dq

“
1

p2πq2

ż

R2

ˆ
ż

R
χ2

˙ˆ
ż

R
|gq|

2

˙

dq

“
1

p2πq3

ż

R2

ż

εFă
|q|2

2
` k2

2
ďµ

ˆ

k2 ` |q|2

2
´ εF

˙

dk dq ă 8,

(2.39)

which shows that Qµ P K.
It remains to prove that ρQµ´ν P C. First, it easily follows from (2.36) that ρQµ is smooth and compactly

supported. By computations similar to the ones used to establish (2.39), and noting that Qµ,q P S1 by a
decomposition similar to (2.38),

TrpQµq “

ż

R
ρQµ “

1

p2πq3

ż

R2

ż

εFă
|q|2

2
` k2

2
ďµ

dk dq “

?
2

3π2

´

µ3{2 ´ ε
3{2
F

¯

.

There exists therefore a (unique) value µpκq such that
ş

R ρQµpκqpzq dz “ κ. The latter equality is equivalent
to {ρQµpκqp0q ´ pνp0q “ 0. Since {ρQµpκq ´ pν is C1 and bounded, we can therefore conclude that the function
k ÞÑ |k|´1p{ρQµpκqpkq ´ pνpkqq is in L2pRq, i.e. ρQµ ´ ν P C. This allows to conclude that Qµpκq P Fν , and
so Fν is not empty.
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Negative total charge per unit area. We now consider the case when κ ă 0. We de�ne the following
self-adjoint operator, for a parameter α P p0,`8q to be speci�ed later on:

Qα :“ U
ˆ
ż ‘

R2

Qα,q dq

˙

U´1, Qα,q :“ ´αγ0,qχ
2γ0,q.

It is easy to see that ´γ0,q ď Qα,q “ Q´´α,q ď 0 and that Qα,q “ 0 when |q|2 ą 2εF , so that q ÞÑ Qα,q P

L8pR2;SpL2pRqqq. Moreover, |Tq ´ εF |1{2Qα,q P S2 by the Kato–Seiler–Simon inequality (2.37), so that
|Tq ´ εF |

1{2Qα,q|Tq ´ εF |
1{2 P S1. This shows that Qα,q P Kq for all q P R2. In addition, by computations

similar to the ones performed for the case κ ě 0,

Tr ppT ´ εF qQµq “
α

p2πq3

ż

R2

ż

0ďk2`|q|2ď2εF

ˆ

εF ´
k2 ` |q|2

2

˙

dk dq ă 8,

so that Qα P K.
It can be shown same as for the case κ ě 0 that ρQα is smooth and compactly supported. Moreover,

ż

R
ρQα “ ´

α

p2πq3

ż

R2

ż

|q|2

2
` k2

2
ďεF

dk dq “ ´
α
?

2ε
3{2
F

3π2
,

so that the choice αpκq “ 3π2ε
´3{2
F |κ|{

?
2 ensures that

ş

R ρQαpκq “ κ. We can then conclude, by the same
reasoning as for the case κ ě 0, that ρQαpκq ´ ν P C, and �nally that Fν is not empty.

Step 2. Existence of ground state for Yukawa (resp. Coulomb) interactions.

We write a detailed proof for Coulomb interactions, the result for Yukawa interactions following the same
lines. We �rst construct a candidate minimizer Q by as the limit of some minimizing sequence for (2.14)
and next show that Q is an admissible state (i.e. Q P K). We �nally prove that Q is a minimizer and that
all minimizers share the same density.

Construction of a candidate minimizer. It is easy to see that the functional Eν,0pQq is well de�ned on
the non-empty set Fν . Consider a minimizing sequence tQnuně1 Ă Fν . There exists C P R` such that

@n ě 1, Tr ppT ´ εF qQnq ď C, DpρQn ´ ν, ρQn ´ νq ď C. (2.40)

Consider any exponent 1 ă p ă 5{3. Inequality (2.8) shows that the sequence of densities tρQnuně1 is
uniformly bounded in L2pRq ` LppRq. Up to extraction, there exist

Q :“ U´1

ˆ
ż ‘

R2

Qq dq

˙

U , ρQ P L
2pRq ` LppRq, rρQ ´ ν P C

such that ρQn á ρQ weakly inL2pRq`LppRq and ρQn´ν á rρQ´ν weakly in C, while´γ0 ď Q ď 1´γ0

and Qn
˚
á Q in the following sense:

• for any operator-valued function q ÞÑ Uq P L
1
`

R2;S1

˘

,
ż

R2

TrL2pRq pUqQn,qq dq ÝÝÝÑ
nÑ8

ż

R2

TrL2pRq
`

UqQq
˘

dq; (2.41)

• for any operator-valued function q ÞÑMq P L
2
`

R2;S2

˘

,
ż

R2

TrL2pRq

´

|Tq ´ εF |
1{2Qn,qMq

¯

dq ÝÝÝÑ
nÑ8

ż

R2

TrL2pRq

´

|Tq ´ εF |
1{2QqMq

¯

dq; (2.42)
ż

R2

TrL2pRq

´

Mq|Tq ´ εF |
1{2Qn,q

¯

dq ÝÝÝÑ
nÑ8

ż

R2

TrL2pRq

´

Mq|Tq ´ εF |
1{2Qq

¯

dq; (2.43)
ż

R2

TrL2pRq

´

MqQn,q|Tq ´ εF |
1{2

¯

dq ÝÝÝÑ
nÑ8

ż

R2

TrL2pRq

´

MqQq|Tq ´ εF |
1{2

¯

dq. (2.44)
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The weak-˚ convergence (2.41) is a consequence of the fact that the sequence tQnuně1 is uniformly
bounded in L8pR2;LpL2pRqqq, whose pre-dual is L1

`

R2;S1

˘

. The weak convergences (2.42) to (2.44)
are a consequence of the inequality

ż

R2

∥∥∥∥|Tq ´ εF |1{2Qn,q∥∥∥∥2

S2

dq ď

ż

R2

TrL2pRq

´

|Tq ´ εF |
1{2pQ``n,q ´Q

´´
n,q q|Tq ´ εF |

1{2
¯

dq ď C, (2.45)

which shows that the sequence of operator-valued functions q ÞÑ |Tq´εF |
1{2Qn,q and q ÞÑ Qn,q|Tq´εF |

1{2

are uniformly bounded in the Hilbert space L2
`

R2;S2

˘

.

The state Q belongs to K. Note �rst that the weak convergence of
!

q ÞÑ |Tq ´ εF |
1{2Qn,q

)

ně1
to

q ÞÑ |Tq ´ εF |
1{2Qq in L2pR2;S2q implies

ż

R2

∥∥∥∥|Tq ´ εF |1{2Qq∥∥∥∥2

S2

dq ď lim inf
nÑ8

ż

R2

∥∥∥∥|Tq ´ εF |1{2Qn,q∥∥∥∥2

S2

dq.

It is therefore su�cient to show that Tr
`

pT ´ εF qQ
˘

ă 8 in order to conclude that Q P K. Consider to
this end an orthonormal basis tφiuiPN Ă H1pRq of L2pRq, and de�ne, for N ě 1 and R ą 0, the family of
operators

MN
q,R :“ |Tq ´ εF |

1{2

˜

N
ÿ

i“1

|φiy xφi|

¸

gRpqq,

where

gRpqq :“

$

&

%

1 if |q|2 ă R

1

p1` |q|2q2
if |q|2 ě R.

A simple computation shows that q ÞÑMN
q,R is in L2pR2;S2q. Using (2.42) with q ÞÑ p1´ γ0,qqM

N
q,Rp1´

γ0,qq,

0 ď

ż

R2

TrL2pRq

´

|Tq ´ εF |
1{2Qq|Tq ´ εF |

1{2p1´ γ0,qqM
N
q,Rp1´ γ0,qq

¯

dq

“

ż

R2

TrL2pRq

˜

|Tq ´ εF |
1{2Q

``

q |Tq ´ εF |
1{2

˜

N
ÿ

i“1

|φiy xφi|

¸¸

gRpqq dq

“ lim
nÑ8

ż

R2

N
ÿ

i“1

A

φi

ˇ

ˇ

ˇ
|Tq ´ εF |

1{2Q``n,q |Tq ´ εF |
1{2

ˇ

ˇ

ˇ
φi

E

gRpqq dq

ď lim inf
nÑ8

ż

R2

TrL2pRq

´

|Tq ´ εF |
1{2Q``n,q |Tq ´ εF |

1{2
¯

dq ď C,

where the last inequality is a consequence of the uniform bound (2.40). We can then pass to the limits
RÑ `8 and N Ñ `8 with Fatou’s Lemma and get

0 ď

ż

R2

TrL2pRq

´

|Tq ´ εF |
1{2Q

``

q |Tq ´ εF |
1{2

¯

dq

ď lim inf
nÑ`8

ż

R2

TrL2pRq

´

|Tq ´ εF |
1{2Q

``

n,q |Tq ´ εF |
1{2

¯

dq.

A similar reasoning shows that

0 ď ´

ż

R2

TrL2pRq

´

|Tq ´ εF |
1{2Q

´´

q |Tq ´ εF |
1{2

¯

dq

ď ´ lim inf
nÑ8

ż

R2

TrL2pRq

´

|Tq ´ εF |
1{2Q´´n,q |Tq ´ εF |

1{2
¯

dq.
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The combination of the last two inequalities shows that

0 ď Tr
`

pT ´ εF qQ
˘

ď lim inf
nÑ8

Tr ppT ´ εF qQnq ď C, (2.46)

so that Q P K.

The state Q is a minimizer, and its density is uniquely de�ned. The densitiy ρQ is well de�ned in
view of Proposition 2.2 sinceQ P K, but it is a priori di�erent from ρQ and rρQ. The following lemma shows
that all these densities actually coincide.

Lemma 2.14. (Consistency of densities) It holds ρQ´ν “ ρQ´ν “ rρQ´ν inD1pRq. In particular, ρQ “ ρQ
as elements of L2pRq ` LppRq, and ρQ ´ ν “ rρQ ´ ν as elements of C.

We postpone the proof of this result to Section 2.3.4. We use it to obtain that, since Dp¨, ¨q de�nes an
inner product on C,

DpρQ ´ ν, ρQ ´ νq ď lim inf
nÑ8

DpρQn ´ ν, ρQn ´ νq. (2.47)

This shows in particular that Q is an admissible state (i.e. Q P Fν ). Moreover, (2.46) and (2.47) imply that
the minimizing sequence tQnuně1 is such that

Eν,0pQq ď lim inf
nÑ8

Eν,0pQnq, (2.48)

which shows that Q is a minimizer of (2.15).
Let us �nally prove that all minimizers share the same density. Consider two minimizers Q1 and Q2.

By convexity of Fν , it holds 1
2

`

Q1 `Q2

˘

P Fν . Moreover,

Eν,0
ˆ

Q1 `Q2

2

˙

“
1

2
Eν,0

`

Q1

˘

`
1

2
Eν,0

`

Q2

˘

´
1

4
D
´

ρQ1
´ ρQ2

, ρQ1
´ ρQ2

¯

,

which shows thatD
´

ρQ1
´ ρQ2

, ρQ1
´ ρQ2

¯

“ 0. This implies that all miminizers share the same density.

Proof of Lemma 2.14

We prove the result for Coulomb interactions. The statement of the lemma and its proof for Yukawa inter-
actions are obtained by a straightforward adaptation.

Equality of rρQ and ρQ. Let us �rst show that rρQ ´ ν “ ρQ ´ ν in D1. Fix w P DpRq. The weak
convergence ρQn á ρQ in L2pRq ` LppRq implies that

xρQn ´ ν, wy ÝÝÝÑnÑ8
xρQ ´ ν, wy.

Note next that

xρQn ´ ν, wy “

ż

R
pρQn ´ νqw “

ż

R
ppρQn ´ pνqpkq pwpkq dk

“ 2

ż

R

ppρQn ´ pνqpkq pfpkq

|k|2
dk “ D pρQn ´ ν, fq ,

where we introduced f “ ´w2{2. Note that f P C since pf P L1
locpRq and k ÞÑ pfpkq

|k| “
1
2 |k| pwpkq belongs

to L2pRq because ‖k pw‖2
L2pRq “ ‖w1‖2

L2pRq ă `8. The convergence D pρQn ´ ν, fq ÝÝÝÑnÑ8
D prρQ ´ ν, fq

then implies that xρQn´ν, wy ÝÝÝÑnÑ8
xrρQ´ν, wy. The uniqueness of the limit in the sense of distributions

�nally shows that ρQ ´ ν “ rρQ ´ ν in D1pRq.
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Equality of ρQ and ρQ. Fix w P DpRq. The weak convergence ρQn á ρQ in L2pRq ` LppRq implies

xρQn , wy ÝÝÝÑnÑ8
xρQ, wy.

It therefore su�ces to prove that the operator-valued function q ÞÑ wQn,q belongs to L1pR2;S1q and that
1

p2πq2

ż

R2

TrL2pRq pwQn,qq dq “ Tr pwQnq “ xρQn , wy ÝÝÝÑnÑ8
xρQ, wy “ Tr

`

wQ
˘

“ xρQ, wy. (2.49)

In order to prove the above convergence, we split the integration domain for q P R2 into three parts as
R2 “ BεF`c Y pBRzBεF`cq Y pR2zBRq, where R ą 2εF is large enough and 0 ă c ă R´ εF .

Consider �rst the case when q P R2zBR. For these values of q, the operator |Tq ´ εF |´1{2 is bounded,
with operator norm smaller than

´

|q|2

2 ´ εF

¯´1
. Moreover,

@q P R2zBR,
›

›

›
|Tq ´ εF |

´1{2w|Tq ´ εF |
´1{2

›

›

›
ď ‖w‖L8 |R´ εF |´1 .

Note also that |Tq ´ εF |
1{2Qn,q|Tq ´ εF |

1{2 “ |Tq ´ εF |
1{2Q``n,q |Tq ´ εF |

1{2 P S1 since |q|2 ą 2εF .
Therefore, the operator wQn,q is trace-class and

ˇ

ˇTrL2pRq pwQn,qq
ˇ

ˇ “

ˇ

ˇ

ˇ
TrL2pRq

´

|Tq ´ εF |
´1{2w|Tq ´ εF |

´1{2|Tq ´ εF |
1{2Qn,q|Tq ´ εF |

1{2
¯ˇ

ˇ

ˇ

ď ‖w‖L8 |R´ εF |´1
›

›

›
|Tq ´ εF |

1{2Q``n,q |Tq ´ εF |
1{2

›

›

›

S1

.

Integrating over q P R2zBR and relying on the uniform bound (2.40), we �nally obtain
ˇ

ˇ

ˇ

ˇ

ˇ

ż

R2zBR

TrL2pRq pwQn,qq dq

ˇ

ˇ

ˇ

ˇ

ˇ

ď C‖w‖L8 |R´ εF |´1 . (2.50)

This term therefore vanishes as RÑ `8. Note that a similar inequality holds if Qn,q is replaced by Qn,q .
Consider next the case when q P BRzBεF`c. The Kato–Seiler–Simon inequality (2.37) shows that

w|Tq ´ εF |
´1{2 is Hilbert–Schmidt, and q ÞÑ w|Tq ´ εF |

´1{2 is in L2pBRzBεF`c;S2q. The conver-
gence (2.43) then shows that

ż

BRzBεF`c

TrL2pRq pwQn,qq dq “

ż

BRzBεF`c

TrL2pRq

´

w|Tq ´ εF |
´1{2|Tq ´ εF |

1{2Qn,q

¯

dq

ÝÝÝÑ
nÑ8

ż

BRzBεF`c

TrL2pRq

´

w|Tq ´ εF |
´1{2|Tq ´ εF |

1{2Qq

¯

dq “

ż

BRzBεF`c

TrL2pRq
`

wQq
˘

dq.

(2.51)
Consider �nally the case when q P BεF`c. De�ne Π1,q :“ 1p´8,2εF s pTqq and Π2,q :“ 1 ´ Π1,q . We

decompose the operatorwQn,q aswΠ2,qQn,q`Π1,qwΠ1,qQn,q`Π2,qwΠ1,qQn,q . We show successively that
these three operators are trace-class, and characterize their limits as nÑ `8. Note �rst thatwΠ2,qQn,q “
wΠ2,q|Tq ´ εF |

´1{2|Tq ´ εF |
1{2Qn,q is the product of two Hilbert–Schmidt operators. In fact, a simple

computation based on the Kato–Seiler–Simon inequality (2.37) shows that q ÞÑ wΠ2,q|Tq ´ εF |
´1{2 P

L2
`

BεF`c;S2

˘

. Therefore, by (2.43),
ż

BεF`c

TrL2pRq pwΠ2,qQn,qq dq ÝÝÝÑ
nÑ8

ż

BεF`c

TrL2pRq
`

wΠ2,qQq
˘

dq. (2.52)

For the second operator, we denote by w` (resp. w´) the positive (resp. negative) part of w, so that
w “ w` ´ w´. Since Π1,q

?
w˘ P S2, it follows that Π1,qw

˘Π1,q P S1. A simple computation shows
that q ÞÑ Π1,qw˘Π1,q P L

1
`

BεF`c;S1

˘

, so that q ÞÑ Π1,qwΠ1,q P L
1
`

BεF`c;S1

˘

. Therefore, in view
of (2.41),

ż

BεF`c

TrL2pRq pΠ1,qwΠ1,qQn,qq dq ÝÝÝÑ
nÑ8

ż

BεF`c

TrL2pRq
`

Π1,qwΠ1,qQq
˘

dq. (2.53)

For the last operator, we rely on the following lemma.
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Lemma 2.15. The operator-valued function q ÞÑ Π2,qwΠ1,q belongs to L8
`

BεF`c,S1

˘

.

In particular, q ÞÑ Π2,qwΠ1,q belongs to L1
`

BεF`c,S1

˘

, so that, by (2.41),
ż

BεF`c

TrL2pRq pΠ2,qwΠ1,qQn,qq dq ÝÝÝÑ
nÑ8

ż

BεF`c

TrL2pRq
`

Π2,qwΠ1,qQq
˘

dq. (2.54)

We �nally obtain, by summing (2.52), (2.54) and (2.53), that
ż

BεF`c

TrL2pRq pwQn,qq dq ÝÝÝÑ
nÑ8

ż

BεF`c

TrL2pRq
`

wQq
˘

dq. (2.55)

The combination of (2.50), (2.51) and (2.55) shows that (2.49) holds, which allows to conclude the proof of
the equality ρQ ´ ν “ ρQ ´ ν in the sense of distributions.

Let us conclude this section by providing the proof of Lemma 2.15.

Proof of Lemma 2.15. Consider q P BεF`c. We decompose the operator Π2,qwΠ1,q as follows:

Π2,qwΠ1,q “ Π2,qpTq ´ εF q
´1pTq ´ εF qwΠ1,q

“ Π2,qpTq ´ εF q
´1wpTq ´ εF qΠ1,q ´

1

2
Π2,qpTq ´ εF q

´1

„

d2

dz2
, w



Π1,q.

By the Kato–Seiler–Simon inequality (2.37), q ÞÑ Π2,qpTq ´ εF q
´1?w˘ and q ÞÑ ?

w˘pTq ´ εF qΠ1,q both
belong to L8pBεF`c,S2q, so that q ÞÑ Π2,qpTq ´ εF q

´1wpTq ´ εF qΠ1,q is in L8pBεF`c,S1q. Moreover,

Π2,qpTq ´ εF q
´1

„

d2

dz2
, w



Π1,q “ 2Π2,qpTq ´ εF q
´1w1

d

dz
Π1,q `Π2,qpTq ´ εF q

´1w2Π1,q.

The decomposition

Π2,qpTq ´ εF q
´1w1

d

dz
Π1,q “

”

Π2,qpTq ´ εF q
´1
a

pw1q`

ı

„

a

pw1q`
d

dz
Π1,q



´

”

Π2,qpTq ´ εF q
´1
a

pw1q´

ı

„

a

pw1q´
d

dz
Π1,q



shows that q ÞÑ Π2,qpTq ´ εF q
´1w1 ddzΠ1,q belongs to L8pBεF`c,S1q as the sum of products of operator-

valued functions in L8pBεF`c,S2q. It can also similarly be shown that q ÞÑ Π2,qpTq ´ εF q
´1w2Π1,q is in

L8pBεF`c,S1q, which proves the statement of the lemma.

Step 3. Convergence of Yukawa to Coulomb.

Monotonicity of the ground state. Fix ν P H´1pRq and m1 ě m2 ą 0. Note �rst that, for any
f P H´1pRq,

Dm1pf, fq ď Dm2pf, fq ď Dpf, fq, (2.56)

with the convention that Dpf, fq :“ `8 if f R C. Since ρQ ´ ν P Cm for any m ą 0 when Q P K (see
Proposition 2.2), it holds 0 ď Eν,m1pQq ď Eν,m2pQq ď Eν,0pQq for any Q P K. This immediately implies
that

@m1 ě m2 ě 0, 0 ď Iν,m1 ď Iν,m2 ď Iν,0, (2.57)

which proves that m ÞÑ Iν,m is non-increasing on p0,`8q.
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Continuity of the ground state. Fix m ą 0 and δm ą 0. Denote by Qm (resp. Qm`δm) one of
the minimizers of the energy functional Eν,m (resp. Eν,m`δm) on K. Then, in view of the monotonicity
property (2.57),

0 ď Iν,m ´ Iν,m`δm “ Eν,m
`

Qm
˘

´ Eν,m`δm
`

Qm`δm
˘

ď Eν,m
`

Qm`δm
˘

´ Eν,m`δm
`

Qm`δm
˘

“
1

2
Dm

´

ρQm`δm
´ ν, ρQm`δm

´ ν
¯

´Dm`δm

´

ρQm`δm
´ ν, ρQm`δm

´ ν
¯

“

ż

R

pm` δmq2 ´m2

k2 `m2

| {ρQm`δm
pkq ´ pνpkq|2

k2 ` pm` δmq2
dk

ď
1

2

«

ˆ

1`
δm

m

˙2

´ 1

ff

Dm`δm

´

ρQm`δm
´ ν, ρQm`δm

´ ν
¯

ď

«

ˆ

1`
δm

m

˙2

´ 1

ff

Iν,m`δm ď

«

ˆ

1`
δm

m

˙2

´ 1

ff

Iν,m.

A similar inequality can be obtained for δm ă 0 su�ciently small. This allows to conclude that m ÞÑ Iν,m
is continuous on p0,`8q.

Limit asmÑ `8. Fix ν P H´1pRq. Note that 0 P K, so that

0 ď Iν,m ď Eν,mp0q “ Dmpν, νq “ 2

ż

R

|pνpkq|2

k2 `m2
dk.

The latter integral converges to 0 as m Ñ `8 by dominated convergence. This shows that Iν,m Ñ 0 as
mÑ `8.

Limit asmÑ 0. Note �rst that (2.57) implies that limmÑ0 Iν,m ď Iν,0 for any ν P H´1pRq. Let us now
prove the converse inequality under the conditions ν P L1pRq and | ¨ |νp¨q P L1pRq. Denote one of the
minimizers of (2.14) by Qν,m. By (2.57),

@m ą 0, Iν,m “ Tr ppT ´ εF qQν,mq `
1

2
DmpρQν,m ´ ν, ρQν,m ´ νq ď Iν,0.

In particular, Tr ppT ´ εF qQν,mq is uniformly bounded. By arguments similar to the ones used to estab-
lish (2.46) and Lemma 2.14, there exists Qν,0 P K and a subsequence pQν,mkqkPN with mk Ñ 0 such
that (2.16) and (2.17) hold true, ρQν,mk á ρQν,0 weakly in L2pRq ` LppRq (for a �xed 1 ă p ă 5{3) and

Tr ppT ´ εF qQν,0q ď lim
kÑ8

Tr ppT ´ εF qQν,mkq . (2.58)

We prove in the sequel that Qν,0 is indeed a minimizer of Eν,0.

In order to do so, we need upper bounds on the Coulomb termDpρQν,0´ν, ρQν,0´νq. Since
"

pρQν,mk
´pν

?
|¨|2`m2

k

*

kě1

is bounded in L2pRq, it is possible to extract a subsequence, still denoted by
"

pρQν,mk
´pν

?
|¨|2`m2

k

*

kě1

with some

abuse of notation, which weakly converges in L2pRq to some function pw. For a given function Φ P C8c pRq,
we introduce the sequence fmk :“ p´∆`m2

kq
1{2Φ and f :“ |∆|1{2Φ. A simple computation shows that

fmk P L
2pRq for any k ě 1 and }fmk ´ f}L2 Ñ 0 as k Ñ `8. Therefore,

xρQν,mk ´ ν,Φy “

¨

˝

pρQν,mk ´ pν
b

| ¨ |2 `m2
k

,yfmk

˛

‚

L2pRq

ÝÝÝÑ
kÑ8

´

pw, pf
¯

L2pRq
“

´

pw, | ¨ |pΦ
¯

L2pRq
. (2.59)
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Note that | ¨ | pw P H´1pRq, hence its inverse Fourier transform F´1 p| ¨ | pwq is well de�ned in S 1pRq, and
´

pw, | ¨ |pΦ
¯

L2pRq
“ xF´1 p| ¨ | pwq ,Φy.

The weak convergence ρQν,mk á ρQν,0 in L2pRq`LppRq (for a �xed 1 ă p ă 5{3) then allows to identify
ρQν,0 ´ ν and F´1 p| ¨ | pwq in the sense of distributions. This shows that ρQν,0 ´ ν P C, which together
with (2.58) implies that Qν,0 P Fν . Moreover, by the properties of weak limits in Hilbert spaces,

D
`

ρQν,0 ´ ν, ρQν,0 ´ ν
˘

“ 2 } pw}2L2 ď 2 lim inf
kÑ`8

›

›

›

›

›

›

pρQν,mk ´ pν
b

| ¨ |2 `m2
k

›

›

›

›

›

›

L2

.

This inequality combined with (2.58) shows that Iν,0 ď Eν,0pQν,0q ď lim infmkÑ0 Imk . We can �nally
conclude that Qν,0 is a minimizer of (2.15), and that limmÑ0 Iν,m “ Iν,0 when ν P L1pRq and | ¨ |νp¨q P
L1pRq.

2.3.5 Proof of Theorem 2.8

Theorem 2.6 shows that all minimizers of (2.14) share the same density ρν,m. To prove Theorem 2.8, we
proceed as follows. We �rst construct a potential Vν,m from ρν,m´ ν P H

´1pRq. We show in Section 2.3.5
that Vν,m enjoys some regularity property, and that all the minimizers of (2.14) also minimize a linear
functional. We next construct a defect state by de�ning a spectral projector γm associated with the operator
T ` Vν,m, and show that Qm :“ γm ´ γ0 is indeed in the kinetic energy space K (see Section 2.3.5). We
�nally show in Section 2.3.5 that Qm is the unique minimizer of (2.14) and that it satis�es a self-consistent
equation. The proofs of some technical results are postponed until Sections 2.3.6 and 2.3.6.

Step 1. The minimizers of (2.14) also mimimize a linear functional.

Given a minimizer Qν,m of (2.14), we consider the unique potential Vν,m P H1pRq satisfying the one-
dimensional Yukawa equation

´ V 2ν,m `m
2Vν,m “ 2 pρν,m ´ νq P H

´1pRq. (2.60)

The potential Vν,m de�ned in (2.60) has an explicit expression Vν,m “ pρν,m ´ νq ‹ e´m|¨|

m . Let us �rst give
some properties of the potential Vν,m, which will be useful for the subsequent analysis. Since H1pRq Ă
L8pRq, we have Vν,m P L8pRq and that lim|z|Ñ`8 Vν,mpzq “ 0. We denote by cVν,m :“ ‖Vν,m‖L8 .
Note that Vν,m also belongs to LppRq for p P r2,`8s by interpolation. Finally, by the Kato–Seiler–Simon
inequality (2.37), it is easy to see that

›

›

›

›

›

Vν,m

ˆ

1´
d2

dz2

˙´1
›

›

›

›

›

S2

ď
1

2
‖Vν,m‖L2pRq.

In particular Vν,m is
´

´ d2

dz2

¯

–compact.
Let us now show that any minimizer Qν,m of (2.14) minimizes a linear functional on K. Since Qν,m

minimizes (2.14), it holds, for an arbitrary state Q P K and 0 ď t ď 1,

Em pp1´ tqQν,m ` tQq ´ Em pQν,mq ě 0.

A simple calculation then shows that Qν,m minimizes the following linear functional on K:

F pQq :“ Tr ppT ´ εF qQq `Dmpρν,m ´ ν, ρQq,

which can also be written as follows in view of the de�nition and the regularity of Vν,m:

F pQq “ Tr ppT ´ εF qQq `

ż

R
Vν,mpzqρQpzq dz. (2.61)
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Step 2. Construction of a defect state Qm.

We construct a defect state Qν,m as follows. First of all, by the Kato-Rellich theorem (see for example
[Hel13, Theorem 9.10]), for each q P R2, Tq`Vν,m is a self-adjoint operator on L2pRqwith domainH2pRq
and form domain H1pRq. Let us introduce a spectral projector as follows:

γm :“ 1p´8,εF q pT ` Vν,mq “ U´1

ˆ
ż ‘

R2

γm,q dq

˙

U , γm,q :“ 1p´8,εF q pTq ` Vν,mq .

By construction, γm,q “ 0 and γ0,q “ 0 when q P R2zBεF`cVν,m .
Let us study the spectral structure of Tq `Vν,m as a function of |q| (See Figure 2.1). It is clear that Tq `

Vν,m depends analytically on |q|, and has essential spectrum
“

|q|2{2,`8
˘

since Vν,m is Tq–compact. The
potential Vν,m introduces at most countably many eigenvalues below |q|2{2, and |q|2{2 is the only possible
accumulation point of these eigenvalues. Denoting by σpppAq the set of eigenvalues of an operator A, we

×

×

×

|q|2

2

σess (Tq + Vν,m)

|q|

ǫF

σpp (Tq + Vν,m)×

|q|2 = 2ǫF

0

|q|2 = 2(ǫF + cVν,m
)

××

Figure 2.1: The spectrum of Tq ` Vν,m as a function of |q|. When |q|2 ą 2εF , there are at most �nitely
many states in γm,q . When |q|2 ą 2pεF ` cVν,mq, there is no state in γm,q .

partition the set
 

q P R2
(

by distinguishing whether the Fermi level εF is an eigenvalue of Tq ` Vν,m or
not:

Mpp :“
 

q P R2 | εF P σpppTq ` Vν,mq
(

, MA
pp :“ R2zMpp :“

 

q P R2 | εF R σpppTq ` Vν,mq
(

.
(2.62)

It is easy to see that Mpp has Lebesgue measure zero, since T0 ` Vν,m has at most countably many eigen-
values, and εF P σpppTq`Vν,mq if and only if εF ´|q|2{2 P σpppT0`Vν,mq. The reason for the separation
of R2 into Mpp and MA

pp is technical: we will need a regularized operator to approximate the spectral
projector γm,q for q P BεF . For this reason we need εF not to be an eigenvalue of Tq ` Vν,m (recall [RS80,
Theorem VIII.24]). Remark that when q P BεF , i.e. |q|2 ď 2εF , elements of MA

pp are associated with non-
negative eigenvalues of the operator T0`Vν,m “ ´

1
2
d2

dz2 `Vν,m embedded in its essential spectrum. It can
be shown that even in dimension 1 there exist potentials V P H1pRq such that ´1

2
d2

dz2 ` V has positive
eigenvalues embedded in the essential spectrum (see [vW29]). In our case, it is highly non trivial to prove
the absence of positive eigenvalues of the operator ´1

2
d2

dz2 ` Vν,m. Standard techniques to this end, such
as Mourre estimates [Mou81] or Carleman estimates [KT06], which involve estimating the decay property
of zV 1ν,mpzq when |z| Ñ `8, are not immediately applicable as the density ρν,m ´ ν is only in H´1pRq a
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priori. In order to avoid this di�culty we construct a test defect state by eliminating the points q PMpp:

Qm :“ U´1

ˆ
ż ‘

R2

Qm,q dq

˙

U , (2.63)

where, recalling that γm,q “ 0 when q P R2zBεF`cVν,m ,

Qm,q :“ γm,q ´ γ0,q, for q P BεF`cVν,m XMA
pp. (2.64)

Denoting by PK “ 1´ P for an orthogonal projector P , an easy algebraic calculation shows that

´
`

Qm,q
˘2
“ γKm,qQm,qγ

K
m,q ´ γm,qQm,qγm,q, (2.65)

and
`

Qm,q
˘2
“ γK0,qQm,qγ

K
0,q ´ γ0,qQm,qγ0,q “ Q

``

m,q ´Q
´´

m,q. (2.66)

Proposition 2.16. The defect state Qm de�ned in (2.63) belongs to the kinetic energy space K. Moreover, the
energy functional F pQmq can be written as

F pQmq “ Tr
`

pT ´ εF qQm
˘

`

ż

R
Vν,mρQm

“
1

p2πq2

ż

R2

TrL2pRq

´

|Tq ´ εF ` Vν,m|
1{2 `γKm,qQm,qγ

K
m,q ´ γm,qQm,qγm,q

˘

|Tq ´ εF ` Vν,m|
1{2

¯

dq.

The proof of this proposition, which can be read in Section 2.3.6, is quite technical and constitutes the
core of the proof of Theorem 2.8.

Step 3. Form of the minimizers.

We prove that all minimizers satisfy (2.19) by showing thatQm P K minimizes F pQq de�ned in (2.61). This
implies that the only di�erence between a minimizer Qν,m of (2.14) and Qm can be due to bound states at
the Fermi level εF . We show in fact that Qν,m “ Qm.

We �rst need the following lemma on the density of �nite-rank operators in K.

Lemma 2.17 (Density of direct sums of �nite-rank operators in K). Every Q :“ U´1
´

ş‘

R2 Qq dq
¯

U P K
can be approximated by a sequence of operators Qn :“ U´1

´

ş‘

R2 Qn,q dq
¯

U with the following properties:

• for all n ě 1 and for almost all q P R2, Qn,q P Kq is �nite-rank, and

q ÞÑ Qn,q P L
8pR2;SpL2pRqqq, q ÞÑ |Tq ´ εF |

1{2
`

Q``n,q ´Q
´´
n,q

˘

|Tq ´ εF |
1{2 P L1pR2;S1q;

• the renormalized kinetic energy converges as

lim
nÑ8

ż

R2

TrL2pRq

´

|Tq ´ εF |
1{2

`

Q``n,q ´Q
´´
n,q

˘

|Tq ´ εF |
1{2

¯

dq

“

ż

R2

TrL2pRq

´

|Tq ´ εF |
1{2

`

Q``q ´Q´´q
˘

|Tq ´ εF |
1{2

¯

dq.

(2.67)

Proof. The proof is similar to the proof of Lemma 2.13 and is based on [FLLS13, Lemma 3.2]. First of all,
we show that there exists a sequence of operators rQn :“ U´1

´

ş‘

R2
rQn,q dq

¯

U P K satisfying (2.67) such
that q ÞÑ rQn,q P L8pR2;S2q. Introduce the negligible set Ω “ tq P R2|Qq R Kqu. For q P R2zΩ
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and n ě 1, de�ne Pn,q :“ 1r 1
n
,ns p|Tq ´ εF |q and rQn,q :“ Pn,qQqPn,q . It can be checked that rQn,q and

rQn,q |Tq ´ εF |
1{2 are Hilbert–Schmidt by writing

rQn,q “ Pn,qQq |Tq ´ εF |
1{2 Pn,q

|Tq ´ εF |
1{2
,

and similarly that rQ˘˘n,q and |Tq ´ εF |1{2 rQ˘˘n,q |Tq ´ εF |
1{2 are trace-class. Moreoever, by the uniform

boundedness of 0 ď Pn,q ď 1 the fact that Pn commutes with |Tq ´ εF |
1{2, it is easy to see that q ÞÑ

rQn,q P L
8pR2;S2q and q ÞÑ |Tq ´ εF |

1{2
´

rQ``n,q ´
rQ´´n,q

¯

|Tq ´ εF |
1{2 P L1pR2;S1q, with

0 ď ˘TrL2pRq

´

|Tq ´ εF |
1{2

rQ˘˘n,q |Tq ´ εF |
1{2

¯

ď ˘TrL2pRq

´

|Tq ´ εF |
1{2Q˘˘q |Tq ´ εF |

1{2
¯

.

Let us now turn to the convergence of the relative kinetic energies. First, for all q P R2zΩ, using that
Pn converges strongly to 1 in L2pRq (which implies that PnAPn converges to A in Sp for A P Sp),

lim
nÑ`8

∥∥∥∥|Tq ´ εF |1{2p rQ˘˘n,q ´Q˘˘q q|Tq ´ εF |
1{2

∥∥∥∥
S1

“ 0.

Therefore, by the dominated convergence theorem,

lim
nÑ8

ż

R2

˘TrL2pRq

´

|Tq ´ εF |
1{2

rQ˘˘n,q |Tq ´ εF |
1{2

¯

dq

“

ż

R2

˘TrL2pRq

´

|Tq ´ εF |
1{2Q˘˘q |Tq ´ εF |

1{2
¯

dq.

In order to conclude the proof, it remains to approximate the Hilbert–Schmidt operators rQn,q by �nite-
rank operators Qn,q P Kq . This can be done by relying results of [HLS09a, Proposition 2, Theorems 5
and 6], more details can be found in Appendix, Section 2.5.3.

Considerm ą 0 and ν P H´1pRq, and let us prove that1p´8,εF spT`Vν,mq´γ0 is the unique minimizer
of (2.14). For Q P K a direct sum of smooth �nite-rank operators (i.e. as the ones in Lemma 2.17), (2.61)
becomes

F pQq “ Tr ppT ´ εF qQq `

ż

R
Vν,mpxqρQpxq dx

“
1

p2πq2

ż

R2

TrL2pRq ppTq ´ εF ` Vν,mqQqq dq

“
1

p2πq2

ż

R2

TrL2pRq

´

|Tq ´ εF ` Vν,m|
1{2 `γKm,qQqγ

K
m,q ´ γm,qQqγm,q

˘

|Tq ´ εF ` Vν,m|
1{2

¯

dq.

(2.68)
Therefore, by (2.68) and Proposition 2.16,

F pQq ´ F pQmq “
1

p2πq2

ż

R2

TrL2pRq

´

|Tq ´ εF ` Vν,m|
1{2 `γKm,q

`

Qq ´Qm,q
˘

γKm,q

´γm,q
`

Qq ´Qm,q
˘

γm,q
˘

|Tq ´ εF ` Vν,m|
1{2

¯

dq.

(2.69)

Remark that, by (2.64), ´γm,q ď Qq ´ Qm,q ď 1 ´ γm,q for any q P R2zΩ with Ω “ tq P R2|Qq R Kqu

negligible, so that

TrL2pRq

´

|Tq ´ εF ` Vν,m|
1{2 `γKm,q

`

Qq ´Qm,q
˘

γKm,q

´γm,q
`

Qq ´Qm,q
˘

γm,q
˘

|Tq ´ εF ` Vν,m|
1{2

¯

ě 0.
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This implies that
F pQq ě F pQmq.

This inequality can be extended to any Q P K by (2.67) in Lemma 2.17. This shows that Q is a minimizer
of (2.14) if and only if

Q “ Qm ` δ,

where
δ :“ U´1

ˆ
ż ‘

R2

δq dq

˙

U ,

with 0 ď δq ď 1tTq`Vν,m“εF u. Since the set Mpp “
 

q P R2 | εF P σpppTq ` Vν,mq
(

de�ned in (2.62) has
zero Lebesgue measure as discussed in Section 2.3.5, it follows that δ “ U´1

´

ş‘

R2 δq dq
¯

U “ 0, and so the
unique minimizer of (2.14) is 1p´8,εF qpT ` Vν,mq ´ γ0 “ 1p´8,εF spT ` Vν,mq ´ γ0.

2.3.6 Proof of Proposition 2.16

The statement of the proposition is obtained by a limiting procedure, where we approximate the defect state
Qm by a family of regular operators with a spectral gap around εF , relying on the idea used in [FLLS13,
Section 4.2]. Since Qm is de�ned by a direct integral over BεF`cVν,m and Mpp is negligible, it su�ces to
construct regularizations of Qm,q for q P BεF`cVν,m XMA

pp.

Construction of a regularized kinetic operator. In order to achieve uniform estimates locally in q,
we de�ne a gap-opening function hηq which locally does not depend on q for q P BεF`cVν,m XMA

pp. Let us
�rst de�ne a partition of |q| for q P BεF`cVν,m XMA

pp. Given η ą 0 small enough, we �rst note that there
exist integers N1 ď N2 such that N1η ď 2εF ă pN1 ` 1qη and N2η ď 2pεF ` cVν,mq ă pN2 ` 1qη. We
then consider the following covering:

”

0,
b

2pεF ` cVν,mq
ı

Ă r0,
?
ηq Y

”

?
η,
a

2η
¯

Y ¨ ¨ ¨

”

a

N2η,
a

pN2 ` 1qη
¯

, (2.70)

and an associated gap-opening function:

hηqpkq :“

$

’

’

’

’

&

’

’

’

’

%

´η1

ˆ

k2

2
ď εF ´

nη

2

˙

` η1

ˆ

k2

2
ą εF ´

nη

2

˙

, if |q| P
”

?
nη,

a

pn` 1qη
¯

,

for n “ 0, 1, 2, ¨ ¨ ¨ , N1,

0, if |q| P
”

a

pN1 ` 1qη,
a

pN2 ` 1qη
¯

.

The corresponding approximate kinetic energy operators are de�ned as

Kη
q :“ Tq ` h

η
q

ˆ

´i
d

dz

˙

“ ´
1

2

d2

dz2
`
|q|2

2
` hηq

ˆ

´i
d

dz

˙

.

Remark thatKη
q has purely absolutely continuous spectrum, and that γ0,q :“ 1p´8,εF s pTqq “ 1p´8,εF s pK

η
q q

for all q P R2. Moreover, for n “ 0, 1, ¨ ¨ ¨ , N1 and |q| P
”

?
nη,

a

pn` 1qη
¯

, the operatorKη
q has a spectral

gap
´

εF ´ η `
|q|2´nη

2 , εF ` η `
|q|2´nη

2

¯

; see Figure 2.2 for a sketch of the spectrum.
The regularized kinetic energy operator is now de�ned to be Kη

q ` Vν,m. Since the potential Vν,m is
a compact perturbation of Kη

q (as p1 `Kη
q q
´1Vν,m P S2 by the Kato–Seiler–Simon inequality (2.37)), the

essential spectrum of Kη
q ` Vν,m is the same as for Kη

q , and at most countably many eigenvalues can be
introduced in the spectral gap and below |q|2{2, which can only accumulate at the edges εF ´ η ` |q|2´nη

2

and εF ` η ` |q|2´nη
2 of the spectral gap or at |q|2{2. In order to exclude these eigenvalues, we discard the

values of q in the set

Mη
pp :“

!

q P BεF`cVν,m XMA
pp

ˇ

ˇ

ˇ
εF P σdiscpK

η
q ` Vν,mq

)

.

We show next that this set is negligible.
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|q|2

2

|q|

ǫF

|q|2 = 2ǫF
0

ǫF + η

ǫF − η

√
η
√
2η

√
3η

ǫF − η/2

Figure 2.2: Spectrum of Kη
q around εF . The dark thick lines are the upper/lower bounds of the essential

spectrum of Kη
q around εF .

The set Mη
pp has Lebesgue measure zero. Let us show that there are only �nitely many values of |q|

for q PMη
pp for a given η ą 0. We distinguish two cases:

(i) in the regions |q| P r?nη,
a

pn` 1qηq for 0 ď n ď N1, the construction of Kη
q ` Vν,m makes sure

that there can be at most �nitely many values of |q| such that εF P σdiscpK
η
q ` Vν,mq;

(ii) in the region |q| P
”

a

pN1 ` 1qη,
a

pN2 ` 1qη
¯

, it holds Kη
q “ Tq . The condition εF P σdiscpK

η
q `

Vν,mq is therefore equivalent to εF ´ |q|2{2 P σdiscpT0 ` Vν,mq. Since pN1 ` 1qη ą 2εF , there exists
δ ą 0 such that εF ´ |q|2{2 ď ´δ for |q| P

”

a

pN1 ` 1qη,
a

pN2 ` 1qη
¯

. Since σdiscpT0 ` Vν,mq X

p´8,´δs is at most �nite, this shows that

Mη
pp X

”

a

pN1 ` 1qη,
a

pN2 ` 1qη
¯

is at most �nite.

Since Mη
pp is the union of a �nite number of circles in R2, it has Lebesgue measure zero.

Construction of a regularized defect state. For η ą 0 small enough, we de�ne a regularized operator
in analogy with (2.63) and (2.64) by excluding the set Mη

pp:

Q
η
m :“ U´1

ˆ
ż ‘

R2

Q
η
m,q dq

˙

U , (2.71)

where, with Πη
V,q :“ 1p´8,εF q pK

η
q ` Vν,mq,

Q
η
m,q :“

$

&

%

Πη
V,q ´ 1p´8,εF s

`

Kη
q

˘

when q P BεF`cVν,m XMA
pp X

`

Mη
pp

˘A
,

0 when q P
´

R2zBεF`cVν,m

¯

YMpp YMη
pp.

(2.72)

Moreover, since 1p´8,εF s pK
η
q q “ γ0,q and similarly to (2.66),

`

Q
η
m,q

˘2
“ Q

η,``
m,q ´Q

η,´´
m,q . (2.73)
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A �rst observation is that, for any q P BεF`cVν,m XMA
pp,

Q
η
m,q ÝÝÝÑ

ηÑ0
Qm,q strongly. (2.74)

This follows from the convergence of Kη
q ` Vν,m to Tq ` Vν,m in the norm resolvent sense when η Ñ 0

(which comes from the estimate ‖hq‖L8 ď η), and the result [RS80, Theorem VIII.24] on the convergence
of spectral projectors.

The following lemma summarizes some properties of the regularized operator Qηm.
Lemma 2.18. For any η ą 0, the regularized operator Qηm de�ned in (2.71) belongs to the kinetic energy
space K. Moreover, the following properties hold:

(1) for all η ą 0 and q P BεF`cVν,m ,

Q
η
m,q P S2,

ˆ

´
d2

dz2

˙

Q
η
m,q P S2, pKη

q ` Vν,mqQ
η
m,q P S2.

In particular Qηm,q P Kq .

(2) for any η ą 0 and q P BεF`cVν,m ,

TrL2pRq

´

|Tq ´ εF |
1{2

´

Q
η,``
m,q ´Q

η,´´
m,q

¯

|Tq ´ εF |
1{2

¯

` TrL2pRq

ˆˇ

ˇ

ˇ

ˇ

hηq

ˆ

´i
d

dz

˙ˇ

ˇ

ˇ

ˇ

´

Q
η,``
m,q ´Q

η,´´
m,q

¯

˙

`

ż

R
Vν,mρQηm,q

“ ´TrL2pRq

´

ˇ

ˇKη
q ` Vν,m ´ εF

ˇ

ˇ

1{2 `
Q
η
m,q

˘2 ˇ
ˇKη

q ` Vν,m ´ εF
ˇ

ˇ

1{2
¯

ď 0. (2.75)

We postpone the proof of this lemma to Section 2.3.6. Let us however already remark that the terms in
the energy functional (2.75) are indeed well de�ned. In particular,

ˇ

ˇ

ˇ

ˇ

hηq

ˆ

´i
d

dz

˙
ˇ

ˇ

ˇ

ˇ

´

Q
η,``
m,q ´Q

η,´´
m,q

¯

P S1,

since
ˇ

ˇhηq
`

´i ddz
˘
ˇ

ˇ is bounded and p1 ´ γ0,qq
`

Q
η
m,q

˘2
“ Q

η,``
m,q P S1 and γ0,q

`

Q
η
m,q

˘2
“ ´Q

η,´´
m,q P S1

(relying on Qηm,q P S2).

The regularized defect state Qηm converges to Qm in K. The remainder of this section is devoted to
showing that there exists a sequence pηiqiě1 converging to 0 as i Ñ `8 such that Qηim P K converges to
the defect state Qm in the sense of (2.17); from which we can conlude that Qm is in K. The general idea
is to use the fact that the total energy of Qηim is uniformly bounded. By identifying the limit when ηi Ñ 0
with the defect state Qm we obtain the desired result. This can be summarized in the following lemma,
which crucially relies on the properties stated in Lemma 2.18.
Lemma 2.19. There exists a sequence pηiqiě1 such that the following convergences hold as iÑ `8:

Q
ηi
m,p¨q

ˇ

ˇ

ˇ
Kηi
p¨q
` Vν,m ´ εF

ˇ

ˇ

ˇ

1{2
ÝÝÝÝá
iÑ`8

Qm,p¨q
ˇ

ˇTp¨q ` Vν,m ´ εF
ˇ

ˇ

1{2 weakly in L2
´

BεF`cVν,m ;S2

¯

, (2.76)

Q
ηi
m,p¨q

ˇ

ˇTp¨q ´ εF
ˇ

ˇ

1{2
ÝÝÝÝá
iÑ`8

Qm,p¨q
ˇ

ˇTp¨q ´ εF
ˇ

ˇ

1{2 weakly in L2
´

BεF`cVν,m ;S2

¯

. (2.77)

Moreover, the defect state Qm belongs to K and

Tr
`

pT ´ εF qQm
˘

“
1

p2πq2

ż

BεF`cVν,m

TrL2pRq

´

|Tq ´ εF |
1{2

´

Q
``

m,q ´Q
´´

m,q

¯

|Tq ´ εF |
1{2

¯

dq ă 8.

(2.78)

The proof of this result can be read in Section 2.3.6. In order to conclude the proof of Proposition 2.16,
it su�ces to obtain the claimed expression for F pQmq. This is a consequence of (2.65) and (2.78), combined
with arguments similar to the ones used to establish (2.75) in Section 2.3.6.
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Proof of Lemma 2.18

We start by stating a useful lemma.

Lemma 2.20. Fix η ą 0 and an integer 0 ď n ď N2 (appearing in the covering (2.70)). There exist positive
constants a1pn, ηq, a2pn, ηq, b1pn, ηq, b2pn, ηq and cpn, ηq such that, for any q P BεF`cVν,mXMA

ppXpM
η
ppq

A

with |q| P
”

?
nη,

a

pn` 1qη
¯

, there is a smoothed closed contour Cq Ă C enclosing the spectra of Kη
q and

Kη
q ` Vν,m below the Fermi level εF without intersecting them, for which

@ζ P Cq,
ˇ

ˇKη
q ` Vν,m ´ ζ

ˇ

ˇ ě cpn, ηq ą 0, (2.79)

and

@ζ P Cq, a1pn, ηq

ˆ

1`
|q|2

2
´

1

2

d2

dz2

˙

ď |Kη
q ` Vν,m ´ ζ| ď a2pn, ηq

ˆ

1`
|q|2

2
´

1

2

d2

dz2

˙

, (2.80)

@ζ P Cq, b1pn, ηq

ˆ

1`
|q|2

2
´

1

2

d2

dz2

˙

ď |Kη
q ´ ζ| ď b2pn, ηq

ˆ

1`
|q|2

2
´

1

2

d2

dz2

˙

. (2.81)

We postpone the proof of this result to Section 2.3.6. Let us �rst prove the statement (1) of Lemma 2.18.
Given q P BεF`cVν,m XMA

ppXpM
η
ppq

A, and with the curve Cq introduced in Lemma 2.20, Cauchy’s formula
gives

Q
η
m,q “ ´

1

2iπ

¿

Cq

ˆ

1

Kη
q ` Vν,m ´ ζ

´
1

Kη
q ´ ζ

˙

dζ “
1

2iπ

¿

Cq

1

Kη
q ` Vν,m ´ ζ

Vν,m
1

Kη
q ´ ζ

dζ.

Since the function k ÞÑ fqpkq :“
´

k2

2 `
|q|2

2 ` 1
¯´1

belongs to L2pRq with }fq}L2 ď }f0}L2 , the Kato–

Seiler–Simon inequality (2.37) together with (2.80) and (2.81) implies that, for |q| P
”

?
nη,

a

pn` 1qη
¯

,
there exists Cpn, ηq P R` such that∥∥∥∥ˆ1`

|q|2

2
´

1

2

d2

dz2

˙

Q
η
m,q

∥∥∥∥
S2

“

∥∥∥∥ 1

2iπ

ˆ

1`
|q|2

2
´

1

2

d2

dz2

˙
¿

Cq

ˆ

1

Kη
q ` Vν,m ´ ζ

Vν,m
1

Kη
q ´ ζ

˙

dζ

∥∥∥∥
S2

ď Cpn, ηq

∥∥∥∥∥Vν,m
ˆ

1`
|q|2

2
´

1

2

d2

dz2

˙´1
∥∥∥∥∥
S2

ď
Cpn, ηq
?

2π
‖Vν,m‖L2‖fq‖L2 .

Similar computations show that Qηm,q,
´

´ d2

dz2

¯

Q
η
m,q, pK

η
q ` Vν,mqQ

η
m,q and |Tq ´ εF |

1{2Q
η
m,q all belong

to S2, while |Tq ´ εF |1{2Q
η,˘˘
m,q |Tq ´ εF |

1{2 is in S1. This implies that Qηm,q P Kq .
The proof of (2.75) in the statement (2) is obtained by an easy adaptation of [FLLS13, Lemma 4.2]. We

approximateQηm,q P Kq by �nite-rank operators for which we prove the equality, and then rely on a density
argument based on Lemma 2.13 to conclude.

Let us �nally prove that Qηm P K. It remains to show that
ż

BεF`cVν,m

TrL2pRq

´

|Tq ´ εF |
1{2

´

Q
η,``
m,q ´Q

η,´´
m,q

¯

|Tq ´ εF |
1{2

¯

dq ă 8.

Consider q P BεF`cVν,m X MA
pp X pM

η
ppq

A and an associated integer 0 ď n ď N2 such that |q| P
”

?
nη,

a

pn` 1qη
¯

for the covering (2.70). In view of (2.73), (2.80) and (2.81), there exists Rpn, ηq P R`
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such that

TrL2pRq

´

|Tq ´ εF |
1{2

´

Q
η,``
m,q ´Q

η,´´
m,q

¯

|Tq ´ εF |
1{2

¯

“

∥∥∥∥Qηm,q|Tq ´ εF |1{2∥∥∥∥2

S2

“

∥∥∥∥∥ 1

2iπ

¿

Cq

ˆ

1

Kη
q ` Vν,m ´ ζ

Vν,m
1

Kη
q ´ ζ

|Tq ´ εF |
1{2

˙

dζ

∥∥∥∥∥
2

S2

ď Rpn, ηq

∥∥∥∥∥
ˆ

1`
|q|2

2
´

1

2

d2

dz2

˙´1

Vν,m

∥∥∥∥∥
2

S2

ď
Rpn, ηq
?

2π
‖Vν,m‖2

L2‖fq‖2
L2 .

Therefore, since Mpp and Mη
pp are negligible, and }fq}L2 ď }f0}L2 ,

ż

BεF`cVν,m

TrL2pRq

´

|Tq ´ εF |
1{2

´

Q
η,``
m,q ´Q

η,´´
m,q

¯

|Tq ´ εF |
1{2

¯

dq

“

ż

BεF`cVν,m
XMA

ppXpM
η
ppq

A
TrL2pRq

´

|Tq ´ εF |
1{2

´

Q
η,``
m,q ´Q

η,´´
m,q

¯

|Tq ´ εF |
1{2

¯

dq

ď max
n“0,1¨¨¨ ,N2`1

Rpn, ηq
?

2π
‖Vν,m‖2

L2

ż

BεF`cVν,m

‖fq‖2
L2 dq ă `8,

which allows to conclude.

Proof of Lemma 2.19

Let us prove (2.76) by showing that
ż

BεF`cVν,m

∥∥∥∥Qηm,q ˇˇKη
q ` Vν,m ´ εF

ˇ

ˇ

1{2
∥∥∥∥2

S2

dq ě 0

is upper bounded uniformly with respect to η P r0, 1s. Remark that the stateQηm belongs to K for all η ą 0
by Lemma 2.18. Since Qν,m minimizes the functional (2.61),

F pQ
η
mq “ Tr

`

pT ´ εF qQ
η
m

˘

`

ż

R
Vν,mpzqρQηm

pzq dz

“
1

p2πq2

ż

BεF`cVν,m

˜∥∥∥∥Qηm,q |Tq ´ εF |1{2∥∥∥∥2

S2

`

ż

R
Vν,mpzqρQηm,q

pzq dz

¸

dq ě F pQν,mq.

(2.82)
In addition,

TrL2pRq

ˆ
ˇ

ˇ

ˇ

ˇ

hηq

ˆ

´i
d

dz

˙
ˇ

ˇ

ˇ

ˇ

´

Q
η,``
m,q ´Q

η,´´
m,q

¯

˙

“ TrL2pRq

˜

ˇ

ˇ

ˇ

ˇ

hηq

ˆ

´i
d

dz

˙
ˇ

ˇ

ˇ

ˇ

1{2
`

Q
η
m,q

˘2
ˇ

ˇ

ˇ

ˇ

hηq

ˆ

´i
d

dz

˙
ˇ

ˇ

ˇ

ˇ

1{2
¸

ě 0.

Combining this inequality with (2.75) and (2.82) leads to the uniform bound

p2πq2F pQν,mq ď

ż

BεF`cVν,m

˜∥∥∥∥Qηm,q |Tq ´ εF |1{2∥∥∥∥2

S2

`

ż

R
Vν,mpzqρQηm,q

pzq dz

¸

dq

ď ´

ż

BεF`cVν,m

∥∥∥∥∥Qηm,q ˇˇKη
q ` Vν,m ´ εF

ˇ

ˇ

1{2

∥∥∥∥∥
2

S2

dq ď 0.

(2.83)
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It is therefore possible to extract a sequence tηiuiě1 such thatQηim,p¨q
ˇ

ˇ

ˇ
Kηi
p¨q
` Vm ´ εF

ˇ

ˇ

ˇ

1{2
converges weakly

inL2pBεF`cVν,m ;S2q to some operatorSp¨q P L2pBεF`cVν,m ;S2q. We next show that for all q P BεF`cVν,m ,
Sq “ Qm,q |Tq ` Vν,m ´ εF |

1{2. By the same reasoning as in [FLLS13, Section 4.2], it can be shown that,
for all q P BεF`cVν,m , the following strong convergence holds in L2pRq: for any ϕ P H2pRq,

Q
ηi
m,q

ˇ

ˇKηi
q ` Vν,m ´ εF

ˇ

ˇ

1{2
ϕ ÝÝÝÝÑ

iÑ`8
Qm,q |Tq ` Vν,m ´ εF |

1{2 ϕ in L2pRq. (2.84)

Now, consider φ P H2pRq and the associated rank-1 operator K :“ |φy xφ| P S1. In particular K can
be seen as a constant function of L2pBεF`cVν,m ;S2q. On the one hand, by the weak convergence of

Q
ηi
m,p¨q

ˇ

ˇ

ˇ
Kηi
p¨q
` Vν,m ´ εF

ˇ

ˇ

ˇ

1{2
to Sp¨q in L2pBεF`cVν,m ;S2q,

ż

BεF`cVν,m

A

φ
ˇ

ˇ

ˇ
Q
ηi
m,q

ˇ

ˇKηi
q ` Vν,m ´ εF

ˇ

ˇ

1{2
ˇ

ˇ

ˇ
φ
E

dq

“

ż

BεF`cVν,m

TrL2pRq

´

Q
ηi
m,q

ˇ

ˇKηi
q ` Vν,m ´ εF

ˇ

ˇ

1{2
K
¯

dq

ÝÝÝÝÑ
iÑ`8

ż

BεF`cVν,m

TrL2pRq pSqKq dq “

ż

BεF`cVν,m

xφ |Sq| φy dq.

(2.85)

On the other hand, by the strong convergence (2.84), it holds, for all q P BεF`cVν,m ,

A

φ
ˇ

ˇ

ˇ
Q
ηi
m,q

ˇ

ˇKηi
q ` Vν,m ´ εF

ˇ

ˇ

1{2
ˇ

ˇ

ˇ
φ
E

ÝÝÝÝÑ
iÑ`8

A

φ
ˇ

ˇ

ˇ
Qm,q |Tq ` Vν,m ´ εF |

1{2
ˇ

ˇ

ˇ
φ
E

.

A simple computation shows that there exists Cφ P R` such that
ˇ

ˇ

ˇ

A

φ
ˇ

ˇ

ˇ
Q
ηi
m,q

ˇ

ˇKηi
q ` Vν,m ´ εF

ˇ

ˇ

1{2
ˇ

ˇ

ˇ
φ
Eˇ

ˇ

ˇ
ď Cφ

for all i ě 1 and q P BεF`cVν,m . By the dominated convergence theorem,
ż

BεF`cVν,m

A

φ
ˇ

ˇ

ˇ
Q
ηi
m,q

ˇ

ˇKηi
q ` Vν,m ´ εF

ˇ

ˇ

1{2
ˇ

ˇ

ˇ
φ
E

dq

ÝÝÝÝÑ
iÑ`8

ż

BεF`cVν,m

A

φ
ˇ

ˇ

ˇ
Qm,q |Tq ` Vν,m ´ εF |

1{2
ˇ

ˇ

ˇ
φ
E

dq.

The comparison of the previous limit and (2.85) implies that

Qm,p¨q
ˇ

ˇTp¨q ` Vν,m ´ εF
ˇ

ˇ

1{2
“ Sp¨q P L

2
´

BεF`cVν,m ;S2

¯

.

We next prove (2.77) by showing that

ż

BεF`cVν,m

∥∥∥∥|Tq ´ εF |1{2Qηm,q∥∥∥∥2

S2

dq ě 0

is upper bounded uniformly with respect to η P r0, 1s. Introduce

ρQηm
pzq “

ż

R2

ρQηm,q
pzq dq “

ż

BεF`cVν,m

ρQηm,q
pzq dq,
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which is well de�ned by Proposition 2.2 since Qηm P K. Moreover, in view of (2.8) with c “ cVν,m , there
exists a constant R P R` such that

›

›

›
ρQηm

›

›

›

2

L2
ď R

ż

BεF`cVν,m

∥∥∥∥|Tq ´ εF |1{2Qηm,q∥∥∥∥2

S2

dq.

In view of (2.83),
ż

BεF`cVν,m

∥∥∥∥|Tq ´ εF |1{2Qηm,q∥∥∥∥2

S2

dq ď ´

ż

R
Vν,mρQηm

,

so that a Cauchy–Schwarz inequality leads to

0 ď

ż

BεF`cVν,m

∥∥∥∥|Tq ´ εF |1{2Qηm,q∥∥∥∥2

S2

dq ď R‖Vν,m‖2
L2 .

By arguments similar to the ones used above, we deduce that it is possible to further extract a subsequence
(still denoted by pηiqiě1 with some abuse of notation) such thatQηim,p¨q

ˇ

ˇTp¨q ´ εF
ˇ

ˇ

1{2
ÝÝÝÝá
iÑ`8

Qm,p¨q
ˇ

ˇTp¨q ´ εF
ˇ

ˇ

1{2

weakly in L2pBεF`cVν,m ;S2q and

0 ď

ż

BεF`cVν,m

∥∥∥∥Qm,q |Tq ´ εF |1{2∥∥∥∥2

S2

dq ď lim inf
iÑ`8

ż

BεF`cVν,m

∥∥∥∥Qηim,q |Tq ´ εF |1{2∥∥∥∥2

S2

dq ă 8.

This allows us to conclude that Qm P K using (2.66), and shows that (2.78) holds.

Proof of Lemma 2.20

Since Vν,m is a compact perturbation of Kη
q for any q P R2, the only possible accumulation points of the

discrete spectrum of Kη
q ` Vν,m are |q|2{2, εF ´ η ` |q|2´nη

2 and εF ` η ` |q|2´nη
2 , where 0 ď n ď N2 is

such that ?nη ď |q| ă
a

pn` 1qη. For the remainder of the proof, we �x an integer 0 ď n ď N2 and an
element q0 P R2 with |q0| “

?
nη. The objects we introduce are depicted in Figure 2.3. First of all remark

that the gap-opening function hηq is independent of |q| in each interval
”

?
nη,

a

pn` 1qη
¯

. Introduce the
integer M ě 0 such that

σdisc

`

Kη
q0 ` Vν,m

˘

X

„

εF ´
3η

4
, εF `

η

4



“ tεiu0ďiďM , εF ´
3η

4
ď ε0 ă ¨ ¨ ¨ ă εM ď εF `

η

4
.

Note that we restrict the spectral window around εF in order to discard the possible accumulation points
of the discrete spectrum. We assume that q0 RMpp; the case when q0 PMpp can however be handled by
a simple modi�cation of our arguments. Note that, since Kη

q “ Kη
q0 `

|q|2´|q0|2

2 ,

σdisc

`

Kη
q ` Vν,m

˘

X

”

εF ´
η

4
, εF `

η

4

ı

Ă
|q|2 ´ |q0|

2

2
` σdisc

`

Kη
q0 ` Vν,m

˘

X

„

εF ´
3η

4
, εF `

η

4



,

and the distances between the eigenvalues of Kη
q ` Vν,m in the spectral region rεF ´ η{4, εF ` η{4s are

independent of q.
Note next that we eliminated the values of q for which εF P σdiscpK

η
q ` Vν,mq by the de�nition of

the set Mη
pp. The number of the corresponding values of |q| is at most equal to M , which corresponds

to a further partition of the interval
”

?
nη,

a

pn` 1qη
¯

into �nitely many subintervals rαi, αi`1q with
α0 :“ |q0| “

?
nη.

Let us concentrate on the region R “ tq P R2, nη ď |q| ă α1u. As σdisc pK
η
q ` Vν,mq intersects the

Fermi level εF at |q| “ α1, there exists a unique integer 0 ď j ď M such that εj ` |α1|
2´|q0|2

2 “ εF . We
now consider curves Cq Ă C for q P R satisfying the following properties:
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ǫF

ǫF + η

ǫF − η

√
nη

√

(n+ 1)η

ǫF − η/2

α1 α2 α3

ǫF,α1
(q)

σdisc(K
η
q + Vν,m)

Cq

Figure 2.3: Spectral structure of Kη
q ` Vm around the Fermi level εF for |q| P

”

?
nη,

a

pn` 1qη
¯

. The
dark blue lines correspond to elements of σdisc pK

η
q ` Vν,mq which are obtained from those at q0 such that

|q0| “
?
nη by adding p|q|2 ´ |q0|

2q{2. The points q such that |q| “ αi are removed. The curve Cq (dashed
light blue line) is de�ned to pass through εF,α1pqq for |q| P

“?
nη, α1

˘

.

• the top of the curve passes through

εF,α1pqq :“
εj`1 ` εj

2
`
|q|2 ´ |q0|

2

2
, |q| P r

?
nη, α1q ,

with εM`1 :“ εF ` η{4. Note that, when j “ M , it holds εM ď εF , so that the above de�nition
makes sense since there is no other eigenvalue in the spectral region pεM , εF ` η{4s. Note also that
the distance between εF,α1pqq and σdisc pK

η
q ` Vν,mqX rεF ´ η{2, εF s is independent of |q|, and that

1p´8,εF,α1
pqqspK

η
q ` Vν,mq “ 1p´8,εF spK

η
q ` Vν,mq, i.e. the states below the Fermi level have not

been changed.

• the curve encloses the spectrum of Kη
q ` Vν,m below εF without intersecting it.

It is then easy to see that there exists a positive constant c1pn, ηq such that |Kη
q ` Vν,m ´ ζ| ě c1pn, ηq ą 0

uniformly for |q| P
“?
nη, α1

˘

and ζ P Cq .
The same procedure can be applied to other intervals. As the number of intervals is �nite, there exists

a constant cpn, ηq (which depends only on the properties of the discrete spectrum of Kη
q0 ` Vν,m in the

spectral region rεF ´ 3η{4, εF ` η{4s) such that, for any q P R2 with ?nη ď |q| ă
a

pn` 1qη, there is
a curve Cq Ă C such that |Kη

q ` Vν,m ´ ζ| ě cpn, ηq ą 0 for any ζ P Cq . The proof of inequalities (2.80)
and (2.81) is then easily obtained by replacing ´1

2
d2

dz2 with ´1
2
d2

dz2 `
|q|2

2 in [CDL08a, Lemma 1].

2.4 Numerical simulation of slab-like defects

We present in this section some numerical simulations where we compute an approximation of the mini-
mal energy states for (2.14). The approximation �rst consists in restricting the physical space to a supercell
with periodic boundary conditions in the z direction, the problem being still invariant by translation in the
px, yq-directions. As made precise in Section 2.4.1, it is then possible to formulate the counterpart of the
minimization problem (2.14) in this setting, see (2.87) below. In particular, solutions of the supercell min-
imization problem are characterized by a nonlinear Euler–Lagrange equation. We discuss in Section 2.4.2



74 Chapter 2. Extended defects in a Fermi sea

how to numerically solve the latter equation. We �nally present some results of numerical simulations
for defects corresponding to sharp trenches in Section 2.4.3. In particular, we observe Friedel oscillations.
These results are obtained for Yukawa interactions only since the convergence of our numerical method is
poor for Coulomb interactions, and most likely would deserve a dedicated mathematical analysis.

2.4.1 Supercell model

Supercell models consider states periodic in the z-direction, and invariant by translation in the px, yq-
directions. We �rst make precise the set of admissible states in Section 2.4.1, then present the reduced
Hartree–Fock model in this setting in Section 2.4.1, and �nally write the Euler–Lagrange equations char-
acterizing the ground state in this framework (see Section 2.4.1).

Admissible states for supercell models

Supercell models are obtained by restricting the z-variable to the unit cell ΛL “ r´L{2, L{2q of the physical
space R. This unit cell is seen as a periodic domain of spatial periodicity L ą 0. More precisely, denoting
by RL :“ LZ, we consider all operators to be de�ned on the functional space

L2
per,z

`

R2 ˆ ΛL
˘

“
 

u P L2
locpR3q

ˇ

ˇupr, ¨q is RL-periodic for a.e. r P R2,
ż

R2

ż

ΛL

|upr, zq|2 dr dz ă `8

*

.

It is possible to introduce a supercell unitary transform UL which is the counterpart of (2.1): for q, r P R2

and z P R, we can �rst de�ne, for functions Φ P L2
per,z

`

R2 ˆ ΛL
˘

which are smooth and with compact
support in R2 ˆ ΛL,

pULΦqqpzq :“
1

2π

ż

R2

e´iq¨rΦpr, zq dr,

and extend this formula as an isometric isomorphism from L2
per,z

`

R2 ˆ ΛL
˘

to L2pR2, L2
perpΛLqq, where

L2
per pΛLq “

 

φ P L2
locpRq |φ is RL-periodic

(

. The inverse of the unitary transform U´1
L reads, for Ψ “

pΨqqqPR2 P L2pR2, L2
perpΛLqq,

`

U´1
L Ψq

˘

pr, zq :“
1

2π

ż

R2

eiq¨rΨqpzq dq.

In order to introduce the set of admissible states, we de�ne the kinetic energy operator onL2
per,z

`

R2 ˆ ΛL
˘

as
TL “ U´1

L

ˆ
ż ‘

R2

Tq,L dq

˙

UL, Tq,L “ Tper,z,L `
|q|2

2
,

where Tper,z,L “ ´
1
2
d2

dz2 is considered as an operator on L2
perpΛLq. The corresponding supercell free Fermi

state operator reads

γL0 “ U´1
L

ˆ
ż ‘

R2

γL0,q dq

˙

UL, (2.86)

where tγL0,quqPR2 is the following family of orthogonal projectors acting on L2
perpΛLq:

γL0,q :“

#

1p´8,εF s pTq,Lq if q P BεF ,

0 if q P R2zBεF .

We can �nally de�ne admissible defect states for the supercell model by mimicking the construction in
Section 2.2.2: for any q P R2, we introduce

XΛL
q :“

!

QLq P SpL2
perpΛLqq

ˇ

ˇ

ˇ
|Tq,L ´ εF |

1{2QLq P S2pL
2
perpΛLqq,

|Tq,L ´ εF |
1{2QL,˘˘q |Tq,L ´ εF |

1{2 P S1pL
2
perpΛLqq

)

,
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equipped with the norm

‖QLq ‖XΛL
q

:“ ‖QLq ‖LpL2
perpΛLqq

`

∥∥∥∥|Tq,L ´ εF |1{2QLq ∥∥∥∥
S2pL2

perpΛLqq

`
ÿ

αPt`,´u

∥∥∥∥|Tq,L ´ εF |1{2QL,ααq |Tq,L ´ εF |
1{2

∥∥∥∥
S1pL2

perpΛLqq

,

as well as the convex set KΛL
q :“

 

QLq P XΛL
q

ˇ

ˇ´ γL0,q ď QLq ď 1´ γL0,q
(

. Admissible states QL with �nite
renormalized kinetic free energy per unit area in the supercell model are elements of

KΛL :“

"

QL “ U´1
L

ˆ
ż ‘

R2

QLq dq

˙

UL
ˇ

ˇ

ˇ

ˇ

q ÞÑ QLq P L
8
`

R2;SpL2
perpΛLqq

˘

, QLq P KΛL
q a.e.,

TrL
`

pTL ´ εF qQ
L
˘

ă 8

)

,

where

TrL
`

pTL ´ εF qQ
L
˘

:“
1

p2πq2

ż

R2

TrL2
perpΛLq

´

|Tq,L ´ εF |
1{2pQL,``q ´QL,´´q q|Tq,L ´ εF |

1{2
¯

dq.

Reduced Hartree–Fock model for supercells

Before we construct the reduced Hartree–Fock energy functional, we need to de�ne Yukawa interactions
for models periodic in the z-variable. We rely to this end on a Fourier series decomposition (instead of a
Fourier transform as in Section 2.2.2), obtained with the orthonormal basis tekukPZ of L2

perpΛLq composed
of the Fourier modes ekpzq :“ 1?

L
e2iπkz{L. Any function u P L2

perpΛLq can be decomposed as

u “
ÿ

kPZ
ckpuqek, ckpuq :“ pek, uqL2

per
.

The Yukawa space for the supercell model is then de�ned as the following subset of periodic distributions:

Cm,ΛL :“

#

ρ “
ÿ

kPZ
ckpρqek

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

kPZ

|ckpρq|
2

m2 ` |2πkL |
2
ă 8

+

,

and for ρ1, ρ2 P Cm,ΛL , the supercell Yukawa interaction is given by

Dm,ΛLpρ1, ρ2q :“ 2
ÿ

kPZ

ckpρ1qckpρ2q

m2 ` |2πkL |
2
.

Consider now a periodized defect obtain from the reference perturbation ν:

νper,L :“
ÿ

nPZ
p1ΛLνq p¨ ´ nLq .

The density νper,L belongs to Cm,ΛL when

ÿ

kPZ

1

m2 ` |2πkL |
2

ˇ

ˇ

ˇ

ˇ

ż

ΛL

νpzq ekpzq dz

ˇ

ˇ

ˇ

ˇ

2

ă 8,

which we assume in the sequel. The supercell energy functional is then de�ned as

Em,ΛLpQLq “ TrL
`

pTL ´ εF qQ
L
˘

`
1

2
Dm,ΛLpρQL ´ νper,L, ρQL ´ νper,Lq,

on the admissible set Fm,ΛL :“
!

QL P KΛL
ˇ

ˇ

ˇ
ρQL ´ νper P Cm,ΛL

)

. The counterpart of the minimization
problem (2.14) in the supercell framework �nally is:

Im,ΛL “ inf
 

Em,ΛLpQLq, QL P Fm,ΛL
(

. (2.87)
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Euler–Langrange equations

Since the energy functional Em,ΛL is convex, standard techniques from calculus of variation can be used
to prove that (2.87) admits minimizers. Moreover, using the compactness of the domain ΛL (and hence
the fact that Tq,L has compact resolvent for any q P R2), minimizers are characterized by the following
Euler-Lagrange equations (where for clarity we do not indicate the dependence on L in all quantities):

$

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

%

pTq,L ` V qφ
q
i “ εqiφ

q
i , @q P R2, φqi P L

2
perpΛLq,

´

φqi , φ
q
j

¯

L2
per

“ 1, εq1 ď εq2 ď ¨ ¨ ¨

´ V 2 `m2V “ 2
´

ρQ ´ νper,L

¯

,

ρQ “ ργ ´ ρ0,

γ :“
1

p2πq2

ż ‘

R2

1p´8,εF s pTq,L ` V q dq “
1

p2πq2

ż ‘

R2

˜

`8
ÿ

i“1

1p´8,εF spε
q
i q |φ

q
i y xφ

q
i |

¸

dq,

(2.88)

with ρ0 “ p2εF q
3{2{p6π2q and

ργpzq “
1

p2πq2

ż

R2

˜

`8
ÿ

i“1

1p´8,εF spε
q
i q|φ

q
i pzq|

2

¸

dq.

In fact, solving the family of eigenproblems in the �rst line of (2.88) requires only solving a single eigenvalue
problem for q “ 0 since Tq,L “ Tper,z,L ` |q|

2{2. More precisely, (2.88) can be rewritten as
$

’

’

’

’

’

&

’

’

’

’

’

%

pTper,z,L ` V qφi “ εiφi, φi P L
2
perpΛLq, pφi, φjqL2

per
“ δi,j , ε1 ď ε2 ď ¨ ¨ ¨

´ V 2 `m2V “ 2 pργ ´ pρ0 ` νperqq ,

ργpzq “
1

p2πq2

ż

R2

˜

`8
ÿ

i“1

1
`

εi ď εF ´ |q|
2{2

˘

|φipzq|
2

¸

dq “
1

2π

`8
ÿ

i“1

max p0, εF ´ εiq |φipzq|
2.

(2.89)
Therefore, in order to solve (2.87), we look for a solution to (2.89). We discuss in the next section how to
do this in practice.

2.4.2 Discretization of the supercell model

We explain in this section how to solve (2.89). The method is based on two ingredients: discretizing the
variational formula associated with the �rst equation in (2.89) using a spectral Galerkin basis of Fourier
modes, as studied in [CCM12]; and relying on a �xed-point strategy (with appropriate mixing) in order to
�nd a solution to the nonlinear problem (2.89).

Discretization of the variational formulation of the Euler–Lagrange equations

We assume in this section that the potential V is �xed, and discuss how to construct a density from a given
potential. We consider to this end the following �nite-dimensional subspace of H1

perpΛLq (for N ě 1)

XN pΛLq :“ Span tek | k P Z, |k| ď Nu . (2.90)

For ψpxq P XN pΛLq, we have the following representation:

ψpxq “
N
ÿ

k“´N

ck pψq ekpxq, ck pψq :“
L

2N ` 1

ÿ

xP L
2N`1

Z
Ş

ΛL

ψpxqe´kpxq. (2.91)
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Let us verify that the normalization is correct. First of all

ψpxq “
N
ÿ

k“´N

ck pψq ekpxq “
N
ÿ

k“´N

¨

˝

L

2N ` 1

ÿ

x1PGN
Ş

ΛL

ψpx1qe´kpx
1q

˛

‚ekpxq

“
L

2N ` 1

ÿ

x1P L
2N`1

Z
Ş

ΛL

ψpx1q

˜

1

L

N
ÿ

k“´N

ei 2π
L
kpx´x1q

¸

rk“k`N
hnlj

“
L

2N ` 1

ÿ

x1P L
2N`1

Z
Ş

ΛL

ψpx1q

¨

˝

1

L

2N
ÿ

rk“0

ei 2π
L
prk´Nqpx´x1q

˛

‚.

(2.92)

For x, x1 P L
2N`1Z

Ş

ΛL, there exists 0 ď m,n ď 2N such that x “ ´L
2 `

L
2N`1n and x1 “ ´L

2 `
L

2N`1m.
Therefore (2.92) becomes

ψpxq “
L

2N ` 1

ÿ

x1P L
2N`1

Z
Ş

ΛL

ψpx1q

¨

˝

1

L

2N
ÿ

rk“0

ei 2π
L
prk´Nqpx´x1q

˛

‚

“
1

2N ` 1

ÿ

0ďmď2N

ψpx1q

¨

˝

2N
ÿ

rk“0

ei2πprk´Nq n´m
2N`1

˛

‚

“
1

2N ` 1

ÿ

0ďmď2N

ψpx1q

¨

˝

2N
ÿ

rk“0

ei2π n´m
2N`1

rk

˛

‚e´i2π n´m
2N`1

N

“
1

2N ` 1

ÿ

0ďmď2N

ψpx1q pp2N ` 1qδm,nq e´i2π n´m
2N`1

N

“ ψpxq.

Introduce the variational problem on XN pΛLq: �nd φ0,N , φ1,N , ¨ ¨ ¨ P XN pΛLq and ε0,N ď ε1,N ď . . .
such that
$

’

’

&

’

’

%

@ϕN P XN pΛLq,
1

2

ż

ΛL

φ1i,N pzqϕ
1
N pzq dz `

ż

ΛL

ΠN pV φi,N qpzqϕN pzq dz “ εi,N

ż

ΛL

φi,N pzqϕN pzq dz,

ż

ΛL

φj,N pzqφi,N pzq dz “ δi,j ,

(2.93)
where ΠN is the projection onto XN pΛLq. The problem (2.93) can be recasted as

$

’

’

’

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

’

’

’

%

For ´N ď k ď N, 1 ď i ď 2N ` 1 :

1

2

ż

ΛL

N
ÿ

j“´N

cj pφi,N q e1je
1
k `

ż

ΛL

˜

2N
ÿ

`“´2N

c`

´

rVN

¯

e`

¸˜

N
ÿ

j“´N

cj pφi,N q ejek

¸

“ εi

ż

ΛL

Ne
ÿ

j“´Ne

cj pφi,Neq ejek,

ż

ΛL

˜

N
ÿ

j“´N

cj pφi,N q ej

¸˜

N
ÿ

`“´N

c` pφk,N q e`

¸

“ δi,k,

(2.94)

which can be simpli�ed as:
$

’

’

&

’

’

%

For ´N ď k ď N, 1 ď i ď 2N ` 1 :

1

2

ˇ

ˇ

ˇ

ˇ

2πk

L

ˇ

ˇ

ˇ

ˇ

2

ck pφi,N q `
1
?
L

N
ÿ

j“´N

cj pφi,N q ck´j

´

rVN

¯

“ εick pφi,N q .
(2.95)
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In order to write (2.95) in matrix form, we de�ne a p2N ` 1q ˆ p2N ` 1q matrix

A2N`1 :“

¨

˚

˚

˚

˚

˚

˚

˝

1
2

ˇ

ˇ

2πN
L

ˇ

ˇ

2
` 1?

L
c0

´

rVN

¯

1?
L
c´1

´

rVN

¯

¨ ¨ ¨ 1?
L
c´2N

´

rVN

¯

1?
L
c1

´

rVN

¯

1
2

ˇ

ˇ

ˇ

2πpN´1q
L

ˇ

ˇ

ˇ

2
` 1?

L
c0

´

rVN

¯

¨ ¨ ¨ 1?
L
c´2N`1

´

rVN

¯

... . . . . . .
1?
L
c2N

´

rVN

¯

1?
L
c2N´1

´

rVN

¯

¨ ¨ ¨ 1
2

ˇ

ˇ

2πN
L

ˇ

ˇ

2
` 1?

L
c0

´

rVN

¯

˛

‹

‹

‹

‹

‹

‹

‚

Hence (2.95) can be represented as a spectral problem of A2N`1:

A2N`1

¨

˚

˚

˝

c´N pφi,N q
c´N`1 pφi,N q

¨ ¨ ¨

cN pφi,N q

˛

‹

‹

‚

“ εi

¨

˚

˚

˝

c´N pφi,N q
c´N`1 pφi,N q

¨ ¨ ¨

cN pφi,N q

˛

‹

‹

‚

. (2.96)

Remark that A2N`1 is a Hermitian matrix, which only has real eigenvalues. Once the wavefunctions φi,N
are obtained, the density follows from the last equation in (2.89):

ργ,N pxq “
2N
ÿ

k“´2N

ck pργ,N q ekpxq “
1

2π

ÿ

εiďεF

pεF ´ εiq|φi,N pxq|
2

“
1

2π

1

L

ÿ

εiďεF

N
ÿ

j“´N

N
ÿ

`“´N

pεF ´ εiqcj pφi,N qc` pφi,N q ei 2π
L
p`´jqx

`´j“k
hnlj

“
1

2π

2N
ÿ

k“´2N

¨

˝

1
?
L

ÿ

εiďεF

¨

˝pεF ´ εiq

minpN,N´kq
ÿ

j“maxp´N,´N´kq

cj pφi,N qcj`k pφi,N q

˛

‚

˛

‚ekpxq.

(2.97)

Hence

ck pργ,N q :“
1

2π

1
?
L

ÿ

εiďεF

¨

˝pεF ´ εiq

minpN,N´kq
ÿ

j“maxp´N,´N´kq

cj pφi,N qcj`k pφi,N q

˛

‚, ´2N ď k ď 2N.

(2.98)
Note that the density is represented inX2N pΛLq since it involves squares of functions inXN pΛLq. Finally,
it is possible to associate a potential rVN P X2N pΛLq to ργ,N P X2N pΛLqwith the second equation in (2.89).
The Fourier coe�cients of rVN read From (2.89), the coe�cient of the approximated potential can be written
as:

@ ´ 2N ď k ď 2N :

ck

´

rVN

¯

“ 2
ckpργ,N q ´

?
Lρ0δk,0 ´ ckpνper,Lq

m2 ` |2πk{L|2

“
1

π

1?
L

ř

εiďεF
ppεF ´ εiqq ¨

řminpN,N´kq
j“maxp´N,´N´kq cj pφi,N qcj`k pφi,N q ´

?
Lρ0δk,0 ´ ckpνper,Lq

m2 ` |2πk{L|2
,

(2.99)
where δk,` is the Kronecker symbol.

Iterative resolution of the problem

We rely on an iterative procedure to solve the nonlinear �xed-point problem (2.89). The integerN is related
to the dimension of the Galerkin space (2.90), while the integer n indexes the iterations in the �xed-point
loop. Take a positive constant η small enough as convergence rate parameter (Step (4) below). Starting
from the potential V 0

N “ 0 so that γ0
N “

1
p2πq2

ş‘

R2 1p´8,εF s pTq,Lq dq and

Em,ΛL
`

γ0
N

˘

“
1

p2πq2
TrL

`

pTL ´ εF q γ
0
N

˘

“ ´
1

2

ÿ

i

1
`

ε1
i ď εF

˘ `

εF ´ ε
1
i

˘2
.
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the procedure is the following: For n ě 0,

(1) Compute the wavefunctions tφni,Nuiě1 and eigenvalues tεni,Nuiě1 obtained from (2.96) with V replaced
by V n

N , and construct the corresponding density matrix as

rγn`1
N “

1

2π

2N`1
ÿ

i“1

max
`

0, εF ´ ε
n
i,N

˘ ˇ

ˇφni,N
D @

φni,N
ˇ

ˇ ;

(2) Use the optimal damping algorithm (ODA) to obtain the new density matrix γn`1
N from γnN and rγn`1

N

(see below);

(3) Construct the potentialV n`1
N using (2.99) from the new density ρn`1

γ,N pzq “ γn`1
N pz, zq obtained by (2.98);

(4) Check whether some termination criterion is met (e.g. }ρn`1
γ,N ´ ρnγ,N}L2

perpΛLq
ď η}ρnγ,N}L2

perpΛLq
for

some smal tolerance η); otherwise increment n and go back to (1).

Let us now make precise how Step (2) is performed. The idea of ODA [Can00] is to write γn`1
N as a

convex combination of γnN and rγn`1
N , and optimize upon the parameter determining the combination in

order to minimize the energy. More precisely, we introduce a mixing parameter α P r0, 1s and the objective
function

fn`1
N pαq :“ Em,ΛL

`

p1´ αqγnN ` αrγ
n`1
N

˘

.

Denoting by αn`1
opt “ argmin

 

fn`1
N pαq, α P r0, 1s

(

the optimal mixing parameter, the new density matrix
is then de�ned as p1´ αn`1

opt qγ
n
N ` α

n`1
opt rγ

n`1
N . For the rHF model, determining this parameter amounts to

�nding the roots of a second order polynomial. More details can be found in Section 2.5.1.

2.4.3 Numerical results

We �nally present results of numerical simulations to illustrate the behavior of the perturbation of the
electronic density induced by sharp trenches modeling a capacitor. More precisely, we consider νpzq “
´ρ01|z|ďw for w ą 0. The physical parameters are chosen as εF “ 2.0, w “ 4, while the computational
parameters are set to L “ 300, N “ 1500 and η “ 10´8.

We plot in Figures 2.4 and 2.5 the total electronic density ρ0 ` ν ` ρν,m for two values of the Yukawa
parameter m ą 0. We can observe Friedel oscillations [Fri52] in the densities, which can be �tted away
from the defect as

ρν,mpzq “ ρ0 ` a
cos p2εz ` δq

|z|3
;

see the values of a, δ, ε obtained by our �t in the captions of the �gures. Remark that the �tted value of ε
is close to the Fermi level, as predicted by [Fri52].

2.5 Appendix

2.5.1 Optimal damping algorithm

In this section we give more details of the ODA used for the iterative solutions of (2.96),(2.98) and (2.99). It
consists in �nding an optimal mixing parameter to construct the density matrix at step n` 1 from step n.
At iteration step n, denote by γnN the density matrix with density ρnγ,N pxq :“ γnN px, xq. Denote by V n

N the
potential. Denote by rγn`1

N the solution of Euler-Lagrange equation (2.88) at iteration step n ` 1, we then
have

rγn`1
N :“

1

p2πq2

ż ‘

R2

1p´8,εF s pTq,L ` V
n
N q dq “

1

p2πq2

ż ‘

R2

˜

`8
ÿ

i“0

1pεq,n`1
i ď εF q |φ

q
i y xφ

q
i |

¸

dq. (2.100)
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Figure 2.4: Electronic density ρν,m for m “ 4.
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Figure 2.5: Electronic density ρν,m for m “ 2.

with density rρn`1
γ,N pxq :“ rγn`1

N px, xq. Remark that we do not need to calculate explicitly γnN and rγn`1
N . The

ODA algorithm consists in �nding the minimizer of total energy Em,ΛLpγq in the segment
“

γnN , rγ
n`1
N

‰

as
density matrix γn`1

N at step n ` 1. In order to do so, we introduce a mixing parameter α P r0, 1s, and an
objective function

fn`1pαq :“ Em,ΛL
`

p1´ αqγnN ` αrγ
n`1
N

˘

.

We look for the optimal α to minimize fn`1pαq, that is

αn`1
opt “ argmin

 

fn`1pαq, α P r0, 1s
(

. (2.101)

Moreover,
Em,ΛL

`

γn`1
N

˘

” fn`1pαn`1
opt q. (2.102)

Denote the kinetic energy by

rKn`1 :“ TrL
`

pTL ´ εF q rγ
n`1
N

˘

,Kn :“ TrL ppTL ´ εF q γ
n
N q .

An explicit calculation of fn`1 gives:

fn`1pαq “ Em,ΛL
`

p1´ αqγnN ` αrγ
n`1
N

˘

“ TrL
`

pTL ´ εF q
`

p1´ αqγnN ` αrγ
n`1
N

˘˘

`
1

2
Dm,ΛL

´´

p1´ αqρnγ,N ` αrρ
n`1
γ,N

¯

´ νper,
´

p1´ αqρnγ,N ` αrρ
n`1
γ,N

¯

´ νper

¯

“ an`1α2 ` bn`1α` cn`1,
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where

an`1 “
1

2
Dm,ΛL

´

rρn`1
γ,N ´ ρ

n
γ,N , rρ

n`1
γ,N ´ ρ

n
γ,N

¯

“
1

2

ÿ

´2Nďkď2N

´

ck

´

rV n`1
N

¯

´ ck pV
n
N q

¯

`

ck
`

rρn`1
N

˘

´ ck pρ
n
N q

˘

,

bn`1 “ TrL
`

pTL ´ εF q
`

rγn`1
N ´ γnN

˘˘

`Dm,ΛL

´

ρnγ,N ´ νper, rρ
n`1
γ,N ´ ρ

n
γ,N

¯

“ TrL
`

pTL ` V
n
N ´ εF q

`

rγn`1
N ´ γnN

˘˘

“ ´π
ÿ

i

1
`

εn`1
i ď εF

˘ `

εF ´ ε
n`1
i

˘2
´Kn ´

ÿ

´2Nďkď2N

ck pV
n
N q ck pρ

n
N q ,

cn`1 “ TrL ppTL ´ εF q γ
n
N q `

1

2
Dm,ΛL

`

ρnγ,N ´ νper, ρ
n
γ,N ´ νper

˘

“ Em,ΛLpγnN q

“ Kn `
1

2

ÿ

´2Nďkď2N

ck pV
n
N q pck pρ

n
N q ´ ck pνqq .

We now give more details for the calculations of an`1, bn`1 and cn`1. Since rρn`1
γ,N veri�es the Poisson

equation ´ĆV n`1
N

2

` m2 ĆV n`1
N “ 2prρn`1

γ,N ´ ρ0 ´ νperq, and tck pV n
N qu´2Nďkď2N are obtained by (2.99)

from the Fourier coe�cients tck pρnN qu´2Nďkď2N of ρnγ,N , thus verifying the numerical Poisson equation
´pV n

N q
2 `m2V n

N “ 2pρnγ,N ´ ρ0 ´ νperq. Therefore

an`1 “
1

2
Dm,ΛL

´

rρn`1
γ,N ´ ρ

n
γ,N , rρ

n`1
γ,N ´ ρ

n
γ,N

¯

“
1

2

ÿ

´2Nďkď2N

´

ck

´

rV n`1
N

¯

´ ck pV
n
N q

¯

`

ck
`

rρn`1
N

˘

´ ck pρ
n
N q

˘

Let us now turn to bn`1 and cn`1. Remark that
ˆˆ

´
1

2

d2

dz2

˙

L

` V n
N

˙

φn`1
i “ εn`1

i φn`1
i , εn`1

i ď εF .

Together with (2.100) we get εn`1
i “ εq,n`1

i ` εF ´
|q|2

2 and

rKn`1 `
ÿ

´NďkďN

ck pV
n
N q ck

`

rρn`1
N

˘

“ TrL
`

pTL ` V
n
N ´ εF q rγ

n`1
N

˘

“
1

p2πq2

ż

R2

TrL2
perpΛLq

ˆˆˆ

´
1

2

d2

dz2

˙

L

`
|q|2

2
` V n

N ´ εF

˙

rγn`1
N

˙

dq

“
1

p2πq2

ż

R2

ÿ

i

´

εq,n`1
i 1

εq,n`1
i ď0

¯

dq

“
1

p2πq2

ÿ

i

ˆ
ż

R2

ˆ

εn`1
i ´ εF `

|q|2

2

˙

1
εn`1
i ´εF`

|q|2

2
ď0
dq

˙

“
1

2π

ÿ

i

1
`

εn`1
i ď εF

˘

˜

ż

?
2pεF´ε

n`1
i q

0

ˆ

εn`1
i ´ εF `

r2

2

˙

r dr

¸

“
1

2π

ÿ

i

1
`

εn`1
i ď εF

˘

ˆ

pεn`1
i ´ εF q

r2

2
`
r4

8

˙

ˇ

ˇ

ˇ

ˇ

ˇ

?
2pεF´ε

n`1
i q

0

“ ´
1

2

ÿ

i

1
`

εn`1
i ď εF

˘ `

εF ´ ε
n`1
i

˘2
.

(2.103)

This allows us to gives the results of bn`1 and cn`1.
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2.5.2 Expressions of γ0,q and ρ0

By density of S pR3q in L2pR3q, it is su�cient to prove that, for any φ P S pR3q, it holds

pUpγ0φqqq pzq “
´

γ0,q pUφqq
¯

pzq “ pγ0,qφqq pzq, (2.104)

where pq, zq ÞÑ φqpzq :“ pUφqq pzq P S pR3q. Now, by pseudo-di�erential calculus,

´

γ0,q pUφqq
¯

pzq “
1
?

2π

ż

kPR
1

ˆ

k2

2
`
|q|2

2
ď εF

˙

eikz
xφqpkq dk

“
1

2π

ż

kPR

ż

z1PR
1

ˆ

k2

2
`
|q|2

2
ď εF

˙

eikpz´z1qφqpz
1q dz1 dk

“
1

p2πq2

ż

z1PR

ż

r1PR2

ż

kPR
1

ˆ

k2

2
`
|q|2

2
ď εF

˙

eikpz´z1qe´iq¨r1φpr1, z1q dk dr1 dz1.

On the other hand, for r P R2 and z P R,

pγ0φqpr, zq “
1

p2πq3{2

ż

ξPR3

1

ˆ

|ξ|2

2
ď εF

˙

eiξ¨pr,zq
pφpξq dξ

“
1

p2πq3

ż

ξPR3

ż

r1PR2,z1PR
1

ˆ

|ξ|2

2
ď εF

˙

eiξ¨pr´r1,z´z1qφpr1, z1q dξ dr1 dz1.

Writing ξ “ pq1, kq, it holds

pUpγ0φqqq pzq “
1

2π

ż

rPR2

e´iq¨rpγ0φqpr, zq dr

“
1

p2πq2

ż

kPR

ż

r1PR2,z1PR
1

ˆ

|q|2

2
`
k2

2
ď εF

˙

eikpz´z1qe´iq¨r1φpr1, z1q dk dr1 dz1

“ γ0,q pUφqq pzq,

which shows that (2.104) is satis�ed.

Remark 2.21. The integral kernel of γ0,q reads

γ0,qpz, z
1q “

1

2π

ż

kPR
1

ˆ

k2

2
`
|q|2

2
ď εF

˙

eikpz´z1q dk.

Therefore,

ρ0,qpzq :“ γ0,qpz, zq “
1

π

a

2εF ´ |q|2, (2.105)

which is independent of z. The total electronic density is then

ρ0 :“
1

p2πq2

ż

|q|2ď2εF

ρ0,qpzq dq “
1

p2πq2

ż

?
2εF

0
2r
a

2εF ´ r2 dr,

“
1

p2πq2

„

´
2

3

`

2εF ´ r
2
˘3{2



?
2εF

0

“
1

p2πq2
2

3
p2εF q

3{2,

which provides the expression of εF in (2.3).
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2.5.3 More details for the proof of Lemma 2.17

In this section we show that for q P R2, a Hilbert–Schmidt operator with �nite kinetic energies in Kq can
be approximated by �nite-rank operators in Kq . Moreover, the convergence (2.67) holds. To this end, let
us prove that for a �xed N P N˚ and q P R2 such that PN,qQqPN,q with Qq P rQγ0,q can be approximated
by �nite-rank operators in Kq , where recall that PN,q :“ 1r 1

N
,Ns p|Tq ´ εF |q and

rQγ0,q :“
 

Qq P S2

ˇ

ˇQq “ Q˚q , Q
˘˘
q P S1, ´γ0,q ď Qq ď 1´ γ0,q

(

.

We �rst show that for all q P R2 any Hilbert-Schmidt operator Qq P rQγ0,q can be approximated by �nite-
rank operators pQn,qqnPN˚ P rQγ0,q . The proof relies on the results in [HLS09a, Proposition 2, Theorem 5
and 6], which consist in characterizing mathematical properties for two general orthogonal projectors P
and Π on a Hilbert space H such that P ´ Π P S2pHq. See also [Lew09, Appendix A] for a detailed and
pedagogic summary for the properties of these orthogonal projectors.

Lemma 2.22 ([HLS09a, Theorem 5] Projectors and BDF-states in the Fock space ). Let Ξ, Θ be orthogonal
projectors on H. Denote by H` :“ p1 ´ ΘqH and H´ :“ ΘH. Assume also that Ξ ´ Θ P S2pHq. Denote
by pf1, ¨ ¨ ¨ , fLq P pH`q

L an orthonormal basis of E1 “ KerpΞ´Θ´ 1q “ KerpΘq XKerp1´ Ξq and by
pg1, ¨ ¨ ¨ , gM q P pH´q

M an orthonormal basis of E´1 “ KerpΞ ´ Θ ` 1q “ Kerp1 ´ Θq X KerpΞq. Then
there exists an orthonormal basis pviqiě1 Ă H` ofEK1 inH`, and an orthonormal basis puiqiě1 Ă H´ ofEK´1

in H´, and a sequence pλiqiě1 P `
2pR`q such that

Θ “

M
ÿ

m“1

|gmy xgm| `
ÿ

iě1

|uiy xui| , (2.106)

and

Ξ´Θ “

L
ÿ

n“1

|fny xfn| ´
M
ÿ

m“1

|gmy xgm| `
ÿ

iě1

λ2
i

1` λ2
i

p|viy xvi| ´ |uiy xui|q

`
ÿ

iě1

λi
1` λ2

i

p|uiy xvi| ` |viy xui|q .

(2.107)

Remark that

‖Ξ´Θ‖2
S2
“ TrH

´

pΞ´Θq2
¯

“ TrH
`

ΘK pΞ´ΘqΘK ´Θ pΞ´ΘqΘ
˘

“ L`M ` 2
ÿ

iě1

λ2
i

1` λ2
i

.

Relying on Lemma 2.22, let us now give the structure of operators belonging to rQγ0,q for any q P R2.

Lemma 2.23 (The structure of rQγ0,q [HLS09a, Theorem 6]). For any q P R2, the operators in rQγ0,q are of
the form

Qq “ UDq pγ0,q `ΠqqU´Dq ´ γ0,q, UDq :“ exppDq ´D
˚
q q, (2.108)

where

1. Dq P S2pHq such that Kerpγ0,qq Ď KerpDqq and Kerp1´ γ0,qq Ď KerpD˚q q;

2. Πq P S1 pHq is a self-adjoint and trace-class operator such that

rγ0,q,Πqs “ 0, ´γ0,q ď Π´´q ď 0, 0 ď Π``q ď 1´ γ0,q.
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Proof. We give here a brief description as elements used in the proof will be used in the sequel. Fixing
q P R2, one �rst show that [HLS09a, Lemma 15] any Qq P rQγ0,q can be written as

Qq “ Ξq ´ γ0,q `Π1q, (2.109)

with Ξq an orthogonal projector and Π1q a trace-class operator such that rΞq,Π1qs “ 0 and

TrL2pRq
`

pΞq ´ γ0,qq
``
` pΞq ´ γ0,qq

´´
˘

“ TrL2pRq
`

γK0,q pΞq ´ γ0,qq γ
K
0,q ` γ0,q pΞq ´ γ0,qq γ0,q

˘

“ 0.
(2.110)

By taking H “ L2pR2q, Θ “ γ0,q , as well as orthonormal basis indexed by q P R2 (with a slight abuse of
notation) in Lemma 2.22, in view of (2.107), there exists Lq P N˚ such that

Qq “ Ξq ´ γ0,q `Π1q “

Lq
ÿ

n“1

|fn,qy xfn,q| ´

Lq
ÿ

m“1

|gm,qy xgm,q| `
ÿ

iě1

λ2
i,q

1` λ2
i,q

p|vi,qy xvi,q| ´ |ui,qy xui,q|q

`
ÿ

iě1

λi,q
1` λ2

i,q

p|ui,qy xvi,q| ` |vi,qy xui,q|q `Π1q,

with

Ξq “

Lq
ÿ

n“1

|fn,qy xfn,q| `
ÿ

iě1

|ui,q ` λi,qvi,qy xui,q ` λi,qvi,q|

1` λ2
i,q

, (2.111)

and

γ0,q “

Lq
ÿ

m“1

|gm,qy xgm,q| `
ÿ

iě1

|ui,qy xui,q| . (2.112)

Remark that because of (2.110),

dim pKer pΞq ´ γ0,q ´ 1qq “ dim pKer pΞq ´ γ0,q ` 1qq “ Lq.

With these ingredients, the following lemma gives the structure of rQγ0,q . De�ne

Dq “

Lq
ÿ

k“1

π

2
|gk,qy xfk,q| `

ÿ

iě1

arccos

¨

˝

1
b

1` λ2
i,q

˛

‚|ui,qy xvi,q| .

Then the following Bogoliubov transformation holds1

Ξq “ UDqγ0,qU´Dq . (2.113)

The inequality (2.108) holds by de�ning Πq :“ U´DqΠ
1
qUDq .

Following the ideas in the proof of [HLS09a, Proposition 2], one can always �nd a sequence of �nite-
rank operators

pD`,qq`PN˚ :“

Lq
ÿ

k“1

π

2
|gk,qy xfk,q| `

ÿ̀

i“1

arccos

¨

˝

1
b

1` λ2
i,q

˛

‚|ui,qy xvi,q| (2.114)

such that
D`,q

S2
ÝÝÝÑ
`Ñ8

Dq. (2.115)

1We refer the reader to the end of this section for the proof of the Bogoliubov transform (2.113) of γ0,q by UDq .
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In view of the decomposition (2.112) of γ0,q , it holds

UD`,qγ0,qU´D`,q “

Lq
ÿ

n“1

|fn,qy xfn,q| `
ÿ̀

i“1

|ui,q ` λi,qvi,qy xui,q ` λi,qvi,q|

1` λ2
i,q

`
ÿ

iě``1

|ui,qy xui,q| .

Therefore

UD`,qγ0,qU´D`,q ´ γ0,q “

Lq
ÿ

n“1

|fn,qy xfn,q| ´

Lq
ÿ

m“1

|gm,qy xgm,q| `
ÿ̀

i“1

λ2
i,q

1` λ2
i,q

p|vi,qy xvi,q| ´ |ui,qy xui,q|q

`
ÿ̀

i“1

λi,q
1` λ2

i,q

p|ui,qy xvi,q| ` |vi,qy xui,q|q

ÝÝÝÑ
`Ñ8

Lq
ÿ

n“1

|fn,qy xfn,q| ´

Lq
ÿ

m“1

|gm,qy xgm,q| `
ÿ

iě1

λ2
i,q

1` λ2
i,q

p|vi,qy xvi,q| ´ |ui,qy xui,q|q

`
ÿ

iě1

λi,q
1` λ2

i,q

p|ui,qy xvi,q| ` |vi,qy xui,q|q

“ UDqγ0,qU´Dq ´ γ0,q in S2.
(2.116)

Moreover, there exists an orthogonormal basis pen,qqnPN˚ of L2pRq and sequences of real numbers 0 ď
´

λ˘˘Π,n,q

¯

nPN˚
ď 1 tending to 0 when nÑ8, such that

`

Π1q
˘˘˘

“ ˘
ÿ

ně1

λ˘˘Π,n,q |en,qy xen,q| .

De�ne, for all ` P N˚,
´

Π1`,q

¯˘˘

:“ ˘
ř`
n“1 λ

˘˘
Π,n,q |en,qy xen,q|. Hence a result of [RS80, Corollary VI.21

and Theorem VI.22] gives
`

Π1`,q
˘˘˘ S1

ÝÝÝÑ
`Ñ8

`

Π1q
˘˘˘

. (2.117)

Therefore in view of (2.116) and (2.117),

Q`,q :“ UD`,qγ0,qU´D`,q ´ γ0,q `Π1`,q ÝÝÝÑ
`Ñ8

UDqγ0,qU´Dq ´ γ0,q `Π1q “ Qq in rQγ0,q .

This shows that Qq P rQγ0,q can be approximated by �nite-rank operators pQ`,qq`PN˚ in rQγ0,q . Let us
prove that for any N P N˚, the operator PN,qQqPN,q can be approximated by �nite-rank operators
pPN,qQ`,qPN,qq`PN˚ in Kq . By de�nition,

›

›

›
|Tq ´ εF |

1{2 PN,q pQ`,q ´QqqPN,q

›

›

›

S2

ď

›

›

›
|Tq ´ εF |

1{2 PN,q

›

›

›
}Q`,q ´Qq}S2

ÝÝÝÑ
`Ñ8

0.

Similarly, for any q P R2

›

›

›
|Tq ´ εF |

1{2 PN,q
`

Q`,q
˘˘ ´Qq

˘˘
˘

PN,q |Tq ´ εF |
1{2

›

›

›

S1

ď

›

›

›
|Tq ´ εF |

1{2 PN,q

›

›

›

2 ›
›Q`,q

˘˘ ´Qq
˘˘

›

›

S1
ÝÝÝÑ
`Ñ8

0.
(2.118)

Therefore Q`,q can be approximated by �nite-rank operators pPN,qQ`,qPN,qqnPN˚ in Kq . Let us �nally
prove that

q ÞÑ |Tq ´ εF |
1{2 PN,q

`

Qq
`` ´Qq

´´
˘

PN,q |Tq ´ εF |
1{2
P L1pR2;S1q

can be approximated by

q ÞÑ |Tq ´ εF |
1{2 PN,q

`

Q`,q
`` ´Q`,q

´´
˘

PN,q |Tq ´ εF |
1{2 in L1pR2,S1q.

The following lemma allows us to conclude.
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Lemma 2.24. The following uniform bound holds: for any q P R2,

@` P N˚, 0 ď TrL2pRq

´

|Tq ´ εF |
1{2PN,q

`

Q`,q
`` ´Q`,q

´´
˘

PN,q|Tq ´ εF |
1{2

¯

ď

›

›

›
|Tq ´ εF |

1{2PN,q

›

›

›

2 ›
›Q`,q

`` ´Q`,q
´´

›

›

S1

ď

›

›

›
|Tq ´ εF |

1{2PN,q

›

›

›

2 ›
›Qq

`` ´Qq
´´

›

›

S1
ď N2

›

›Qq
`` ´Qq

´´
›

›

S1
.

(2.119)

Moreover,
q ÞÑ Qq

`` ´Qq
´´ also belongs to L1pR2,S1q. (2.120)

Furthermore,

lim
nÑ8

ż

R2

TrL2pRq

´

|Tq ´ εF |
1{2PN,q

`

Q`,q
`` ´Q`,q

´´
˘

PN,q|Tq ´ εF |
1{2

¯

dq

“

ż

R2

TrL2pRq

´

|Tq ´ εF |
1{2PN,q

`

Qq
`` ´Qq

´´
˘

PN,q|Tq ´ εF |
1{2

¯

dq.

(2.121)

Proof. First of all, remark that for any q P R2 and ` large enough, from the proof of [HLS09a, Proposition
2] (see also [JRB94, Theorem 4.1]) we know that

TrL2pRq

´

`

UD`,qγ0,qU´D`,q ´ γ0,q

˘``
`
`

UD`,qγ0,qU´D`,q ´ γ0,q

˘´´
¯

“ TrL2pRq

´

`

UDqγ0,qU´Dq ´ γ0,q

˘``
`
`

UDqγ0,qU´Dq ´ γ0,q

˘´´
¯

.

In view of (2.114), the above approximation implies that �nitely many particle-holes have been created from
the Fermi sea and when ` is large enough, and that the total charge is conserved by the approximation.
See [Lew09, Appendix A.2.3] for more details. This also implies that the particle number is uniformly
bounded. Together with (2.116) we deduce that

TrL2pRq

´

`

UD`,qγ0,qU´D`,q ´ γ0,q

˘``
´
`

UD`,qγ0,qU´D`,q ´ γ0,q

˘´´
¯

“ 2Lq ` 2
ÿ̀

i“1

λ2
i,q

1` λ2
i,q

ď 2Lq ` 2
`8
ÿ

i“1

λ2
i,q

1` λ2
i,q

“ TrL2pRq

´

`

UDqγ0,qU´Dq ´ γ0,q

˘``
´
`

UDqγ0,qU´Dq ´ γ0,q

˘´´
¯

.

The approximation (2.117) together with the fact that´γ0,q ď pΠ
1
`,qq

´´ ď 0, and 0 ď
´

Π1`,q

¯``

ď 1´γ0,q

implies that

TrL2pRq

´

`

Π1`,q
˘``

´
`

Π1`,q
˘´´

¯

“
ÿ̀

n“1

λ˘˘Π,n,q ď

`8
ÿ

n“1

λ˘˘Π,n,q “ TrL2pRq

´

`

Π1q
˘``

´
`

Π1q
˘´´

¯

.

Hence
›

›Q`,q
`` ´Q`,q

´´
›

›

S1
“ TrL2pRq

`

Q`,q
`` ´Q`,q

´´
˘

“ TrL2pRq

´

`

UD`,qγ0,qU´D`,q ´ γ0,q

˘``
´
`

UD`,qγ0,qU´D`,q ´ γ0,q

˘´´
¯

` TrL2pRq

´

`

Π1`,q
˘``

´
`

Π1`,q
˘´´

¯

ď TrL2pRq

´

`

UDqγ0,qU´Dq ´ γ0,q

˘``
´
`

UDqγ0,qU´Dq ´ γ0,q

˘´´
¯

` TrL2pRq

´

`

Π1q
˘``

´
`

Π1q
˘´´

¯

“ TrL2pRq
`

Qq
`` ´Qq

´´
˘

“
›

›Qq
`` ´Qq

´´
›

›

S1
.

Therefore (2.119) holds by the fact that 1
N2 ď

›

›|Tq ´ εF |
1{2PN,q

›

›

2
ď N2. Use again this fact it is easy to

see that q ÞÑ |Tq ´ εF |
1{2PN,q belongs to L8

`

R2;LpL2pRqq
˘

. With this result, by writing
`

Qq
`` ´Qq

´´
˘

“

´

|Tq ´ εF |
1{2 PN,q

¯´1{2 ´

|Tq ´ εF |
1{2 PN,q

`

Qq
`` ´Qq

´´
˘

PN,q |Tq ´ εF |
1{2

¯´

|Tq ´ εF |
1{2 PN,q

¯´1{2
,
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and use the fact that |Tq ´ εF |1{2 PN,q
`

Qq
`` ´Qq

´´
˘

PN,q |Tq ´ εF |
1{2 belongs to L1

`

R2;S1

˘

, we de-
duce that (2.120) holds. In view of (2.118), (2.119) and (2.120), by the dominated convergence theorem we
can conclude (2.121).

Proof of Bogoliubov transformation (2.113) of γ0,q by Dq.

In order to simplify the notation, we discard for convenience the indexes q P R2 to prove (2.113). First of
all, as xfi | gjy “ 0, xfi | fjy “ δij , and xgi | gjy “ δij for all 1 ď i, j ď L, for pθiq1ďiďL P RL, it holds

exp

˜

L
ÿ

i

θi p|giy xfi| ´ |fiy xgi|q

¸

“

L
ź

i

exp pθi p|giy xfi| ´ |fiy xgi|qq . (2.122)

Similar relationship holds for orthogonormal basis puiqiě1 and pviqiě1. In view of this, we �rst consider a
rank-1 Bogoliubov transformation.
Step 1. Rank-1 Bogoliubov transformation.
For xf | gy “ 0 and xf | fy “ 1 and xg | gy “ 1, we consider the unitary transform Uθ :“ eθp|gyxf |´|fyxg|q of
the rank-1 projector γθ :“ |fy xf | for θ P R`, where xf | gy “ 0. Denote by T :“ |gy xf | ´ |fy xg|, note
that T 2 “ ´ |fy xf | ´ |gy xg| and T 3 “ ´T , therefore

Uθ “ eθp|gyxf |´|fyxg|q “ eθT “
`8
ÿ

n“1

θnTn

n!
“ 1`

8
ÿ

m“0

p´1qm

p2m` 1q!
θ2m`1T ´

8
ÿ

j“1

p´1qj

p2jq!
θ2jT 2

“ 1` sin pθqT ` p1´ cospθqqT 2. (2.123)

In view of this, the Bogoliubov transformation of γθ is

UθγθU´θ “
`

1` sin pθqT ` p1´ cospθqqT 2
˘

γθ
`

1´ sin pθqT ` p1´ cospθqqT 2
˘

“ psin pθq |gy xf | ` cospθq |fy xf |q p1´ sin pθq |gy xf | ` sinpθq |fy xg| ´ p1´ cospθqq p|fy xf | ` |gy xg|qq

“ sin2 pθq |gy xg| ` cos2 pθq |fy xf | ` sin pθq cos pθq p|fy xg| ` |gy xf |q .
(2.124)

By taking θ “ π
2 ,

UθγθU´θ “ |gy xg| . (2.125)

By taking θ “ arccos
´

1?
1`λ2

¯

for some λ ą 0, (2.124) gives

UθγθU´θ “
λ2

1` λ2
|gy xg| `

1

1` λ2
|fy xf | `

λ

1` λ2
p|fy xg| ` |gy xf |q

“
|f ` λgy xf ` λg|

1` λ2
. (2.126)

Remark also that in view of (2.123), for u orthogonal to both g and f , that is xu |g y “ 0 and xu |f y “ 0, it
holds

Uθ p|uy xu|qU´θ “ 0. (2.127)

Step 2. Bogoliubov transformation of γ0,q by Dq .
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In view of (2.122), (2.125) and (2.126), by using the orthogonality (2.127), it holds

UDqγ0,qU´Dq

“

Lq
ź

k“1

exp
´π

2
p|gk,qy xfk,q| ´ |fk,qy xgk,q|q

¯

ź

iě1

exp

¨

˝arccos

¨

˝

1
b

1` λ2
i,q

˛

‚p|ui,qy xvi,q| ´ |vi,qy xui,q|q

˛

‚

˜

Lq
ÿ

m“1

|gm,qy xgm,q| `
ÿ

iě1

|ui,qy xui,q|

¸

Lq
ź

k“1

exp
´

´
π

2
p|gk,qy xfk,q| ´ |fk,qy xgk,q|q

¯

ź

iě1

exp

¨

˝´ arccos

¨

˝

1
b

1` λ2
i,q

˛

‚p|ui,qy xvi,q| ´ |vi,qy xui,q|q

˛

‚

“

Lq
ÿ

n“1

|fn,qy xfn,q| `
ÿ

iě1

|ui,q ` λi,qvi,qy xui,q ` λi,qvi,q|

1` λ2
i,q

.

Therefore we can conclude (2.113).



CHAPTER 3

JUNCTION OF QUASI 1D SYSTEMS WITH COULOMB INTERACTIONS

This chapter describes results obtained in [Cao19].

Abstract. Junctions appear naturally when one studies surface states or transport properties of quasi
one dimensional materials such as carbon nanotubes, polymers and quantum wires. These materials can
be seen as 1D systems embedded in the 3D space. We �rst establish a mean–�eld description of reduced
Hartree–Fock type for a 1D periodic system in the 3D space (a quasi 1D system), the unit cell of which is
unbounded. With mild summability condition, we next show that a quasi 1D system in its ground state
can be described by a mean–�eld Hamiltonian. We also prove that the Fermi level of this system is always
negative. A junction system is described by two di�erent in�nitely extended quasi 1D systems occupying
separately half spaces in 3D, where Coulombic electron-electron interactions are taken into account and
without any assumption on the commensurability of the periods. We prove the existence of the ground
state for a junction system, the ground state is a spectral projector of a mean–�eld Hamiltonian, and the
ground state density is unique.
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3.1 Introduction

We consider a junction of two di�erent quasi 1D periodic systems without any assumption on the commen-
surability of the periods. Generally speaking, there are two regimes for the junction of two di�erent periodic
systems: when the chemical potentials of the underlying periodic systems are separated by some occupied
bands (non-equilibrium regime, see Fig. 3.1), and when the chemical potential are in a common spectral gap
(equilibrium regime, see Fig. 3.2). The non-equilibrium regime models a persistent (non-perturbative) cur-
rent in the junction system [BJLP15, BJLP16a, BJLP16b, CDP12], while the equilibrium regime can model
either the ground state of the junction material or the presence of perturbative current in the linear re-
sponse regime [CDNP08]. In this article we consider the equilibrium regime, and only brie�y comment on
the non-equilibrium regime in Section 3.3.2, as the study of this situation requires di�erent techniques.

We establish a mean-�eld model to describe the junction of two di�erent quasi 1D periodic systems
(see Fig. 1.7) in the 3D space with Coulomb interactions in the rHF description. This non-linear model can
be employed to describe the junction of two nanotubes, or a more realistic model of junction of two quasi
1D crystals for electronic structure calculations. It can be further explored to study the linear response
with respect to di�erent Fermi levels between two semi-in�nite chains: recall that the famous Landauer–
Büttiker [Lan70, BILP85] formalism for electronic (thermal) transport which is based on the lead-device-
lead description, can be seen as the junction of two di�erent quasi 1D systems (leads) with di�erent chemical
(thermal) potentials, and the device as a perturbation of this junction. Remark also that p-n junctions
of carbon nanotubes without external battery [LT99, LGH04] correspond to the equilibrium regime, and
can thus be described by the model we consider. Futhermore, our model can also be adapted to describe
some 1D dislocation problems in the 3D space, while the linear 1D dislocation problems have been studied
in [Kor00, Kor03] and some generalizations have been provided for higher dimensional systems [DPR11,
HK11, HKSV15].

3.2 A reduced Hartree–Fock description of quasi 1D periodic systems

In this section, we give a mathematical description of a quasi 1D periodic system in the framework of the
reduced Hartree-Fock (rHF) approach. In Section 3.2.1, we introduce some mathematical preliminaries. In
Section 3.2.2 we construct a periodic rHF energy functional for a quasi 1D system.

Unless otherwise speci�ed, the functions on Rd considered in this article are complex-valued. Elements
of R3 are denoted by x “ px, rq, where x P R.

3.2.1 Mathematical preliminaries

We �rst introduce a decomposition of the operator which is Z-translation invariant in the x-direction
based on the partial Bloch transform. In order to describe the 1D periodic system in the 3D space, we next
introduce a mixed Fourier transform. We also introduce a Green’s function which is periodic only in the
x-direction. Finally we introduce the kinetic energy space of density matrices and Coulomb interactions
for quasi 1D systems.

Bloch transform in the x-direction. For k P Z, we denote by τxk the translation operator in the x-
direction acting on L2

locpR3q:

@u P L2
locpR3q, pτxk uqp¨, rq “ up¨ ´ k, rq for a.a. r P R2.



3.2. A reduced Hartree–Fock description of qasi 1D periodic systems 91

An operator A on L2pR3q is called Z-translation invariant in the x-direction if it commutes with τxk for all
k P Z. In order to decompose operators which are Z-translation invariant in the x-direction, let us without
loss of generality choose a unit cell Γ :“ r´1{2, 1{2q ˆR2, and introduce the Lp spaces and H1 spaces of
functions which are 1-periodic in the x-direction: for 1 ď p ď `8,

Lpper,x pΓq :“
!

u P LplocpR
3q

ˇ

ˇ

ˇ
‖u‖LppΓq ă `8, τxk u “ u,@k P Z

)

,

H1
per,x pΓq :“

!

u P L2
per,xpΓq

ˇ

ˇ

ˇ
∇u P

`

L2
per,xpΓq

˘3
)

.

Let us also introduce the following constant �ber direct integral of Hilbert spaces [RS78]:

L2pΓ˚;L2
per,x pΓqq :“

ż

À

Γ˚
L2

per,x pΓq
dξ

2π
,

with the base Γ˚ :“ r´π, πq ˆ t0u2 ” r´π, πq. The partial Bloch transform B is a unitary operator from
L2pR3q to L2pΓ˚;L2

per,x pΓqq, de�ned on the dense subspace of C8c pR3q of L2pR3q:

@px, rq P Γ, @ξ P Γ˚, pBφqξ px, rq :“
ÿ

kPZ
e´ipx`kqξφpx` k, rq.

Its inverse is given, for f‚ “ pfξqξPΓ˚ by

@k P Z, for a.a. px, rq P Γ,
`

B´1f‚
˘

px` k, rq :“

ż

Γ˚
eipk`xqξfξpx, rq

dξ

2π
.

The partial Bloch transform has the property that any operator A on L2pR3q which commutes with τxk
for k P Z is decomposed by B: for any A P LpL2pR3qq such that τxkA “ Aτxk , there exists A‚ P
L8pΓ˚;LpL2

per,x pΓqqq such that for all u P L2pR3q,

pBpAuqqξ “ AξpBuqξ for a.a. ξ P Γ˚.

We hence use the following notation for the decomposition of an operatorAwhich is Z-translation invari-
ant in the x-direction:

A “ B´1

ˆ
ż ‘

Γ˚
Aξ

dξ

2π

˙

B.

In addition, ‖A‖LpL2pR3qq “
∥∥‖A‚‖LpL2

per,xpΓqq

∥∥
L8pΓ˚q

. In particular, ifA is positive and locally trace-class,
then for almost all ξ P Γ˚, Aξ is locally trace-class. The densities of these operators are related by the
formula

ρApxq “
1

2π

ż

Γ˚
ρAξpxq dξ. (3.1)

IfA is a (not necessarily bounded) self-adjoint operator such that τxk pA` iq´1 “ pA` iq´1τxk for all k P Z,
then A is decomposed by U (see [RS78, Theorems XIII.84 and XIII.85]). In particular, denoting by ∆ the
Laplace operator acting on L2pR3q, the kinetic energy operator ´1

2∆ on L2pR3q is decomposed by B as
follows:

´
1

2
∆ “ B´1

ˆ
ż

Γ˚
´

1

2
∆ξ

dξ

2π

˙

B, ´∆ξ “ p´i∇ξq
2 “ piBx ´ ξq

2 ´∆r, (3.2)

where ∆r is the Laplace operator acting on L2pR2q.

Mixed Fourier transform. The mixed Fourier transform consists of a Fourier series transform in the x-
direction and an integral Fourier transform in the r-direction. Denote by Sper,xpΓq the space of functions
that are C8 on R3 and Γ-periodic, decaying faster than any power of |r| when |r| tends to in�nity, as well
as their derivatives. Denote by S 1

per,xpΓq the dual space of Sper,xpΓq. The mixed Fourier transform is the
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unitary transform F : L2
per,x pΓq Ñ `2

`

Z, L2pR2q
˘

de�ned on the dense subspace Sper,xpΓq of L2
per,x pΓq

by:
@φ P Sper,xpΓq, @pn,kq P Zˆ R2, Fφpn,kq :“

1

2π

ż

Γ
φpx, rq e´ip2πnx`k¨rq dx dr. (3.3)

Its inverse is given by,

@ pψnpkqqnPZ,kPR2 P `
2
`

Z;L2pR2q
˘

, F´1ψpx, rq :“
1

2π

ÿ

nPZ

ż

R2

ψnpkq eip2πnx`k¨rq dk.

Note that F can be extended from S 1
per,xpΓq to S 1pR3q. One can easily see that F is an isometry from

L2
per,x pΓq to `2

`

Z, L2pR2q
˘

in the following sense:

@f, g P L2
per,x pΓq ,

ż

Γ
fpx, rqgpx, rq dx dr “

ÿ

nPZ

ż

R2

Ffpn,kqFgpn,kq dk. (3.4)

Moreover, it is easy to verify that for f, g P L2
per,x pΓq,

F pf ‹Γ gq “ 2π pFfq pFgq , (3.5)

where pf ‹Γ gq pxq :“
ş

Γ fpx ´ x1qgpx1q dx1. As an application of the mixed Fourier transform, let us
introduce a Kato–Seiler–Simon type inequality [SS75] for the operator ´i∇ξ “ p´iBx ` ξ,´iBrq for all
ξ P Γ˚, which will be repeatedly used in the proofs.

Lemma 3.1. Fix ξ P Γ˚. Let 2 ď p ď `8 and f, g P Lpper,xpΓq. Then

‖fp´i∇ξqg‖SppL2
per,xpΓqq

ď p2πq´2{p‖g‖Lpper,xpΓq

˜

ÿ

nPZ
‖f p2πn` ξ, ¨q‖p

LppR2q

¸1{p

, (3.6)

for any 2 ď p ă 8 and

‖fp´i∇ξqg‖ ď ‖g‖L8per,xpΓq
sup
nPZ

‖f p2πn` ξ, ¨q‖L8pR2q,

when p “ `8.

The proof of this lemma can be read in Section 3.4.1.

Periodic Green’s function. We introduce a 3D Green’s function which is 1-periodic in the x-direction
in the same spirit as in [BLB00, LIE].

De�nition 3.2 (Periodic Green’s function). For px, rq P R3, the periodic Green’s function is de�ned as

Gpx, rq “ ´2 logp|r|q ` rGpx, rq, rGpx, rq :“ 4
ÿ

ně1

K0 p2πn|r|q cos p2πnxq , (3.7)

whereK0pαq :“
ş`8

0 e´α coshptqdt is the modi�ed Bessel function of the second kind.

The following lemma summarizes the properties of the periodic Green’s function de�ned in (3.7).

Lemma 3.3. 1. The Green’s function Gpx, rq de�ned in (3.7) satis�es the following Poisson’s equation:

´∆Gpx, rq “ 4π
ÿ

nPZ
δpx,rq“pn,0q P S 1pR3q,

where δa P S 1pRdq is the Dirac distribution at a P Rd. Moreover G P S 1
per,xpΓq and

F pGqpn,kq “
2

4π2n2 ` |k|2
P S 1pR3q. (3.8)
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2. The function rG de�ned in (3.7) belongs to Lpper,xpΓq for 1 ď p ă 2 and satis�es
ş

Γ
rG ” 0. Moreover,

there exist positive constants d1 and d2 such that | rGp¨, rq| ď d1
e´2π|r|
?
|r|

when |r| Ñ `8, and | rGp¨, rq| ď
d2
|r| when |r| Ñ 0, uniformly with respect to x. Finally, the function rGpx, rq can also be written as

rGpx, rq “
ÿ

nPZ

˜

1
a

px´ nq2 ` |r|2
´

ż 1{2

´1{2

1
a

px´ y ´ nq2 ` |r|2
dy

¸

. (3.9)

The proof of this lemma can be read in Section 3.4.2.

One-body density matrices and kinetic energy space. In mean-�eld models, electronic states can be
described by one-body density matrices (see e.g. [CDL08a, FLLS13]). Recall that for a �nite system with N
electrons, a density matrix is a trace-class self-adjoint operator γ P SpL2pR3qq X S1pL

2pR3qq satisfying
the Pauli principle 0 ď γ ď 1 and the normalization condition Trpγq “

ş

R3 ργ “ N . The kinetic energy
of γ is given by Trp´1

2∆γq :“ 1
2Trp|∇|γ|∇|q (see [CLBL01, CDL08a, CS12]).

Consider a 1D periodic system in the 3D space, where atoms are arranged periodically in the x-direction
with unit cell Γ and �rst Brillouin zone Γ˚. Since the rHF model is strictly convex in the density [Sol91], we
do not expect any spontaneous symmetry breaking. Therefore the electronic state of this quasi 1D system
will be described by a one-body density matrix which commutes with the translations tτxk ukPZ, hence is
decomposed by the partial Bloch transform B. In view of the decomposition (3.2), we de�ne the following
admissible set of one-body density matrices, which guarantees that the number of electrons per unit cell
and the kinetic energy per unit cell are �nite:

Pper,x : “
 

γ P SpL2pR3qq | 0 ď γ ď 1, @k P Z, τxk γ “ γτxk ,
ż

Γ˚
TrL2

per,x

`a

1´∆ξ γξ
a

1´∆ξ

˘

dξ ă 8

*

,
(3.10)

where
γ “ B´1

ˆ
ż

Γ˚
γξ
dξ

2π

˙

B. (3.11)

For any γ P Pper,x, it is easy to see that ργ P L1
per,xpΓq. Moreover, a Ho�mann-Ostenhof type inequal-

ity [HOHO77] can also be deduced from [CLBL01, Equation (4.42)]:
ż

Γ

ˇ

ˇ∇?ργ
ˇ

ˇ

2
ď

ż

Γ˚
TrL2

per,x
p´∆ξγξq

dξ

2π
. (3.12)

Therefore ?ργ is in H1
per,xpΓq hence in L6

per,xpΓq by Sobolev embeddings, so that ργ P Lpper,xpΓq for
1 ď p ď 3 by an interpolation argument.

Coulomb interactions. Recall that the Coulomb interaction energy of charge densities f and g belong-
ing to L6{5pR3q can be written in real and reciprocal space as:

Dpf, gq :“

ż

R3

ż

R3

fpxqgpx1q

|x´ x1|
dx dx1 “ 4π

ż

R3

pfpkqpgpkq

|k|2
.

In order to describe Coulomb interactions in the reciprocal space for a quasi 1D periodic system, we gather
the results obtained in (3.4), (3.5) and (3.8), and de�ne the Coulomb interaction energy per unit cell for
charge densities f, g belonging to Sper,xpΓq as:

DΓpf, gq :“ 4π
ÿ

nPZ

ż

R2

F pfqpn,kqF pgqpn,kq

|k|2 ` 4π2n2
dk. (3.13)
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It is easy to see thatDΓp¨, ¨q is a positive de�nite bilinear form on Sper,xpΓq. Let us introduce the Coulomb
space for the 1D periodic system in the 3D space as

CΓ :“
 

f P S 1
per,xpΓq

ˇ

ˇ@n P Z,F pfqpn, ¨q P L1
locpR2q, DΓpf, fq ă `8

(

, (3.14)

which is a Hilbert space endowed with the inner product DΓp¨, ¨q.

Remark 3.4. Remark that charge densities in CΓ are neutral in someweak sense. Indeed, for f P CΓ
Ş

L1
per,xpΓq,

the condition
ş

R2
|F pfqp0,kq|2

|k|2
dk ă `8 implies that F pfqp0,0q “

ş

Γ fpx, rq dx dr “ 0.

3.2.2 Reduced Hartree–Fock description for a quasi 1D periodic system

Based on the kinetic energy space and Coulomb interactions de�ned in the previous section, we construct
here a rHF energy functional for a quasi 1D periodic system which is 1-periodic only in the x-direction.
Actually the previous situation is perturbed by adding positive charges spread periodically along the x-axis
and we want to study the new nonlinear equilibrium. We show that its ground state is given by the solution
of some minimization problem. Denote by Z P N˚ the total nuclear charge in each unit cell. For the sake
of technical reasons we model the nuclear density of a quasi 1D system by a smooth function (smeared
nuclei) which is 1-periodic in the x-direction

µperpx, rq “
ÿ

nPZ
Z mpx´ n, rq,

where mpx, rq is a non-negative C8c pΓq function such that
ş

R3 m “ 1. In particular
ş

Γ µper “ Z .
For any trial density matrix γ which commutes with the translations τxk in the x-direction, the periodic

rHF energy functional for a quasi 1D system associated with the nuclear density µper is de�ned as:

Eper,xpγq :“
1

2π

ż

Γ˚
TrL2

per,xpΓq

ˆ

´
1

2
∆ξγξ

˙

dξ `
1

2
DΓ pργ ´ µper, ργ ´ µperq . (3.15)

Let us introduce the following set of admissible density matrices for this rHF energy functional, which
guarantees that the kinetic energy and Coulomb interaction energy per-unit cell are �nite:

FΓ :“ tγ P Pper,x | ργ ´ µper P CΓ u ,

where Pper,x is the kinetic energy space de�ned in (3.10) and CΓ is the Coulomb space de�ned in (3.14).

Lemma 3.5. The set FΓ is not empty. Moreover, for any γ P FΓ,
ż

Γ
ργ “

ż

Γ
µper. (3.16)

The proof of Lemma 3.5 relies on an explicit construct of an element in FΓ, and can be read in Sec-
tion 3.4.3.

The periodic rHF ground state energy (per unit cell) of a quasi 1D system can then be written as the
following minimization problem:

Iper “ inf tEper,xpγq; γ P FΓ u , (3.17)

The minimization problem similar to (3.17) under the Thomas-Fermi type models has been studied in [BLB00],
where the authors proved the uniqueness of the minimizers, and justi�ed the model by a thermodynamic
limit argument. For a 3D periodic crystal, the minimization problem (3.17) has been examined in [CLBL01],
where the authors showed the existence of minimizers and the uniqueness of the density of the minimizers.
The characterization of the minimizers is given in [CDL08a, Theorem 1]: the minimizer is unique and is a
spectral projector satisfying a self-consistent equation. The following theorem provides similar results for
a quasi 1D system: we show that the minimizer of (3.17) exists, and that the density of the minimizers is
unique. Let us emphasize that the unit cell of a quasi 1D system is an unbounded domain Γ, hence we need
to deal with the possible escaping of electrons in the r-direction, a situation which needs not be considered
for bounded unit cells as in [CLBL01, CDL08a].
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Theorem 3.6 (Existence of rHF ground state). The minimization problem (3.17) admits a minimizer γper

with density ργper belonging to L
p
per,xpΓq for 1 ď p ď 3. Besides, all the minimizers share the same density.

The proof of Theorem 3.6 relies on a classical variational argument, and can be read in Section 3.4.4.
In order to treat the junction of quasi 1D systems in Section 3.3, it is useful to de�ne and study the

mean–�eld potential Vper,sym generated by the ground state electronic density ργper and the nuclear density
µper. It is also critical to obtain some decay estimates of Vper,sym in the r-direction. However, for Vper,sym

satisfying Poisson’s equation ´∆Vper,sym “ 4πpργper ´ µperq, the Lp integrability of ργper obtained in
Theorem 3.6 does not imply the decay of the mean-�eld potential Vper,sym in the r-direction, given that
the Green’s function de�ned in (3.7) has log-growth in the r-direction. Moreover, the uniform bound given
by the energy functional (3.15) does not provide any Lp bounds or decay property of Vper,sym. In this
perspective, we introduce the following assumption on ργper . Remark that this assumption, which we call
“summability condition" is common when treating 2D Poisson’s equation [LL01, Theorem 6.21].

Assumption 2. The unique ground state density ργper of the problem (3.17) satis�es

ż

Γ
|r|ργperpx, rq dx dr ă `8. (3.18)

With this mild summability condition (3.18) on ργper , we prove in Theorem 3.7 that the highest attain-
able energy (Fermi level) of electrons for a quasi 1D system in its ground state is always negative. This
coincides with the physical reality: the additional summability condition on the density is su�cient to
guarantee that the mean-�eld potential tends to 0 in the r-direction. If the Fermi level is non-negative,
electrons can escape to in�nity in the r-direction, decreasing the energy of the system, hence the system is
not at ground state. Furthermore, we are able to characterize the unique minimizer as a spectral projector
of the mean-�eld Hamiltonian. We comment on Assumption 2 in Remark 3.9.

Theorem 3.7 (Properties of the rHF ground state with summability condition on the density). Assume that
Assumption 2 holds for the unique ground state density ργper of the minimization problem (3.17).

1. (The integrability of mean-�eld potential.) The mean-�eld potential

Vper,sym :“ pργper ´ µper,symq ‹Γ G

belongs to Lpper,xpΓq for 2 ă p ď `8. Moreover, Vper,sym is continuous and tends to zero in the
r-direction.

2. (Spectral properties of the mean-�eld Hamiltonian.) The mean-�eld Hamiltonian

Hper “ B´1

ˆ
ż

Γ˚
Hper,ξ

dξ

2π

˙

B “ ´
1

2
∆` Vper,sym, Hper,ξ :“ ´

1

2
∆ξ ` Vper,sym, (3.19)

is a self-adjoint operator acting on L2pR3q with domain H2
`

R3
˘

and form domain H1
`

R3
˘

. There
exists NH P N˚ which can be �nite or in�nite, and a sequence tλnpξquξPΓ˚, 1ďnďNH such that

σess pHper,ξq “ r0,`8q, σdisc pHper,ξq “
ď

1ďnďNH

λn pξq Ă r´‖Vper,sym‖L8 , 0q.

Moreover, the following spectral decomposition holds:

σ pHperq “ σess pHperq “
ď

ξPΓ˚

σpHper,ξq,
ď

ξPΓ˚

σdiscpHper,ξq Ď σac pHperq . (3.20)

In particular, r0,`8q Ă σesspHperq.
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3. (The Fermi level is always negative.) The energy level counting function

F pκq : κ ÞÑ
1

|Γ˚|

ż

Γ˚
TrL2

per,xpΓq

`

1p´8,κs pHper,ξq
˘

dξ “
1

|Γ˚|

NH
ÿ

n“1

ż

Γ˚
1 pλnpξq ď κq dξ

is continuous and non-decreasing on p´8, 0s. The following inequality always holds:

NH “ F p0q ě

ż

Γ
µper,sym,

which means that there are always enough negative energy levels for the electrons. Moreover, there exists
εF ă 0 called Fermi level (chemical potential) such that F pεF q “

ş

Γ µper,sym “ Z , which represents the
highest attainable energy level by electrons, and can be interpreted as the Lagrange multiplier associated
with the charge neutrality condition (3.16).

4. (The unique minimizer is a spectral projector.) The minimizer of the problem (3.17) is unique and
satis�es the following self-consistent equation:

γper “ 1p´8,εF spHperq “ B´1

ˆ
ż

Γ˚
γper,ξ

dξ

2π

˙

B, γper,ξ :“ 1p´8,εF spHper,ξq. (3.21)

Furthermore, there exist positive constants CεF and αεF which depend on the Fermi level εF , such that

0 ď ργperpx, rq ď CεF e´αεF |r|. (3.22)

The proof of Theorem 3.7 can be read in Section 3.4.6.

Remark 3.8. As the unit cell of the 1D system in the 3D space is an unbounded domain Γ, the decomposed
mean-�eld Hamiltonian Hper,ξ does not have a compact resolvent, which is a signi�cant di�erence compared
to the situation considered in [CLBL01, CDL08a].

Remark 3.9. Let us comment on Assumption 2. Remark that the exponential decay of the density (3.22) implies
the summability condition (3.18). However, we were not able to directly prove (3.18). This failure is mainly due
to the lack of a priori summability bounds for the density matrices in FΓ. One might argue that we can add
the condition (3.18) to the de�nition of FΓ. However, the set FΓ with the condition (3.18) is not closed for the
usual weak-˚ topology when considering a minimizing sequence of (3.15). Another attempt is to use a Schauder
�xed-point algorithm as in [Lio87, CSS`09] to prove that (3.21) admits a solution. The most crucial step is to
guarantee that there are enough negative bound states to meet the charge neutrality constraint (3.16). The
number of bound states is controlled by the decay rate of potentials. With exponentially decaying densities we
can show that [BLB00, Lemma 2.5] there exists C P R` such that |Vper,symp¨, rq| ď C|r|´1. Nevertheless this
condition is not su�cient to guarantee that the number of bound states is su�cient, as the critical decay rate
for numbers of bound states to be �nite or in�nite is ´|r|´2 [RS78, Theorem XIII.6]. In other words, we do not
have a uniform bound over the Fermi level εF at each �xed-point iteration. On the other hand, the summability
condition (3.18) is a su�cient but probably not a necessary condition for the negativity of the Fermi level and
the characterization of the minimizers. The main di�cult is to control the decay of the mean-�eld potential
Vper,sym in the r-direction by just controlling the nuclear density µper,sym, given that the Green’s function
de�ned in (3.7) has log-growth in the r-direction. Furthermore, di�erent decay scenarios of Vper,sym in the
r-direction lead to di�erent characterizations of the spectrum of the HamiltonianHper: if Vper,sym is bounded
from below, and positive with log-growth when |r| Ñ 8, one can show that the spectrum of Hper,ξ is purely
discrete and the spectrum of Hper has a band structure. The Fermi level of the system could be positive in this
case. We are not able to prove the above statements without Assumption 2.

In order to describe the junction of quasi 1D systems, more speci�cally to guarantee that the Coulomb
energy generated by the perturbative state is �nite, the integrability of the mean-�eld potential provided
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in Theorem 3.7 is not su�cient in view of Lemma 3.13 below. In order to make use of this result, let
us introduce a class of nuclear densities such that the x-averaged density is rotationally invariant in the
r-direction:

µper,sympx, rq “
ÿ

nPZ
Z mspx´ n, rq,

where mspx, rq is a non-negative C8c pΓq function such that
ş

R3 ms “ 1. Moreover, there exists msym P

C8c pRq such that

@r P R2,

ż 1{2

´1{2
mspx, rq dx ” msymp|r|q. (3.23)

Lemma 3.10. Suppose that Assumption 2 holds. Under the symmetry condition (3.23) on the nuclear density
µper, all the results of Theorem 3.7 hold for the minimization problem (3.17). Besides, the mean–�eld potential
Vper,sym belongs to Lpper,xpΓq for 1 ă p ď `8.

The proof of this lemma can be read in Section 3.4.7. The nuclei of many actual materials can be
modeled with a smear nuclear density satisfying the condition (3.23): for instance nanotubes and polymers
with rotational symmetry in the r-direction.

3.3 Mean–�eld stability for the junction of quasi 1D systems

In this section, we construct a rHF model for the junction of two di�erent quasi 1D periodic systems. The
junction system is described by periodic nuclei satisfying the symmetry condition (3.23) with di�erent pe-
riodicities and possibly di�erent charges per unit cell, occupying separately the left and right half spaces
(i.e., p´8, 0s ˆ R2 and p0,`8q ˆ R2), see Fig. 1.7. We do not assume any commensurability of the dif-
ferent periodicities. The junction system is therefore a priori no longer periodic, making it impossible to
de�ne the periodic rHF energy. Inspired by perturbative approaches when treating in�nitely extended sys-
tems [HLS05a, HLS05b, HLS07, HLS09a, CDL08a], the idea is to �nd an appropriate reference state which
is close enough to the actual one. Section 3.3.1 gives a mathematical description of the junction system.
Section 3.3.2 is devoted to a rigorous construction of a reference Hamiltonian Hχ and a reference one-
particle density matrix de�ned as a spectral projector of Hχ. In Section 3.3.3 we construct a perturbative
state, which encodes the non-linear e�ects due to the electron-electron interaction in the rHF approxi-
mation, and associate the ground state energy of this perturbative state to some minimization problem in
Section 3.3.4.

3.3.1 Mathematical description of the junction system

Consider two quasi 1D periodic systems with periods aL ą 0 and aR ą 0. The unit cells are respectively
denoted by ΓL :“ r´

aL
2 ,

aL
2 q ˆ R2 and ΓR :“ r´

aR
2 ,

aR
2 q ˆ R2 with their duals Γ˚L :“ r´ π

aL
, πaL q and

Γ˚R :“ r´ π
aR
, π
aR
q. We consider nuclear densities ful�lling the symmetry condition (3.23) and suppose that

Assumption 2 holds for the ground state densities of both quasi 1D periodic systems. More precisely, let
mLpx, rq and mRpx, rq be non-negative C8c functions with supports respectively in ΓL and ΓR such that
ş

R3 mL “ 1 and
ş

R3 mR “ 1. Assume that there exist msym,L,msym,R P C
8
c pRq such that

@r P R2,

ż aL{2

´aL{2
mLpx, rq dx ” msym,Lp|r|q,

ż aR{2

´aR{2
mRpx, rq dx ” msym,Rp|r|q.

Denoting by ZL, ZR P Nzt0u the total charges of the nuclei per unit cells, the smeared periodic nuclear
densities are respectively de�ned as

µper,Lpx, rq :“
ÿ

nPZ
ZLmLpx´ aLn, rq, µper,Rpx, rq :“

ÿ

nPZ
ZRmRpx´ aRn, rq. (3.24)
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The periodic Green’s functions with period ΓL and ΓR are separately de�ned as

GaLpx, rq “ a´1
L G

ˆ

x

aL
, r

˙

, GaRpx, rq “ a´1
R G

ˆ

x

aR
, r

˙

,

where Gp¨q is the periodic Green’s function de�ned in (3.7). One can easily verify that

´∆GaLpx, rq “ 4π
ÿ

nPZ
δpx,rq“paLn,0q P S 1pR3q, ´∆GaRpx, rq “ 4π

ÿ

nPZ
δpx,rq“paRn,0q P S 1pR3q.

According to the results of Theorem 3.7, the following self-consistent equations uniquely de�ne the ground
states density matrices associated with the periodic nuclear densities µper,L and µper,R:

γper,L :“ 1p´8,εLspHper,Lq, Hper,L :“ ´
∆

2
` Vper,L, Vper,L :“ pρper,L ´ µper,Lq ‹ΓL GaL ,

γper,R :“ 1p´8,εRspHper,Rq, Hper,R :“ ´
∆

2
` Vper,R, Vper,R :“ pρper,R ´ µper,Rq ‹ΓR GaR ,

where the negative constants εL and εR are the Fermi levels of the quasi 1D systems. The junction of the
quasi 1D systems are described by considering the following nuclear density con�guration (see Fig.1.7):

µJpx, rq :“ 1xď0 ¨ µper,Lpx, rq ` 1xą0 ¨ µper,Rpx, rq ` vpx, rq, (3.25)

where vpx, rq P L6{5pR3q describes how the junction switches between the underlying nuclear densities.
The assumption v P L6{5pR3q ensures that Dpv, vq ă `8. Recall that

Dpf, gq “

ż

R3

ż

R3

fpxqgpyq

|x´ y|
dx dy “

1

4π

ż

R3

pfpkqpgpkq

k2
dk

describes the Coulomb interactions in the whole space. Once one sets the nuclear con�guration (3.25),
electrons are allowed to move in the 3D space. The in�nite rHF energy functional for the junction system
associated with a test density matrix γJ formally reads

EpγJq “ Tr

ˆ

´
1

2
∆γJ

˙

`
1

2
D pργJ ´ µJ , ργJ ´ µJq . (3.26)

Let us also introduce the Coulomb space C and its dual C1 (Beppo-Levi space [CDL08a]):

C :“
 

ρ P S 1pR3q
ˇ

ˇ

pρ P L1
locpR3q, Dpρ, ρq ă 8

(

, C1 :“
 

V P L6pR3q | ∇V P pL2pR3qq3
(

. (3.27)

Remark that the ground state energy of the junction system, if it exists, is in�nite and there is no period-

—σ (Hper,L) —σ (Hper,R)

0 +∞

ǫR

ǫL

Figure 3.1: Spectrum of Hper,L, Hper,R in the non-equilibrium regime.

icity in this system, hence usual techniques which essentially consist in considering the energy per unit
volume [CLBL01, CDL08a] are not applicable. We next de�ne a reference system such that the di�erence
between the junction system and the reference can be considered as a perturbation. This perturbative ap-
proach has been used in [HLS07, HLS05a, HLS09a, CDL08a] in various contexts. The next section is devoted
to the rigorous mathematical construction of the reference state and its rHF energy functional.
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—σ (Hper,L) —σ (Hper,R)

0 +∞

ǫR

ǫLΣa Σb

Figure 3.2: Spectrum of Hper,L, Hper,R in the equilibrium regime.

3.3.2 Reference state for the junction system

In this section, we construct a reference Hamiltonian obtained by a linear combination of the periodic
mean–�eld potentials Vper,L and Vper,R. We prove the validity of this approach by showing that the density
generated by this reference state is close to the linear combination of the periodic densities ρper,L and ρper,R.

Hamiltonian of the reference state. We introduce a class of smoothed cut-o� functions. For x P R3,
consider:

X :“
 

χ P C2pR3q | 0 ď χ ď 1; χpxq “ 1

if x P
´

´8,´
aL
2

ı

ˆ R2; χpxq “ 0 if x P
”aR

2
,`8

¯

ˆ R2
)

.
(3.28)

Fix χ P X , let us introduce a reference potential

Vχ :“ χ2Vper,L ` p1´ χ
2qVper,R.

We will show in Section 3.3.4 that the choice of χ P X is irrelevant. By Theorem 3.7 and Lemma 3.10 we
know that Vχ belongs to Lploc

`

R, LppR2q
˘

for 1 ă p ď 8, is continuous in all directions and tends to zero
in the r-direction. By the Kato–Rellich theorem (see for example [Hel13, Theorem 9.10]), there exists a
unique self-adjoint operator

Hχ :“ ´
1

2
∆` Vχ (3.29)

onL2pR3qwith domainH2pR3q and form domainH1pR3q. We next show that the essential spectrum of the
reference HamiltonianHχ is the union of the essential spectra ofHper,L andHper,R, which implies that the
reference system does not change essentially the unions of possible energy levels of quasi periodic systems,
and that there are no surface states which propagate along the junction surface in the r-direction. Note that
this is a priori not obvious as the cut-o� function χ is r-translation invariant (hence not compact), therefore
scattering states may occur at the junction surface and escape to in�nity in the r-direction. Standard
techniques in scattering theory to prove this statement, such as Dirichlet decoupling [DS76, HKSV15], are
not applicable in our situation since the junction surface is not compact.

Proposition 3.11 (Spectral properties of the reference state Hχ). For any χ P X , the essential spectrum of
Hχ de�ned in (3.29) satis�es

σesspHχq “ σess pHper,Lq
ď

σess pHper,Rq .

In particular, r0,`8q Ă σesspHχq and σesspHχq does not depend on the shape of the cut-o� function χ P X
de�ned in (3.28).

The proof relies on an explicit construction of Weyl sequences associated with Hχ (see Section 3.4.8).
Remark that Proposition 3.11 also implies that the reference system essentially preserves the scattering
channels of the underlying quasi 1D systems, since the scattering involves the purely absolutely continuous
spectrum of a Hamiltonian (see for example [EF07, BJLP16a, BJLP16b]). However, this does not exclude
the existence of embedded eigenvalues in the essential spectrum, which may cause additional scattering
channels [RR03, RR04]. We prove in Corollary 3.16 that the results in Proposition 3.11 still hold for the
nonlinear junction.
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Reference state as a spectral projector. Before constructing the reference state, let us discuss di�erent
regimes for junction system. From Theorem 3.7 we know that the chemical potentials (Fermi levels) εL and
εR are negative. Introduce the energy interval

IεF :“ rminpεL, εRq,maxpεL, εRqs .

In view of Proposition 3.11, assume that the essential spectrum of Hχ below 0 is purely absolutely contin-
uous, the non-equilibrium regime (Fig. 3.1) corresponds to

σacpHχq
č

IεF ‰ H.

In this regime, steady state currents occur and the Landauer-Büttiker conductance can be calculated [BJLP15,
BJLP16a, BJLP16b]. When µper,L and µper,R are identical, the junction system becomes periodic with dif-
ferent chemical potentials εL and εR on the left and right half lines. In this case the Thouless conduc-
tance [BJLP15] can be de�ned and it is given by

CT
|σacpHχq

Ş

IεF |

|IεF |
ą 0,

for some positive constant CT . However it is not the aim of this article to discuss steady state currents
for non-equilibrium systems. We instead consider the equilibrium regime (see Fig. 3.2) with the following
assumption.

Assumption 3. The chemical potential εL and εR are in a common spectral gap pΣa,Σbq (equilibrium regime,
see Fig. 3.2), where Σa is the maximum of the �lled bands of Hper,L and Hper,R, and Σb is the minimum of
the un�lled bands of Hper,L and Hper,R.

—σ (Hper,ℓ) —σ (Hper,r)

0 +∞

—σ (Hχ)

× ×××

ǫF < 0

ΣbΣa

Figure 3.3: Spectrum of Hper,L, Hper,R and Hχ below 0.

Assumption 3 guarantees that the Fermi level of the junction system lies in a spectral gap ofHχ in view
of Proposition 3.11, which is a common hypothesis [CDL08a, HLS05a, HLS09a] for 3D periodic insulating
and semi-conducting systems. We make this assumption for simplicity. Remark that with approaches
proposed in [FLLS11, FLLS13, CCS18] it is possible to extend the results to metallic systems provided that
the junction system is in its ground state and no steady state current occurs.

Let us without loss of generality choose the Fermi level εF “ maxpεL, εRq “ sup IεF and de�ne the
reference state γχ as the spectral projector associated with the states of Hχ below εF :

γχ :“ 1p´8,εF qpHχq. (3.30)

Remark that Hχ can have discrete spectrum in the gap pΣa,Σbq, with eigenvalues possibly accumulating
at Σa and Σb, and εF can also be an eigenvalue ofHχ. The de�nition of (3.30) however excludes the possible
bound states with energy εF .

The following proposition shows that the density ρχ of γχ is well de�ned in L1
locpR3q, and is close to

the linear combination of the periodic densities ρper,L and ρper,R, the di�erence decaying exponentially
fast in the x-direction as |x| Ñ 8.
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Proposition 3.12 (Exponential decay of density). Under Assumption 3, the spectral projector γχ is locally
trace class, so that its density ρχ is well de�ned in L1

locpR3q. Moreover,

χ2ρper,L ` p1´ χ
2qρper,R ´ ρχ P L

ppR3q for 1 ă p ď 2.

Furthermore, denote by wa the characteristic function of the unit cube centered at a P R3. There exist positive
constants C and t such that for all

α “ pαx, 0, 0q P R3, with either supppwαq Ă p´8, aL{2s ˆ R2 or supppwαq Ă raR{2,`8q ˆ R2,

it holds,
ż

R3

ˇ

ˇwα
`

χ2ρper,L ` p1´ χ
2qρper,R ´ ρχ

˘

wα
ˇ

ˇ ď Ce´t|α|.

The proof can be read in Section 3.4.10.

Fictitious nuclear density of the reference state. The density ρχ associated with γχ is �xed once the
Fermi level εF is chosen. We can therefore de�ne a �ctitious nuclear density µχ by imposing that the total
electronic density ρχ ´ µχ generates the potential Vχ. The �ctitious nuclear density µχ is given by

´∆Vχ “ 4π pρχ ´ µχq , µχ :“ ρχ ´
`

χ2pρper,L ´ µper,Lq ` p1´ χ
2qpρper,R ´ µper,Rq ` ηχ

˘

, (3.31)

where ηχ has compact support in the x-direction:

ηχ :“ ´
1

4π

`

B2
xpχ

2q pVper,L ´ Vper,Rq ` 2Bxpχ
2qBx pVper,L ´ Vper,Rq

˘

. (3.32)

Let us emphasize that the Poisson’s equation (3.31) is de�ned on the whole space R3.

The nuclear density of the junction is a �ctitious nuclear density plus a perturbation. Once we
have de�ned �ctitious nuclear density, we can treat the di�erence between the real nuclear density of the
junction system µJ and the �ctitious nuclear density µχ as a perturbative nuclear density. By doing so we
can de�ne a �nite renormalized energy with respect to the perturbative nuclear density. Note that this idea
is similar to the de�nition of the defect state in [CDL08a] for defects in crystals, and the polarization of the
vacuum in the Bogoliubov–Dirac–Fock model [HLS07, HLS05a, HLS09a]. Introduce

νχ :“ µJ ´ µχ “
`

1xď0 ´ χ
2
˘

pµper,L ´ µper,Rq `
`

χ2ρper,L ` p1´ χ
2qρper,R ´ ρχ

˘

` ηχ ` v. (3.33)

In order to guarantee that the perturbative state has a �nite Coulomb energy, we need Dpνχ, νχq ă `8.
A su�cient condition is that νχ belongs to L6{5pR3q. This motivates the following Lp-estimate on ηχ.

Lemma 3.13. The function ηχ de�ned in (3.32) belongs to Lp
`

R3
˘

for 1 ă p ă 6.

The proof can be read in Section 3.4.11. In view of Lemma 3.13 and Proposition 3.12, together with
the fact that p1xď0 ´ χ2q pµper,L ´ µper,Rq has compact support and v belongs to L6{5

`

R3
˘

, it is easy to
see that νχ belongs to L6{5

`

R3
˘

, and hence to the Coulomb space C de�ned in (3.27). This means that the
perturbative state generated by the nuclear density νχ has �nite Coulomb energy.

Remark 3.14. Remark that the integrability ofVper,sym provided by Lemma 3.10 is crucial to deduce Lemma 3.13.
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3.3.3 De�nition of the perturbative state

In this section we de�ne a perturbative state associated with the perturbative density νχ following the ideas
developed in [CDL08a]. We formally derive the rHF energy di�erence between the junction state γJ and
the reference state γχ by writing γJ “ γχ`Qχ withQχ a trial density state. In view of (3.26), we formally
have

EpγJq ´ Epγχq
formally
hnlj

“ Tr

ˆ

´
1

2
∆ pγχ `Qχq

˙

`
1

2
D pρJ ´ µJ , ρJ ´ µJq

´ Tr

ˆ

´
1

2
∆γχ

˙

´
1

2
D pρχ ´ µχ, ρχ ´ µχq

“ Tr

ˆ

´
1

2
∆Qχ

˙

`Dpρχ ´ µχ, ρQχq ´DpρQχ , νχq `
1

2
DpρQχ , ρQχq

´Dpρχ ´ µχ, νχq `
1

2
Dpνχ, νχq

“ Tr pHχQχq ´DpρQχ , νχq `
1

2
DpρQχ , ρQχq ´Dpρχ ´ µχ, νχq `

1

2
Dpνχ, νχq.

(3.34)

We next give a mathematical de�nition of the terms in the last equality of (3.34). We expect Qχ to be a
perturbation of the reference state γχ. More precisely, we expect Qχ to be Hilbert-Schmidt. Moreover, we
also expect the kinetic energy of Qχ to be �nite. Let Π be an orthogonal projector on the Hilbert space H
such that both Π and ΠK :“ 1´ Π have in�nite ranks. A self-adjoint compact operator A on H is said to
be Π-trace class if A P S2 pHq and both ΠAΠ and ΠKAΠK are in S1 pHq. For an operator A we de�ne its
Π-trace as

TrΠpAq :“ Tr pΠAΠq ` Tr
`

ΠKAΠK
˘

,

and denote by SΠ
1 pHq the associated set of Π-trace class operators. Since the reference state γχ de�ned

in (3.30) is an orthogonal projector on L2pR3q, we can de�ne associated γχ-trace class operators. For any
trial density matrix Qχ, let us denote by Q``χ :“ γKχQχγ

K
χ and Q´´χ :“ γχQχγχ, and introduce a Banach

space of operators with �nite γχ-trace and �nite kinetic energy as follows:

Qχ :“
 

Qχ P S
γχ
1 pL

2pR3qq
ˇ

ˇQ˚χ “ Qχ, |∇|Qχ P S2pL
2pR3qq,

|∇|Q``χ |∇| P S1pL
2pR3qq, |∇|Q´´χ |∇| P S1pL

2pR3qq
(

,

equipped with its natural norm

‖Qχ‖Qχ :“ ‖Qχ‖S2 `
∥∥Q``χ ∥∥

S1
`
∥∥Q´´χ ∥∥

S1
` ‖|∇|Qχ‖S2

`
∥∥|∇|Q``χ |∇|

∥∥
S1
`
∥∥|∇|Q´´χ |∇|

∥∥
S1
.

By construction Trγχ pQχq “ Tr
`

Q``χ
˘

` Tr
`

Q´´χ
˘

. For Q to be an admissible perturbation of the
reference state γχ, Pauli’s principle requires that 0 ď γχ `Qχ ď 1. Let us introduce the following convex
set of admissible perturbative states:

Kχ :“ tQχ P Qχ | ´γχ ď Qχ ď 1´ γχu .

Remark that Kχ is not empty since it contains at least 0. Note also that Kχ is the convex hull of states in Qχ

of the special form γ ´ γχ, where γ is an orthogonal projector [CDL08a]. Furthermore, for any Qχ P Kχ a
simple algebraic calculation shows that

Q``χ ě 0, Q´´χ ď 0, 0 ď Q2
χ ď Q``χ ´Q´´χ .

As mentioned in the previous section, the Fermi level εF can be an eigenvalue of Hχ. Consider N P N˚
such that εF P pΣN,χ,ΣN`1,χs, where ΣN,χ ă ΣN`1,χ are two eigenvalues of Hχ in the gap pΣa,Σbq,
and let ΣN,χ “ Σa and ΣN`1,χ “ Σb whenever there is no such element. For any κ P pΣN,χ, εF q, let us
introduce the following rHF kinetic energy of a state Qχ P Qχ:

Trγχ pHχQχq :“ Tr
´

|Hχ ´ κ|
1{2 `Q``χ ´Q´´χ

˘

|Hχ ´ κ|
1{2

¯

` κTrγχ pQχq .
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By [CDL08a, Corollary 1], the above expression is independent of κ P pΣN,χ, εF q. In view of the last line
of (3.34) we introduce the following minimization problem

Eκ,χ “ inf
QχPKχ

 

Eχ pQχq ´ κTrγχ pQχq
(

, (3.35)

where
Eχ pQχq :“ Trγχ pHχQχq ´D

`

ρQχ , νχ
˘

`
1

2
D
`

ρQχ , ρQχ
˘

. (3.36)

3.3.4 Properties of the junction system

The following result shows that the minimization problem (3.35) is well posed and admits minimizers.

Proposition 3.15. (Existence of the perturbative ground state) Assume that Assumption 3 holds. Then
there exist minimizers for the problem (3.35). There may be several minimizers, but they all share the same
density. Moreover, any minimizer Qχ of (3.35) satis�es the following self-consistent equation:

$

&

%

Qχ “ 1p´8,εF qpHQχ
q ´ γχ ` δχ,

HQχ
“ Hχ ` pρQχ

´ νχq ‹ | ¨ |
´1,

(3.37)

where δχ is a �nite-rank self-adjoint operator satisfying 0 ď δχ ď 1 and Ranpδχq Ď KerpHQχ
´ εF q.

The proof is a direct adaptation of several results obtained in [CDL08a], see a short summary in Sec-
tion 3.4.12 for completeness. Remark that pρQχ ´ νχq ‹ | ¨ |

´1 P L6pR3q by [CS12, Lemma 16], there-
fore p1 ´ ∆q´1pρQχ

´ νχq ‹ | ¨ |
´1 belongs to S6 by the Kato–Seiler–Simon inequality (3.39), hence

pρQχ
´ νχq ‹ | ¨ |

´1 is ´∆-compact hence Hχ-compact by the boundedness of Vχ, leaving the essential
spectrum unchanged. Therefore in view of Proposition 3.11, the following corollary holds.

Corollary 3.16. For any χ P X , and HQχ
solution of (3.37), it holds

σess

´

HQχ

¯

“ σess pHper,Lq
ď

σess pHper,Rq , σess

´

HQχ

¯

č

p´8, 0s Ď σac

´

HQχ

¯

.

In particular, r0,`8q Ă σess

´

HQχ

¯

and σess

´

HQχ

¯

does not depend on the shape of the cut-o� function
χ P X de�ned in (3.28).

The result of Proposition 3.15 can be interpreted as follows: given a cut-o� function χ belonging to
the class X de�ned in (3.28), we can construct a reference state γχ and a perturbative ground state Qχ,
the sum of which forms the ground state of the junction system. However it is arti�cial to introduce cut-
o� functions χ since there are in�nitely many possible choices. In view of (3.25), the ground state of the
junction system should not depend on the choice of cut-o� functions. The following theorem shows that
the electronic density of the junction system is indeed independent of the choice of the cut-o� function χ.

Theorem 3.17 (Independence of the reference state and uniqueness of ground state density). The
ground state density of the junction system with nuclear density de�ned in (3.25) under the rHF description
is independent of the choice of the cut-o� function χ P X , i.e., the total electronic density ρJ “ ρχ ` ρQχ is
independent of χ, where ρχ is the density associated with the spectral projector γχ de�ned in (3.30), and ρQχ
is the unique density associated with the solution Qχ of the minimization problem (3.37).

The proof can be read in Section 3.4.13. Theorem 3.17 and Proposition 3.15 together imply that

Corollary 3.18. The ground state of the junction system (3.25) is of the form

1p´8,εF q

´

Hχ ` pρQχ
´ νχq ‹ | ¨ |

´1
¯

` δχ, 0 ď δχ ď 1,

Ranpδχq Ď Ker
´

Hχ ` pρQχ
´ νχq ‹ | ¨ |

´1 ´ εF

¯

,

and its density is independent of the choice of χ.
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3.3.5 Perspective: extension to junctions of 2D materials in R2

Assume that the periods of 2D materials (with 2D Coulomb interactions, note that we consider a R2 plane
in R3) in R2 are commensurate in the y-direction with period Ly ą 0 but not necessarily commensurate
in the x-direction, see Fig 3.4 for an illustration. Remark that semi-in�nite 2D materials are special cases
of this, as they can be modeled as a junction with vacuum occupying the other half space. Following ideas

x

y

0

Ly Ly

ΓLy

Figure 3.4: Junction of 2D materials which are commensurate in the y-direction. The unit cell of the total
junction system is a cylinder ΓLy .

similar to the one developed in Section 3.2.1 and writing ΓLy :“ Rˆr´Ly{2, Ly{2q and Γ˚Ly “
”

´ π
Ly
, πLy

¯

,
the following decomposition holds:

L2pR2q “

ż ‘

Γ˚Ly

L2
per,ypΓLyq dq.

The partial Bloch transform By can be de�ned from the dense subspaceC8c pR2q ofL2pR2q toL2
´

Γ˚Ly ;L
2
per,y

`

ΓLy
˘

¯

as
@px, yq P ΓLy , @q P Γ˚Ly , pByφqq px, yq :“

ÿ

kPLyZ
e´ipy`kqqφpx, y ` kq.

Its inverse is given by

@k P LyZ, for a.a. px, yq P ΓLy ,
`

B´1
y f‚

˘

px, y ` kq :“
1

ˇ

ˇ

ˇ
Γ˚Ly

ˇ

ˇ

ˇ

ż

Γ˚Ly

eipk`xqqfqpx, yq dq.

Under By , the (negative) Laplace operator on L2pR2q is decomposed as

´
1

2
∆ “ B´1

y

¨

˝

1
ˇ

ˇ

ˇ
Γ˚Ly

ˇ

ˇ

ˇ

ż ‘

Γ˚Ly

´
1

2
∆q dq

˛

‚By, ´∆q “ ´B
2
x ` piBy ´ qq

2,

with ´∆q acting on L2
per,y

`

ΓLy
˘

. Given q P Γ˚Ly , the junction problem follows exactly the same con-
struction as in Section 3.3 by replacing the space from R3 to the cylinder ΓLy . The latter construction is
much simpler as the cylinder is compact in its radius direction, this implies that the cut-o� functions used
to construct the reference Hamiltonian are periodic in the y-direction. Therefore the cut-o� functions are
compact in the radius direction, and the reference Hamiltonian has compact resolvent. This simpli�es the
proofs of Proposition 3.11. With a little bit of abuse, let us still use the same notation as in Section 3.3. We
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can construct a reference Hamiltonian Hχ and spectral projector γχ which is LyZ-translation invariant in
the y-direction with χ being LyZ-periodic in the y-direction. Moreover, Hχ is decomposed by By

Hχ “ B´1
y

¨

˝

1
ˇ

ˇ

ˇ
Γ˚Ly

ˇ

ˇ

ˇ

ż ‘

Γ˚Ly

Hχ,q dq

˛

‚By, Hχ,q “ ´B
2
x ` piBy ´ qq

2 ` Vχ,

γχ “ B´1
y

¨

˝

1
ˇ

ˇ

ˇ
Γ˚Ly

ˇ

ˇ

ˇ

ż ‘

Γ˚Ly

γχ,q dq

˛

‚By, γχ,q “ 1p´8,εF qpHχ,qq.

By a direction adaptation of Proposition 3.11 we obtain that

@q P Γ˚Ly , σesspHχ,qq “ σesspHper,L,qq
ď

σesspHper,R,qq,

where Hper,L,q (resp. Hper,R,q) are the By-decomposed operators of Hper,L (resp. Hper,R). Remark that
by [RS78, Theorem XIII.85]

σesspHper,Lq
ď

σesspHper,Rq Ď σesspHχq. (3.38)

Remark that an equality of the above expression seems physically dubious due to the presence of edge
states propagating alongside the junction surface. The perturbative state Q should also possess the same
periodicity in the y-direction asHχ. Using the same techniques in [CCS18] when de�ning extended defects

in the Fermi sea, we can de�ne a new class of perturbationsQ “ B´1
y

ˆ

ş

Γ˚Ly
Qq

dq
2π

˙

By in a suitable class

and follow the same procedure as in the quasi 1D case to prove the existence of mean–�eld ground state.

3.4 Proofs of the results

In order to simplify the notation, in Section 3.4.1 to 3.4.11 when treating the quasi 1D periodic system we
denote by Sp the Schattern class SppL

2
per,x pΓqq for 1 ď p ď `8. Unless otherwise speci�ed, starting

from Section 3.4.8 we use Sp instead of SppL
2pR3qq for the proofs of the junction system.

First of all, let us recall the following Kato–Seiler–Simon (KSS) inequality:

Lemma 3.19. ([SS75, Lemma 2.1]) Let 2 ď p ď 8. For g, f belonging to LppR3q, the following inequality
holds:

‖fp´i∇qgpxq‖SppL2pR3qq ď p2πq
´3{p‖g‖LppR3q‖f‖LppR3q. (3.39)

3.4.1 Proof of Lemma 3.1

The proof is an easy adaptation of the proof of the classical Kato–Seiler–Simon inequality (3.39) by replacing
the Fourier transform with the mixed Fourier transform F . Let us prove separately (3.6) for p “ 2 and p “
`8. The conclusion then follows by an interpolation argument. We use the following kernel representation
during the proofs. For x “ px, rq and y “ py, r1q belonging to Γ, symbolic calculus shows that the
Schwartz kernel Kf,ξ ppx, rq, py, r

1qq of the operator fp´i∇ξq acting on L2
per,x pΓq formally reads

Kf,ξ

`

px, rq, py, r1q
˘

“
1

2π

`

F´1 ˝ τx´ξf
˘ `

px´ yq, pr ´ r1q
˘

“
1

4π2

ÿ

nPZ

ż

R2

eip2πnpx´yq`k¨pr´r1qqf p2πn` ξ,kq dk.
(3.40)
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Let p “ 2. In view of the isometry identity (3.4), the convolution equality (3.5) and the kernel representa-
tion (3.40), the following estimate holds

‖fp´i∇ξqg‖2
S2
“

1

4π2

ż

ΓˆΓ

ˇ

ˇ

`

F´1 ˝ τx´ξf
˘

px´ yqgpyq
ˇ

ˇ

2
dx dy

ď
1

4π2

ż

Γ
|gpyq|2

ˆ
ż

Γ

ˇ

ˇ

`

F´1 ˝ τx´ξf
˘

px´ yq
ˇ

ˇ

2
dx

˙

dy

“
1

4π2

ż

Γ
|gpyq|2

ÿ

nPZ

ˆ
ż

R2

|f p2πn` ξ,kq|2 dk

˙

dy

“
1

4π2
‖g‖2

L2
per,xpΓq

ÿ

nPZ
‖f p2πn` ξ, ¨q‖2

L2pR2q,

which proves (3.6) for p “ 2. For p “ `8, it su�ces to prove that for any φ P L2
per,x pΓq,

‖fp´i∇ξqgφ‖L2
per,xpΓq

ď ‖g‖L8per,xpΓq
sup
nPZ

‖f pp2πn` ξ, ¨qq‖L8pR2q‖φ‖L2
per,xpΓq

.

By arguments similar to those used when p “ 2, we obtain by the isometry (3.4) that

‖fp´i∇ξqgφ‖2
L2

per,xpΓq
“

ÿ

nPZ

ż

R2

|F pgφq pn,kq|2
ˇ

ˇ

ˇ
f
´

p2πn` ξq2 ` k2
¯ˇ

ˇ

ˇ

2
dk

ď sup
nPZ

‖f pp2πn` ξ, ¨qq‖2
L8pR2q‖gφ‖2

L2
per,xpΓq

ď ‖g‖2
L8per,xpΓq

sup
nPZ

‖f pp2πn` ξ, ¨qq‖2
L8pR2q‖φ‖2

L2
per,xpΓq

,

which is (3.6) for p “ `8. Therefore, following the same interpolation arguments as in [SS75, Lemma 2.1]
we obtain (3.6) for 2 ď p ď `8.

3.4.2 Proof of Lemma 3.3

For n P Z, let us consider the 2D equation:

´∆rGn ` 4π2n2Gn “ 2πδr“0 in S 1pR2q.

It is well known (see for example [LL01, Lah14]) that the solution of the above equation is

Gnp|r|q “

#

´ logp|r|q, n ” 0,

K0 p2π|n||r|q , |n| ě 1,

where K0pαq :“
ş`8

0 e´α coshptq dt is the modi�ed Bessel function of the second kind. Therefore the
Green’s function Gpx, rq de�ned in (3.7) can be rewritten as

Gpx, rq “ 2
ÿ

nPZ
e2iπnxGnprq P S 1

per,xpΓq. (3.41)

Applying the Laplacian operator to both sides,

´∆Gpx, rq “ 4π
ÿ

nPZ
e2iπnxδr“0 P S 1

per,xpΓq.

On the other hand, by the Poisson summation formula
ř

nPZ δx“n “
ř

nPZ e2iπnx P S 1pRq, we conclude
that the Green’s function Gpx, rq de�ned in (3.7) satis�es

´∆Gpx, rq “ 4π
ÿ

nPZ
δpx,rq“pn,0q.
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Taking the Fourier transform F on both sides of (3.41) we obtain that

FGpn,kq “
2

4π2n2 ` |k|2
P S 1pR3q.

Let us now give some estimates on rG de�ned in (3.7). Recall that there exist two positive constants C0 and
C1 such that [J.71]

0 ď K0pαq ď

#

C0 |logpαq| , when α ď 2π,

C1e´αpπ{2αq1{2, when α ą 2π.

For |r| ą 1, it holds that

ˇ

ˇ

ˇ

rGpx, rq
ˇ

ˇ

ˇ
ď 2C1

`8
ÿ

n“1

e´2πn|r|

a

n|r|
ď

2C1
a

|r|

e´2π|r|

1´ e´2π|r|
ď

2C1

1´ e´2π

e´2π|r|

a

|r|
. (3.42)

For |r| ď 1 �xed, there exists N ě 1 such that N ď 1
|r| ă N ` 1. In particular, for n ą N ` 1 we have

2πn|r| ą 2π. There exists therefore a positive constant C such that

ˇ

ˇ

ˇ

rGpx, rq
ˇ

ˇ

ˇ
ď 4C0

ˇ

ˇ

ˇ

ˇ

ˇ

N
ÿ

n“1

log p2πn|r|q

ˇ

ˇ

ˇ

ˇ

ˇ

` 2C1

8
ÿ

n“N`1

e´2πn|r|

a

n|r|
ď 4C0

ˇ

ˇ

ˇ

ˇ

ˇ

ż 1
|r|

1
log p2πt|r|q dt

ˇ

ˇ

ˇ

ˇ

ˇ

` 2C1

ż 8

2π
e´t dt

“
4C0

|r|
|logp2πq ´ 1´ |r| ` |r| logp2π|r|q| ` 2C1e´2π ď

C

|r|
.

(3.43)
Together with (3.42) we deduce that rGpx, rq P Lpper,xpΓq for 1 ď p ă 2. Note that for all r P R2zt0u, it
holds

ş1{2
´1{2Gpx, rq dx ” 0. Consider, for r ‰ 0,

Gpx, rq “
ÿ

nPZ

˜

1
a

px´ nq2 ` |r|2
´

ż 1{2

´1{2

1
a

px´ y ´ nq2 ` |r|2
dy

¸

.

From [BLB00, Equation (1.8)],

´∆
`

Gpx, rq ´ 2 log p|r|q
˘

“ 4π
ÿ

kPZ
δpx,rq“pk,0q P S 1pR3q,

with Gpx, rq “ Op 1
|r|q when |r| Ñ 8 by [BLB00, Lemma 2.2]. Denoting by upx, rq “ rGpx, rq ´Gpx, rq

we therefore obtain that´∆upx, rq ” 0. As upx, rq belongs to L1
locpR3q, by Weyl’s lemma for the Laplace

equation we obtain that upx, rq is C8pR3q. On the other hand, by the decay properties of rG and G, we
deduce that |up¨, rq| Ñ 0 when |r| Ñ 8 uniformly in x, hence by the maximum modulus principle for
harmonic functions we can conclude that u ” 0, hence rGpx, rq “ Gpx, rq.

3.4.3 Proof of Lemma 3.5

We prove this lemma by an explicit construction of a density matrix belonging to FΓ. Consider a smooth
cut-o� function %per which is constant (hence periodic) in the x-direction and has compact support in the
r-direction, such that 0 ď %per ď 1 and

ş

Γ %
2
per “ 1. Let ω ě 0 be a parameter to be made precise later.

De�ne
γω “ B´1

ˆ
ż

Γ˚
γω,ξ

dξ

2π

˙

B, γω,ξ “ Aω,ξA
˚
ω,ξ, Aω,ξ :“ 1r0,ωs p´∆ξq %per. (3.44)

It is easy to see that 0 ď γω ď 1, and that τxk γω “ γωτ
x
k for all k P Z by construction. Let us prove

that the kinetic energy per unit cell of γω is �nite. Denote by Fξpn,kq “
b

p2πn` ξq2 ` k2. By the
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Kato–Seiler–Simon type inequality (3.6),
ż

Γ˚
TrL2

per,x

`a

1´∆ξ γω,ξ
a

1´∆ξ

˘

dξ “

ż

Γ˚
‖
a

1´∆ξAω,ξ‖2
S2
dξ

ď
1

4π2

ż

Γ˚
‖%per‖2

L2
per,xpΓq

˜

ÿ

nPZ

∥∥∥∥b1` F 2
ξ pn, ¨q1r0,ωs

`

F 2
ξ pn, ¨q

˘

∥∥∥∥2

L2pR2q

¸

dξ ă `8.

The last estimate follows by the condition p2πn` ξq2 ` k2 ď ω implies that the sum on n is �nite and
the integration on k occurs in a compact domain. Hence γω belongs to Pper,x. Let us now show that there
exists ω˚ ě 0 such that ργω˚ ´µper,sym P CΓ. It is easy to see that the density ργω is smooth and compactly
supported in Γ by de�nition. Moreover, in view of the kernel representation (3.40), the kernel KAω,ξ of the
operator Aω,ξ is

KAω,ξ

`

px, rq, py, r1q
˘

“
1

4π2

ÿ

nPZ

ż

R2

eip2πnpx´yq`k¨pr´r1qq1r0,ωs
`

F 2
ξ pn,kq

˘

%perpy, r
1q dk.

Remark that the non-negative function ω ÞÑ
ş

Γ˚

´

ř

nPZ
ş

R2 1r0,ωs

´

F 2
ξ pn,kq

¯

dk
¯

dξ is monotonic non-
decreasing in ω, equals 0 when ω “ 0 and tends to `8 when ω Ñ `8. Hence there exists ω˚ ą 0 such
that

ż

Γ
ργω˚ “

1

2π

ż

Γ˚
‖Aω˚,ξ‖2

S2
dξ “

1

2π

ż

Γ˚
‖KAω,ξ‖2

L2
per,xpΓˆΓq dξ

“
1

p2πq3

ż

Γ˚

ż

Γ

ż

R2

ÿ

nPZ
1r0,ω˚s

`

F 2
ξ pn,kq

˘

%2
perpy, rq dy dr dk dξ

“
1

p2πq3

ż

Γ˚

˜

ÿ

nPZ

ż

R2

1r0,ω˚s
`

F 2
ξ pn,kq

˘

dk

¸

dξ “

ż

Γ
µper,sym ą 0.

(3.45)

This condition is equivalent to F pργω˚ ´ µperqp0,0q “ 0. As k ÞÑ F pργω˚ ´ µperqp0,kq is C1pR2q and
bounded, the function k ÞÑ |k|´1F pργω˚ ´ µper,symqp0,kq is in L2

locpR2q. In view of this, there exists a
positive constant C such that

ÿ

nPZ

ż

R2

ˇ

ˇF pργω˚ ´ µper,symqpn,kq
ˇ

ˇ

2

|k|2 ` 4π2n2
dk ď

ż

|k|ď2π

ˇ

ˇF pργω˚ ´ µper,symqp0,kq
ˇ

ˇ

2

|k|2
dk

`
1

4π2

¨

˝

ż

|k|ą2π

ˇ

ˇF pργω˚ ´ µper,symqp0,kq
ˇ

ˇ

2
dk `

ÿ

nPZzt0u

ż

R2

ˇ

ˇF pργω˚ ´ µper,symqpn,kq
ˇ

ˇ

2
dk

˛

‚

ď C `
1

4π2

ż

Γ

ˇ

ˇργω˚ ´ µper,sym

ˇ

ˇ

2
ă `8.

(3.46)
In view of the de�nition of the Coulomb energy (3.13), we can therefore conclude that

DΓpργω˚ ´ µper,sym, ργω˚ ´ µper,symq ă `8.

This concludes the proof that the state γω˚ P FΓ. Hence FΓ is not empty. As any density ργ associated
with γ P Pper,x is integrable, we can conclude that (3.16) holds in view of Remark 3.4.

3.4.4 Proof of Theorems 3.6

Let us start by giving a convenient equivalent formulation of the minimization problems (3.17). The oper-
ator ´1

2∆ξ is not invertible, but the operator ´1
2∆ξ ´ κ is positive de�nite and

ˇ

ˇ´1
2∆ξ ´ κ

ˇ

ˇ

´1 is bounded
for any κ ă 0. Therefore in view of the charge neutrality constraint (3.16), we rewrite the periodic rHF
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energy functional (3.15) as follows:

@γ P FΓ, Eper,xpγq “
1

2π

ż

Γ˚
TrL2

per,xpΓq

ˆ

´
1

2
∆ξγξ

˙

dξ `
1

2
DΓ pργ ´ µper, ργ ´ µperq

“ Eper,x,κpγq `
κ

2π

ż

Γ˚
TrL2

per,xpΓq
pγξq dξ “ Eper,x,κpγq ` κ

ż

Γ
µper,

with

Eper,x,κpγq :“
1

2π

ż

Γ˚
TrL2

per,xpΓq

˜

ˇ

ˇ

ˇ

ˇ

´
1

2
∆ξ ´ κ

ˇ

ˇ

ˇ

ˇ

1{2

γξ

ˇ

ˇ

ˇ

ˇ

´
1

2
∆ξ ´ κ

ˇ

ˇ

ˇ

ˇ

1{2
¸

dξ `
1

2
DΓ pργ ´ µper, ργ ´ µperq .

The parameter κ can be interpreted as the Lagrangian multiplier associated with the charger neutrality
constraint. Therefore by �xing κ ă 0, the minimization problem (3.17) is equivalent to the problem

inf
 

Eper,x,κpγq; γ P FΓ

(

. (3.47)

We prove the existence of minimizers and the uniqueness of the density of minimizers for the problem (3.47)
(hence of (3.17)) by considering a minimizing sequence, and show that there is no loss of compactness. This
approach is rather classical for rHF type models [CLBL01, CDL08a, CLL13, CCS18]. But in our case we need
to be careful as electrons might escape to in�nity in the r-direction. We show that this is impossible thanks
to the Coulomb interactions (Lemma 3.21).

Weak convergence of the minimizing sequence. First of all it is easy to see that the functional
Eper,x,κp¨q is well de�ned on the non-empty set FΓ. Consider a minimizing sequence of Eper,x,κp¨q

"

γn :“ B´1

ˆ
ż

Γ˚
γn,ξ

dξ

2π

˙

B

*

ně1

on FΓ. There exists C ą 0 such that for all n ě 1:

0 ď

ż

Γ˚
TrL2

per,xpΓq

˜

ˇ

ˇ

ˇ

ˇ

´
1

2
∆ξ ´ κ

ˇ

ˇ

ˇ

ˇ

1{2

γn,ξ

ˇ

ˇ

ˇ

ˇ

´
1

2
∆ξ ´ κ

ˇ

ˇ

ˇ

ˇ

1{2
¸

dξ ď C,

0 ď DΓ pργn ´ µper,sym, ργn ´ µper,symq ď C.

(3.48)

The kinetic energy bound (3.48) together with the inequality (3.12) implies that the sequence
 ?

ργn
(

ně1

is uniformly bounded in H1
per,xpΓq hence in L6

per,xpΓq by Sobolev embeddings. Therefore for all n P N˚,
the density ργn belongs to Lpper,xpΓq for 1 ď p ď 3. On the other hand, for almost all ξ P Γ˚, the operator
γn,ξ is a trace-class operator on L2

per,x pΓq. As 0 ď γ2
n,ξ ď γn,ξ ď 1, we obtain that

0 ď

ż

Γ˚
‖γn,ξ‖2

S2
dξ “

ż

Γ˚
TrL2

per,xpΓq

`

γ2
n,ξ

˘

dξ ď

ż

Γ˚
TrL2

per,xpΓq
pγn,ξq dξ “ 2πZ.

This implies that the operator-valued function ξ ÞÑ γn,ξ is uniformly bounded inL2pΓ˚;S2q. Furthermore,
the uniform boundedness 0 ď γn,ξ ď 1 also implies that the operator-valued function ξ ÞÑ γn,ξ belongs to
L8pΓ˚;SpL2

per,x pΓqqq. Combining these remarks with the uniform energy bound (3.48), we deduce that
there exist (up to extraction):

γ “ B´1

ˆ
ż

Γ˚
γξ
dξ

2π

˙

B, ργ P L
p
per,xpΓq, Ăργ ´ µper,sym P CΓ, (3.49)

such that γn
˚
Ýá γ in the following sense: for any operator-valued function ξ ÞÑ Uξ P L2pΓ˚;S2q `

L1pΓ˚;S1q,
ż

Γ˚
TrL2

per,xpΓq
pUξγnq dξ ÝÝÝÑ

nÑ8

ż

Γ˚
TrL2

per,xpΓq
pUξγq dξ. (3.50)



110 Chapter 3. Junction of qasi 1D systems with Coulomb interactions

The density
ργn á ργ weakly in Lpper,xpΓq for 1 ă p ď 3.

The total density
ργn ´ µper,sym áĂργ ´ µper,sym weakly in CΓ.

The convergence (3.50) is due to the fact that the predual of L8pΓ˚;SpL2
per,x pΓqqq is L1pΓ˚;S1q, and that

L2pΓ˚;S2q is a Hilbert space.

Remark 3.20. The convergence of γn
˚
Ýá γ in the sense of (3.50) can also be reformulated as the convergence

in the sense of the following weak-˚ topology:

B γn B´1 ÝÝÝÑ
nÑ8

B γB´1 for the weak-˚ topology of L8
`

Γ˚;S
`

L2
per,x pΓq

˘˘

č

L2 pΓ˚;S2q . (3.51)

Denote by Dper,xpΓq the functions which are C8 on R, 1-periodic in the x-direction, and have com-
pact support in the r-direction. Denote by D1per,xpΓq the dual space of Dper,xpΓq. The following lemma
guarantees that the densities obtained by di�erent weak limit processes coincide. In particular there is no
loss of compactness in the r-direction when |r| Ñ 8.

Lemma 3.21 (Consistency of densities). Denote by ργ the density associated with the density matrix γ ob-
tained in the weak limit (3.49). Then ργ “ ργ “ Ăργ in D1per,xpΓq. In particular, ργ “ ργ as elements in
Lpper,xpΓq for 1 ă p ď 3 and ργ ´ µper,sym “Ăργ ´ µper,sym as elements in CΓ.

We postpone the proof to Section 3.4.5.

The state γ is aminimizer. Let us �rst show that the kinetic energy of γ obtained by the weak limit (3.50)
is �nite. To achieve this, consider an orthonormal basis teiuiPN Ă H1

per,xpΓq of L2
per,xpΓq, and de�ne the

following family of operators for N P N˚:

MN
ξ :“

ˇ

ˇ

ˇ

ˇ

´
1

2
∆ξ ´ κ

ˇ

ˇ

ˇ

ˇ

1{2
˜

N
ÿ

i“1

|eiy xei|

¸

ˇ

ˇ

ˇ

ˇ

´
1

2
∆ξ ´ κ

ˇ

ˇ

ˇ

ˇ

1{2

.

An easy computation shows that for all ξ P Γ˚, the operator MN
ξ belongs to S2. Moreover, the function

ξ ÞÑ MN
ξ can be seen as an operator-valued function belonging to L2pΓ˚;S2q as Γ˚ “ r´π, πq is a �nite

interval. In view of the convergence (3.50) and by choosing Uξ “ MN
ξ we obtain that (recalling that

TrpABq “ TrpBAq when A,B are Hilbert-Schmidt operators, and
ˇ

ˇ´1
2∆ξ ´ κ

ˇ

ˇ

1{2
γξ is Hilbert-Schmidt

for almost all ξ P Γ˚)

0 ď

ż

Γ˚
TrL2

per,xpΓq

˜

ˇ

ˇ

ˇ

ˇ

´
1

2
∆ξ ´ κ

ˇ

ˇ

ˇ

ˇ

1{2

γξ

ˇ

ˇ

ˇ

ˇ

´
1

2
∆ξ ´ κ

ˇ

ˇ

ˇ

ˇ

1{2
˜

N
ÿ

i“1

|eiy xei|

¸¸

dξ

“

ż

Γ˚
TrL2

per,xpΓq

`

MN
ξ γξ

˘

dξ “ lim
nÑ8

ż

Γ˚
TrL2

per,xpΓq

`

MN
ξ γn,ξ

˘

dξ

“ lim
nÑ8

ż

Γ˚
TrL2

per,xpΓq

˜

ˇ

ˇ

ˇ

ˇ

´
1

2
∆ξ ´ κ

ˇ

ˇ

ˇ

ˇ

1{2

γn,ξ

ˇ

ˇ

ˇ

ˇ

´
1

2
∆ξ ´ κ

ˇ

ˇ

ˇ

ˇ

1{2
˜

N
ÿ

i“1

|eiy xei|

¸¸

dξ

“ lim
nÑ8

ż

Γ˚

N
ÿ

i“1

C

ei

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

´
1

2
∆ξ ´ κ

ˇ

ˇ

ˇ

ˇ

1{2

γn,ξ

ˇ

ˇ

ˇ

ˇ

´
1

2
∆ξ ´ κ

ˇ

ˇ

ˇ

ˇ

1{2
ˇ

ˇ

ˇ

ˇ

ˇ

ei

G

dξ

ď lim inf
nÑ8

ż

Γ˚
TrL2

per,xpΓq

˜

ˇ

ˇ

ˇ

ˇ

´
1

2
∆ξ ´ κ

ˇ

ˇ

ˇ

ˇ

1{2

γn,ξ

ˇ

ˇ

ˇ

ˇ

´
1

2
∆ξ ´ κ

ˇ

ˇ

ˇ

ˇ

1{2
¸

dξ ď C 1,
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where the last step we have used the uniform energy bound (3.48). Therefore, by passing to the limit
N Ñ `8, by Fatou’s lemma we have

0 ď

ż

Γ˚
TrL2

per,xpΓq

˜

ˇ

ˇ

ˇ

ˇ

´
1

2
∆ξ ´ κ

ˇ

ˇ

ˇ

ˇ

1{2

γξ

ˇ

ˇ

ˇ

ˇ

´
1

2
∆ξ ´ κ

ˇ

ˇ

ˇ

ˇ

1{2
¸

dξ

ď lim inf
nÑ8

ż

Γ˚
TrL2

per,xpΓq

˜

ˇ

ˇ

ˇ

ˇ

´
1

2
∆ξ ´ κ

ˇ

ˇ

ˇ

ˇ

1{2

γn,ξ

ˇ

ˇ

ˇ

ˇ

´
1

2
∆ξ ´ κ

ˇ

ˇ

ˇ

ˇ

1{2
¸

dξ ď C 1.

(3.52)
Remark that the bound (3.52) also implies that ?ργ belongs to H1

per,xpΓq by the Ho�mann–Ostenhof in-
equality (3.12). Hence ργ P Lpper,xpΓq for 1 ď p ď 3. Since ργ´µper,sym is an element in CΓ by Lemma 3.21,
this implies that the charge is neutral by Remark 3.4. That is,

ż

Γ
ργ “

ż

Γ
µper,sym.

AsDΓp¨, ¨q de�nes an inner product on CΓ, by the weak convergence (3.49) of ργn´µper,sym toĂργ´µper,sym

in CΓ and the consistency of densities given by Lemma 3.21, we obtain that

DΓ pργ ´ µper,sym, ργ ´ µper,symq ď lim inf
nÑ8

DΓ pργn ´ µper,sym, ργn ´ µper,symq . (3.53)

In view of (3.52) and (3.53), we conclude that

Eper,xpγq ď lim inf
nÑ8

Eper,xpγnq,

which shows that the state γ obtained in (3.49) is a minimizer of the problem (3.17). Let us prove that all
minimizers share the same density: consider two minimizers γ1 and γ2. By the convexity of FΓ it holds
that 1

2 pγ1 ` γ2q P FΓ. Moreover

Eper,x

ˆ

γ1 ` γ2

2

˙

“
1

2
Eper,x pγ1q `

1

2
Eper,x pγ2q ´

1

4
DΓ

`

ργ1
´ ργ2

, ργ1
´ ργ2

˘

,

which shows that DΓ

`

ργ1
´ ργ2

, ργ1
´ ργ2

˘

” 0, hence all the minimizers of the problem (3.17) share the
same density.

3.4.5 Proof of Lemma 3.21

Equality ofĂργ and ργ . The proof follows ideas similar to the ones used for the proof of [CCS18, Lemma
3.5] by considering a test function in Dper,xpΓq and replacing the Fourier transform by the mixed Fourier
transform de�ned in (3.3). Consider a test function w P Dper,xpΓq. The weak convergence of ργn á ργ in
Lpper,xpΓq with 1 ă p ď 3 implies that

xργn ´ µper,sym, wyD1per,x,Dper,x
ÝÝÝÑ
nÑ8

xργ ´ µper,sym, wyD1per,x,Dper,x
.

On the other hand,

xργn ´ µper,sym, wyD1per,x,Dper,x
“

ż

Γ
pργn ´ µper,symqw

“
ÿ

nPZ

ż

R2

F pργn ´ µper,symq pn,kqFwpn,kq dk

“ 4π
ÿ

nPZ

ż

R2

F pργn ´ µper,symq pn,kqFfpn,kq

4π2n2 ` |k|2
dk.

(3.54)
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where f “ ´ 1
4π∆w. Note that f belongs to the Coulomb space CΓ de�ned in (3.14) since for all n P Z,

Ffpn, ¨q P L1
locpR2q, and

DΓpf, fq “ 4π
ÿ

nPZ

ż

R2

|Ffpn,kq|2

|k|2 ` 4π2n2
dk “

1

4π

ÿ

nPZ

ż

R2

`

|k|2 ` 4π2n2
˘

|Fwpn,kq|2 dk

“
1

4π

ÿ

nPZ

ż

R2

|F p∇wq pn,kq|2 dk “ 1

4π

ż

Γ
|∇w|2 ă `8.

Therefore in view of (3.54), the convergence DΓ pργn ´ µper,sym, fq ÝÝÝÑ
nÑ8

DΓ pĂργ ´ µper,sym, fq implies
that

xργn ´ µper,sym, wy ÝÝÝÑ
nÑ8

xĂργ ´ µper,sym, wy .

The uniqueness of limit in the sense of distribution allows us to conclude.

Equality of ργ and ργ . Let us prove that ργ “ ργ in D1per,xpΓq. The fact that ργn á ργ weakly in
Lpper,xpΓq implies that

xργn , wy ÝÝÝÑnÑ8
xργ , wy .

Therefore it su�ces to prove that the operator-valued function ξ ÞÑ wγn,ξ P L
1 pΓ˚;S1q converges in the

following sense:

1

2π

ż

Γ˚
TrL2

per,xpΓq
pwγn,ξq dξ “ xργn , wy ÝÝÝÑnÑ8

xργ , wy “
1

2π

ż

Γ˚
TrL2

per,xpΓq
pwγξq dξ. (3.55)

The weak convergence (3.50) does not guarantee the above convergence since the function w does not
belong to any Schatten class. We prove (3.55) by using the kinetic energy bound (3.48), which implies that
the operator-valued function

ξ ÞÑ

ˇ

ˇ

ˇ

ˇ

´
1

2
∆ξ ´ κ

ˇ

ˇ

ˇ

ˇ

1{2

γn,ξ “

˜

ˇ

ˇ

ˇ

ˇ

´
1

2
∆ξ ´ κ

ˇ

ˇ

ˇ

ˇ

1{2

γn,ξ

ˇ

ˇ

ˇ

ˇ

´
1

2
∆ξ ´ κ

ˇ

ˇ

ˇ

ˇ

1{2
¸

ˇ

ˇ

ˇ

ˇ

´
1

2
∆ξ ´ κ

ˇ

ˇ

ˇ

ˇ

´1{2

is uniformly bounded in L1 pΓ˚;S1q as
ˇ

ˇ´1
2∆ξ ´ κ

ˇ

ˇ

´1{2 is uniformly bounded with respect to ξ P Γ˚.
Moreover, the energy bounded (3.48) also implies that ξ ÞÑ

ˇ

ˇ´1
2∆ξ ´ κ

ˇ

ˇ

1{2?
γn,ξ is uniformly bounded in

L2 pΓ˚;S2q. Hence the operator-valued function ξ ÞÑ
ˇ

ˇ´1
2∆ξ ´ κ

ˇ

ˇ

1{2
γn,ξ “

ˇ

ˇ´1
2∆ξ ´ κ

ˇ

ˇ

1{2?
γn,ξ

?
γn,ξ

is uniformly bounded in L2 pΓ˚;S2q as 0 ď γn,ξ ď 1. Therefore

ξ ÞÑ

ˇ

ˇ

ˇ

ˇ

´
1

2
∆ξ ´ κ

ˇ

ˇ

ˇ

ˇ

1{2

γn,ξ is uniformly bounded in L1 pΓ˚;S1q
č

L2 pΓ˚;S2q ,

hence in Lq pΓ˚;Sqq for 1 ď q ď 2 by interpolation. Therefore, up to extraction, the following weak
convergence holds: for any operator-valued function ξ ÞÑ Wξ P L

q1
`

Γ˚;Sq1
˘

where q1 “ q
q´1 for 1 ă

q ď 2,

ż

Γ˚
TrL2

per,xpΓq

˜

Wξ

ˇ

ˇ

ˇ

ˇ

´
1

2
∆ξ ´ κ

ˇ

ˇ

ˇ

ˇ

1{2

γn,ξ

¸

dξ ÝÝÝÑ
nÑ8

ż

Γ˚
TrL2

per,xpΓq

˜

Wξ

ˇ

ˇ

ˇ

ˇ

´
1

2
∆ξ ´ κ

ˇ

ˇ

ˇ

ˇ

1{2

γξ

¸

dξ. (3.56)

On the other hand by the inequality (3.6) we obtain that for any ξ P Γ˚,∥∥∥∥∥w
ˇ

ˇ

ˇ

ˇ

´
1

2
∆ξ ´ κ

ˇ

ˇ

ˇ

ˇ

´1{2
∥∥∥∥∥
Sq1

ď
1

p2πq2{q1
‖w‖

Lq
1

per,xpΓq

˜

ÿ

nPZ

ż

R2

2q
1{2

pp2πn` ξq2 ` |r|2 ` 2|κ|qq
1{2
dr

¸1{q1

.
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Upon choosing for example q1 “ 4, the right hand side of the above quantity is �nite. Therefore upon
taking Wξ “ w

ˇ

ˇ´1
2∆ξ ´ κ

ˇ

ˇ

´1{2 in (3.56) we obtain that

1

2π

ż

Γ˚
TrL2

per,xpΓq
pwγn,ξq dξ “

1

2π

ż

Γ˚
TrL2

per,xpΓq

˜

w

ˇ

ˇ

ˇ

ˇ

´
1

2
∆ξ ´ κ

ˇ

ˇ

ˇ

ˇ

´1{2 ˇ
ˇ

ˇ

ˇ

´
1

2
∆ξ ´ κ

ˇ

ˇ

ˇ

ˇ

1{2

γn,ξ

¸

dξ

ÝÝÝÑ
nÑ8

1

2π

ż

Γ˚
TrL2

per,xpΓq

˜

w

ˇ

ˇ

ˇ

ˇ

´
1

2
∆ξ ´ κ

ˇ

ˇ

ˇ

ˇ

´1{2 ˇ
ˇ

ˇ

ˇ

´
1

2
∆ξ ´ κ

ˇ

ˇ

ˇ

ˇ

1{2

γξ

¸

dξ “
1

2π

ż

Γ˚
TrL2

per,xpΓq
pwγξq dξ.

Hence (3.55) holds. Therefore ργ “ ργ in D1per,xpΓq, which concludes the proof of the lemma.

3.4.6 Proof of Theorem 3.7

We �rst de�ne a mean-�eld Hamiltonian associated with the problem (3.17), and then show that the Fermi
level is always negative. Moreover, the minimizer of (3.17) is uniquely given by the spectral projector of
the mean-�eld Hamiltonian. In the end we show that the density of the minimizer decays exponentially
fast in the r-direction.

Properties of the mean–�eld potential and Hamiltonian. We begin with the de�nition of a mean-
�eld potential and a mean-�eld Hamiltonian, and next study the spectrum of the mean-�eld Hamiltonian.
Consider a minimizer γper of (3.17) with the unique density ργper P L

p
per,xpΓq where 1 ď p ď 3. De�ne the

mean-�eld potential

Vper,sym :“ qper ‹Γ G, qper :“ ργper ´ µper,sym.

which is the solution of Poisson’s equation ´∆Vper,sym “ 4πqper. Let us prove that Vper,sym belongs to
Lpper,xpΓq for 2 ă p ď `8. As µper is smooth and has compact support in the r-direction and ργper belongs
to Lpper,xpΓq for 1 ď p ď 3, hence F qperp0, ¨q belongs to L2pR2q XL8pR2q XC0pR2q by classical Fourier
theory (see for example [RS75] ). Moreover, as

ş

Γ |r|ργperpx, rq ă `8 by (3.18),∥∥∥∥BkF qperp0,kq

∥∥∥∥
L8pR2q

“

ˇ

ˇ

ˇ

ˇ

ż

Γ
e´ir¨kr ¨ qperpx, rq dx dr

ˇ

ˇ

ˇ

ˇ

ď

ˇ

ˇ

ˇ

ˇ

ż

Γ
|r|

ˇ

ˇργper ` µper,sym

ˇ

ˇ px, rq dx dr

ˇ

ˇ

ˇ

ˇ

ă `8.

(3.57)

This implies that F qperp0,kq is C1pR2q and bounded. Remark also that F qperp0,0q “ 0 by the charge
neutrality and that F qperp0, ¨q belongs to L2pR2q X L8pR2q X C0pR2q, hence for 1 ď α ă 2,

ż

R2

|FVper,symp0,kq|
α dk “

ż

R2

|F qperp0,kq|
α

|k|2α
dk

ď

ż

|k|ă1

|F qperp0,kq|
α

|k|2α
dk `

˜

ż

|k|ě1
|F qperp0,kq|

2α dk

¸1{2 ˜
ż

|k|ě1

1

|k|4α
dk

¸1{2

ă `8.

(3.58)

Remark that the mixed Fourier transform F is an isometry from L2
per,x pΓq to `2

`

Z, L2
`

R2
˘˘

by (3.4). On
the other hand,

@φ P `1
`

Z, L1
`

R2
˘˘

, ‖F´1φ‖L8pΓq “ sup
xPΓ

ˇ

ˇ

ˇ

ˇ

ˇ

1

2π

ÿ

nPZ

ż

R2

φnpkq eip2πnx`k¨rq dk

ˇ

ˇ

ˇ

ˇ

ˇ

ď
1

2π
‖φ‖`1pZ,L1pR2qq,

By the Riesz–Thorin interpolation theorem (see for example [RS75] and [LL01, Theorem 5.7]), we can
deduce a Hausdor�-Young inequality for F´1: for 1 ď α ď 2 there exists a constant Cα depending on α
such that

@φ P `α
`

Z, Lα
`

R2
˘˘

, ‖F´1φ‖Lα1per,xpΓq
ď Cα‖φ‖`αpZ,LαpR2qq. (3.59)
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where α1 :“ α{pα´ 1q. Hence in view of (3.58) and (3.59), for 1 ď α ă 2 and 2 ă α1 “ α{pα´ 1q ď `8
there exist positive constants Cα,1, Cα,2 and C 1α,2 such that

‖Vper,sym‖α
Lα1per,xpΓq

ď Cαα‖FVper,sym‖α`αpZ,LαpR2qq “
Cαα
2π

ÿ

nPZ

ż

R2

|FVper,sympn,kq|
α dk

“
Cαα
2π

ż

R2

|FVper,symp0,kq|
α dk `

Cαα
2π

ÿ

n‰0

ż

R2

|F qperpn,kq|
α

p4πn2 ` |k|2qα
dk

ď Cα,1 `
Cαα
2π

˜

ÿ

n‰0

ż

R2

|F qperpn,kq|
2α dk

¸1{2 ˜
ÿ

n‰0

ż

R2

1

p4πn2 ` |k|2q2α
dk

¸1{2

ď Cα,1 ` Cα,2‖F qper‖α`2αpZ,L2αpR2qq ď Cα,1 ` C
1
α,2‖qper‖αLqper,xpΓq

ă `8,

(3.60)

where the last step we have used estimates similar to (3.59) for F and the fact that qper belongs toLqper,xpΓq
for 4{3 ă q :“ 2α{p2α´ 1q ď 2. Therefore Vper,sym belongs to Lpper,xpΓq for 2 ă p ď `8. By the elliptic
regularity we know that Vper,sym belongs to the Sobolev space W 2,p

per,xpΓq for 2 ă p ď 3, where W 2,p
per,xpΓq

is the space of functions, together with their gradients and hessians, belong to Lpper,xpΓq. Approximating
Vper,sym by functions in Dper,xpΓq, we also deduce that Vper,sym tends to 0 when |r| tends to in�nity. The
mean-�eld potential Vper,sym de�nes a´∆-bounded operator onL2pR3qwith relative bound zero, hence by
the Kato–Rellich theorem (see for example [Hel13, Theorem 9.10]) we know that Hper “ ´

1
2∆` Vper,sym

uniquely de�nes a self-adjoint operator on L2pR3q with domain H2
`

R3
˘

and form domain H1
`

R3
˘

. As
Hper is Z-translation invariant in the x-direction,

Hper “ B´1

ˆ
ż

Γ˚
Hper,ξ

dξ

2π

˙

B, Hper,ξ :“ ´
1

2
∆ξ ` Vper,sym.

Note that the decomposed Hamiltonian Hper,ξ does not have a compact resolvent as Γ is not a bounded
domain. It is easy to see that σ p´∆ξq “ σess p´∆ξq “ r0,`8q . On the other hand, by the inequality (3.6)
we have ∥∥∥∥Vper,sym p1´∆ξq

´1

∥∥∥∥
S2

ď
1

2π
‖Vper,sym‖L2

per,xpΓq

˜

ÿ

nPZ

ż

R2

1

pp2πn` ξq2 ` |k|2 ` 1q2
dk

¸1{2

ă `8.

In particular Vper,sym is a compact perturbation of ´∆ξ , and therefore introduces at most countably many
eigenvalues below 0 which are bounded from below by ´‖Vper,sym‖L8 . Denote by tλnpξqu1ďnďNH these
(negative) eigenvalues for NH P N˚ (NH can be �nite or in�nite). Then for all ξ P Γ˚,

σesspHper,ξq “ σessp´∆ξq “ r0,`8q, σdiscpHper,ξq “
ď

1ďnďNH

λn pξq .

In view of the decomposition (3.19), a result of [RS78, Theorem XIII.85] gives the following spectral decom-
position:

σess pHperq Ě
ď

ξPΓ˚

σesspHper,ξq “ r0,`8q, σdisc pHperq Ď
ď

ξPΓ˚

σdiscpHper,ξq “
ď

ξPΓ˚

ď

1ďnďNH

λn pξq .

We also obtain from [RS78, Item (e) of Theorem XIII.85] that

λ P σdiscpHperq ô tξ P Γ˚ |λ P σdiscpHper,ξqu has non-trivial Lebesgue measure.

By the regular perturbation theory of the point spectra [Kat95] (see also [RS78, Section XII.2]) and the
approach of Thomas [Tho73, Lemma 1], we know that the eigenvalues λnpξq below 0 are analytical func-
tions of ξ and cannot be constant, so that tξ P Γ˚ |λ P σdiscpHper,ξqu has trivial Lebesgue measure, and
the essential spectrum of Hper below 0 is purely absolutely continuous. As a conclusion,

σ pHperq “ σess pHperq “
ď

ξPΓ˚

σpHper,ξq.
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The Fermi level is always negative. Let us prove that the inequalityNH “ F p0q ě
ş

Γ µper,sym always
holds. The physical meaning of this statement is that the Fermi level of the quasi 1D system at ground
state is always negative when the mean-�eld potential tends to 0 in the r-direction. We prove this by
contradiction: assume that F p0q ă

ş

Γ µper,sym, then we can always construct (in�nitely many) states
belonging to FΓ with positive energies arbitrarily close to 0 and they decrease the ground state energy of
the problem (3.17).

Let us �rst de�ne a spectral projector representing all the states of Hper below 0: for any ξ P Γ˚ and
Hper,ξ de�ned in (3.19), de�ne

γ´per :“ 1p´8,0spHperq, γ0
per,ξ :“ 1p´8,0spHper,ξq.

Therefore,
NH “ F p0q “

1

|Γ˚|

ż

Γ˚
TrL2

per,xpΓq

`

γ0
per,ξ

˘

dξ “

ż

Γ
ργ´per

. (3.61)

The inequality that F p0q ă
ş

Γ µper,sym implies that

Zdiff :“

ż

Γ
µper,sym ´NH “

ż

Γ
µper,sym ´

ż

Γ
ργ´per

P N˚. (3.62)

The condition (3.62) implies in particular that NH ă `8, i.e., that there are at most �nitely many states
below 0. Let us construct states of Hper with positive energies. These states belonging to L2pR3q approx-
imate the plane waves of Hper traveling in the r-direction. For R ą 0, recall that BR is the ball in R3

centered at 0. Consider a smooth function tpx, rq supported in B1, equal to one in B1{2 and such that
‖t‖L2pR3q “ 1. For n P N˚, let us de�ne

ψnpx, rq :“ n´3{2t

˜

px, rq ´
`

n2,
`

n2, n2
˘˘

n

¸

.

It is easy to see thatψn belongs toL2pR3q, converges weakly to 0 whenn tends to in�nity and ‖ψn‖L2pR3q “

1. Moreover, as Vper,sym tends to 0 in the r-direction, hence for any ε ą 0 there exists an integer Nε such
that

ˇ

ˇVper,symp¨, pn
2, n2qq

ˇ

ˇ ď ε when n ě Nε. Denote by tψn,ξunPN˚,ξPΓ˚ the Bloch decomposition B in
the x-direction (see Section 3.2.1 for the de�nition) of tψnunPN˚ which belong to L2

per,x pΓq. For n ě Nε,
it holds∥∥∥∥Hperψn

∥∥∥∥2

L2pR3q

“
1

2π

ż

Γ˚

∥∥∥∥Hper,ξψn,ξ

∥∥∥∥2

L2
per,xpΓq

dξ

“

∥∥∥∥´n´7{2∆t

˜

¨ ´
`

n2,
`

n2, n2
˘˘

n

¸

` Vper,symψn

∥∥∥∥2

L2pR3q

ď 2

ˆ

1

n4
` ε2

˙

.

(3.63)

Remark that γ0
per,ξHper,ξ “

řNH
n“1 λnpξqPtλnpξqupHper,ξq is a compact operator, where Pt¨upHper,ξq the

spectral projector of Hper,ξ . There exists an orthonormal basis ten,ξuně1 of L2
per,x pΓq with elements in

H1
per,xpΓq such that γ0

per,ξHper,ξen,ξ “ λnpξqen,ξ for 1 ď n ď NH , and γ0
per,ξHper,ξen,ξ ” 0 for n ą NH .

Let us construct test density matrices composed by all the states of Hper with negative energies and some
states with positive energies. More precisely, for N0 P N˚ to be made precise later, consider a test density
matrix

γN0 “ B´1

ˆ
ż

Γ˚
γN0,ξ

dξ

2π

˙

B,

where

γN0,ξ :“ γ0
per,ξ `

N0`Zdiff
ÿ

n“N0`1

p1´ γ0
per,ξq |ψn,ξ yxψn,ξ|

“

`8
ÿ

n“1

γ0
per,ξ |en,ξ yx en,ξ| `

N0`Zdiff
ÿ

n“N0`1

p1´ γ0
per,ξq |ψn,ξ yxψn,ξ| .
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Lemma 3.22. For any N0 P N˚, the state γN0 belongs to the admissible set FΓ.

Proof. It is easy to see that 0 ď γN0 ď 1. Remark also that Ran
´

γ0
per,ξ

¯

“ Span ten,ξu1ďnďNH for all
ξ P Γ˚. The density of γN0 can be written as

ργN0
“

1

2π

ż

Γ˚

NH
ÿ

n“1

|en,ξ|
2 dξ `

1

2π

N0`Zdiff
ÿ

n“N0`1

ż

Γ˚
|ψn,ξ|

2 dξ.

The density ργN0
belongs to LpperpΓq for 1 ď p ď 3 as ten,ξuně1 and tψn,ξuně1 belong to H1

per,xpΓq.
Besides, in view of (3.61),

ż

Γ
ργN0

“
1

2π

ż

Γ˚
TrL2

per,xpΓq

`

γ0
per,ξ

˘

dξ `
1

2π

N0`Zdiff
ÿ

n“N0`1

ż

Γ

ż

Γ˚
|ψn,ξ|

2 dξ

“ NH `

N0`Zdiff
ÿ

n“N0`1

ż

R3

|ψn|
2 “ NH ` Zdiff “

ż

Γ
µper,sym.

(3.64)

A simple calculation shows that |∇|γN0,ξ|∇| is trace-class on L2
per,x pΓq. Hence γN0 belongs to Pper,x. Let

us show that ργN0
´ µper,sym belongs to CΓ. Following calculations similar to the ones leading to (3.46),

we only need to prove that k ÞÑ |k|´1F pργN0
´ µper,symqp0,kq is square-integrable near k “ 0 since

ργN0
´ µper,sym belongs to L2

per,x pΓq. Remark that F pργN0
´ µper,symqp0,0q “

ş

Γ ργN0
´ µper,sym “ 0

and
ˇ

ˇ

ˇ
BkF pργN0

´ µper,symqp0,0q
ˇ

ˇ

ˇ
“

ˇ

ˇ

ˇ

ˇ

ż

Γ
r
´

ργN0
´ µper,sym

¯

px, rq dx dr

ˇ

ˇ

ˇ

ˇ

ď
1

2π

NH
ÿ

n“1

ż

Γ˚

ż

Γ
|r| |en,ξ|

2
px, rq dx dr dξ `

N0`Zdiff
ÿ

n“N0`1

ż

R3

|r| |ψn|
2
px, rq dx dr

`

ż

Γ
|r|µper,sympx, rq dx dr ă `8,

where we have used the fact that the eigenfunctions of Hper,ξ associated with negative eigenvalues decay
exponentially (see [HS95, Theorem 3.4] and [CT73, Theorem 1]) so that

ş

Γ |r| |en,ξ|
2
px, rq dx dr ă `8

for 1 ď n ď NH and ξ P Γ˚, and the fact that tψnuN0`1ďnďN0`Zdiff
have compact support in the r-

direction by de�nition. Therefore F pργN0
´ µper,symqp0,kq is C1 near k “ 0. The conclusion then

follows by arguments similar to those leading to (3.46) in Section 3.4.3.

Lemma 3.22 implies that we can construct many admissible states in FΓ by varying N0. Let us show
that we can always �nd N0 such that γN0 decreases the ground state energy of (3.17) if NH ă

ş

Γ µper,sym.
Given a minimizer γ of (3.17), simple expansion of the energy functional around minimal shows that γ

also minimizes the functional (see [CDL08a])

γ ÞÑ

ż

Γ˚
TrL2

per,xpΓq
pHper,ξγξq dξ

on FΓ. Therefore, given N0 P N˚ we have

0 ď

ż

Γ˚
TrL2

per,xpΓq
pHper,ξ pγN0,ξ ´ γξqq dξ “

ż

Γ˚
TrL2

per,xpΓq

`

γ0
per,ξHper,ξ pγN0,ξ ´ γξq

˘

dξ

`

ż

Γ˚
TrL2

per,xpΓq

`

p1´ γ0
per,ξqHper,ξ pγN0,ξ ´ γξq

˘

dξ

“M `

ż

Γ˚
TrL2

per,xpΓq

`

p1´ γ0
per,ξqHper,ξγN0,ξ

˘

dξ ´

ż

Γ˚
TrL2

per,xpΓq

`

p1´ γ0
per,ξqHper,ξγξ

˘

dξ,

(3.65)
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where, since 0 ď γξ ď 1 and tλnp¨qu1ďnďNH ă 0,

M :“

ż

Γ˚
TrL2

per,xpΓq

`

γ0
per,ξHper,ξ pγN0,ξ ´ γξq

˘

dξ “

ż

Γ˚

NH
ÿ

n“1

λnpξq
@

en,ξ
ˇ

ˇ1´ γ0
per,ξγξ

ˇ

ˇ en,ξ
D

dξ

“

ż

Γ˚

NH
ÿ

n“1

λnpξq xen,ξ |1´ γξ| en,ξy dξ ď 0.

(3.66)

In view of (3.63) and by a Cauchy-Schwarz inequality, we deduce that, for N0 ě Nε:
ż

Γ˚
TrL2

per,xpΓq

`

p1´ γ0
per,ξqHper,ξγN0,ξ

˘

dξ

“

ż

Γ˚

N0`Zdiff
ÿ

n“N0`1

`8
ÿ

m“1

xem,ξ |Hper,ξ |ψn,ξ yxψn,ξ | em,ξy dξ

ď

ż

Γ˚

N0`Zdiff
ÿ

n“N0`1

˜

`8
ÿ

m“1

|xψn,ξ | em,ξy|
2

¸1{2 ˜ `8
ÿ

m“1

|xem,ξ |Hper,ξ |ψn,ξy |
2

¸1{2

dξ

“

ż

Γ˚

N0`Zdiff
ÿ

n“N0`1

‖ψn,ξ‖L2
per,xpΓq

∥∥∥∥Hper,ξψn,ξ

∥∥∥∥
L2

per,xpΓq

dξ

ď 2π
N0`Zdiff
ÿ

n“N0`1

ˆ

1

2π

ż

Γ˚
‖ψn,ξ‖2

L2
per,xpΓq

dξ

˙1{2
˜

1

2π

ż

Γ˚

∥∥∥∥Hper,ξψn,ξ

∥∥∥∥2

L2
per,xpΓq

dξ

¸1{2

ď 2
?

2π
N0`Zdiff
ÿ

n“N0`1

ˆ

1

n4
` ε2

˙1{2

ď 2
?

2πZdiff

ˆ

1

N4
0

` ε2

˙1{2

.

(3.67)

Moreover, by de�nition of γ´per

ż

Γ˚
TrL2

per,xpΓq

`

p1´ γ0
per,ξqHper,ξγξ

˘

“

ż

Γ˚
TrL2

per,xpΓq

´

|Hper,ξ|
1{2
p1´ γ0

per,ξqγξp1´ γ
0
per,ξq |Hper,ξ|

1{2
¯

“

ż

Γ˚
TrL2

per,xpΓq

´´

|Hper,ξ|
1{2
p1´∆ξq

´1{2
¯

p1´∆ξq
1{2 |Hper,ξ|

1{2
p1´ γ0

per,ξqγξp1´ γ
0
per,ξq

¯

“

ż

Γ˚
TrL2

per,xpΓq

´

p1´∆ξq
1{2 |Hper,ξ|

1{2
p1´ γ0

per,ξqγξp1´ γ
0
per,ξq |Hper,ξ|

1{2
p1´∆ξq

´1{2
¯

“

ż

Γ˚
TrL2

per,xpΓq

´

|Hper,ξ|
1{2
p1´ γ0

per,ξqγξp1´ γ
0
per,ξq |Hper,ξ|

1{2
¯

ě 0.

(3.68)
We distinguish in the inequality (3.66) the cases M ” 0 or M ă 0. When M ” 0, the inequality (3.66)
implies that γξγ0

per,ξ “ γ0
per,ξ for almost all ξ P Γ˚. In view of the inequalities (3.67) and (3.68), the

inequality (3.65) implies that,

@N0 ě Nε, 0 ď

ż

Γ˚
TrL2

per,xpΓq

`

p1´ γ0
per,ξqHper,ξγξ

˘

dξ ď 2
?

2πZdiff

ˆ

1

N4
0

` ε2

˙1{2

. (3.69)

By letting N0 tend to in�nity, it is easy to deduce that p1 ´ γ0
per,ξqγξ “ 0 for almost all ξ P Γ˚. Together

with the fact that γξγ0
per,ξ “ γ0

per,ξ we deduce that γξ ” γ0
per,ξ for almost all ξ P Γ˚. In view of (3.61)

and (3.62), by the charge neutrality we obtain that

Zdiff “

ż

Γ
µper,sym ´NH “

ż

Γ
ργ ´NH “

1

|Γ˚|

ż

Γ˚
TrL2

per,xpΓq

`

γ0
per,ξ

˘

dξ ´NH ” 0.
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Hence
ş

Γ µper,sym “ NH “ F p0q. This also implies that the minimizer of the problem (3.17) equals to γ´per

when NH “ F p0q “
ş

Γ µper,sym and Zdiff ” 0. When M ă 0 and Zdiff ‰ 0, we can always �nd ε ą 0 and

N0 ě Nε such that 2
?

2πZdiff

´

1
N4

0
` ε2

¯1{2
ď ´M{2. In view of the the inequalities (3.67) and (3.68), the

inequality (3.65) implies that

@N0 ě Nε, 0 ď

ż

Γ˚
TrL2

per,xpΓq

`

p1´ γ0
per,ξqHper,ξγξ

˘

dξ ďM{2 ă 0,

which leads to contradiction. We can �nally conclude that F p0q ě
ş

Γ µper,sym, so that the Fermi level of
the quasi 1D system is always non-positive. In the following paragraph we show that the Fermi level can
be chosen to be strictly negative.

Form of the minimizer and decay of the density of minimizers. We have already shown that if
NH “ F p0q ”

ş

Γ µper,sym then the 1D system has a unique minimizer which is equal to γ´per. This
also implies that for almost all ξ P Γ˚, the operator Hper,ξ has NH strictly negative eigenvalues below
0, therefore we can always choose the Fermi level εF P

`

maxξPΓ˚ λNH pξq, 0
˘

. If F p0q ą
ş

Γ µper,sym, it
is clear that there exists εF ă 0 such that F pεF q “

ş

Γ µper,sym as F pκq is a non-decreasing function on
p´8, 0s with range in r0, F p0qs. The form of the minimizer and the uniqueness is a direct adaptation of
[CDL08a, Theorem 1] by using a spectral projector decomposition similar to (A.2) of [CDL08a, Theorem
1], that is, the unique minimizer can be written as

γper “ 1p´8,εF spHperq “ B´1

ˆ
ż

Γ˚
γper,ξ

dξ

2π

˙

B “ B´1

˜

ż

Γ˚

NH
ÿ

n“1

1pλnpξq ď εF q |en,ξ yx en,ξ|

¸

B,

(3.70)
where γper,ξ :“ 1p´8,εF spHper,ξq. The Fermi level εF ă 0 can be considered as the Lagrange multiplier
associated with the charge neutrality condition

F pεF q “

ż

Γ
ργper “

ż

Γ
µper,sym.

Once the unique minimizer is shown to be a spectral projector, we can use the exponential decay property
of the eigenfunctions of Hper,ξ in the r-direction via the Combe–Thomas estimate [CT73, Theorem 1]: for
almost all ξ P Γ˚, there exist positive constant Cpξq and αpξq such that

@px, rq P Γ, @ 1 ď n ď NH , |en,ξpx, rq| ď Cpξqe´αpξq|r|.

On the other hand, the fact that
ş

Γ µper,sym “ F pεF q ă `8 implies that there exist only �nitely many
states of Hper,ξ below εF for all ξ P Γ˚. Therefore there exist positive constants CεF and αεF such that

0 ď ργperpx, rq ď
1

2π

ż

Γ˚

NH
ÿ

n“1

1pλnpξq ď εF qC
2pξqe´2αpξq|r| dξ ď CεF e´αεF |r|.

Remark that the above exponential decay result of the density coincides with Assumption 2 that
ż

Γ
|r|ργperpx, rq dx dr ă `8.

3.4.7 Proof of Lemma 3.10

Assume that (3.23) holds, that is µperpx, rq ” µperpx, |r|q has radial symmetry in the r-direction. It is clear
that the results of Theorem 3.7 hold. We employ the same notations as in Theorem 3.7 in the sequel. By
the uniqueness of density, ργper enjoys the same radial symmetry in the r-direction. Recall that qper “
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ργper ´ µper,sym. Together with the facts that
ş

Γ |r|ργperpx, rq dx dr ă `8 and that µper has compact
support in the r-direction. The radial symmetry in the r-direction implies that

ż

Γ
r ¨ qperpx, rq dx dr ” 0. (3.71)

Remark also that the exponential decay of density implies that
ş

Γ |r|
2|qperpx, rq| dx dr ă `8. Following

calculations similar to the those in (3.57), (3.58) and (3.60), it is easy to deduce that BkF qperp0,kq ” 0 and
B2
kF qperp0,kq is continuous and bounded, so that FVper,symp0, ¨q belongs to L2pR2q, and Vper,sym also

belongs to L2
per,x pΓq. Let us prove that Vper,sym P Lpper,xpΓq for 1 ă p ă 2 (for which we can conclude

that Vper,sym belongs to Lpper,xpΓq for 1 ă p ď `8). Let us rewrite Vper,sym as

Vper,sympx, rq “ pqper ‹Γ Gq px, rq “
´

qper ‹Γ
rG
¯

px, rq ` T prq, (3.72)

where
T prq “ ´2

ż

R2

qperpr
1q log

`

|r ´ r1|
˘

dr1, qperprq :“

ż 1{2

´1{2
qperpx, rq dx.

Recall that µper,sym has compact support in the r-direction, hence there exist positive constants Cq, αq
such that

@px, rq P R3, |qperp¨, rq| ď Cqe
´αq |r|, |qperprq| ď Cqe

´αq |r|.

As rG belongs to Lpper,xpΓq for 1 ď p ă 2, by Young’s convolution inequality we deduce that qper ‹Γ
rG

belongs to Ltper,xpΓq for 1 ď t ď `8.
It remains to prove that T prq belongs to LppR2q for 1 ă p ă 2. Let us use the partition R2 “

t|r| ď 2Ru Y t|r| ą 2Ru for the integration domain of T prq. Note �rst that log p|r|q is LtlocpR2q for 1 ď
t ă `8. Therefore, by a Cauchy-Schwarz inequality, there exists a positive constant CR,1 such that for
p1 “ p{pp´ 1q P p2,`8q:
˜

ż

|r|ď2R
|T prq|p dr

¸1{p

“ 2

˜

ż

|r|ď2R

ˇ

ˇ

ˇ

ˇ

ż

R2

qperpr
1q log

`
ˇ

ˇr ´ r1
ˇ

ˇ

˘

dr1
ˇ

ˇ

ˇ

ˇ

p

dr

¸1{p

ď 2

˜

ż

|r|ď2R

ˇ

ˇ

ˇ

ˇ

ˇ

ż

|r1|ď3R
qperpr

1q log
`ˇ

ˇr ´ r1
ˇ

ˇ

˘

dr1

ˇ

ˇ

ˇ

ˇ

ˇ

p

dr

¸1{p

` 2Cq

˜

ż

|r|ď2R

ˇ

ˇ

ˇ

ˇ

ˇ

ż

|r1|ą3R
e´αq |r

1|
ˇ

ˇlog
`ˇ

ˇr ´ r1
ˇ

ˇ

˘ˇ

ˇ dr1

ˇ

ˇ

ˇ

ˇ

ˇ

p

dr

¸1{p

ď 2

˜

ż

|r1|ď3R
|qper|

p

¸1{p
¨

˝

ż

|r|ď2R

˜

ż

|r1|ď3R

ˇ

ˇlog
`ˇ

ˇr ´ r1
ˇ

ˇ

˘ˇ

ˇ

p1
dr1

¸p{p1

dr

˛

‚

1{p

` 2Cq

˜

ż

|r|ď2R

ˇ

ˇ

ˇ

ˇ

ˇ

ż

|r1|ą3R
e´αq |r

1|
ˇ

ˇlogp|pR,Rq ´ r1|q
ˇ

ˇ dr1

ˇ

ˇ

ˇ

ˇ

ˇ

p

dr

¸1{p

ď CR,1.
(3.73)

Let us look at the integration domain t|r| ą 2Ru. Remark that by the charge neutrality condition and the
radial symmetry condition (3.71), it holds, for any r ‰ 0,

ż

R2

qperpr
1q log p|r|q dr1 ” 0,

ż

R2

qperpr
1q
r1r

|r|2
dr1 ” 0.

Denote by

Qpr, r1q :“ log
`
ˇ

ˇr ´ r1
ˇ

ˇ

˘

´ log p|r|q ´
r1r

|r|2
“

1

2
log

ˆ

1´
2rr1

|r|2
`
|r1|2

|r|2

˙

´
r1r

|r|2
.
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Then T prq “ ´2
ş

R2 qperpr
1qQpr, r1q dr1. Remark that when |r| ą 2R and |r1|

|r| ď εR for εR ą 0 �xed.

A Taylor expansion shows that there exists a positive constant C such that |Qpr, r1q| ď C |r
1|2

|r|2
. This

motivates the following partition of R2 given |r| ą 2R:

R2 “ BεR Y BAεR , BεR :“

"

r1 P R2

ˇ

ˇ

ˇ

ˇ

|r1|

|r|
ď εR

*

.

Hence

T prq “ Tintprq ` Textprq, Tintprq :“

ż

BεR
qperpr

1qQpr, r1qdr1, Textprq :“

ż

BAεR

qperpr
1qQpr, r1qdr1.

Therefore, for 1 ă p ă 2,
ż

|r|ą2R
|Tintprq|

p dr ď 2Cp
ż

|r|ą2R

ˇ

ˇ

ˇ

ˇ

ˇ

ż

BεR
qperpr

1q
|r1|2

|r|2
dr1

ˇ

ˇ

ˇ

ˇ

ˇ

p

dr

ď 2C 1
ż

|r|ą2R

ˇ

ˇ

ˇ

ˇ

ˇ

ż

|r1|ďεR|r|
e´αq |r

1||r1|2dr1

ˇ

ˇ

ˇ

ˇ

ˇ

p

|r|´2pdr ă `8.

(3.74)

Similarly,
ż

|r|ą2R
|Textprq|

p dr ď C1

ż

|r|ą2R

ˇ

ˇ

ˇ

ˇ

ˇ

ż

|r1|ąεR|r|
e´αq |r

1|
ˇ

ˇQpr, r1q
ˇ

ˇ dr1

ˇ

ˇ

ˇ

ˇ

ˇ

p

dr

ď C1

ż

|r|ą2R

ˇ

ˇ

ˇ

ˇ

ˇ

ż

|r1|ąεR|r|
e´αqεR|r|{2e´αq |r

1|{2
ˇ

ˇQpr, r1q
ˇ

ˇ dr1

ˇ

ˇ

ˇ

ˇ

ˇ

p

dr ă `8.

(3.75)

In view of (3.73), (3.74) and (3.75) we conclude that T prq belongs to LppR2q for 1 ă p ă 2. This leads to
the conclusion that Vper,sym belongs to Lpper,xpΓq for 1 ă p ď `8.

3.4.8 Proof of Proposition 3.11

Let us emphasize that the function χ being translation-invariant in the r-direction makes it di�cult to
control the compactness in the r-direction across the junction surface. Our geometry is very di�erent from
the cylindrical geometry considered in [HKSV15] for instance which automatically provides compactness
in the r-direction.

The proof of σess pHper,Lq Y σess pHper,Rq Ď σesspHχq is relatively easier than the converse inclu-
sion. Intuitively, the aL-periodicity (resp. aR-periodicity) implies that the Weyl sequences of Hper,L (resp.
Hper,R) after a translation by naL (resp. naR-translation) are still Weyl sequences of Hper,L (resp. Hper,R)
for any n P Z. This suggests that one can construct Weyl sequences of Hχ by properly translating Weyl
sequences of Hper,L or Hper,R, as Hχ is a linear interpolation of Hper,L and Hper,R hence behaves like
Hper,L or Hper,R away from the junction surface. The construction of Weyl sequences of either Hper,L or
Hper,R from Weyl sequences of Hχ is much more di�cult, as the support of Weyl sequences is essentially
away from any compact set, making it di�cult to control their behaviors. One naive approach should be to
cut-o� Weyl sequences of Hχ by the function χ in order to construct Weyl sequences of Hper,L. However,
one quickly remarks that the commutator r´∆, χs is not ´∆-compact, hence it is di�cult to ensure that
the cut-o� sequence is a Weyl sequence of Hper,L. Another naive approach is to use a cut-o� function χc
which has compact support in the r-direction. However as mentioned before, it is also di�cult to ensure
that the Weyl sequences leave any mass in the support of χc as Weyl sequences essentially have supports
away from any compact. We construct a special Weyl sequence ofHχ fromHper,L (orHper,R) by a suitable
cut-o� function which introduces ´∆-compact perturbations to solve this di�culty.

The proof is organized as follows: we �rst prove that r0,`8q Ă σesspHχq by an explicit construction of
Weyl sequences with positive energies, as r0,`8q belongs to the essential spectrum ofHper,L andHper,R.
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We next prove for any λ ă 0 such that λ P σess pHper,LqYσess pHper,Rq, λ also belongs to σesspHχq. Finally
we prove that σesspHχq in included in σess pHper,Lq Y σess pHper,Rq by a rather technical construction of a
Weyl sequence.

The essential spectrum σesspHχq contains r0,`8q. Recall that a sequence tψnunPN˚ is a Weyl se-
quence of an operator O on L2pR3q associated with λ P R if the following properties are satis�ed:

• for all n, ψn is in the domain of the operator O and ‖ψn‖L2pR3q “ 1;

• the sequence ψn á 0 weakly in L2pR3q;

• lim
nÑ`8

‖pO ´ λqψn‖L2pR3q “ 0.

Consider a C8c pRq function fpzq supported on r0, 1s with
ş

R |f |
2 “ 1, and g P CcpR2q supported on

the unit disk centered at 0 and such that
ş

R2 |g|
2 “ 1. For any λ ą 0, consider a sequence of functions

tψnunPN˚ de�ned as follows:

ψnpx, y, zq :“ n´3{2ei
?
λzfppz ´ 2nq{nqgpx{n, y{nq.

It is easy to see that
ş

R3 |ψn|
2 “ 1 for all n P N˚, and that ψn tends weakly to 0 in L2pR3q. On the other

hand

pHχ ´ λqψnpx, y, zq “
´

´n´2f2ppz ´ 2nq{nq ´ 2i
?
λn´1f 1ppz ´ 2nq{nq

¯

n´3{2ei
?
λzgpx{n, y{nq

´ n´7{2ei
?
λzfppz ´ 2nq{nq p∆gq px{n, y{nq ` Vχψnpx, y, zq.

Recall also that by the results of Theorem 3.7, there exists for any ε ą 0 an integer Nε such that

|Vχpx, y, 2nq| ď ε when n ě Nε.

Therefore, for n ě Nε, there exists a positive constant C such that

‖pHχ ´ λqψn‖L2pR3q ď
1

n2
‖f2‖L2pRq‖g‖L2pR2q `

2
?
λ

n
‖f 1‖L2pRq‖g‖L2pR2q `

1

n2
‖f‖L2pRq‖∆g‖L2pR2q

`

ˆ

n´3

ż

R2

ˆ
ż 3n

2n
|Vχpx, y, zqfppz ´ 2nq{nq|2 dz

˙

|gpx{n, y{nq|2 dx dy

˙1{2

ď
C

n
`

ˆ
ż

R2

ż 1

0
|Vχpnx, ny, 2n` nzqfpzq|

2
|gpx, yq|2 dz dx dy

˙1{2

ď
C

n
` ε‖f‖L2pRq‖g‖L2pR2q “

C

n
` ε.

This shows that tψnunPN˚ is a Weyl sequence ofHχ associated with λ ą 0. Since that 0 is an accumulation
point of σesspHχq, it holds r0,`8q Ă σesspHχq.

The union of σess pHper,LqYσess pHper,Rq is included in σesspHχq. Without loss of generality we prove
that a negative λL belonging to σesspHper,Lq also belongs to σesspHχq. Consider a Weyl sequence twnunPN˚
for Hper,L associated with λL. Let us construct a Weyl sequence for Hχ from twnunPN˚ . Fix n P N˚, there
exists a sequence tvk,nukPN˚ belonging to C8c pR3q such that for all ε ą 0, there exists a Kn P N˚ such
that for any k ě Kn,

‖vk,n ´ wn‖H2pR3q ď ε. (3.76)

It is easy to see that vKn,n tends weakly to 0 in L2pR3q as n Ñ 8 since wn converges weakly to 0. As
vKn,n has compact support, for any �xed n P N˚ and for m P N˚ large enough,

supp
`

τxaLmvKn,n
˘

č

´

`

r´aL{2,`8q ˆ R2
˘

ď

Bn

¯

“ H, (3.77)
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where Bn denotes the ball of radius n centered at 0 in R3. Remark that the above equality also ensures
that τxaLmvKn,n tends weakly to 0 in L2pR3q when m Ñ `8 for n �xed. In view of (3.76) and (3.77), we
introduce Ăwn :“ τxaLmnvKn,n for n P N˚ so that (3.77) is satis�ed. This implies that Ăwn tends weakly to 0
in L2pR3q when nÑ `8. Moreover, in view of (3.76) and by the de�nition of the Weyl sequence∥∥∥∥pHχ ´ λLqĂwn

∥∥∥∥
L2

“

∥∥∥∥pHχ ´ λLqτ
x
aLmn

vKn,n

∥∥∥∥
L2

“

∥∥∥∥pHper,L ´ λLqτ
x
aLmn

vKn,n

∥∥∥∥
L2

ď

∥∥∥∥τxaLmnpHper,L ´ λLq pvKn,n ´ wnq

∥∥∥∥
L2

`

∥∥∥∥τxaLmnpHper,L ´ λLqwn

∥∥∥∥
L2

ď p1` ‖Vper,L‖L8 ` |λL|q
∥∥∥∥vKn,n ´ wn∥∥∥∥

H2

`

∥∥∥∥pHper,L ´ λLqwn

∥∥∥∥
L2

ÝÝÝÝÑ
nÑ`8

0.

Therefore the sequence Ăwn{‖Ăwn‖L2 is a Weyl sequence of Hχ associated with λL. This leads to the con-
clusion that

σess pHper,Lq Y σess pHper,Rq Ď σesspHχq. (3.78)

The essential spectrum σesspHχq in included in σess pHper,Lq Y σess pHper,Rq. We prove that for
strictly negative λ P σesspHχq, it holds that λ P σess pHper,Lq Y σess pHper,Rq. The main technique is to
use spreading sequences (Zhislin sequences) [GS11, De�nition 5.12], which are special Weyl sequences for
which the supports of the functions move o� to in�nity. More precisely, a sequence tψnunPN˚ is a spreading
sequence of an operator O on L2pR3q associated with λ if the following properties are satis�ed:

• for all n, ψn is in the domain of the operator O and ‖ψn‖L2pR3q “ 1;

• for any bounded set G Ă R3, supppψnqXG “ H for n su�ciently large. As a consequence, ψn á 0
weakly in L2pR3q;

• lim
nÑ`8

‖pO ´ λqψn‖L2pR3q “ 0.

As Vper,L and Vper,R are continuous and bounded by Theorem 3.7, it holds by [GS11, Theorem 5.14] that

σess pHθq “ tλ P C | there is a spreading sequence for Hθ and λu

withHθ beingHχ,Hper,L orHper,R. The results of Theorem 3.7 also imply that, for any ε ą 0, there exists
a constant Rε such that

max
´

‖Vper,L1|r|ąRε
‖L8pR3q, ‖Vper,R1|r|ąRε

‖L8pR3q

¯

ă ε. (3.79)

Consider a spreading sequence tφnunPN˚ for Hχ associated with λ ă 0. For all n P N˚,

either ‖φn‖L2pp0,`8qˆR2q ě 1{2 or ‖φn‖L2pp´8,0sˆR2q ě 1{2.

Without loss of generality, we assume in the sequel that there exists a sub-sequence tφnunPN˚ such that,
for n su�ciently large, ‖φn‖L2pp0,`8qˆR2q ě 1{2. We next construct a Weyl sequence of Hper,R from
tφnunPN˚ by constructing a special weight function ρ which has a non-trivial mass on p0,`8q ˆ R2, and
whose derivatives decay rapidly:

ρpxq :“

şx
´8

ηpyq dy

‖η‖L1pRq
,

where

η “
e´2

?
´λ|x|

3λ
´

2e´
?
´λ|x|

3λ
is the solution of the following one-dimensional Yukawa equation

´ η2 ´ λη “ e´2
?
´λ|x|. (3.80)

The following lemma summarizes some properties of the weight function ρ.
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Lemma 3.23. It holds that 0 ď ρ ď 1 and limnÑ8‖ρφn‖L2 ‰ 0. Moreover,

‖ρ2φn ` 2ρ1Bxφn‖L2 ÝÝÝÑ
nÑ8

0, ρχ2 pVper,L ´ Vper,Rq P L
2pR3q. (3.81)

We postpone the proof of this lemma to Section 3.4.9. De�ne wn :“ ρφn{‖ρφn‖L2 . Let us show that
twnunPN˚ is a spreading sequence of Hper,R associated with λ. First of all, the sequence twnunPN˚ is well
de�ned at least for large n as limnÑ8‖ρφn‖L2 ‰ 0. It is also easy to see that ‖wn‖L2 “ 1 for all n P N˚.
For any bounded set G P R3, it holds supppwnqXG “ H for n su�ciently large as tφnunPN˚ is a spreading
sequence. Note that

pHper,R ´ λqwn “
1

‖ρφn‖L2

pρ pHχ ´ λqφn `Aχφnq , (3.82)

where Aχ :“ ´1
2ρ
2 ´ ρ1Bx ` ρχ2 pVper,L ´ Vper,Rq . As limnÑ8‖pHχ ´ λqφn‖L2 “ 0 by de�nition of

the spreading sequence, it follows that limnÑ8‖ρ pHχ ´ λqφn‖L2 ď limnÑ8‖pHχ ´ λqφn‖L2 “ 0. It
therefore su�ces to prove that (possibly up to extraction) limnÑ8‖Aχφn‖L2 “ 0. By the Kato–Seiler–
Simon inequality (3.39) we obtain that∥∥∥∥∥p1´∆q´1ρχ2 pVper,L ´ Vper,Rq

∥∥∥∥∥
S2

ď
1

2
?
π

∥∥∥∥ρχ2 pVper,L ´ Vper,Rq

∥∥∥∥
L2pR3q

.

In particular ρχ2 pVper,L ´ Vper,Rq is ´∆–compact, hence Hper,R–compact by the boundedness of Vper,R.
As the sequenceHper,Rwn is bounded inL2pR3q, theHper,R–compactness of ρχ2 pVper,L ´ Vper,Rq implies
that ρχ2 pVper,L ´ Vper,Rqwn converges strongly to some function v P L2pR3q. On the other hand, for any
f P L2pR3q,

pv, fqL2 “ lim
nÑ`8

`

ρχ2 pVper,L ´ Vper,Rqwn, f
˘

L2 “ lim
nÑ`8

`

wn, ρχ
2 pVper,L ´ Vper,Rq f

˘

L2 “ 0,

where we have used the fact that wn á 0 and ρχ2 pVper,L ´ Vper,Rq P L
8pR3q so

ρχ2 pVper,L ´ Vper,Rq f P L
2pR3q.

Therefore by the uniqueness of weak limit, ρχ2 pVper,L ´ Vper,Rqwn converges strongly to v ” 0. Together
with (3.81) we conclude that limnÑ8‖Aφn‖L2 “ 0. Therefore in view of (3.82), it holds

lim
nÑ8

‖pHper,R ´ λqwn‖L2 “ 0.

Hence twnunPN is a spreading sequence of Hper,R associated with λ ă 0. This implies that for any spread-
ing sequence of Hχ associated with λ ă 0, we can construct a spreading sequence for either Hper,L or
Hper,R associated with λ ă 0, depending on whether (up to extraction) the spreading sequence of Hχ has
non-trivial mass on

`

p´8, 0s ˆ R2
˘

or
`

p0,`8q ˆ R2
˘

. This allows us to conclude that

σesspHχq Ď σess pHper,Lq Y σess pHper,Rq . (3.83)

By gathering (3.78) and (3.83) we conclude that σesspHχq ” σess pHper,Lq Y σess pHper,Rq. In particular,
σesspHχq is independent of the function χ P X .

3.4.9 Proof of Lemma 3.23

The solution of the one-dimensional Yukawa equation (3.80) is

0 ă ηpxq “

ż

R

e´
?
´λ|x´y|

2
?
´λ

e´2
?
´λ|y| dy ď

ż

R

e´
?
´λp|x|`|y|q

2
?
´λ

dy ď
1

´λ
e´
?
´λ|x|. (3.84)
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This implies that η belongs to LppRq for 1 ď p ď `8. As η ą 0 is integrable, the weight function
ρpxq “

şx
´8

ηpyq dy

‖η‖L1pRq
is well de�ned. It is easy to see that 0 ď ρ ď 1. Since ‖φn‖L2pp0,`8qˆR2q ě 1{2 for n

large enough and ρpxq ě 1
2 for x ě 0, hence limnÑ8‖ρφn‖L2pR3q ‰ 0.

Let us next prove that ‖ρ2φn ` 2ρ1Bxφn‖L2 ÝÝÝÑ
nÑ8

0. In view of (3.84),

ˇ

ˇη1pxq
ˇ

ˇ “
1

2

ˇ

ˇ

ˇ

ˇ

ż 8

´8

e´
?
´λ|x´y|´2

?
´λ|y| p1xďy ´ 1xąyq dy

ˇ

ˇ

ˇ

ˇ

ď

ż `8

´8

e´
?
´λ|x´y|´2

?
´λ|y| dy “

?
´ληpxq ď

1
?
´λ

e´
?
´λ|x|.

Combining the above inequality with (3.84) we obtain that

‖ρ2φn ` 2ρ1Bxφn‖2
L2pR3q “

‖η1φn ` 2ηBxφn‖2
L2pR3q

‖η‖2
L1pRq

ď
2

‖η‖2
L1pRq

ż

R3

´

`

η1
˘2
|φn|

2 ` 4η2|Bxφn|
2
¯

ď
2

|λ|‖η‖2
L1pRq

ż

R3

e´2
?
´λ|¨||φn|

2 `
8‖η‖L8
‖η‖2

L1pRq

ż

R3

η |Bxφn|
2 .

(3.85)

It su�ces to prove that each of the previous integrals tends to 0 when nÑ8. Remark that the integrands
of these terms appear when one does an explicit calculation of pη p´∆´ λqφn, p´∆´ λqφnq. Let us
therefore �rst prove that

pη p´∆´ λqφn, p´∆´ λqφnqL2pR3q ÝÝÝÑnÑ8
0.

For this purpose, we prove that ‖η p´∆´ λqφn‖L2pR3q ÝÝÝÑnÑ8
0 strongly and p´∆´λqφn ÝÝÝá

nÑ8
0 weakly

in L2pR3q. In view of (3.84), for any ε ą 0 there exists xε ą 0 such that when |x| ą xε, 0 ď ηpxq ď ε.
Together with (3.79) and the fact that tφnunPN˚ is a spreading sequence, it holds

‖ηVχφn‖2
L2pR3q “

ż

Rˆt|r|ąRεu
|ηVχφn|

2
`

ż

r´x0,x0sˆt|r|ďRεu
|ηVχφn|

2
`

ż

r´x0,x0sAˆt|r|ďRεu
|ηVχφn|

2

ď ε‖η‖2
L8pRq ` ‖ηVχ‖2

L8pRq

∥∥∥∥φn1r´x0,x0sˆt|r|ďRεu

∥∥∥∥2

L2pRq
` ε‖Vχ‖2

L8pR3q ÝÝÝÑnÑ8
0.

The above convergence allows us to conclude that

‖η p´∆´ λqφn‖L2pR3q ď ‖ηpHχ ´ λqφn‖L2pR3q ` ‖ηVχφn‖L2pR3q ÝÝÝÑnÑ8
0. (3.86)

Moreover, for all n P N˚, φn belongs to H2pR3q, which is continuously embedded in L8pR3q. Approxi-
mating φn by C8c pR3q functions we deduce that lim|x|Ñ8 |φnpxq| “ 0. Furthermore, remark that for any
ψ P C8c pR3q it holds

pp´∆´ λqφn, ψqL2pR3q “ pφn, p´∆´ λqψqL2pR3q ÝÝÝÑnÑ8
0,

which implies the weak convergence p´∆´λqφn ÝÝÝá
nÑ8

0 by the density of C8c pR3q in L2pR3q. Together
with the strong convergence (3.86) and an integration by parts, this leads to,

pη p´∆´ λqφn, p´∆´ λqφnqL2pR3q “

ż

R3

η |∆φn|
2
` ηλ∆φnφn ` λη∆φnφn ` ηλ

2|φn|
2

“

ż

R3

η |∆φn|
2
´ λη1Bx

´

|φn|
2
¯

´ 2ηλ |∇φn|2 ` λ2η|φn|
2

“

ż

R3

η |∆φn|
2
`
`

λη2 ` λ2η
˘

|φn|
2 ` 2η|λ| |∇φn|2 ÝÝÝÑ

nÑ8
0.
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εFc
Σa Σb

´σesspHχq “ σess pHper,Lq Y σess pHper,Rq

C

Figure 3.5: The essential spectrum of Hχ, Hper,L and Hper,R, and the contour C.

In view of (3.80) we have
`

λη2 ` λ2η
˘

“ ´λe´2
?
´λ|¨| ą 0, hence the integrand of the above integral is

positive. This implies that
ż

R3

e´2
?
´λ|¨||φn|

2 ÝÝÝÑ
nÑ8

0,

ż

R3

η |∇φn|2 ÝÝÝÑ
nÑ8

0. (3.87)

In view of (3.85) and (3.87), we deduce that ‖ρ2φn ` 2ρ1Bxφn‖2
L2pR3q ÝÝÝÑnÑ8

0. Let us �nally prove that

ρχ2 pVper,L ´ Vper,Rq P L
2pR3q.

By de�nition ofχ, the function ρχ2 has support in p´8, aR{2s and is equal to ρpxqwhenx P p´8,´aL{2q.
Remark also that (3.84) implies that

@x ă 0, ρpxq ď
1

‖η‖L1

ż x

´8

1

|λ|
e´
?
´λ|y| dy ď

1

|λ|3{2‖η‖L1

e
?
´λx.

Hence, as Vper,L P L
s
per,x pΓLq for 1 ă s ď 8 by Theorem 3.7,

ż

R3

pρχ2Vper,Lq
2 “

ż

p´8,´aL{2qˆR2

pρVper,Lq
2 `

ż

r´aL{2,aR{2sˆR2

pρχ2Vper,Lq
2

ď
‖Vper,L‖2

L2pΓaL q

|λ|3‖η‖2
L1pRq

`8
ÿ

n“0

e´2
?
´λaLn `

ż

r´aL{2,aR{2sˆR2

V 2
per,L ă `8.

This implies that ρχ2Vper,L P L
2pR3q. Similar arguments show that ρχ2Vper,R P L

2pR3q, which concludes
the proof of the lemma.

3.4.10 Proof of Proposition 3.12

In view of Proposition 3.11, consider a contour C in the complex plane enclosing the spectrum ofHχ below
the Fermi level εF without intersecting it, crossing the real axis at

c ă inf t´‖Vper,L‖L8 ,´‖Vper,R‖L8u .

See Fig. 3.5. This is possible even if εF is an eigenvalue: one can always slightly move the curve C below
εF in order bypass εF but still enclose all the spectrum of Hχ below εF . Let us introduce the following
estimates, which are useful to characterize the decay property of densities.

Lemma3.24 (Combes-Thomas estimate [Klo95, CT73, GK03]). ConsiderH :“ ´1
2∆`V withV P L8pR3q.

Let p, q be positive integers such that pq ą 3{2. Then there exists ε ą 0 and a positive constant Cpp, qq such
that for any ζ R σpHq, and any pα, βq P Z3 ˆ Z3,∥∥∥∥wαpζ ´Hq´pwβ∥∥∥∥

Sq

ď Cpp, qq

ˆ

1`
1

θpζ, V q

˙4p

e´εθpζ,V q|α´β|, (3.88)

where θpζ, V q “
distpζ, σpHqq

|ζ| ` ‖V ‖L8 ` 1
.
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Since Vχ belongs to L8pR3q, the following lemma is a direct adaption of [CDL08a, Lemma 1]:

Lemma 3.25. Under Assumption 3, there exist two positive constants c1, c2 such that

@ζ P C, c1p1´∆q ď |Hχ ´ ζ| ď c2p1´∆q

as operators on L2pR3q, where recall that C is a contour in the complex plane enclosing the spectrum ofHχ be-
low the Fermi level εF without intersecting it, crossing the real axis at c ă inf t´‖Vper,L‖L8 ,´‖Vper,R‖L8u .
In particular ∥∥∥∥|Hχ ´ ζ|

1{2p1´∆q´1{2

∥∥∥∥ ď ?c2,

∥∥∥∥|Hχ ´ ζ|
´1{2p1´∆q1{2

∥∥∥∥ ď 1
?
c1
.

Moreover, pHχ ´ ζqp1´∆q´1 and its inverse are bounded operators.

Let us turn to the proof of Proposition 3.12. First of all let us show that γχ is locally trace class. Consider
% P C8c pR3q. Remark that γχ is a spectral projector. In view of Lemma 3.25, by Cauchy’s resolvent formula
and the Kato–Seiler–Simon inequality (3.39), there exists a positive constant Cχ such that

‖%γχ%‖S1
“ ‖%γχγχ%‖S1

“ ‖%γχ‖2
S2
“

∥∥∥∥% ¿
C

1

2iπ

1

ζ ´Hχ
dζ

∥∥∥∥2

S2

ď Cχ

∥∥∥∥% 1

1´∆

∥∥∥∥2

S2

ď
Cχ
4π

‖%‖2
L2pR3q.

This implies that γχ is locally trace class so that its density ρχ is well de�ned in L1
locpR3q. Let us prove

that χ2ρper,L ` p1 ´ χ2qρper,R ´ ρχ belongs to LppR3q for 1 ă p ď 2. It is di�cult to directly compare
the di�erence of χ2ρper,L ` p1´ χ

2qρper,R and ρχ. We construct to this end a density operator γd whose
density ρd is equal to χ2ρper,L ` p1´ χ

2qρper,R ´ ρχ:

γd :“ γd,1 ` γd,2, γd,1 :“ χ pγper,L ´ γχqχ, γd,2 :“
a

1´ χ2 pγper,R ´ γχq
a

1´ χ2. (3.89)

Remark that if γd P S1, then TrL2pR3qpγdq “ χ2ρper,L ` p1´ χ
2qρper,R ´ ρχ.

The density ρd is in LppR3q for 1 ă p ď 2. The proof that ρd P LppR3q relies on duality arguments:
denoting by q “ p

p´1 P r2,`8q, we prove that for any W P LqpR3q there exists some Kq ą 0 such that
|TrL2pR3qpγdW q| ď Kq‖W‖Lq . By Cauchy’s formula we have

γd,1 “
1

2πi

¿

C

χ

ˆ

1

z ´Hper,L
´

1

ζ ´Hχ

˙

χdζ,

γd,2 “
1

2πi

¿

C

a

1´ χ2

ˆ

1

ζ ´Hper,R
´

1

ζ ´Hχ

˙

a

1´ χ2 dζ.

(3.90)

Let us prove that there exists K1
q ą 0 such that

ˇ

ˇTrL2pR3qpγd,1W q
ˇ

ˇ ď K1
q ‖W‖Lq .

It is easily shown that a similar inequality holds for γd,2. Denote by Vd :“ p1 ´ χ2qpVper,L ´ Vper,Rq P

L8pR3q. Remark that the function Vdχ has compact support in the x-direction and that Vdχ belongs to
LrpR3q for 1 ă r ď `8 by Theorem 3.7. For any ζ P C, the integrand of γd,1 writes

Dpζq :“ χ

ˆ

1

ζ ´Hper,L
´

1

ζ ´Hχ

˙

χ “ χ
1

ζ ´Hper,L
Vd

1

ζ ´Hχ
χ.

Remark that χ being translation-invariant in the r-direction, it is not in anyLp space in R3, which prevents
us from using the standard techniques such as calculating the commutator r´∆, χs to give Schatten class
estimates on γd,1. By writing 1 “ γper,L ` γ

K
per,L and 1 “ γχ ` γ

K
χ , the following decomposition holds

Dpζq “ χ
γper,L

ζ ´Hper,L
Vd

1

ζ ´Hχ
χ` χ

γKper,L

ζ ´Hper,L
Vd

γχ
ζ ´Hχ

χ` χ
γKper,L

ζ ´Hper,L
Vd

γKχ
ζ ´Hχ

χ. (3.91)
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By the residue theorem,
ż

C
χ

γKper,L

ζ ´Hper,L
Vd

γKχ
ζ ´Hχ

χdζ ” 0. (3.92)

To estimate other terms in (3.91) we rely on the following Lemmas 3.26 and 3.27.

Lemma 3.26. Consider a self-adjoint operator H “ ´∆ ` V de�ned on L2pR3q with domain H2pR2q

and V P L8pR3q. For E P RzσpHq denote by γ “ 1p´8,EspHq. Then for any a, b P R, the operator
p1´∆qaγp1´∆qb is bounded. Moreover, if γ P Sk for some k ě 1, then p1´∆qaγp1´∆qb P Sk.

Proof. Similarly as in Lemma 3.25 it can be shown that for any ζ P RzσpHq the operator pζ´Hq´ap1´∆qa

and its inverse are bounded. Fix δ ą 0 and de�ne λ0 :“ ´‖V ‖L8´δ. Then λ0 R σpHq. By writing γ “ γ2,
there exists a positive constant C such that∥∥∥∥p1´∆qaγp1´∆qb

∥∥∥∥
Sk

ď C

∥∥∥∥pλ0 ´Hq
aγpλ0 ´Hq

b

∥∥∥∥
Sk

“ C

∥∥∥∥γ2pλ0 ´Hq
a`b

∥∥∥∥
Sk

ă `8,

as γ P Sk and γpλ0´Hq
a`b is a bounded operator. The proof of the boundedness in operator norm follows

the same lines.

Lemma 3.27. For any 1 ă p ď 2, there exist positive constants dp,1 and dp,2, such that

@ ζ P C,

∥∥∥∥∥χ γper,L

ζ ´Hper,L
Vd

∥∥∥∥∥
Sp

ď dp,1‖Vdχ‖LppR3q,

∥∥∥∥∥Vd γχ
ζ ´Hχ

χ

∥∥∥∥∥
Sp

ď dp,2‖Vdχ‖LppR3q. (3.93)

Proof. Let us prove the statement for χγper,Lpζ´Hper,Lq
´1Vd, the proof of the bound of Vdγχpζ´Hχq

´1χ
follows similar arguments. Fix R ą 0. Recall that BR is the ball in R3 centered at 0 with radius R. Denote
byϕR the characteristic function ofBR. For anyR ą 0, by the Kato–Seiler–Simon inequality (3.39) and the
boundedness of p1´∆qpζ ´Hper,Lq

´1 it is easy to see that ϕRχpζ ´Hper,Lq
´1 and pζ ´Hper,Lq

´1VdϕR
belong to S2. The operator γper,Lpζ ´ Hper,Lq

m is a bounded for any m P R in view of Lemma 3.27.
Therefore

ϕR

ˆ

χ
γper,L

ζ ´Hper,L
Vd

˙

ϕR “

ˆ

ϕRχ
1

ζ ´Hper,L

˙

γper,Lpζ ´Hper,Lq

ˆ

1

ζ ´Hper,L
VdϕR

˙

P S1.

Let us �rst prove that for any 1 ď p ď 2, there exists a positive constant dp,1 only depending on p such
that for any R ą 0, ∥∥∥∥∥ϕRχ γper,L

ζ ´Hper,L
VdϕR

∥∥∥∥∥
Sp

ď dp,1‖Vdϕ2
Rχ‖LppR3q. (3.94)

We �rst prove (3.94) for p “ 1 and p “ 2, and conclude by an interpolation argument for 1 ď p ď 2.
Consider p “ 1. By the cyclicity of the trace and the Kato–Seiler–Simon inequality (3.39),∥∥∥∥ϕRχ γper,L

ζ ´Hper,L
VdϕR

∥∥∥∥
S1

“

∥∥∥∥ϕRχ 1

ζ ´Hper,L
γper,L pζ ´Hper,Lq

1

ζ ´Hper,L
VdϕR

∥∥∥∥
S1

“

∥∥∥∥γper,L pζ ´Hper,Lq
1

ζ ´Hper,L
Vdϕ

2
Rχ

1

ζ ´Hper,L

∥∥∥∥
S1

ď c

∥∥∥∥ 1

|1´∆|

ˇ

ˇVdϕ
2
Rχ

ˇ

ˇ

1

|1´∆|

∥∥∥∥
S1

“ c

∥∥∥∥ 1

|1´∆|

ˇ

ˇVdϕ
2
Rχ

ˇ

ˇ

1{2
∥∥∥∥2

S2

ď d1,1‖Vdϕ2
Rχ‖L1 .
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Let us next prove (3.94) for p “ 2. Use again the cyclicity of the trace and the Kato–Seiler–Simon inequal-
ity (3.39),∥∥∥∥ϕRχ γper,L

ζ ´Hper,L
VdϕR

∥∥∥∥2

S2

“

∥∥∥∥VdϕR γper,L

ζ ´Hper,L

ϕ2
Rχ

2 γper,L

ζ ´Hper,L
VdϕR

∥∥∥∥
S1

“

∥∥∥∥ γper,L

ζ ´Hper,L

ϕ2
Rχ

2 γper,L

ζ ´Hper,L
V 2
d ϕ

2
R

∥∥∥∥
S1

ď c1
∥∥∥∥ϕ2

Rχ
2 1

ζ ´Hper,L
γper,L pζ ´Hper,Lq

1

ζ ´Hper,L
V 2
d ϕ

2
R

∥∥∥∥
S1

“ c1
∥∥∥∥γper,L pζ ´Hper,Lq

1

ζ ´Hper,L
V 2
d ϕ

4
Rχ

2 1

ζ ´Hper,L

∥∥∥∥
S1

ď c2
∥∥∥∥ 1

ζ ´Hper,L
V 2
d ϕ

4
Rχ

2 1

ζ ´Hper,L

∥∥∥∥
S1

“ c2
∥∥∥∥ˇˇVdϕ2

Rχ
ˇ

ˇ

1

ζ ´Hper,L

∥∥∥∥2

S2

ď d2
2,1‖Vdϕ2

Rχ‖2
L2 .

By the interpolation arguments we can conclude (3.94) for 1 ď p ď 2. Remark that for 1 ă p ď 2 the
following uniform bound holds:∥∥∥∥∥ϕRχ γper,L

ζ ´Hper,L
VdϕR

∥∥∥∥∥
Sp

ď dp,1
∥∥Vdϕ2

Rχ
∥∥
LppR3q

ď dp,1‖Vdχ‖LppR3q.

By passing the limit RÑ `8 we can conclude the proof.

Consider W P LqpR3q for q “ p
p´1 P r2,`8q. In view of (3.91), (3.92) and (3.93), by manipulations

similar to the ones used in the proof of Lemma 3.27, and the Hölder’s inequality for Schatten class operators
(see for example [RS75, Proposition 5]), we obtain that

‖γd,1W‖S1
“

1

2π

∥∥∥∥∥
¿

C

Dpζq dζW

∥∥∥∥∥
S1

“

∥∥∥∥∥
¿

C

χ
γper,L

ζ ´Hper,L
Vd

1

ζ ´Hχ
χW ` χ

γKper,L

ζ ´Hper,L
Vd

γχ
ζ ´Hχ

χW dζ

∥∥∥∥∥
S1

ď

∥∥∥∥∥
¿

C

ˆ

χ
γper,L

ζ ´Hper,L
Vd

˙

1

ζ ´Hχ
p1´∆q

ˆ

1

1´∆
χW

˙

dζ

∥∥∥∥∥
S1

`

∥∥∥∥∥
¿

C

ˆ

Wχ
1

1´∆

˙

p1´∆q
γKper,L

ζ ´Hper,L

ˆ

Vd
γχ

ζ ´Hχ
χ

˙

dζ

∥∥∥∥∥
S1

ď C‖Vdχ‖LppR3q

∥∥∥∥∥ 1

1´∆
χW

∥∥∥∥∥
Sq

ď K1
q ‖W‖LqpR3q,

(3.95)

where we have used the Kato–Seiler–Simon inequality (3.39) as well as the fact that ‖χ‖L8 “ 1. Similar
estimates hold for γd,2. We therefore can conclude that ρd “ χ2ρper,L ` p1 ´ χ2qρper,R ´ ρχ belongs to
LppR3q for 1 ă p ď 2.

Decay rate in the x-direction. Let us show that the density di�erence χ2ρper,L ` p1´ χ
2qρper,R ´ ρχ

decays exponentially fast in the x-direction. Note that there existsNL P N such thatNL´1 ă aL{2 ď NL.
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Denote byDaL :“ r´aL{2,`8qˆR2, we prove the exponential decay when supp pwαq Ă R3zDaL . Denote
by

α :“ pαx, 0, 0q P pR, 0, 0q, β “ pβx, βy, βzq P Z3, βx ě ´NL.

We have

1DaL

¨

˝

`8
ÿ

βxě´NL

ÿ

βy ,βzPZ
wβ

˛

‚“ 1DaL , 1DaLVd “ Vd, αx ă ´
aL
2
ă ´NL ` 1 ď βx ` 1.

The above relations imply, together with (3.93), the Combes–Thomas estimate (3.88) and arguments similar
to ones used in (3.95), that there exist a positive constants C1 and t1 such that, for 1 ă p ď 2 and q “
p
p´1 ě 2,

‖wαγdwα‖S1
“ ‖wαγd,1wα‖S1

“

∥∥∥∥∥ 1

2πi

¿

C

˜

wαχ
γper,L

ζ ´Hper,L
Vd

1

ζ ´Hχ
χwα ` wαχ

γKper,L

ζ ´Hper,L
Vd

γχ
ζ ´Hχ

χwα

¸

dζ

∥∥∥∥∥
S1

ď

∥∥∥∥∥ 1

2πi

¿

C

ˆ

wαχ
γper,L

ζ ´Hper,L
Vd

˙ˆ

1DaL
1

ζ ´Hχ
χwα

˙

dζ

∥∥∥∥∥
S1

`

∥∥∥∥∥ 1

2πi

¿

C

˜

wαχ
γKper,L

ζ ´Hper,L
1DaL

¸

ˆ

Vd
γχ

ζ ´Hχ
χwα

˙

dζ

∥∥∥∥∥
S1

ď K
`8
ÿ

βxě´NL

`8
ÿ

βy ,βzPZ
e´t1pβx´αxqe´t1|βy |e´t1|βz | ď C1e´t1|αx|.

The last step relies on the uniform distance of ζ P C to σpHχq and σpHper,Lq. Similar estimates hold
when the support of wα is in raR{2,`8qˆR2. There exist therefore positive constants C and t such that
‖wαγdwα‖S1

“
ş

R3 |wαρdwα| ď Ce´t|α|, which concludes the proof.

3.4.11 Proof of Lemma 3.13

From the last item of the Theorem 3.7 we know that Vper,L P L
p
per,xpΓLq (resp. Vper,R P L

p
per,xpΓRq) for 1 ă

p ď `8. Remark also that B2
xpχ

2q, Bxpχ
2q are uniformly bounded and have support in r´aL{2, aR{2s ˆ

R2. It therefore su�ces to obtain the Lp-estimates on BxVper,L and BxVper,R. We treat BxVper,L, the Lp-
estimates of BxVper,R following similar arguments. First of all in view of the form of the minimizer (3.70),
by the Cauchy–Schwarz inequality

Bxρper,L “ Bx

˜

1

2π

ż

Γ˚L

ÿ

ně1

1pλnpξq ď εLq |enpξ, ¨q|
2 dξ

¸

ď
1

π

ż

Γ˚L

˜

ÿ

ně1

1pλnpξq ď εLq |Bx|en|pξ, ¨q|
2

¸1{2 ˜
ÿ

ně1

1pλnpξq ď εLq |enpξ, ¨q|
2

¸1{2

dξ

ď
1

π

a

Kξ,L
?
ρper,L,

where Kξ,Lpxq :“
ş

Γ˚L

ř

ně1 1pλnpξq ď εLq |Bxenpξ,xq dξ|
2. We also have used the fact that |∇|f || ď

|∇f | for any complex-valued function f . In view of the potential decomposition (3.72), the term T prq does
not contribute to the x-directional derivative, hence

|BxVper,L| “

ˇ

ˇ

ˇ
pBx pρper,L ´ µper,Lqq ‹ ĄGaL

ˇ

ˇ

ˇ
ď

ˆ

1

2π

a

Kξ,L
?
ρper,L ` |Bxµper,L|

˙

‹

ˇ

ˇ

ˇ

ĄGaL

ˇ

ˇ

ˇ
.
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On the other hand, �nite kinetic energy condition (3.10) implies thatKξ,L P L
1
per,xpΓLq. Moreover,?ρper,L

belongs to H1
per,xpΓLq hence to Lsper,xpΓLq for 2 ď s ď 6. Therefore, by Hölder’s inequality, for p,m ě 1:

ż

ΓL

pKξ,Lρper,Lq
p{2
ď

ˆ
ż

ΓL

K
pm{2
ξ,L

˙1{mˆ
ż

ΓL

ρ
pm{p2pm´1qq
per,L

˙pm´1q{m

,

with the conditions pm “ 2 and 2 ď pm{pm´ 1q ď 6. This is the case for 4{3 ď m ď 2 and 1 ď p ď 3{2

so that pKξ,Lρper,Lq
1{2 belongs to Lpper,xpΓLq for 1 ď p ď 3{2. As Bxµper,L is in Lpper,xpΓLq for any

1 ď p ď `8 and ĄGaL P L
q
per,xpΓLq for 1 ď q ă 2 by Lemma 3.3, we obtain by Young’s convolution

inequality that BxVper,L P L
s
per,xpΓLq for 1 ď s ă 6. This allows us to conclude the lemma.

3.4.12 Proof of Proposition 3.15

The following statements ensure that the problem (3.35) is well-de�ned: a duality argument shows that den-
sities of operators in Qχ are well de�ned. The energy functional (3.36) is well de�ned and is bounded from
below. The proofs are direct adaptations of [CDL08a, Proposition 1, Lemma 2, Corollary 1 and Corollary
2].

1. For any Qχ P Qχ, it holds that QχW P S
γχ
1 for W “ W1 `W2 P C1 ` L2pR3q. Moreover, there

exists a positive constant Cχ such that:

|Trγχ pQχW q | ď Cχ ‖Qχ‖Qχ p‖W1‖C1 ` ‖W2‖L2pR3qq.

Moreover, there exists a uniquely de�ned function ρQχ P C
Ş

L2pR3q such that

@W “W1 `W2 P C1 ` L2pR3q, Trγχ pQχW q “ xρQχ ,W1yC1,C `

ż

R3

ρQχW2.

The linear map Qχ P Qχ ÞÑ ρQχ P C
Ş

L2pR3q is continuous:

‖ρQχ‖C ` ‖ρQχ‖L2pR2q ď Cχ‖Qχ‖Qχ .

Moreover, if Qχ P S1 Ă S
γχ
1 , then ρQχpxq “ Qχpx,xq where Qχpx,xq the integral kernel of Qχ.

2. For any κ P pΣN,χ, εF q and any state Qχ P Kχ, the following inequality holds

0 ď c1Tr
´

p1´∆q1{2
`

Q``χ ´Q´´χ
˘

p1´∆q1{2
¯

ď Trγχ pHχQχq ´ κTrγχpQχq

ď c2Tr
´

p1´∆q1{2pQ``χ ´Q´´χ qp1´∆q1{2
¯

,

where c1 and c2 are the same constants as in Lemma 3.25.

3. Assume that Assumption 3 holds. There are positive constants rd1, rd2, such that

EχpQχq ´ κTrγχpQχq ě
rd1

`

‖Q``χ ‖S1 ` ‖Q´´χ ‖S1 ` ‖|∇|Q``χ |∇|‖S1 ` ‖|∇|Q´´χ |∇|‖S1

˘

` rd2

`

‖|∇|Qχ‖2
S2
` ‖Qχ‖2

S2

˘

´
1

2
Dpνχ, νχq.

Hence Eχp¨q ´ κTrγχp¨q is bounded from below and coercive on Kχ.

The existence and the form of the minimizers are direct adaptations of [CDL08a, Theorem 2].
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3.4.13 Proof of Theorem 3.17

We prove this theorem by taking two arbitrary cut-o� functions χ1, χ2 belonging to X , and prove that
ρχ1 ` ρQχ1

“ ρχ2 ` ρQχ2
. For i “ 1, 2, consider the reference states associated with the Hamiltonian Hχi .

Denote by γχi the spectral projector ofHχi below εF and byQχi the solutions of (3.37) associated with χi.
Consider a test state

rQ :“ γχ1 `Qχ1 ´ γχ2 . (3.96)

We show that rQ is a minimizer of the problem (3.35) associated with the cut-o� function χ2, so that
ρ
rQ
” ρQχ2

by the uniqueness of the density of the minimizer provided by Proposition 3.15. Note that
Assumption 3 and Proposition 3.11 guarantee that there is a common spectral gap forHχi and σesspHχ1q “

σesspHχ2q. We �rst show that the test state rQ belongs to the convex set

Kχ2 :“ tQ P Qχ2 | ´γχ2 ď Q ď 1´ γχ2u ,

hence is an admissible state for the minimization problem (3.35) associated with χ2. We next show that rQ
is a minimizer.

The test state rQ belongs toKχ2 . We begin by proving that rQ is in Qχ2 . Let us prove that rQ is γχ2-trace
class. The following lemma will be useful.

Lemma 3.28. The di�erence of the spectral projectors γχ1 ´ γχ2 belongs to Sγχ2
1 . Moreover,

|∇| pγχ1 ´ γχ2q P S2, pγχ1 ´ γχ2q |∇| P S2. (3.97)

Proof. By Cauchy’s resolvent formula and the Kato–Seiler–Simon inequality (3.39),

‖γχ1 ´ γχ2‖S2
“

∥∥∥∥∥ 1

2iπ

¿

C

pζ ´Hχ1q
´1pχ2

1 ´ χ
2
2qpVper,L ´ Vper,Rqpζ ´Hχ2q

´1 dζ

∥∥∥∥∥
S2

ď C

∥∥∥∥p1´∆q´1pχ2
1 ´ χ

2
2qpVper,L ´ Vper,Rq

∥∥∥∥
S2

ď
C

2
?
π

∥∥∥∥pχ2
1 ´ χ

2
2qpVper,L ´ Vper,Rq

∥∥∥∥
L2

ă `8.

(3.98)

The results of Lemma 3.25 imply that |∇|pζ ´ Hχiq
´1 is uniformly bounded with respect to ζ P C. By

calculations similar to (3.98),∥∥∥∥|∇| pγχ1 ´ γχ2q

∥∥∥∥
S2

ď c1

∥∥∥∥pχ2
1 ´ χ

2
2qpVper,L ´ Vper,Rqp1´∆q´1

∥∥∥∥
S2

ă `8. (3.99)

Hence pγχ1 ´ γχ2q |∇| also belongs to S2 since it is the adjoint of |∇| pγχ1 ´ γχ2q. On the other hand, as
γχ1 is a bounded operator, in view of (3.98) and by writing γχ1 ´ γχ2 “ γKχ2

´ γKχ1
and using the fact that

γχi ` γ
K
χi “ 1,

γKχ2
pγχ1 ´ γχ2q γ

K
χ2
“ γKχ2

γχ1γ
K
χ2
“ pγχ1 ´ γχ2q γχ1 pγχ1 ´ γχ2q P S1,

γχ2 pγχ1 ´ γχ2q γχ2 “ ´γχ2γ
K
χ1
γχ2 “ ´pγχ2 ´ γχ1q γ

K
χ1
pγχ2 ´ γχ1q P S1.

(3.100)

Together with (3.98) we conclude that γχ1 ´ γχ2 belongs to S
γχ2
1 .

The following lemma is a consequence of [HLS05a, Lemma 1] and the fact that γχ1 ´ γχ2 P S2.

Lemma 3.29. Any self-adjoint operator A is in S
γχ1
1 if and only if A is in S

γχ2
1 . Moreover Trγχ1

pAq “
Trγχ2

pAq.
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The fact that Qχ1 P S
γχ1
1 implies that |∇|Qχ1 P S2, and Qχ1 P S

γχ2
1 by Lemma 3.29. In view

of this and Lemma 3.28 we know that rQ “ γχ1 ´ γχ2 ` Qχ1 belongs to S
γχ2
1 . The inequality (3.99)

implies that |∇| rQ “ |∇|Qχ1 ` |∇|pγχ1 ´ γχ2q P S2. It remains to prove that |∇|γKχ2
rQγKχ2

|∇| P S1 and
|∇|γχ2

rQγχ2 |∇| P S1. In view of (3.96) we have

|∇|γKχ2
rQγKχ2

|∇| “ |∇|γKχ2
Qχ1γ

K
χ2
|∇| ` |∇|γKχ2

pγχ1 ´ γχ2q γ
K
χ2
|∇|,

|∇|γχ2
rQγχ2 |∇| “ |∇|γχ2Qχ1γχ2 |∇| ` |∇|γχ2 pγχ1 ´ γχ2q γχ2 |∇|.

(3.101)

We estimate (3.101) term by term. By Lemma 3.26 we know that ‖|∇|γχi‖ ď ‖|∇|p1´∆q´1‖‖p1´∆qγχi‖ ă
8. Moreover, by writing γKχ2

“ 1´ γχ1 ` γχ1 ´ γχ2 and γχ2 “ γχ1 ` γχ2 ´ γχ1 , in view of (3.99),∥∥∥∥|∇|γKχ2
Qχ1γ

K
χ2
|∇|

∥∥∥∥
S1

“

∥∥∥∥|∇|γKχ1
Qχ1γ

K
χ1
|∇| ` |∇|γKχ1

Qχ1pγχ1 ´ γχ2q|∇| ` |∇|pγχ1 ´ γχ2qQχ1γ
K
χ2
|∇|

∥∥∥∥
S1

ď

∥∥∥∥|∇|γKχ1
Qχ1γ

K
χ1
|∇|

∥∥∥∥
S1

`

∥∥∥∥|∇|Qχ1pγχ1 ´ γχ2q|∇|
∥∥∥∥
S1

`

∥∥∥∥|∇|γχ1Qχ1pγχ1 ´ γχ2q|∇|
∥∥∥∥
S1

`

∥∥∥∥|∇|pγχ1 ´ γχ2qQχ1γχ2 |∇|
∥∥∥∥
S1

`

∥∥∥∥|∇|pγχ1 ´ γχ2qQχ1 |∇|
∥∥∥∥
S1

ď

∥∥∥∥|∇|γKχ1
Qχ1γ

K
χ1
|∇|

∥∥∥∥
S1

`

∥∥∥∥|∇|Qχ1

∥∥∥∥
S2

∥∥∥∥pγχ1 ´ γχ2q|∇|
∥∥∥∥
S2

`

∥∥∥∥|∇|γχ1

∥∥∥∥∥∥∥∥Qχ1

∥∥∥∥
S2

∥∥∥∥pγχ1 ´ γχ2q|∇|
∥∥∥∥
S2

`

∥∥∥∥γχ2 |∇|
∥∥∥∥∥∥∥∥Qχ1

∥∥∥∥
S2

∥∥∥∥|∇|pγχ1 ´ γχ2q

∥∥∥∥
S2

`

∥∥∥∥Qχ1 |∇|
∥∥∥∥
S2

∥∥∥∥|∇|pγχ1 ´ γχ2q

∥∥∥∥
S2

ă 8,

and similarly∥∥∥∥|∇|γχ2Qχ1γχ2 |∇|
∥∥∥∥
S1

“

∥∥∥∥|∇|γχ1Qχ1γχ1 |∇| ` |∇|γχ1Qχ1pγχ2 ´ γχ1q|∇| ` |∇|pγχ2 ´ γχ1qQχ1γχ2 |∇|
∥∥∥∥
S1

ď

∥∥∥∥|∇|γχ1Qχ1γχ1 |∇|
∥∥∥∥
S1

`

∥∥∥∥|∇|γχ1Qχ1pγχ1 ´ γχ2q|∇|
∥∥∥∥
S1

`

∥∥∥∥|∇|pγχ1 ´ γχ2qQχ1γχ2 |∇|
∥∥∥∥
S1

ď

∥∥∥∥|∇|γχ1Qχ1γχ1 |∇|
∥∥∥∥
S1

`

∥∥∥∥|∇|γχ1

∥∥∥∥∥∥∥∥Qχ1

∥∥∥∥
S2

∥∥∥∥pγχ1 ´ γχ2q|∇|
∥∥∥∥
S2

`

∥∥∥∥γχ2 |∇|
∥∥∥∥∥∥∥∥Qχ1

∥∥∥∥
S2

∥∥∥∥|∇|pγχ1 ´ γχ2q

∥∥∥∥
S2

ă 8,

From (3.100) we know that∥∥∥∥|∇|γKχ2
pγχ1 ´ γχ2q γ

K
χ2
|∇|

∥∥∥∥
S1

“

∥∥∥∥|∇| pγχ1 ´ γχ2q γχ1 pγχ1 ´ γχ2q |∇|
∥∥∥∥
S1

ď

∥∥∥∥|∇|pγχ1 ´ γχ2q

∥∥∥∥2

S2

ă 8,∥∥∥∥|∇|γχ2 pγχ1 ´ γχ2q γχ2 |∇|
∥∥∥∥
S1

“

∥∥∥∥|∇| pγχ2 ´ γχ1q γ
K
χ1
pγχ2 ´ γχ1q |∇|

∥∥∥∥
S1

ď

∥∥∥∥|∇|pγχ1 ´ γχ2q

∥∥∥∥2

S2

ă 8.

This shows that |∇|γKχ2
rQγKχ2

|∇| P S1 and |∇|γχ2
rQγχ2 |∇| P S1. In view of (3.101), this allows us to

conclude that rQ P Qχ2 . On the other hand, it is easy to see that ´γχ2 ď
rQ “ γχ1 `Qχ1 ´ γχ2 ď 1´ γχ2 ,

which shows that rQ belongs to the convex set Kχ2 .
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The state rQ is a minimizer. We now prove that rQ is a minimizer of the problem (3.35) associated with
the cut-o� function χ2. As rQ P Kχ2 , the fact that Qχ2 is a minimizer implies that

Eχ2

´

rQ
¯

´ κTrγχ2

´

rQ
¯

ě Eχ2 pQχ2q ´ κTrγχ2
pQχ2q . (3.102)

De�ne Θ :“ rQ´Qχ2 “ Qχ1 ´Qχ2 ` γχ1 ´ γχ2 . The inequality (3.102) can therefore also be written as

Eχ2 pΘq ´ κTrγχ2
pΘq `D

`

ρΘ, ρQχ2

˘

ě 0. (3.103)

It is easy to see that ´1 ď Θ ď 1 and Θ belongs to Qχ2 (but not necessarily to the convex set Kχ2 ), which
also implies that the density ρΘ of Θ is well de�ned and belongs to the Coulomb space C (see Section 3.4.12).
Therefore (3.103) is well de�ned. Introduce another state by exchanging the indices 1 and 2 in the de�nition
of rQ:

r

rQ :“ γχ2 `Qχ2 ´ γχ1 .

Proceeding as before, it can be shown that r

rQ P Kχ1 . By de�nition Qχ1 “ Θ`
r

rQ. Since Qχ1 minimizes the
problem (3.35) associated with χ1 and r

rQ P Kχ1 ,

Eχ1

ˆ

r

rQ

˙

´ κTrγχ1

ˆ

r

rQ

˙

ě Eχ1

ˆ

Θ`
r

rQ

˙

´ κTrγχ1

ˆ

Θ`
r

rQ

˙

.

The above equation can be simpli�ed as

Eχ1pΘq ´ κTrγχ1
pΘq `D

ˆ

ρΘ, ρ
Ă

ĂQ

˙

ď 0. (3.104)

Let us show that the left hand sides of (3.103) and (3.104) are equal. First of all as Θ belongs toQχ2 , we know
that Trγχ2

pΘq “ Trγχ1
pΘq by Lemma 3.29. Remark also that ρ

Ă

ĂQ
“ ρχ2 ´ ρχ1 ` ρQχ2

. By Lemma 3.29

Eχ2 pΘq ´ κTrγχ2
pΘq `D

`

ρΘ, ρQχ2

˘

´

ˆ

Eχ1pΘq ´ κTrγχ1
pΘq `D

ˆ

ρΘ, ρ
Ă

ĂQ

˙˙

“ Trγχ2
pp´∆` Vχ2qΘq ´D pρΘ, νχ2q `

1

2
D pρΘ, ρΘq ´ Trγχ1

pp´∆` Vχ1qΘq `D pρΘ, νχ1q

´
1

2
D pρΘ, ρΘq ´ κ

`

Trγχ2
pΘq ´ Trγχ1

pΘq
˘

`D
`

ρΘ, ρQχ2

˘

´D

ˆ

ρΘ, ρ
Ă

ĂQ

˙

“ Trγχ2
pp´∆` Vχ2qΘq ´ Trγχ1

pp´∆` Vχ1qΘq `D pρΘ, ρχ1 ` νχ1 ´ ρχ2 ´ νχ2q

“ Trγχ2
ppVχ2 ´ Vχ1qΘq `D pρΘ, ρχ1 ` νχ1 ´ ρχ2 ´ νχ2q .

(3.105)
We show that (3.105) is equal to zero by �rst showing that pVχ2 ´ Vχ1qΘ P S1 Ă S

γχ2
1 . We start by

showing that p1´∆qQχi P S2. By Cauchy’s resolvent formula,

Qχi “
1

2iπ

¿

C

˜

1

z ´HQχi

´
1

z ´Hχi

¸

dζ “ Q1,i `Q2,i `Q3,i,

where

Q1,i “
1

2iπ

¿

C

1

z ´Hχi

ˆ

´

ρQχi
´ νχi

¯

‹
1

| ¨ |

˙

1

z ´Hχi

dζ,

Q2,i “
1

2iπ

¿

C

1

z ´Hχi

ˆ

´

ρQχi
´ νχi

¯

‹
1

| ¨ |

˙

1

z ´Hχi

ˆ

´

ρQχi
´ νχi

¯

‹
1

| ¨ |

˙

1

z ´Hχi

dζ

Q3,i “
1

2iπ

¿

C

1

z ´HQχi

ˆ

´

ρQχi
´ νχi

¯

‹
1

| ¨ |

˙

1

z ´Hχi

ˆ

´

ρQχi
´ νχi

¯

‹
1

| ¨ |

˙

1

z ´Hχi

¨

ˆ

´

ρQχi
´ νχi

¯

‹
1

| ¨ |

˙

1

z ´Hχi

dζ.
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Following arguments similar to the ones used in the proof of [CDL08a, Proposition 2] we obtain that
´

ρQχi
´ νχi

¯

‹ 1
|¨|

belongs to L2pR3q ` C1, and we can conclude that p1 ´ ∆qQχi P S2. Remark that
Vχ1 ´ Vχ2 “ pχ2

1 ´ χ2
2qpVper,L ´ Vper,Rq P L

8pR3q X L2pR3q. By de�nition of Θ, by the Kato–Seiler–
Simon inequality and use calculations similar to (3.98)∥∥∥∥pVχ1 ´ Vχ2qΘ

∥∥∥∥
S1

“

∥∥∥∥pVχ1 ´ Vχ2q pQχ1 ´Qχ2 ` γχ1 ´ γχ2q

∥∥∥∥
S1

ď

∥∥∥∥pVχ1 ´ Vχ2q p1´∆q´1

∥∥∥∥
S2

˜∥∥∥∥p1´∆q pQχ1 ´Qχ2q

∥∥∥∥
S2

`

∥∥∥∥p1´∆qpγχ1 ´ γχ2q

∥∥∥∥
S2

¸

ď
1

2
?
π

∥∥∥∥Vχ1 ´ Vχ2

∥∥∥∥
L2

˜∥∥∥∥p1´∆q pQχ1 ´Qχ2q

∥∥∥∥
S2

`C

∥∥∥∥pχ2
1 ´ χ

2
2qpVper,L ´ Vper,Rqp1´∆q´1

∥∥∥∥
S2

¸

ă 8,

which proves that pVχ1 ´ Vχ2qΘ belongs to S1, hence

Trγχ2
ppVχ2 ´ Vχ1qΘq “ Tr ppVχ2 ´ Vχ1qΘq .

On the other hand, by the de�nition of Vχi in (3.31) and νi in (3.33) for i “ 1, 2, we deduce that

Tr ppVχ2 ´ Vχ1qΘq “ D pρΘ, pρχ2 ´ µχ2q ´ pρχ1 ´ µχ1qq “ D pρΘ, ρχ2 ´ ρχ1 ` νχ2 ´ νχ1q .

The above equation implies that the quantity (3.105) equals to 0. Hence, in view of (3.103) and (3.104),

Eχ2 pΘq ´ κTrγχ2
pΘq `D

`

ρΘ, ρQχ2

˘

“ Eχ1pΘq ´ κTrγχ1
pΘq `D

ˆ

ρΘ, ρ
Ă

ĂQ

˙

” 0.

We conclude with (3.102) that

Eχ2p
rQq ´ κTrγχ2

p rQq ” Eχ2pQχ2q ´ κTrγχ2
pQχ2q.

Therefore rQ is a minimizer of the problem (3.35) associated with the cut-o� functionχ2. From Theorem 3.15
we know that ρ

rQ
” ρQχ2

, which is equivalent to that ρQχ2
` ρχ2 “ ρχ1 ` ρQχ1

. By the arbitrariness of
the choice of χ1, χ2 we deduce that ρχ ` ρQχ is independent of the cut-o� function χ P X .
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LATTICE DYNAMICS IN AN ADIABATIC BORN-OPPENHEIMER
APPROXIMATION

This chapter describes the on-going work on lattice dynamics.
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4.1 Introduction

Research on atomic dynamics started from Einstein’s observation of the Brownian motion in liquids [Ein05,
Ein06] and his work on the heat capacity of solids [Ein07]. Latter on, Born and von Kàrmàn [BvK12, BvK13]
focused on lattice vibrations, and their works laid the foundations for the modern theory of lattice dynamics.

It is well known that atomic vibrations in crystals play a key role in material features such as heat
conductivity or defect dynamics (see [Dov93] and references therein). First-principle calculation methods
nowadays allow the numerical simulation of many of these physical properties. Although based on the
fundamental laws of quantum physics, these methods do not aim at solving by brute-force the many-body
time-dependent Schrödinger equation which governs the dynamics of nuclei and electrons, as this task
is well beyond the capabilities of today’s computers. Instead, these methods provide numerical solutions
of approximate models derived from the many-body time-dependent Schrödinger equation. The Born-
Oppenheimer approximation [BO27, PLC`07], based on the smallness of mass ratios between electrons
and nuclei, �rst allows to decouple electronic and nuclear dynamics. More precisely, in this approximation,
nuclei obey an autonomous quantum Hamiltonian dynamics, in which the e�ective interatomic potential
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is obtained by assuming that the electrons are in their ground state (which depends of the nuclear con�g-
uration via the Coulomb potential generated by the nuclei). This approximation can be justi�ed for �nite
molecular systems by adiabatic theorems provided there is a uniform gap between the ground state and
�rst excited state of potential energy surfaces (see [PST03, Teu03] and reference therein). By analogy, the
Born-Oppenheimer approximation seems quite reasonable for insulating and semiconducting materials,
while more questionable for metallic systems. A second approximation, almost always made in practice,
consists in approximating the quantum Born-Oppenheimer nuclear dynamics by a classical one. From
a mathematical viewpoint, this can be justi�ed by a semiclassical approximation obtained by letting the
Planck constant go to zero in the nuclear dynamics (see [Hag80] and reference therein). Lastly, the ground
state electronic problem must itself be approximated, typically using Density Functional Theory (DFT).
The resulting model (classical nuclei interacting via an e�ective many-body potential obtained by solving
an electronic ground-state problem using DFT for each nuclear con�guration) is often referred to as �rst-
principle molecular dynamics. Note that Car-Parrinello molecular dynamics [CP85] is an approximation
of �rst-principle molecular dynamics.

In this chapter we focus on �rst-principle molecular dynamics, and use the reduced Hartree-Fock (rHF)
model to approximate electronic ground states. This model has already been discussed in Section 1.1 of
Chapter 1. To illustrate the problems at hand, consider for simplicity a �nite system with M nuclei and N
electrons, and denote by Xptq “ pX1ptq, ¨ ¨ ¨ , XM ptqq P pR3qM the positions of theM nuclei at time t and
by W : pR3qM Q X ÞÑWpXq P R the rHF potential energy surface. The force acting on the ith nucleus at
time t is

Fiptq “ ´∇XiWpXptqq.
In practice, the forces can be computed using Density functional perturbation theory (DFPT) (see [BdGDCG01]
and references therein). Global minimizers of W correspond to the most stable con�gurations of the molec-
ular system. Local, non-global minimizers correspond to metastable states and critical points with Morse
index equal to one to transition states. Let X0 be a local minimizer. The vibration modes of the molecular
system in con�guration X0 are obtained by solving the secular equation

`

D2WpX0q
˘

Y “ ω2 MY (4.1)

where D2WpX0q P R3Mˆ3M
sym and M P R3Mˆ3M

sym are respectively the sti�ness and mass matrices of the
molecular system. The former is the Hessian matrix of the potential energy surface W at X0, while the
latter is the diagonal matrix containing the masses of the nuclei.

In a crystalline solid, the sti�ness and mass matrices are in�nite-dimensional but L-translation in-
variant, where L is the Bravais lattice of the crystal. The eigenvalues of the (discrete) Fourier transform
of (4.1) are the phonon frequencies and are labeled by a wave-vector. Phonons are collective excitations
of the crystal describing quantum harmonic lattice vibrations within the Born-Oppenheimer approxima-
tion [AM76, Sch08]. Anharmonic e�ects can be taken into account by perturbation theory (phonon-phonon
scattering [AM76, Kit04]). Perturbation theory is also used to compute the e�ect of nuclear vibrations on
electronic transport in semiconductors and metals (electron-phonon scattering, see [Giu17] and references
therein).

In this chapter, we follow a di�erent path and study the fully nonlinear (non-perturbative) rHF Born-
Oppenheimer dynamics of classical nuclei in a crystal in the neighborhood of an equilibrium periodic
con�guration. Addressing the general case of arbitrary excitations of the nuclear con�guration is quite
challenging because it is not clear how to de�ne a rHF (or a fortiori a Hartree-Fock or Kohn-Sham) ground
state for generic nuclear displacements small enough in the `8pRq-norm, where R is the crystal lattice. In
numerical simulations, nuclear displacements usually have the periodicity of some supercell. The electronic
problem then remains periodic and can be dealt with using Bloch theory. The alternative we consider in
this work is to study the nonlinear dynamics of localized displacements, typically small in the `2pRq-norm.
We rely on the previous works on the rHF ground-states of crystals with local defects [CDL08a, CE11] to
compute the atomic forces in the deformed crystal. Our main result is the characterization of a Hilbert space
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H densely embedded in `2pRq and the de�nition of a classical HamiltonianH : Hˆ `2pRq Ñ R. We show
that if the initial data pRp0q,Pp0qq (atomic displacements and momenta) is small enough in H ˆ `2pRq,
then the rHF Born-Oppenheimer molecular dynamics is well posed for short times.

This chapter is organized as follows: we start by considering a system with a �nite number of nuclei
and electrons in Section 4.2, and construct a mathematical framework for the classical nuclear Hamiltonian
dynamics around a local minimum of the potential energy surface, where the electronic state is described by
a rHF model. We then pass formally to the thermodynamic limit in this model and obtain a lattice dynamics
around a periodic equilibrium con�guration in Section 4.3. We prove the well-posedness of the so-obtained
in�nite-dimensional Hamiltonian dynamics in short time for a small initial data. Some on-going work and
possible extensions are discussed in Section 4.4.

Let us conclude this section by mentioning other mathematical works on the dynamics of crystals
with classical nuclei and quantum electrons. In the framework of the Schrödinger–Poisson model, the
coupled electronic-nuclear dynamics has been studied in [KK17] for �nite systems, and in [KK16, KK18]
for perturbations around periodic con�gurations. In these works, electrons are described by a wavefunction
evolving according to a nonlinear time-dependent Schrödinger equation. Let us also mention that for the
electronic dynamics only (nuclei are �xed), the Cauchy problem of the time-dependent Hartree equation
has been studied in [LS15] for a Fermi sea, with electrons driven by an external short-range potential.
In [CS12], the authors have proved the local and global well-posedness of the Hartree dynamics in the rHF
model for a small time-dependent nuclear perturbation.

4.2 Nuclear dynamics for �nite systems in an adiabatic Born-Oppenheimer
approximation

In order to motivate the model for lattice dynamics around periodic con�gurations introduced in Section 4.3,
we �rst consider a neutral molecular system consisting ofM smeared classical nuclei andN electrons. We
denote by pzkq1ďkďM P pN˚qM the charges of the nuclei (

řM
k“1 zk “ N ), by pmkq1ďkďM P pR˚`qM their

masses, and by X “ pXkq1ďkďM P pR3qM their positions. The nuclear charge distribution is represented
by a smooth function

µfs
Xpxq “

M
ÿ

k“1

zkm px´Xkq ,

where the superscript "fs" stands for "�nite system", and wherem P C8c pR3q is a smooth radial nonnegative
function supported in the ball Bη “ tx P R3 | |x| ă ηu for some η ą 0 and such that

ş

R3 m “ 1.

The rHF Born–Oppenheimer energy surface. We start by recalling the rHF model for �nite systems,
which was already discussed in Section 1.1.2 of Chapter 1. Let us introduce the following set of admissible
density matrices:

P fs :“
 

γ P SpL2pR3qq
ˇ

ˇ 0 ď γ ď 1, TrL2pR3qpγq ă 8, TrL2pR3qp|∇|γ|∇|q ă 8
(

.

The rHF energy functional is de�ned for X P pR3qM and γ P P fs as:

E fspX, γq “ TrL2pR3q

ˆ

´
1

2
∆γ

˙

`
1

2
D
´

ργ ´ µ
fs
X, ργ ´ µ

fs
X

¯

,

where TrL2pR3q

`

´1
2∆γ

˘

:“ 1
2TrL2pR3q p|∇|γ|∇|q and Dp¨, ¨q is the Coulomb energy

Dpρ1, ρ2q “ 4π

ż

R3

pρ1pkq pρ2pkq

|k|2
dk,

de�ned for ρ1, ρ2 in the Coulomb space

C :“

"

ρ P S 1pR3q

ˇ

ˇ

ˇ

ˇ

pρ P L1
locpR3q,

pρp¨q

| ¨ |
P L2pR3q

*

,
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where pρ is the Fourier transform of ρ. Endowed with the inner product pρ1, ρ2qC :“ Dpρ1, ρ2q, the Coulomb
space C is a Hilbert space. Its dual space C1 (Beppo-Levi space [CDL08a]) is:

C1 :“
 

V P L6pR3q | ∇V P pL2pR3qq3
(

.

Within the rHF approximation, the Born–Oppenheimer energy surface is de�ned as:

@X P pR3qM , W fspXq “ inf
!

E fspX, γq
ˇ

ˇ

ˇ
γ P P fs, TrL2pR3qpγq “ N

)

. (4.2)

It is known [Sol91] that for any R P pR3qN , (4.2) has a minimizer, and that all minimizers share the same
density. The latter property is due to the fact that the rHF model is strictly convex in the density.

Hamiltonian dynamics around a reference con�guration. Let X0 be a (local) minimizer of X ÞÑ

W fspXq. Let γ0 be a minimizer of (4.2) for X “ X0. We denote by ρ0 :“ ργ0 the common density of the
minimizers, by V 0 :“

`

ργ0 ´ µfs
X0

˘

‹ | ¨ |´1 the electrostatic potential generated by the electronic density
ρ0 and the nuclear density µfs

X0 , and by H0 :“ ´1
2∆ ` V 0 the corresponding rHF Hamiltonian. Assume

that there is a gap between the N th and pN ` 1qst eigenvalues of H0, and choose a Fermi level εF in this
gap. Then, γ0 “ 1p´8,εFspH

0q is the unique minimizer of (4.2) for X “ X0 (it is a rank-N orthogonal
projector). Using results from [CM14], it can be shown that for any X P pR3qM in the vicinity of X0,

• the minimization problem (4.2) admits a unique minimizer which we denote by γX. In fact, γX is
also the unique minimizer of the free energy E fspX, γq ´ εFTrL2pR3qpγq on P fs;

• the map X ÞÑW fspXq is real-analytic.

Remark that X0 is an equilibrium con�guration of W fs, and that the nuclear forces in the equilibrium
con�guration X0 vanish. More precisely, for all 1 ď k ďM :

0 “ ´∇XkW fspX0q “ ´

ż

R3

V 0pxq∇mpx´X0
kq dx “

ż

R3

mpx´X0
kq∇V 0pxq dx. (4.3)

Let us write the nuclear dynamics around the equilibrium position X0, as a preparation for the lattice
dynamics around a periodic con�guration considered in Section 4.3. Denoting respectively by Xkptq P R3

and Pkptq P R3 the position and momentum of the k-th nucleus at time t, the rHF Born-Oppenheimer
nuclear dynamics arond X0 is de�ned by: for 1 ď k ďM ,

$

’

’

&

’

’

%

dXkptq

dt
“
Pkptq

mk
,

dPkptq

dt
“ ´∇XkW fspXptqq.

(4.4)

Reformulation of the dynamics. Given a generic state pX, γq P pR3qM ˆ P fs, we denote by pR, Qq
the deviation from the equilibrium state pX0, γ0q, i.e.

X “ X0 `R “ pX0
k `Rkq1ďkďM , γ “ γ0 `Q.

Let us introduce the variation of nuclear density

νfs
R :“ µfs

X0`R ´ µ
fs
X0 “

M
ÿ

k“1

zk
`

mp¨ ´X0
k ´Rkq ´mp¨ ´X

0
kq
˘

,

and its �rst order approximation

νfs
1,R :“ ´

M
ÿ

k“1

zk∇mp¨ ´X0
kq ¨Rk.
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The relative free energy of the system can be written as

EfspR, Qq “
´

E fspX, γq ´ εFTrL2pR3qpγq
¯

´

´

E fspX0, γ0q ´ εFTrL2pR3qpγ
0q

¯

“ TrL2pR3q

ˆ

´
1

2
∆
`

γ0 `Q
˘

˙

`
1

2
D
´

ργ0`Q ´ pµ
fs
X0 ` νRq, ργ0`Q ´ pµ

fs
X0 ` ν

fs
Rq

¯

´ εFTrL2pR3qpγq

´ TrL2pR3q

ˆ

´
1

2
∆γ0

˙

`
1

2
D
´

ργ0 ´ µfs
X0 , ργ0 ´ µfs

X0

¯

´ εFTrL2pR3qpγ0q

“ TrL2pR3q

ˆ

´
1

2
∆Q

˙

`D
´

ργ0 ´ µfs
X0 , ρQ ´ ν

fs
R

¯

`
1

2
D
´

ρQ ´ ν
fs
R, ρQ ´ ν

fs
R

¯

´ εFTrL2pR3qpQq

“ TrL2pR3q

`

pH0 ´ εFqQ
˘

`
1

2
D
´

ρQ ´ ν
fs
R, ρQ ´ ν

fs
R

¯

´

ż

R3

V 0νfs
R

“ TrL2pR3q

`

pH0 ´ εFqQ
˘

`
1

2
D
´

ρQ ´ ν
fs
R, ρQ ´ ν

fs
R

¯

´

ż

R3

V 0
´

νfs
R ´ ν

fs
1,R

¯

, (4.5)

where we have used (4.3) to obtain the last equality. Finally, the relative Born–Oppenheimer free energy
surface is given by

W fspRq : “W fspX0 `Rq ´W fspX0q “ inf
!

EfspR, Qq, Q` γ0 P P fs
)

. (4.6)

We observe that for R small enough, the force on the k-th nucleus can be obtained by di�erentiating (4.6)
as

@1 ď k ďM, F fs
k pRq :“ ´∇RkW

fspRq

“ zk

ż

R3

mp¨ ´X0
k ´Rkq∇V fs

R ´ zk

ż

R3

V 0
`

∇mp¨ ´X0
k ´Rkq ´∇mp¨ ´X0

kq
˘

“ zk

ż

R3

mp¨ ´X0
k ´Rkq

´

∇V 0 `∇V fs
R

¯

, (4.7)

where V fs
R “ pρR ´ νfs

Rq ‹ | ¨ |
´1, and ρR is the unique density of the minimizers QR of (4.6). If the

state pX0, γ0q is a global minimizer of E fs on pR3qM ˆ P fs (and not only a local one), it holds

@pR, γ0 `Qq P pR3qM ˆ P fs, EfspR, Qq ě 0; (4.8)

and therefore
@R P pR3qM , W fspRq ě 0. (4.9)

In view of (4.9), we can de�ne a Hamiltonian H fs : pR3qM ˆ pR3qM Ñ R associated with the nuclear
degree of freedom by summing up the kinetic energy of the nuclei and the relative Born–Oppenheimer
energy surface, which serves as a potential energy driving the nuclear dynamics:

H fspR,Pq “
M
ÿ

k“1

|Pk|
2

2mk
`W fspRq. (4.10)

The Born-Oppenheimer dynamics (4.4) around the local equilibrium con�guration X0 can then be recast
as

$

’

’

&

’

’

%

dRkptq

dt
“ ∇PkH

fspRptq,Pptqq “
Pkptq

mk
,

dPkptq

dt
“ ´∇RkH

fspRptq,Pptqq “ ´∇RkW
fspRptqq.

(4.11)
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4.3 Lattice dynamics around a periodic equilibrium con�guration

In this section we generalize the nuclear dynamics for �nite systems introduced in the previous section to
lattice dynamics around a periodic equilibrium con�guration. This is obtained by a formal thermodynamic
limit of the model for �nite systems. More precisely, we now assume that the reference equilibrium con-
�guration is a perfect crystal, and we denote by L its Bravais lattice and by zk the nuclear charge of the
nucleus located at equilibrium at the point k P R, where R denotes the set of lattice sites (for convenience,
we label the nuclei by the corresponding lattice points). We assume that the nuclear charge is modeled by
a R-periodic distribution:

µ0
per “

ÿ

kPR
zkmp¨ ´ kq,

where we recall that m P C8c pR3q is a smooth radial nonnegative function supported in the ball Bη “

tx P R3 | |x| ă ηu for some η ą 0 and such that
ş

R3 m “ 1. We assume that the minimal distance between
the centers of two nuclei in the periodic lattice R is dm " η for simplicity. As shown in [CLBL01, CLBL02,
CDL08a], the rHF model for such a crystal is well posed and the ground-state density matrix γ0

per is unique
(see also Section 1.2 of Chapter 1. We denote by ρ0

per the density of γ0
per, by V 0

per the unique R-periodic
solution of the Poisson equation ´∆V 0

per “ 4πpρ0
per ´ µ

0
perq with zero average in unit cells of R, and by

H0
per “ ´

1

2
∆` V 0

per

the rHF mean-�eld Hamiltonian of the perfect crystal. Recall that H0
per is an R-periodic Schrödinger op-

erator on L2pR3q with domain H2pR3q. We also know that

γ0
per “ 1p´8,εFs

`

H0
per

˘

is a (in�nite-rank) orthogonal projector on L2pR3q. Similarly to (4.3), the fact that the R-periodic nuclear
con�guration forms an equilibrium geometry implies that the force on each nucleus vanishes:

@k P R,
ż

R3

mp¨ ´ kq∇V 0
per “ ´

ż

R3

V 0
per ∇mp¨ ´ kq “ 0. (4.12)

From now on, we make the following assumption.

Assumption 4. The reference perfect crystal is an insulator or a semiconductor, in the sense that the Fermi
level εF lays in a spectral gap of H0

per: dpεF, σpH
0
perqq ą 0.

Defects induced by nuclear displacements. We denote by R “ pRkqkPR P pR3qR the nuclear dis-
placement with respect to the perfect lattice, where Rk P R3 denotes the displacement of the k-th nucleus
with respect to its site in the R-periodic con�guration. The change of nuclear density is thus given by:

νRpxq :“
ÿ

kPR
zk pm px´ pk `Rkqq ´m px´ kqq .

Remark that the function νR can be considered as defects of the nuclear con�guration with respect to the
perfect crystal. This relates the study of lattice dynamics to works on local defects as considered in [CDL08a,
CL10, CE11] and presented in Section 1.3.1 of Chapter 1. In particular, these works ensure that the rHF
model for ground-state electronic structures of local defects in insulating systems is well-posed as soon
as the nuclear charge distribution of the defect νR belongs to the Hilbert space νR P v´1

c

`

L2pR3q
˘

` C
(see [CL10, Theorem 1]), where vc pρq :“ ρ ‹ | ¨ |´1 (vc is the Coulomb operator). In this study, we will
consider a functional setting of lattice dynamics in which νRptq remains in v´1

c

`

L2pR3q
˘

`C for all t ě 0.
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Functional setting. Introduce the space of square integrable displacements

`2pRq :“

#

R “ pRkqkPR P pR3qR

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

kPR
|Rk|

2 ă 8

+

,

equipped with its natural inner product:

pR,R1q`2 :“
ÿ

kPR
Rk ¨R

1
k.

An admissible functional space of nuclear displacements is provided by the following result.

Lemma 4.1. Consider the dense subspace of `2pRq de�ned by

H :“

#

R “ pRkqkPR P `
2pRq

ˇ

ˇ

ˇ

ˇ

ˇ

ν1,R :“ ´
ÿ

kPR
zk∇mp¨ ´ kq ¨Rk P C

+

. (4.13)

Endowed with the inner product de�ned by

pR,R1qH :“ pR,R1q`2 `
`

ν1,R, ν1,R1
˘

C ,

the space H is a Hilbert space. Moreover, for all R P H it holds νR P L2pR3q X C, and νR ´ ν1,R belongs to
L1pR3q X L2pR3q. In fact, there exists C1, C2 P R` such that

@R P H, }νR}C ` }νR}L2 ď C1}R}H p1` }R}Hq , (4.14)

and

@R P `2pRq, }νR ´ ν1,R}L1 ` }νR ´ ν1,R}L2 ď C2}R}
2
`2 . (4.15)

The proof can be read in Section 4.5.1. Passing formally to the bulk limit in the Born-Oppenheimer rHF
model for �nite systems (4.6)-(4.10), and relying on the results in [CDL08a], we can henceforth de�ne a
rHF ground-state Born-Oppenheimer energy surface associated with the nuclear defect νR. The analogue
of (4.6) is

W pRq :“ inf
!

EpR, Qq, Q P Kγ0
per

)

, (4.16)

where

EpR, Qq :“ Tr0

`

pH0
per ´ εFqQ

˘

`
1

2
D pρQ ´ νR, ρQ ´ νRq ´

ż

R3

V 0
per pνR ´ ν1,Rq .

In this expression,

Tr0

`

pH0
per ´ εFqQ

˘

:“ TrL2pR3q

´

ˇ

ˇH0
per ´ εF

ˇ

ˇ

1{2 `
Q`` ´Q´´

˘
ˇ

ˇH0
per ´ εF

ˇ

ˇ

1{2
¯

,

Q`` :“
`

1´ γ0
per

˘

Q
`

1´ γ0
per

˘

, Q´´ :“ γ0
perQγ

0
per,

and

Kγ0
per

:“
!

Q P Qγ0
per

ˇ

ˇ

ˇ
´ γ0

per ď Q ď 1´ γ0
per

)

,

where Qγ0
per

is the Banach space of operators having �nite γ0
per-trace and �nite kinetic kinetic energies:

Qγ0
per

:“

"

Q P S
γ0

per

1 pL2pR3qq

ˇ

ˇ

ˇ
Q˚ “ Q, |∇|Q P S2pL

2pR3qq,

|∇|Q``|∇| P S1pL
2pR3qq, |∇|Q´´|∇| P S1pL

2pR3qq

*

,

equipped with its natural norm

‖Q‖Q
γ0
per

:“ ‖Q‖S2 ` ‖Q``‖S1 ` ‖Q´´‖S1 ` ‖|∇|Q‖S2 ` ‖|∇|Q``|∇|‖S1 ` ‖|∇|Q´´|∇|‖S1 .

Recall that we have already introduced the convex setKγ0
per

and the spaceQγ0
per

in Section 1.3.1 of Chapter 1.
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Well-posedness of the rHF electronic problem. We have shown in Lemma 4.1 that the displacement
R P H leads to admissible defect function νpRq. At this stage, we have to make the following assumption
on the stability of the crystal. Remark that the condition (4.17) is the analogue of the inequality (4.8) for
�nite systems.

Assumption 5. The point R “ 0 is a global minimum of the relative ground state energy W pRq de�ned
in (4.16). That is,

@pR, Qq P HˆKγ0
per
, EpR, Qq ě Ep0, 0q “ 0. (4.17)

Under Assumption 5 the following inequality holds,

@R P H, W pRq ě 0. (4.18)

We have the following result on the well-posedness of the rHF electronic problem given nuclear displace-
ments R in H.

Lemma 4.2 (Well-posedness of the electronic problem for R P H). For any R P H, the electronic prob-
lem (4.16) has a minimizer, and all the minimizers share the same density ρR P L2pR3q X C. In addition, the
following properties hold: there exists C P R` such that, for all R P H,

}∇VR}2L2 ď 2
`

}R}2H ` C}R}
4
`2

˘

, (4.19)

where VR “ pρR ´ νRq ‹ | ¨ |´1 P C1 is the rHF mean-�eld potential generated by the defect νR, and

}ρR}L2XC ď C
´

W pRq1{2 `W pRq ` }R}`2 ` }R}
2
`2

¯

. (4.20)

The proof can be read in Section 4.5.2.

The Hamiltonian dynamics of nuclei. Consider the Hamiltonian H : Hˆ `2pRq Ñ R` de�ned by

@pR,Pq P Hˆ `2pRq, HpR,Pq “
ÿ

kPR

|Pk|
2

2mk
`W pRq, (4.21)

where we recall that W pRq de�ned in (4.16) is the relative rHF ground-state Born-Oppenheimer energy
surface. The function H admits partial derivatives with respect to the variables Rk P R3 and Pk P R3 for
all k P R. Similarly to (4.7) for �nite systems, for R small enough, the force acting on nucleus k is

FkpRq :“ ´p∇RkHq pR,Pq “ ´∇RkW pRq “ ´

ż

R3

`

V 0
per ` VR

˘

∇mp¨ ´ k ´Rkq

“

ż

R3

mp¨ ´ k ´Rkq
`

∇V 0
per `∇VR

˘

.

We denote by FpRq “ pFkpRqqkPR.

Lemma 4.3 (Bounds on the force). For any R P H, it holds that FpRq P `2pRq. Moreover, there exists a
constant C P R` independent ofR such that

@R P H, }FpRq}`2 ď C}R}`2
`

1` }R}H ` }R}
2
`2

˘

. (4.22)

The proof can be read in Section 4.5.3. This allows us to de�ne the rHF Born-Oppenheimer lattice
dynamics, which is an in�nite-dimensional Hamiltonian dynamics:

@k P R,

$

’

’

&

’

’

%

dRkptq

dt
“ ∇PkHpRptq,Pptqq “

Pkptq

mk
,

dPkptq

dt
“ ´∇RkHpRptq,Pptqq “ ´∇RkW pRptqq “ FkpRptqq.

(4.23)
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Denoting by Yptq “ pRptq,Pptqq, the Hamiltonian dynamics (4.23) can be written as

dYptq

dt
“ N pYptqq , (4.24)

with N pYq :“
`

M´1P ,FpRq
˘

for Y “ pR,Pq and M :“ pmkqkPR. We consider the norm

}Y}Hˆ`2pRq :“
´

}R}2H ` }P}
2
`2pRq

¯1{2
.

We have the following result on the local well-posedness of the Hamiltonian dynamics (4.24) for a small
initial data.

Proposition 4.4 (local well-posedness of Hamiltonian dynamics). There exists a positive constant α such
that for any ε P p0, αq, there exists τpε, αq ą 0 depending only on ε and α such that for any initial condition
of the Hamiltonian dynamics (4.24) satisfying

‖Yp0q‖Hˆ`2pRq ď α´ ε, (4.25)

the equation (4.24) has a unique solutionY P C1
`

r0, τpε, αqq,Hˆ `2pRq
˘

.

The proof can be read in Section 4.5.5. The condition (4.25) on the initial data guarantees that the Fermi
level εF is not an eigenvalue of the mean–�eld Hamiltonian, which guarantees that the Hellmann–Feynman
expression of the force term is correct, and that the forces are Lipschitz continuous.

4.4 Perspectives

We discuss here the two obstacles for proving the global existence and uniqueness of the Hamiltonian
dynamics, and also hint at some on-going work. The existence and uniqueness for initial data which are not
small (condition (4.25) is no longer satis�ed), and/or for long time requires a perturbation analysis of the rHF
model when the Fermi level is εF occupied. For �nite systems, the situation of fractional occupations has
already been studied in [CM14]. One should be able to adapt results in [CM14] to our problem. Additionally,
for the global existence, one should prove local Lipschitz continuity of the force term FpRq for the whole
space H. The main ingredient is to extend the technical estimate (4.42) to all α ą 0. This requires results
on the linear response theory around a generic potential V 0

per ` VR P C1 for R P H, while only results on
the linear response around a periodic con�guration V 0

per are known in the rHF model [CL10].

4.5 Proofs of the results

4.5.1 Proof of Lemma 4.1

Let us �rst show that H is a Hilbert space. It su�ces to verify that H is complete. Consider a Cauchy
sequence pRnqnPN˚ in H. It is easy to see that there exists rR in `2pRq such that Rn ÝÝÝÑ

nÑ8
rR in `2pRq,

and w P L2pR3q such that |ξ|´1
pν1,Rnpξq ÝÝÝÑnÑ8

pwpξq in L2pR3q. Let us show that pwpξq “ |ξ|´1
pν

1, rR
pξq.

Introduce the discrete Fourier transform F which is a unitary operator from `2pRq to L2
perpΓ

˚q:

@φ “ pφkqkPR P `
2pRq, Fφkpξq :“

ÿ

kPR
e´ikξφk,

with its inverse

@ψ P L2
perpΓ

˚q,
`

F´1φ
˘

pkq :“

 
Γ˚

eikξψpξq dξ.
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Then,

|ξ|´1
pν1,Rnpξq “ ´ipmpξq|ξ|´1ξ ¨

˜

ÿ

kPR
e´ikξRn,kzk

¸

“ ´ipmpξq|ξ|´1ξ ¨ F pz dRnq pξq,

where z :“ pzkqkPR and zdR :“ pz`R`q`PR. The fact that Rn ÝÝÝÑ
nÑ8

rR in `2pRq and z P `8pRq implies
that

z dRn ÝÝÝÑ
nÑ8

z d rR in `2pRq,

and therefore
F pz dRnq ÝÝÝÑ

nÑ8
F
´

z d rR
¯

in L2
perpΓ

˚q.

As pmpξq|ξ|´1ξ belongs to L8pR3q, we obtain that

|ξ|´1
pν1,Rnpξq ÝÝÝÑnÑ8

|ξ|´1
pν

1, rR
pξq in L2

locpR3q.

By the uniqueness of the limit in L2
locpR3q we conclude that |ξ|´1

pν
1, rR
pξq “ pwpξq P L2pR3q. This shows

that H is complete.
Let us now prove the remaining statements of the lemma. First of all, since the nuclear distributions do

not overlap in the equilibrium con�guration, we have

}ν1,R}
2
L2 “

ż

R3

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

kPR
zk∇mpx´ kq ¨Rk

ˇ

ˇ

ˇ

ˇ

ˇ

2

dx ď
ÿ

k,lPR
zkzl

ˆ
ż

R3

|∇mpx´ kq| |∇mpx´ lq| dx
˙

|Rk| |Rl|

“
ÿ

kPR
z2
k

ˆ
ż

R3

|∇mpx´ kq|2 dx
˙

|Rk|
2 ď

ˆ

max
kPR

z2
k

˙

}∇m}2L2}R}
2
`2 .

Therefore,
@R P `2pRq, }ν1,R}L2 ď

ˆ

max
kPR

zk

˙

}∇m}L2}R}`2 . (4.26)

The linear map R ÞÑ ν1,R is thus continuous from H to L2pR3q X C. Let us next show that νR belongs to
L2pR3q X C. It holds

pνR ´ ν1,Rqpxq “
ÿ

kPR

zk pmpx´ k ´Rkq ´mpx´ kq `∇mpx´ kq ¨Rkq . (4.27)

By the fundamental theorem of calculus, it holds,

mpx´ k ´Rkq ´mpx´ kq “ ´

ż 1

0
∇mpx´ k ´ tRkq ¨Rk dt. (4.28)

Therefore,

mpx´ k ´Rkq ´mpx´ kq `∇mpx´ kq ¨Rk “
ż 1

0
p∇mpx´ kq ´∇mpx´ k ´ tRkqq ¨Rk dt

“

ż 1

0

ż 1

0
tRTk Hesspmqpx´ k ´ stRkqRk ds dt.

where Hesspmq P C8c pR3;R3ˆ3q stands for the Hessian of m. Therefore,

}mp¨ ´ k ´Rkq ´mp¨ ´ kq `∇mp¨ ´ kq ¨Rk}L1pR3q

ď

ż 1

0

ż 1

0
t

ˆ
ż

R3

}Hesspmqpx´ k ´ stRkq}2 dx

˙

|Rk|
2 ds dt ď

1

2
}Hesspmq}L1pR3q |Rk|

2,



4.5. Proofs of the results 145

where }¨}2 is the matrix norm associated with the Euclidean scalar product on R3. Similarly,

}mp¨ ´ k ´Rkq ´mp¨ ´ kq `∇mp¨ ´ kq ¨Rk}L8pR3q ď
1

2
}Hesspmq}L8pR3q |Rk|

2.

Hence by interpolation, for all 1 ď p ď `8,

}mp¨ ´ k ´Rkq ´mp¨ ´ kq `∇mp¨ ´ kq ¨Rk}LppR3q ď
1

2
}Hesspmq}LppR3q |Rk|

2. (4.29)

In view of (4.27) and (4.29), it follows that for 1 ď p ď `8 and p1 “ p{pp´ 1q:

@R P `2pRq, }νR ´ ν1,R}Lp ď
1

2

ˆ

max
kPR

zk

˙

}Hesspmq}
1{p
L1pR3q

}Hesspmq}
1{p1

L8pR3q
}R}2`2 . (4.30)

Therefore (4.15) holds. Since L6{5pR3q ãÑ C, there exists C P R` such that

@R P `2pRq, }νR ´ ν1,R}C ď C}R}2`2 .

Therefore,

@R P H, }νR}C ď }ν1,R}C ` }νR ´ ν1,R}C ď }ν1,R}C ` C}R}
2
`2 ď }R}H ` C}R}

2
H, (4.31)

and by (4.26) and (4.30),

@R P H, }νR}L2 ď }ν1,R}L2 ` }νR ´ ν1,R}L2 ď C
`

}R}`2 ` }R}
2
`2

˘

ď C
`

}R}H ` }R}
2
H
˘

.

In particular, this implies that νR belongs to L2pR3q X C for all R P H and (4.14) is satis�ed.

4.5.2 Proof of Lemma 4.2

Since νR P L2pR3q X C for any R P H by Lemma 4.1, the result of [CL10, Theorem 1] ensures that the
electronic problem (4.16) admits a minimizer and that all the minimizers share the same density ρR. Let
us prove the remaining statements in Lemma 4.2. First, Tr0

`

pH0
per ´ εFqQR

˘

ě 0 and DpρR ´ νR, ρR ´
νRq ě 0. As QR minimizes E and 0 is an admissible state, we obtain that, for any R P H,

1

2
DpνR, νRq ´

ż

R3

V 0
perpνR ´ ν1,Rq “ EpR, 0q

ě EpR, QRq “ Tr0

`

pH0
per ´ εFqQR

˘

`
1

2
DpρR ´ νR, ρR ´ νRq ´

ż

R3

V 0
perpνR ´ ν1,Rq

ě
1

2
DpρR ´ νR, ρR ´ νRq ´

ż

R3

V 0
perpνR ´ ν1,Rq.

This implies that
DpρR ´ νR, ρR ´ νRq ď DpνR, νRq. (4.32)

Hence in view of (4.31), it holds,

}VR}
2
C1 “ }∇VR}2L2 “ }ρR ´ νR}

2
C “ DpρR ´ νR, ρR ´ νRq

ď DpνR, νRq “ }νR}
2
C ď 2

`

}R}2H ` C}R}
4
`2

˘

,
(4.33)

which proves (4.19). It also follows from (4.15) and (4.30) that
ˇ

ˇ

ˇ

ˇ

ż

R3

V 0
perpνR ´ ν1,Rq

ˇ

ˇ

ˇ

ˇ

ď }V 0
per}L8}νR ´ ν1,R}L1 ď

1

2

ˆ

max
kPR

zk

˙

}Hesspmq}L1}V 0
per}L8 }R}

2
`2 . (4.34)
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Therefore,

W pRq “ EpR, QRq “ Tr0

`

pH0
per ´ εFqQR

˘

`
1

2
DpρR ´ νR, ρR ´ νRq ´

ż

R3

V 0
perpνR ´ ν1,Rq

ě Tr0

`

pH0
per ´ εFqQR

˘

`
1

2
DpρR ´ νR, ρR ´ νRq ´

1

2
max
kPR

zk }Hesspmq}L1}V 0
per}L8 }R}

2
`2 .

This implies that

0 ď Tr0

`

pH0
per ´ εFqQR

˘

ďW pRq `
1

2
max
kPR

zk }Hesspmq}L1}V 0
per}L8 }R}

2
`2 . (4.35)

By [CDL08a, Corollary 2] it follows from Assumption 4 that there exists c ą 0 such that for all Q P Qγ0
per

,

Tr0

`

pH0
per ´ εFqQ

˘

ě c
`

}Q``}S1 ` }Q
´´}S1 ` }|∇|Q``|∇|}S1 ` }|∇|Q´´|∇|}S1 ` }Q}

2
S2
` }|∇|Q}2S2

˘

.

On the other hand, there exists C P R` such that (see [CDL08a, Proposition 1]) for all Q P Qγ0
per

,

‖ρQ‖L2XC ď C‖Q‖Q
γ0
per

.

In view of (4.35) and the above inequality, there exists C P R` such that

@R P H, }ρR}L2XC ď C
´

W pRq1{2 `W pRq ` }R}`2 ` }R}
2
`2

¯

,

which leads to (4.20).

4.5.3 Proof of Lemma 4.3

To establish the estimates in Lemma 4.3, we �rst introduce the maximum number of overlapping nuclei in
the con�guration R, i.e.

C#pRq :“ sup
kPR

#
!

j P Rztku
ˇ

ˇ

ˇ
|pk `Rkq ´ pj `Rjq| ă 2η

)

, (4.36)

where we recall that η ą 0 is the common radius of the smeared nuclei.

Lemma 4.5. The following estimate holds:

@R P `2pRq, C#pRq ď 2

ˆ

dm
2
´ 2η

˙´2

}R}2`2 , (4.37)

where recall that dm " η is the minimal distance of the center of two nuclei in theR-periodic lattice.

The proof of this lemma can be read in Section 4.5.4. Remark that one can obtain a bound of C#pRq

by }R}6{5
`2

instead of }R}2`2 in (4.37), but the proof of the former is more complicated, while the exponent
is not signi�cant in this study.

To prove (4.22), we �rst rewrite FkpRq using (4.12) as

FkpRq “

ż

R3

mp¨ ´ k ´Rkq
`

∇V 0
per `∇VR

˘

“

ż

R3

pmp¨ ´ k ´Rkq ´mp¨ ´ kqq∇V 0
per `

ż

R3

mp¨ ´ k ´Rkq∇VR.

From (4.28) we obtain that

}mp¨ ´ k ´Rkq ´mp¨ ´ kq}L2pR3q ď }∇m}L2pR3q |Rk|,
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from which, together with (4.19) and (4.37) we deduce

}FpRq}2`2 ď 2
ÿ

kPR

ˇ

ˇ

ˇ

ˇ

ż

R3

pmp¨ ´ k ´Rkq ´mp¨ ´ kqq∇V 0
per

ˇ

ˇ

ˇ

ˇ

2

` 2
ÿ

kPR

ˇ

ˇ

ˇ

ˇ

ż

R3

mp¨ ´ k ´Rkq∇VR
ˇ

ˇ

ˇ

ˇ

2

ď 4}∇V 0
per}

2
L2

unif

ÿ

kPR
}mp¨ ´ k ´Rkq ´mp¨ ´ kq}

2
L2 ` 2}m}2L2

ÿ

kPR

ż

k`Rk`Bη

|∇VR|2

ď 4}∇V 0
per}

2
L2

unif
}∇m}2L2 }R}

2
`2 ` 2}m}2L2C#pRq}∇VR}2L2

ď C}R}2`2 ` C}R}
2
`2

`

}R}2H ` C}R}
4
`2

˘

ď C}R}2`2
`

1` }R}2H ` }R}
4
`2

˘

,

which leads to (4.22).

4.5.4 Proof of Lemma 4.5

First of all, note that if }R}`2 ď dm{2 ´ η, there are no overlapping nuclei since }R}`8 ď }R}`2 , hence
C#pRq ” 0. We next consider the case when }R}`2 ą dm{2 ´ η. We denote by k˚ P R the lattice site
at which the maximum in the de�nition (4.36) is attained, by Dj :“ k˚ ` Rk˚ ´ j and by Dk˚ the set of
elements j such that

|Dj ´Rj | ă 2η. (4.38)
By de�nition, C#pRq is the cardinality of the set Dk˚ .

Assume that C#pRq ě 2, otherwise the result is trivial. Denote by a P Dk˚ and b P Dk˚ the minimum
and the second minimum of |Dj |, that is

|Da| “ min
jPDk˚

|Dj |, |Db| “ min
jPDk˚ztau

|Dj |.

For simplicity, we further assume that the minimum is attained only by a, and |Db| ą |Da|. We shall
remove this assumption at the end of the proof. Let us show that |Db| ą dm{2: when |Da| ě dm{2 this
trivially holds. If |Da| ă dm{2, noting that Db “ Da ` a ´ b, the triangle inequality for Euclidean space
leads to

|Db| ` |Da| ě |a´ b| ě dm,

which implies that |Db| ą dm{2. Therefore in view of (4.38), it holds

@j P Dk˚ztau, 0 ă
dm
2
´ 2η ă |Dj | ´ 2η ď |Rj |.

This implies that

pC#pRq ´ 1q

ˆ

dm
2
´ 2η

˙2

ă
ÿ

jPDk˚ztau
|Rj |

2 ď }R}2`2 .

As we have assumed that }R}`2 ą dm{2´ η ą dm{2´ 2η, the above inequality implies that

C#pRq ă

ˆ

dm
2
´ 2η

˙´2
˜

}R}2`2 `

ˆ

dm
2
´ 2η

˙2
¸

ď 2

ˆ

dm
2
´ 2η

˙´2

}R}2`2 . (4.39)

When there are two or more points that minimize minjPDk˚ |Dj | (that is, |Da| “ |Db|), we obtain by a
reasoning similar to the one above, that

min
jPDk˚

|Dj | ě
dm
2
,

and so

C#pRq ď

ˆ

dm
2
´ 2η

˙´2
¨

˝

ÿ

jPDk˚
|Rj |

2

˛

‚ď

ˆ

dm
2
´ 2η

˙´2

}R}2`2 . (4.40)

The inequality (4.37) then follows from (4.39) and (4.40).
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4.5.5 Proof of Proposition 4.4

First of all, let us show that Np¨q is a map from Hˆ `2pRq to `2pRq ˆ `2pRq. By (4.22), it holds,

}N pYq}`2pRqˆ`2pRq ď

ˆ

1

minkPRm
2
k

}P}2`2pRq ` ‖FpRq‖2
`2pRq

˙1{2

ď

ˆ

1

minkPRm
2
k

}P}2`2pRq `
`

C}R}H
`

1` }R}`2 ` }R}
2
H
˘˘2

˙1{2

.

There exists therefore a constant CN,b P R` such that, for any Y P Hˆ `2pRq,

}N pYq}`2pRqˆ`2pRq ď CN,b

´

}Y}Hˆ`2pRq ` }Y}
3
Hˆ`2pRq

¯

. (4.41)

The local well-posedness of the Hamiltonian dynamics relies on the local Lipschitz continuity of Np¨q,
which is a direct consequence of the local Lipschitz continuity of the force term Fp¨q. Simple calculations
show that the latter property follows from the following lemma.

Lemma 4.6. There exist α ą 0 and Cα P R` depending only on α such that, for any R and rR belonging to
H with }R}H,

›

›

›

rR
›

›

›

H
ď α, it holds

›

›ρR ´ ρ
rR

›

›

C ď Cα
›

›νR ´ ν
rR

›

›

C . (4.42)

The proof of this result can be read in Section 4.5.6. The following lemma can then be obtained (see
Section 4.5.7 for the proof).

Lemma 4.7 (local Lipschitz continuity of the force F). There exists a constant rCα P R` (depending on the
constant α given in Lemma 4.6), such that for allR, rR P H with }R}H,

›

›

›

rR
›

›

›

H
ď α,

›

›

›
FpRq ´ FprRq

›

›

›

`2pRq
ď rCα

›

›

›
R´ rR

›

›

›

H
. (4.43)

The local Lipschitz regularity of N is a direct consequence of Lemma 4.7:

›

›

›
N pYq ´N

´

rY
¯
›

›

›

`2pRqˆ`2pRq
ď

ˆ

1

minkPRm
2
k

›

›

›
P´ rP

›

›

›

2

`2pRq
`

›

›

›
FpRq ´ F

´

rR
¯
›

›

›

2

`2pRq

˙1{2

ď

ˆ

1

minkPRm
2
k

›

›

›
P´ rP

›

›

›

2

`2pRq
` rC2

α

›

›

›
R´ rR

›

›

›

2

H

˙1{2

ď CNpαq
›

›

›
Y ´ rY

›

›

›

Hˆ`2pRq
,

where

CNpαq “ max

ˆ

1

minkPRm
2
k

, rC2
α

˙1{2

.

By the Cauchy–Lipschitz theorem the Hamiltonian dynamics (4.24) is locally well-posed for any initial
condition Yp0q such that }Yp0q}Hˆ`2pRq ă α.

4.5.6 Proof of Lemma 4.6

We prove the result by a linear response expansion of the rHF minimizer based on results obtained in [CL10].
In view of (4.33) and [CL10, Lemma 2], there exists β ą 0 such that if }VR}C1 ď β, then

εF R σ
`

H0
per ` VR

˘

, QR :“ 1p´8,εF s
`

H0
per ` VR

˘

´ 1p´8,εF s
`

H0
per

˘

P Qγ0
per
. (4.44)
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Using again (4.33), we next observe that

}VR}C1 ď }νR}C ď
?

2
`

}R}2H ` C}R}
4
`2

˘1{2
ď
?

2
`

α2 ` Cα4
˘1{2

:“ βpαq.

Therefore there exists α ą 0 such that (4.44) holds. Consider the following expansion:

QR “ Q1,VR `Q2,VR `Q3,VR , (4.45)

where, by denoting C a smooth curve in the complex plan enclosing the spectrum of H0
per below εF ,

Q1,VR :“
1

2iπ

¿

C

`

z ´H0
per

˘´1
VR

`

z ´H0
per

˘´1
dz,

Q2,VR :“
1

2iπ

¿

C

`

z ´H0
per

˘´1
´

VR
`

z ´H0
per

˘´1
¯2

dz,

and
Q3,VR :“

1

2iπ

¿

C

`

z ´H0
per ´ VR

˘´1
´

VR
`

z ´H0
per

˘´1
¯3

dz.

Recall that vc denotes the Coulomb operator (vc pρq :“ ρ‹| ¨ |´1), which is an isometry from C to C1 [CL10].
Note also that the rHF mean-�eld potential generated by the defect VR “ vc pρR ´ νRq belongs to C1 by
the results of Lemma 4.2. The linear response operator on C is de�ned as [CL10, Equation (21)]

@% P C, L p%q :“ ´ρQ1,vcp%q
.

Hence, in view of (4.45),
ρR “ ´L pρR ´ νRq ` ρQ2,VR

` ρQ3,VR
.

The operator L is a bounded nonnegative self-adjoint operator on C and 1`L is invertible and bicountin-
uous on C [CL10, Proposition 2]. The above equality can be recast as

ρR “
L

1` LνR `
1

1` LρQ2,VR
`

1

1` LρQ3,VR
. (4.46)

Therefore,

ρR ´ ρ
rR
“

L
1` L

`

νR ´ ν
rR

˘

`
1

1` L
´

ρQ2,VR
´ ρQ2,V

ĂR

¯

`
1

1` L
´

ρQ3,VR
´ ρQ3,V

ĂR

¯

. (4.47)

On the other hand, for all k ě 1, the k-linear map

Qk :
`

C1
˘k
ÞÑ Qγ0

per

pV1, V2, ¨ ¨ ¨ , Vkq ÞÑ
1

2iπ

¿

C

`

z ´H0
per

˘´1
V1

`

z ´H0
per

˘´1
V2

`

z ´H0
per

˘´1
¨ ¨ ¨Vk

`

z ´H0
per

˘´1
dz,

(4.48)
is continuous [CL10, Lemma 3]. In particular, there exists a constant Ck P R` such that

@ pV1, ¨ ¨ ¨ , Vkq P
`

C1
˘k
, }Qk pV1, V2, ¨ ¨ ¨ , Vkq}Q

γ0
per

ď Ck }V1}C1 }V2}C1 ¨ ¨ ¨ }Vk}C1 . (4.49)

Therefore, as

Q2,VR ´Q2,V
ĂR
“

1

2iπ

¿

C

`

z ´H0
per

˘´1 `
VR ´ V

rR

˘ `

z ´H0
per

˘´1
VR

`

z ´H0
per

˘´1
dz

`
1

2iπ

¿

C

`

z ´H0
per

˘´1
V
rR

`

z ´H0
per

˘´1 `
VR ´ V

rR

˘ `

z ´H0
per

˘´1
dz,
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the bound (4.49) and [CDL08a, Proposition 1] lead to

›

›

›
ρQ2,VR

´ ρQ2,V
ĂR

›

›

›

C
ď C

›

›

›
Q2,VR ´Q2,V

ĂR

›

›

›

Q
γ0
per

ď C
`

}VR}C1 ` }V rR
}C1

˘
›

›VR ´ V
rR

›

›

C1 (4.50)

Similarly,

Q3,VR ´Q3,V
ĂR
“

1

2iπ

¿

C

pz ´HRq
´1 `VR ´ V

rR

˘ `

z ´H
rR

˘´1
´

V
rR

`

z ´H0
per

˘´1
¯3

dz

`
1

2iπ

¿

C

pz ´HRq
´1 `VR ´ V

rR

˘ `

z ´H0
per

˘´1
´

V
rR

`

z ´H0
per

˘´1
¯2

dz

`
1

2iπ

¿

C

pz ´HRq
´1 VR

`

z ´H0
per

˘´1 `
VR ´ V

rR

˘ `

z ´H0
per

˘´1
V
rR

`

z ´H0
per

˘´1
dz

`
1

2iπ

¿

C

´

pz ´HRq
´1 VR

¯2
`

z ´H0
per

˘´1 `
VR ´ V

rR

˘ `

z ´H0
per

˘´1
dz.

A bound similar to (4.50) holds in view of (4.48):

›

›

›
ρQ3,VR

´ ρQ3,V
ĂR

›

›

›

C
ď C

›

›

›
Q3,VR ´Q3,V

ĂR

›

›

›

Q
γ0
per

ď C
`

}VR}
2
C1 ` }V rR

}2C1 ` }V rR
}3C1

˘
›

›VR ´ V
rR

›

›

C1 .

(4.51)

Gathering (4.33), (4.47), (4.50) and (4.51), and relying on the boundedness of L and p1` Lq´1 on C, there
exist constants C1, C2 P R` such that for all }R}H,

›

›

›

rR
›

›

›

H
ď α,

›

›ρR ´ ρ
rR

›

›

C ď C1

›

›νR ´ ν
rR

›

›

C

` C
`

}VR}C1 ` }V rR
}C1 ` }VR}

2
C1 ` }V rR

}3C1
˘ ›

›VR ´ V
rR

›

›

C1

ď C1

›

›νR ´ ν
rR

›

›

C

` C
`

}νR}C ` }ν
rR
}C ` }νR}

2
C ` }ν rR}

3
C
˘ ›

›∇VR ´∇V
rR

›

›

L2

ď C1

›

›νR ´ ν
rR

›

›

C ` C2

`

βpαq ` β3pαq
˘
›

›ρR ´ νR ´ ρ
rR
` ν

rR

›

›

C

ď C1

›

›νR ´ ν
rR

›

›

C ` C2

`

βpαq ` β3pαq
˘ `›

›ρR ´ ρ
rR

›

›

C `
›

›νR ´ ν
rR

›

›

C
˘

.

It is easy to see that for α ą 0 su�ciently small so that 0 ă C2

`

βpαq ` β3pαq
˘

ă 1, it holds

›

›ρR ´ ρ
rR

›

›

C ď Cα
›

›νR ´ ν
rR

›

›

C , (4.52)

with

0 ď Cα :“
C1 ` C2

`

βpαq ` β3pαq
˘

1´ C2 pβpαq ` β3pαqq
ă `8.

This allows to conclude that (4.42) holds.
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4.5.7 Proof of Lemma 4.7

Consider R, rR P H with }R}H,
›

›

›

rR
›

›

›

H
ď α. By calculations similar to the ones in the proof of Lemma 4.3,

}FpRq ´ FprRq}2`2 ď 2
ÿ

kPR

ˇ

ˇ

ˇ

ˇ

ż

R3

`

∇V 0
per `∇VR

˘

´

mp¨ ´ k ´Rkq ´mp¨ ´ k ´ rRkq
¯

ˇ

ˇ

ˇ

ˇ

2

` 2
ÿ

kPR

ˇ

ˇ

ˇ

ˇ

ż

R3

`

∇VR ´∇V
rR

˘

mp¨ ´ k ´ rRkq

ˇ

ˇ

ˇ

ˇ

2

ď

´

4}∇V 0
per}

2
L2

unif
` 2}∇VR}2L2

¯

ÿ

kPR
}mp¨ ´ k ´Rkq ´mp¨ ´ k ´ rRkq}

2
L2

` 2}m}2L2

ÿ

kPR

ż

k` rRk`Bη

|∇VR ´∇V
rR
|2

ď 4}m}2L2

´

}∇V 0
per}

2
L2

unif
` }∇VR}2L2

¯

}R´ rR}2`2 ` 2}m}2L2C#p
rRq}∇VR ´∇V

rR
}2L2 .

(4.53)

In view of (4.42), the last term of the above equation can be estimated as

}∇VR ´∇V
rR
}2L2 ď

›

›ρR ´ ρ
rR
´ νR ` ν

rR

›

›

2

C ď 2
`

1` C2
α

˘
›

›νR ´ ν
rR

›

›

2

C

ď 4
`

1` C2
α

˘

ˆ

›

›

›
νR ´ ν1,R ´ ν

rR
` ν

1, rR

›

›

›

2

C
`

›

›

›
R´ rR

›

›

›

2

H

˙

.
(4.54)

On the other hand,

νR ´ ν1,R ´ ν
rR
` ν

1, rR

“
ÿ

kPR

zk

´

mp¨ ´ k ´Rkq ´mp¨ ´ k ´ rRkq `∇mp¨ ´ kq ¨
´

Rk ´ rRk

¯¯

“
ÿ

kPR

zk

ż 1

0

´

´∇mp¨ ´ k ´Rk ` tpRk ´ rRkqq `∇mp¨ ´ kq
¯

¨

´

Rk ´ rRk

¯

dt

“ ´
ÿ

kPR

zk

ż 1

0

ż 1

0

´

´Rk ` tpRk ´ rRkq
¯T

Hesspmq
´

¨ ´ k ` s
´

´Rk ` t
´

Rk ´ rRk

¯¯¯´

Rk ´ rRk

¯

ds dt.

Therefore by similar arguments leading to (4.29) as well as the Cauchy–Schwarz inequality, it holds

›

›

›
νR ´ ν1,R ´ ν

rR
` ν

1, rR

›

›

›

L1pR3q
ď }Hesspmq}L1pR3q

ÿ

kPR

zk

ż 1

0

ˇ

ˇ

ˇ
´Rk ` tpRk ´ rRkq

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ
Rk ´ rRk

ˇ

ˇ

ˇ
dt

ď }Hesspmq}L1pR3q

ÿ

kPR

zk |Rk|
ˇ

ˇ

ˇ
Rk ´ rRk

ˇ

ˇ

ˇ
`

1

2
}Hesspmq}L1pR3q

ÿ

kPR

zk

ˇ

ˇ

ˇ
Rk ´ rRk

ˇ

ˇ

ˇ

2

ď

ˆ

max
kPR

zk

˙

}Hesspmq}L1pR3q

ˆ

}R}`2
›

›

›
R´ rR

›

›

›

`2
`

1

2

›

›

›
R´ rR

›

›

›

2

`2

˙

.

Similarly,

›

›

›
νR ´ ν1,R ´ ν

rR
` ν

1, rR

›

›

›

L8pR3q
ď

ˆ

max
kPR

zk

˙

}Hesspmq}L8pR3q

ˆ

}R}`2
›

›

›
R´ rR

›

›

›

`2
`

1

2

›

›

›
R´ rR

›

›

›

2

`2

˙

.

By interpolation and remarking that L6{5pR3q ãÑ C, there exists therefore a constant C P R` such that

›

›

›
νR ´ ν1,R ´ ν

rR
` ν

1, rR

›

›

›

C
ď C

ˆ

}R}`2 `
1

2

›

›

›
R´ rR

›

›

›

`2

˙

›

›

›
R´ rR

›

›

›

`2
. (4.55)
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In view of (4.19), (4.37), (4.54), and (4.55), there exists a positive constant rCα depending only on α such that
the estimate (4.53) leads to

}FpRq ´ FprRq}2`2 ď 4}m}2H1

´

}∇V 0
per}

2
L2

unif
` 2

`

}R}2H ` C}R}
4
`2

˘

¯

}R´ rR}2`2

` 4C}m}2L2}rR}
2
`2 p1` Cαq

˜

C

ˆ

}R}`2 `
1

2

›

›

›
R´ rR

›

›

›

`2

˙2 ›
›

›
R´ rR

›

›

›

2

`2
`

›

›

›
R´ rR

›

›

›

2

H

¸

ď rC2
α

›

›

›
R´ rR

›

›

›

2

H
.

This �nally allows to conclude that (4.43) holds.
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