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Figure 1 – Artistic representation of an Higgs-like particle decaying into a pair of b-
quarks. The background uses published papers and represents the underground work that
drives scientific discoveries [1].



Résumé

Étude de la désintégration du boson de1

Higgs en deux quarks b et amélioration du2

trajectographe de l’expérience ATLAS3

Résumé4

Ce travail de thèse présente la recherche d’un signal correspondant au boson de Higgs5

dans le canal de désintégration en une paire de quarks b avec production associée d’un6

boson vecteur (VH). Il se base sur les données collectées par l’expérience ATLAS à7

une énergie de centre de masse
√
s = 13 TeV et correspondant à une luminosité inté-8

grée de L = 79.8 fb−1. La sélection des évènements, reconstruction des objets, la mo-9

délisation des bruits de fond et du signal, la discrimination des évènements, et l’ana-10

lyse statistique des propriétés du signal résultante sont décrites. Un excès d’évènements11

compatible avec le boson de Higgs prédit par le modèle standard est mesuré avec une12

significance observée (attendue) de 4.9 (4.3) déviations standard et une intensité de si-13

gnal µbbV H = 1.16± 0.16(stat.)+0.21
−0.19(syst.). L’analyse est combinée avec le résultat obtenu14

au Run-1 ainsi qu’avec les analyses impliquant d’autres modes de désintégration (di-15

photon et ZZ∗ → 4 leptons, dans le mode de production VH) et d’autres modes de16

production (VBF et ttH, dans le mode de désintégration bb). L’observation statistique17

de la désintegration du boson de Higgs en pair de quark b est obtenue avec une signi-18

ficance observée (attendue) de 5.4 (5.5) déviations standard et une intensité de signal19

µH→bb = 1.01±0.12(stat.)+0.16
−0.15(syst.). Le mode de production VH est également observé20

avec une significance observée (attendue) de 5.3 (4.8) déviations standard et une inten-21

sité de signal µV H = 1.13±0.15(stat.)+0.18
−0.17(syst.). Plusieurs améliorations sont également22

débattues concernant la réjection de bruit QCD et la modélisation des bruits de fond23

impliquant des techniques multivariées.24

À partir de 2026 le LHC entrera dans une phase nouvelle, produisant des collisions à25

un rythme inégalé. Afin de mesurer les potentiels gains, une étude d’extrapolation est26

présentée concernant l’analyse V h(bb). Deux scénarios d’hypothèses sont proposés, et les27

résultats sont interprétés en termes de section efficace et d’intensité de signal. Les incer-28

titudes sur ce dernier paramètre s’échelonnent de 10 (15) % pour le mode de production29

WH à 43 (50) % pour le mode ggZh dans l’hypothèse du scénario 2 (1). Du fait de ces30

conditions de collision, le trajectographe de l’expérience ATLAS (Inner-Tracker, ITk) va31

devoir être amélioré bénéficiant des dernières technologies développées afin d’améliorer sa32

résolution spatiale et sa resistance aux radiations. Trois productions de capteurs planaires33

présentant une épaisseur réduite et une couverture géométrique étendue sont décrites. Les34

propriétés électriques et les efficacités de détection ont été mesurées sur faisceau après des35

campagnes d’irradiations.36

Mots Clés37

LHC,expérience ATLAS, boson de Higgs, production associée VH, quark b, ITK, FTK38
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Abstract

Study of the decay properties of the Higgs39

boson into two b quarks and upgrade of the40

ATLAS inner tracker41

Abstract42

This thesis is focussing on the search for the Standard Model (SM) Higgs boson decaying43

to a pair of b-quarks in the vector boson associated production mode (VH) with the data44

collected with the ATLAS experiment at
√
s = 13 TeV corresponding to an integrated45

luminosity of L = 79.8 fb−1. The selection of the events, reconstruction of the objects,46

the modelling of the backgrounds and signal, the discrimination of the events, and the47

resulting statistical analysis of the properties of the signal are discussed for this analy-48

sis. A clear excess of events compatible with the SM Higgs boson is detected with an49

observed (expected) significance of 4.9 (4.3) standard deviations and a signal strength of50

µbbV H = 1.16± 0.16(stat.)+0.21
−0.19(syst.). The analysis is combined with the results obtained51

in Run-1 and the analysis performed with other decay modes (di-photon and ZZ∗ →52

4 leptons, in the VH production mode) and other production modes (VBF and ttH, in53

the bb decay mode). The observation of the decay to b-quarks is claimed with an ob-54

served (expected) significance of 5.4 (5.5) standard deviations with a signal strength of55

µH→bb = 1.01± 0.12(stat.)+0.16
−0.15(syst.) as well as the VH production mode with an ob-56

served (expected) significance of 5.3 (4.8) standard deviations with a signal strength of57

µV H = 1.13±0.15(stat.)+0.18
−0.17(syst.). Several improvements are also discussed concerning58

the QCD background rejection and background modelling using multivariate techniques.59

From 2026 the LHC will enter in a new phase, providing collisions at an unprecedented60

rate. To understand the potential gains from that period, an extrapolation study is pre-61

sented. Two scenarios of extrapolation are proposed, and the results are interpreted in62

terms of cross-section and signal strength. The uncertainties on the signal strength are63

going from 10 (15) % for the WH mode to 43 (50) % for the ggZh one for scenario 264

(1), with a systematical limitation for the WH and qqZh processes and a predominance65

of the statistical uncertainties for ggZh . Due to the new conditions, the ATLAS Inner-66

Tracker (ITk) will have to be upgraded to benefit from the new technologies developed to67

be more radiation hard and improve its resolution. Three productions of planar sensors68

aiming at reducing their thickness and increasing the geometrical acceptance are pre-69

sented. The electrical properties and detection efficiencies have been measured on beams70

after irradiation campaigns.71

Keywords72

LHC, ATLAS experiment, Higgs boson, VH associated production, bottom-quark, ITK,73

FTK74
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245

Introduction
246

Particle physics is probably the finest example belonging to the reductionist ap-247

proach (at least from the concept of physicalism developed by Otto Neurath and Rudolf248

Carnap [2]). Its construction relies on the existence of fundamental particles, described249

by the Standard Model (SM) of particle physics, that explain the properties observed at250

the sub-atomic and sub-nuclear scale. The theory designed to describe the interactions251

between those constituents is a perfect mix, in the sense of the reductionism, of funda-252

mental theories discovered earlier, such as special relativity/electromagnetism, quantum253

mechanics and group theory. The striking agreement between the experimental obser-254

vations and the theoretical predictions is further strengthens this approach among the255

scientific community. The construction of this model also illustrates the great comple-256

mentarity between the theoretical and experimental approach, the latter driving some257

significant developments of the former.258

The circumstance that allow particles to have mass, a property that is funda-259

mental to explain the strength of the SM weak interaction, is not intrinsic to the SM and260

would violate one of the fundamental gauge invariances of the theory. This property can261

be restored thanks to the presence of an added scalar field, that spontaneously breaks262

this gauge symmetry through the Brout-Englert-Higgs (BEH) mechanism [3, 4]. The263

presence of this field is revealed by the existence of a neutral scalar particle known as the264

Higgs boson. The search for this missing piece in the SM jigsaw puzzle has motivated265

the construction of particle accelerators, the LHC [5] being the latest. Finally, its discov-266

ery has been announced conjointly by the ATLAS [6] and CMS [7] collaborations, two267

multi-purpose experiments located on the LHC, on July 4, 2012 [8, 9]. The study of this268

recently discovered particle allows the completeness of the predictions of the SM to be269

probed and thus is of particular interest in this field of research.270

The content of this thesis is based on studying the structure of the coupling of271

the Higgs boson to the heavier quark accessible in the final state decay: the b quark. Be-272

ing the heaviest fermionic object accessible in the Higgs boson decay, the branching ratio273

of this coupling is the largest one, due to the fundamental structure of Higgs interactions.274

Therefore its measurement is crucial to determine the level of accuracy of the Standard275
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Model, while any deviation could be a hint for something beyond this theory.276

However, this signature is experimentally challenging at hadron colliders due to the na-277

ture of the final state that can be mimicked by overwhelming QCD b-hadron production.278

To disentangle those events, the search can be restricted to a particular production mech-279

anism of the Higgs boson. Amongst the most accessible modes at hadron colliders, the280

associated production with a vector boson V, is one of the most sensitive, thanks to the281

presence of leptons from the vector decay, which can be easily tagged. Therefore the282

analysis presented in this document is going to focus on this process. Searches based on283

the vector boson fusion (VBF) or the top-quark pair associated production (tth) can be284

also conducted but suffer from lower sensitivities.285

Some hints of this signature have been reported in the past. The Tevatron [10]286

experiments D0 and CDF published a final result [11] on the V h(bb) analysis with an287

observed significance of 2.8 standard deviations for a Higgs mass of 125 GeV. The Run-1288

data of the LHC confirmed partially the results of Tevatron. The CMS collaboration289

published a signal excess of 2.1 standard deviations [12], while the ATLAS collaboration290

observed an excess of 1.4 standard deviations [13]. A combination between the two anal-291

yses and between the Vh and tth in the bb final state lead to an observed 2.6 standard292

deviations [14]. Before the beginning of the work presented in this thesis, a preliminary293

result was released by the ATLAS experiment [15] with an observed significance of 0.42294

standard deviations. This was late superseded by an ATLAS mid Run-2 result [16] that295

claimed a clear evidence of the V h(bb) process with a 3.5 observed significance. The296

CMS collaboration also published a mid Run-2 evidence [17] with a 3.3 observed signifi-297

cance.298

In this thesis, I describe the search for the V h(bb) process with data collected by the299

ATLAS detector during the partial LHC Run-2 period corresponding to an integrated300

luminosity of L= 79.8 fb−1 at a centre-of-mass energy of
√
s= 13 TeV.301

The LHC program will continue for 20 more years. Several upgrades are expected302

to allow the final integrated luminosity of L = 3000 fb−1 to be reached. From 2026,303

collisions will enter an unprecedented regime, called the High Luminosity LHC (HL-304

LHC), with a mean instantaneous luminosity that will be a factor 5 larger than the305

present one. This collection of data will allow precise measurements of the Higgs sector by306

reducing both the statistical and systematic uncertainties on key parameters. Differential307

measurements are expected also to bring hints of possible deviations from the SM, such308

as in the case of the B0 → K∗0µ+µ− conducted by LHCb [18] and Belle [19] that are309

showing up to 3.4 standard deviations effects on angular distributions. The results in310

the Higgs sector will therefore target differential cross-section measurements as already311

reported in the di-photon channel [20]. This implies that the detector has to withstand a312

high radiation fluence, maintaining at the same time an excellent reconstruction efficiency313

and readout capability. With such constraints in mind, a new ATLAS Inner TracKer314

(ITk) is being designed. This instrument has a crucial role in the track reconstruction and315

b-quark identification, and thus will be of great importance to the future of the V h(bb)316

analysis.317

In this thesis, I also describe the perspective for the search of V h(bb) in the scenario of318
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√
s= 14 TeV collisions and an integrated luminosity of L= 3000 fb−1 and a contribution319

to the design and testing of planar silicon pixels in the scope of the ITK project.320

Structure of the manuscript and personal contributions321

This thesis is divided into seven chapters introducing the scope of the work and322

presenting my personal contributions. Chapter 1 provides an overview of the theoretical323

framework needed to understand the fundamental processes studied in this document. It324

describes how the SM is constructed and why the Higgs boson is a fundamental piece325

in this theory. A dedicated section introduces the phenomenology of the Higgs boson326

discovery at hadron colliders.327

In Chapter 2, I describe the LHC chain of accelerators that are used to produce the data328

analysed in this document. The structure of the ATLAS detector is also presented in this329

chapter, focusing on the various sub-components and their physics detection principles.330

Chapter 3 is divided into two subparts describing the connexions between the signal331

generated in the detector and the data used in the analysis. The first part concentrates332

on the trigger system, with an emphasis on the Fast TracKer system where I worked on333

the improvement of operation of the Associative Memory (AM) chip (from the electrical334

consumption optimisation to the design of the bank of patterns loaded). The second335

part introduces the reconstruction of various objects that are needed in the analysis and336

the description of how they are calibrated. Particular attention is given to the Emiss
T337

reconstruction as this object is crucial for the analysis improvements detailed in the next338

sections.339

The next three chapters describe in detail the main data analysis conducted with the340

improvements obtained. Chapter 4 introduces the strategy of the analysis, from the event341

selection and classification point of view. A significant part of the chapter is dedicated342

to the multi-variate tools as they are at the core of the improvements presented in this343

document.344

In Chapter 5, I describe the strategies used to reduce and model the various backgrounds345

that are affecting the search. The first part is devoted to the QCD multi-jet background.346

I have been working on the estimation of this background yield and tried to optimise347

the rejection cuts in the search for a Zh→ ννbb signal. The second part introduces the348

systematics used to model the impact of the choice of a MC generator to estimate the349

SM backgrounds. I worked in particular to develop a new technique using multi-variate350

tools. A strong focus is given to the fundamental differences with respect to the technique351

presently used in the analysis, and the performance of the new method.352

Chapter 6 introduces the statistical tools used for the search of the Higgs boson. After a353

digression on the definition of the statistical framework, followed by the specificities of the354

V h(bb) analysis, the results obtained in [21] are presented. I have personally contributed355

to the development of the framework and derived the cut-based result, collaborating with356

the other members of the team to provide the full set of results. The effect of modifying357

the multi-jet cuts are also presented and compared to the official results.358

Last but not least, Chapter 7 describes the expectations and developments for the next359

stages of the LHC. First, a set of results are derived and their extrapolation is presented360

for a data-set corresponding to L = 3000 fb−1. I have derived all the results presented,361
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in collaboration with another PhD student. Last I present the developments for the362

future pixel tracking detector of the ATLAS experiment by the lpnhe group. I have363

been involved in the measurement campaign to test the sensors’ properties, from the364

data-taking to the analyses presented.365
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1 Theoretical framework
367

The path towards the description of most fundamental elements of the mat-368

ter has lead physicists to develop an elaborate mathematical framework based on deep369

hypothesis, supported by strong experimental observations driven by technological break-370

throughs. The latest most accurate model named the Standard Model (SM) lies on a371

simple zoology of observed particles described by a complex but elegant theory using the372

Quantum Field Theory (QFT) approach.373

In this chapter I introduce the theoretical and experimental basis upon which the physics374

analysis presented in Chapters 4, 5 and 6 is built. I start with the description of the375

experimental zoology of observed particles. I then introduce the QFT model and discuss376

how the fundamental interactions are handled in this model, taking the example of the377

electroweak interaction. From this situation, I present the need for a spontaneous symme-378

try breaking and the Higgs mechanism for the generation of the mass. I finally emphasis379

the phenomenological aspects of the Higgs boson, from its production to its decay modes,380

relevant in the experimental situation of the Large Hadron Collider (LHC).381

382

1.1 Zoology of observed elementary particles
383

384

From a historical point of view the description of elementary structures has385

driven the late 19th and the 20th century discoveries in physics, such as the electron dis-386

covery by Lord Thompson [22] in 1897 or composite particles like the neutron [23]. These387
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discoveries are deeply linked to the progress made from the theory side with the devel-388

opment of quantum theory, as well from the experimental side in various fields such as389

the nuclear physics, astroparticle observations and the development of particle accelera-390

tors. Along with the discoveries of new particles, and following the long tradition of the391

nuclear/chemistry field, a classification and naming process started, with a focus on the392

interaction. This process was made famous by the technique of Dimitri Mendeleev who393

used such classification on atoms, which later would be interpreted in terms of the exis-394

tence of more fundamental particles that were driving the observed property differences.395

The fermion and boson categories were created to separate the particles according to their396

quantum spin, which leads to different grouping properties such as the Pauli exclusion397

principle for Fermions or the Bose-Einstein condensation for Bosons. This grouping is398

both based on experimentally observed properties as well as on the mathematical descrip-399

tion that will be introduced later on. If most of the observed particles can be assigned to400

one of those two categories, it is natural to separate the electron and its heavy partners,401

the muon and the tau, from the proton and neutron and their partners, called hadrons402

(from the greek hadros, stout, thick) with the former called leptons (from the Greek lep-403

tos, light). The hadronic family can be classified as fermions, called baryons (from the404

Greek barys, heavy) or as bosons, called mesons (from the Greek mesos, middle). By the405

classification of their properties, it was proposed by Gell-Mann [24] that the hadrons were406

in fact composed of other elementary particles called quarks which are fermions, which407

were indeed discovered at SLAC by the Deep Inelastic Scattering process [25]. In total six408

quarks have been discovered, three with a positive electrical charge of +2/3, the remain-409

ing having a negative -1/3 electrical charge. This structure allows them to be grouped410

into three families. This behaviour is also observed on the leptonic side with the addition411

of the neutrino postulated by Pauli in 1930 [26] but discovered experimentally in 1956 by412

Cowan and Reines [27]. Three families of leptons are accompanied by three flavours of413

neutrinos, which are now proven to be different from the neutrino mass states. This led414

to the current interpretation of the fermions in the context of the Standard Model to be415

at the origin of the matter. They could all be summarised in Table 1.1.416

Leptons Quarks
Family Particle Q/e Mass [GeV] Particle Q/e Mass [GeV]

First νe 0 < 2×10−9 u +2/3 2.16+0.49
−0.26×10−3

e− -1 0.511×10−3 d -1/3 4.67+0.48
−0.17×10−3

Second νµ 0 < 0.19×10−3 c +2/3 1.27±0.02
µ -1 0.106 s -1/3 93+11

−5 ×10−3

Third ντ 0 < 18.2×10−3 t 2/3 172.9±0.4
τ -1 1.777 b -1/3 4.18+0.03

−0.02

Table 1.1 – Summary of the elementary fermions properties. The charge is given per
fraction of the electron charge e. Only an upper limit on the mass of the flavour eigenstates
is given. The mass of the top quark is given from direct measurements on tt events [28].

Elementary particles can also have a bosonic state, such as for the photons417

that were postulated by Albert Einstein in [29] discovered by Robert Millikan [30] and418
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corroborated afterwards by the Compton effect [31]. Following this successful approach419

and with the theoretical development of Feynman, Tomonaga and Schwinger in the 1950s,420

the interaction between particles was predicted to originate from the exchange of such421

bosons. Several other elementary forces were imagined over the 20th century to explain the422

cohesion of the nucleus whose charged particles are of the same sign (strong interaction),423

and the observed β decay of a neutron into a proton (weak interaction). The gluons424

binding the quarks, and thus the nucleus together were discovered in the Petra experiment425

in 1979 [32], while the β decay was interpreted in terms of a quark flavour changing426

current modelled by W/Z boson exchange. The latter were discovered at the CERN SPS427

experiments UA1 [33, 34] and UA2 [35, 36]. The only interaction that is not included in428

the standard model so far is gravity, since no good theory is able to include a description429

of general relativity into the formal QFT description with consistent experimental results.430

Table 1.2 summaries the various gauge bosons involved in the SM.431

Interaction boson Mass [GeV]
Electromagnetic γ 0

Weak W± 80.38
Z 91.19

Strong g 0
Table 1.2 – Summary of the elementary gauge bosons properties [28].

432

1.2
The Standard Model: a theoretical expla-
nation

433

434

From the experimental observations, a global theory has been developed since435

the 1950s from the mathematical description of quantum theory based on symmetries436

but augmented by the deep knowledge of special relativity. The purpose of the SM is to437

find the biggest irreducible groups of elements that would respect those two principles,438

whilst the interaction would follow naturally from the symmetries imposed giving rise to439

conserved properties: the relevant charges of the interaction. The purpose of this Section440

is not to derive all the rules of the QFT, which is already spanned by abundant literature,441

and hence I will focus only on the main relevant points to the work described in this442

thesis.443
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1.2.1
Lagrangian description and group symmetry: the
Quantum Electrodynamics (QED)444

Starting from a description of quantum physics, the natural choice would be to445

consider the energy of the system and hence the Hamiltonian description to parametrise446

the system and derive the rules of interaction. However, this description, while answering447

directly the time evolution of the system, lacks the inherent symmetries. Thus it breaks448

the first principle given above, and one has to go one step earlier and actually compute449

the Lagrangian form of the equation. The energy conservation resulting from symmetries450

is then converted in a deeper principle that the time-integrated Lagrangian called action451

must be extremal:452

S =
∫
Ldt

In fact, the generalisation of the action principle was given by Feynman and resulted in453

the path integral formulation which was shown to be equivalent to other prescription, but454

gives a central role to the Lagrangian definition in the computation of motion.455

When considering a fermion field ψ in the free theory, the Dirac Lagrangian can456

be written as:457

Lfree = ψ̄(iγµ∂µ−m)ψ

where m is the mass of the fermion, γµ are the 4×4 Dirac matrices:458

γ0 =
(

0 1
1 0

)
,γi =

(
0 τ i

τ i 0

)

where τ i are the Pauli matrices:459

τ1 =
(

0 1
1 0

)
, τ2 =

(
0 i
−i 0

)
, τ3 =

(
1 0
0 −1

)

and ψ̄ = ψ†γ0 is the correct hermitian transformation of the field ψ to form the Lorentz460

scalar ψ̄ψ. The Einstein notation for repeating indices has been adopted here to ease461

the notation. From this notation, the kinetic term can be recognised in the first part,462

while the second denotes the mass term. The simplest complete transformation one could463

imagine which such a system would be to make a local phase transformation of the field464

(interpreted as a rotation):465

ψ→ ψ′ = eiq·θ(x)ψ

where x is the point in the 4-dimensional phase space considered, q is a real parameter and466

θ(x) the local phase transform. From the hypothesis set in the introduction of the section,467

the Lagrangian shall be made invariant under such a local gauge U(1) symmetry forming468

an Abelian-Lie group. However, when applying this transformation on the Lagrangian, it469
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transforms to:470

Lfree→L′ = (e−iq·θ(x)ψ̄)(iγµ∂µ−m)eiq·θ(x)ψ471

= Lfree− q∂µθ(x)ψ̄γµψ472473

Since the Lagrangian writing is defined up to an additive quantity, a corrective term474

can be introduced to restore the invariance. A clever choice is to consider the following475

covariant derivative:476

∂µ→Dµ = ∂µ+ iqAµ

where Aµ is an additional vector field (i.e. described as a boson) which is required to477

transform under the U(1) transformation as:478

Aµ→ A′µ = Aµ−∂µθ(x)

The resulting Lagrangian is therefore written as:479

LU(1) = ψ̄(iγµDµ−m)ψ480

= Lfree− qJµAµ481482

where Jµ = ψ̄γµψ is a term associated to the electromagnetic current, and thus the latter483

term can be interpreted as a contact term between the electron and the field Aµ. In order484

to connect the theoretical prediction to the observation, the Aµ field is interpreted as485

the mediator of the interaction (i.e. the photon in this case). Therefore this local gauge486

transformation gave rise to the existence of gauge mediating boson for an interaction487

between charged leptons with an electromagnetic charge q. This new massless field needs488

also a kinetic term for its propagation that needs to be added to the Lagrangian. Not to489

violate the group symmetry defined above, the solution is to introduce the field strength490

tensor Fµν defined as:491

Fµν = ∂µAν−∂νAµ
which can be obtained by computing the transformation of the commutation operator492

[Dµ,Dν ] with respect to the U(1) local gauge symmetry[37]. This term is directly gauge493

invariant and is integrated into its quadratic form in the full QED Lagrangian:494

LQED = ψ̄(iγµDµ−m)ψ− 1
4FµνF

µν
495

= Lfree− qJµAµ︸ ︷︷ ︸
interaction term

− 1
4FµνF

µν︸ ︷︷ ︸
mediator kinetic term

496

497

From the block diagonal structure of the γ matrices, a natural decoupling of the498

4-dimension field into a two-block structure is appearing: the Weyl representation of the499
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fields:500

ψ =
(
ψL
ψR

)

where L and R denote the left- and right-handed spinors components. A careful inspection501

of the free Lagrangian, shows that the terms with the γµ matrices (kinetic and interaction502

terms) are connecting the components with the same chirality while the mass term is503

connecting the left- to the right-handed parts:504

LQED = ψ̄Liγ
µ∂µψL+ ψ̄Riγ

µ∂µψR︸ ︷︷ ︸
kinetic term

−qAµ(ψ̄LγµψL+ ψ̄Rγ
µψR)︸ ︷︷ ︸

interaction term

−m(ψ̄RψL+ ψ̄LψR)︸ ︷︷ ︸
mass term

−1
4FµνF

µν

1.2.2 The electroweak unification505

With the observation of the coupling between left-handed electrons and neutrinos506

[38], and the lack of observed right-handed neutrinos, a chiral representation is used to507

explain this effect:508

LL =
(
νeL
eL

)
,

(
νµL
µL

)
,

(
ντL
τL

)
, LR = eR,µR, τR509

QL =
(
uL
dL

)
,

(
cL
sL

)
,

(
tL
bL

)
, UR = uR, cR, tR510

DR = dR, sR, bR511512

Using a pure vectorial transformation as U(1) would not result in the desired proper-513

ties. Hence an mixed vector-axial theory based on the SU(2) local gauge invariance was514

predicted by Bludman [39] in 1958 where the fields would transform as:515

ψL→ ψ′L = ei
~θ(x).~τψL516

ψR→ ψ′R = ψR517518

where ~τ = (τ1, τ2, τ3) are the Pauli matrices described earlier and generators of the SU(2)519

group. The main difference from the QED case is the special relationships amongst the520

generators of the SU(2) group. The non commutative properties imply a non-Abelian521

symmetry which would modify the intrinsic properties of the fields. This transformation522

is also responsible for the generation of a massless isovector triplet ~Wµ = (W 1
µ ,W

2
µ ,W

3
µ):523

∂µψL→Dµψ
′
L = (∂µ− ig

τi
2W

i
µ)ei

~θ(x).~τψL524

∂µψR→ ∂µψ
′
R = ∂µψR525526
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The introduced gauge fields transform similarly to the U(1) case, with the difference that527

the structure of the non-Abelian group has to enter into account as suggested by Yang528

and Mills [40]:529

W i
µ→W i

′

µ =W i
µ−

1
g′
·∂µθi(x) +fabcW b

µθ
c(x)

where fabc is defined from the generators of the subgroup algebra:530

[τa, τ b] = ifabcτ c

resulting in the special case where fabc is the Levi-Civita εabc symbol for SU(2). The531

resulting kinetic part of the Lagrangian for the leptons l can be expressed as:532

Lkin. = iL̄Lγ
µDµLL+ iL̄Rγ

µ∂µLR533

= g√
2

(J+,µW+
µ +J−,µW−µ )︸ ︷︷ ︸

charged current

+g(ν̄LγµνL− l̄LγµlL)W 3
µ︸ ︷︷ ︸

neutral current

534

535

where the charged currents J±,µ are defined as:536

J+,µ = (J+,µ)† = ν̄Lγ
µlL

and the positive and negative vector bosons:537

W±µ = 1√
2

(Wµ
1 ±Wµ

2 )

The parametrisation based on the W±,W 3 parametrisation is more natural from the538

experimental point of view as it couples neutrinos and leptons from the same genera-539

tions. The same can be obtained with the quark model replacing the charged leptons540

and neutrinos respectively by up- and down-type quarks. The particular similarities in541

the universality of couplings, the vector character and the affected particles between the542

electromagnetic and weak interactions made Glashow [41] imagine in 1961 a way to build543

a consistent theory giving rise to the two interactions with the same mechanism through544
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a SU(2) × U(1) group invariance. In that regard the transformation laws would act as:545

ψL→ ψ′L = ei(
~θ(x).~τ+α(x)·Y )ψL546

ψR→ ψ′R = eiα(x).Y ψR547

∂µψL→Dµψ
′
L = (∂µ− ig

τi
2W

i
µ− ig′

Y

2 Bµ)ei(
~θ(x).~τ+α(x)·Y )ψL548

∂µψR→Dµψ
′
R = (∂µ− ig′

Y

2 Bµ)ψR549

W i
µ→W i

′

µ =W i
µ−

1
g′
·∂µθi(x) +fabcW b

µθ
c(x)550

Bµ→B′µ =Bµ−∂µα(x)551

552553

where Y is the weak hypercharge defined as:554

Y = 2 ·Q−2 · I3
W

with I3
W is the third component of the weak isospin which is ±1/2 for the left-handed555

doublets and 0 for the right handed singlets. The original kinetic term of the Lagrangian556

can thus be written as:557

Lkin. = g√
2

(J+,µW+
µ +J−,µW−µ ) +g (ψ̄Lγµ

τ3
2 ψL)︸ ︷︷ ︸

weak isospin current

W 3
µ +g′ (−ψ̄Lγµ

1
2ψL− ψ̄Rγ

µψR)︸ ︷︷ ︸
weak hypercharge current

Bµ558

= g√
2

(J+,µW+
µ +J−,µW−µ ) +gJ3,µW 3

µ +g′JY,µBµ559
560

where the lepton weak isospin J3,µ and hypercharge JY,µ currents are defined to mimic561

the charged currents J±,µ. However, none of the currents can be defined as the electro-562

magnetic one. Therefore a transformation of the two vector boson fields W 3
µ and Bµ is563

needed thanks to simple rotation of angle θW and was proposed by Weinberg to restore564

the Aµ field:565 (
Zµ
Aµ

)
=
(

cosθW −sinθW
sinθW cosθW

)
·
(
W 3
µ

Bµ

)

writing down the neutral part of the Lagrangian one finds:566

Lneutral = gJ3,µ(cosθWZµ+ sinθWAµ) +g′JY,µ(−sinθWZµ+ cosθWAµ)

The electromagnetic contribution can be extracted as:567

Lem. = (g sinθWJ3,µ+g′ cosθWJY,µ)Aµ
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Noticing that :568

J3,µ+JY,µ = ψ̄Rγ
µψR+ ψ̄Lγ

µψL = Jµ

we can decide to fix the following condition by freezing a degree of freedom: g sinθW =569

g′ cosθW , and restoring the electromagnetic part of the interaction as developed in the570

QED while taking into account the weak interactions:571

Lkin. = g√
2

(J+,µW+
µ +J−,µW−µ ) +gJ3,µW 3

µ +g′JY,µBµ572

= g√
2

(J+,µW+
µ +J−,µW−µ ) + g

cosθW
(J3,µ− sin2 θWJ

µ)Zµ+g · sinθW JµAµ573
574

where the W± bosons are coupling the down part of the doublets to the upper part in575

a charged current, the neutral Z boson couples to the electromagnetic current and to a576

chiral breaking current coupling left-handed particles, and the recovered electromagnetic577

current coupling to the photon. When identified to the expression obtained in QED a578

direct link can be made between the strength of the coupling g and the angle θW :579

e= g · sinθW

As for the photon, a kinetic term can be defined for the new vector bosons, and will580

incorporate the non-Abelian structure part defined for the transformation of the gauge581

fields defined earlier:582

LYM = 1
4F

aµνFaµν with F aµν = ∂µW
a
ν −∂νW a

µ +gεabcW b
µW

c
ν

Here the field strength F aµν is no longer a gauge nor a Lorentz invariant quantity, while583

the quadratic form F aµνFaµν is and thus can be incorporated in the Lagrangian. One has584

to notice as well that the vector fields entering the kinetic terms are the original SU(2)585

triplets W i and the U(1) singlet B and not their transformed partners W±, Z0 and A.586

1.2.3
The quarks behaviour: the quantum chromodynam-
ics (QCD)587

The classification of the hadrons is defined by the fermions composing them588

(quarks) and their relationship that as for the QED is explained by a group symmetry589

which involves the creation of gauge bosons (gluons). Experimental observations are590

indicating that no quark can be seen isolated as they form either mesons or baryons. A591

recent result by the LHCb collaboration claimed to have observed pentaquark structures592

[42], likely formed by a coupling between a meson and a baryon. Nonetheless, a theory593

based on a colour number (experimentally found to be 3) using the SU(3) group theory was594

proposed to answer the observation, as it represents the minimalistic transformation to be595

designed answering the experimental observations. Thus the quark fields are represented596

using 3-dimensional vectors (contrary to the spinors in the EW theory) and are required597
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to transform as:598

ψb→ ψ′a = e
i
2θ

c(x).tcabψb599

∂µ→ (Dµ)ab = ∂µδab− igsAcµtabc600

Acµt
c
ab→ Acµt

c
ab+ 1

gs
∂µθ

ctcab+ i[tcab, tdab]θcAdµ601
602

where a, b are colour indices (from 1 to 3) and c, d the Gell-Mann matrix indices (from603

1 to 8), Acµ being the eight massless gluons created from the symmetries. The Gell Mann604

matrices are defined as:605

t1 = 1
2

0 1 0
1 0 0
0 0 0

 t2 = 1
2

0 −i 0
i 0 0
0 0 0

t3 = 1
2

1 0 0
0 −1 0
0 0 0

 t4 = 1
2

0 0 1
0 0 0
1 0 0

606

t5 = 1
2

0 0 −i
0 0 0
i 0 0

 t6 = 1
2

0 0 0
0 0 1
0 1 0

t7 = 1
2

0 0 0
0 0 −i
0 i 0

 t8 = 1
2
√

3

1 0 0
0 1 0
0 0 −2

607

608

and couple different colours to each other. The quarks are therefore coloured objects.609

The QCD Lagrangian can be derived in this theory respecting the non-Abelian structure610

of the group for the kinetic term for the gluons:611

LQCD = ψ̄i
(
i(γµDµ)ij−mδij

)
ψj−

1
4G

a
µνG

µν
a

where Gaµν = ∂µA
a
ν−∂νAaµ+gfabcAbµA

c
ν is the kinetic term already described before, but612

where the structure constant fabc has a more complicated form than the Levi-Civita in613

SU(2). When expanding the Lagrangian using the formula described above, several terms614

are providing the self-interactions of the gluon fields with a trilinear and quadrilinear615

coupling. However, additional terms known as Fadeev-Popov ghosts [43] have to be added616

to restore the gauge invariance and maintain the Gauge unitarity of the S-matrix.617

The gluon self-interaction is also causing issues in the computation of the di-618

agrams at a fixed order. When considering the gluon-gluon or quark-quark scattering619

mediated by the strong interaction, a series of NLO corrections are making the computa-620

tion diverge. Those ultra-violet divergences are not only observed in the QCD case, and621

lead to the theory of renormalisation and regularisation:622

— Regularisation: In order to cancel out the UV divergences a hard cut off λ623

is placed on the integral used in the computation. This is accompanied by a624

regularisation of the number of dimensions. However, this technique can not625

be used alone since it would lead having an un-physics parameter governing626

the results.627
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1.2 The Standard Model: a theoretical explanation

— Renormalisation: A new scale µR is introduced, such that the global result628

of the computation (cross-section, decay width, charge...) corresponds to the629

measurement at this scale. This scale is interpreted as the fraction of the630

computation coming from LO to the loop diagrams. It is usually taken631

to be the scale of the interaction (lepton mass for QED, top mass for tt632

measurements...), but should not appear in the final result: it is therefore633

absorbed in the definition of the coupling constant g.634

In practice when performing the two operations in series, the regularisation scale λ is635

cancelled out, and only the renormalisation scale is exhibited. Its evolution is dictated by636

the Renormalisation Group Equations:637

αQED(µ) =
αQED(µR)

1− αQED(µR)
6π ln

(
µ
µR

)638

αs(µ) = αs(µR)
1 + αs(µR)

6π (11NC −2Nf ) ln
(
µ
µR

)639

640

where gQED/s =
√

4παQED/s, NC is the number of colours of quarks and Nf is the number641

of generation of fermions. One important difference is that the factor in the denominator642

is negative for the QED structure while being positive for QCD. Therefore, the lowest643

the energy is, the strongest the coupling is, as shown in Figure 1.1. This results in quark644

confinement such that the resulting particle do not show any global colour, such as in the645

meson and baryon cases. Therefore no bare quark can be observed. When two quarks are646

moved away from each others, the potential energy from the strong interaction increases647

until reaching the threshold for a quark-antiquark pair production. This effect is called648

asymptotic freedom.649

QCD αs(Mz) = 0.1181 ± 0.0011

pp –> jets
e.w. precision fits (N3LO)  

0.1

0.2

0.3

αs (Q
2)

1 10 100
Q [GeV]

Heavy Quarkonia (NLO)
e+e–   jets & shapes (res. NNLO)

DIS jets (NLO)

April 2016

τ decays (N3LO)

1000

 (NLO

pp –> tt (NNLO)

)(–)

Figure 1.1 – Summary of measurements of αS as a function of the energy scale Q [28].
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650

1.3
Spontaneous symmetry breaking and Higgs
mechanism

651

652

Although the electroweak unification gives a nice harmonisation amongst the two653

theories in a coherent way, it forbids any ad-hoc mass term for the gauge bosons in the654

Lagrangian, due to the transformation of the fields themselves. While this is adequate for655

the photon in the QED theory, it contradicts the observation of massive W and Z bosons.656

Even before the discovery of such particles, it was thought that due to the constraints of657

the short distance of the weak interaction, the mediator should be massive. Furthermore,658

it was shown that the mass term for fermions would couple the right- and left-handed659

part of the doublets, which would break the chiral symmetry introduced with the SU(2)660

transformation. Following the work derived by Peter Higgs, Robert Brout and Francois661

Englert, and Gerald Guralnik, C. R. Hagen, and Tom Kibble [3, 4, 44] which introduces the662

concept of Spontaneous Symmetry Breaking (SSB) and the link to massive gauge bosons,663

Salam and Weinberg proposed separately an application to the electroweak unification664

[45, 46] problem. It is worth noting that the original theory was developed in the context665

of superconducting materials where, in a second-order transition, the magnetic field would666

only penetrate the material on a length scale inversely proportional to the mass of the667

gauge Goldstone boson.668

1.3.1 Illustration of a SSB in a U(1) symmetry group669

All the symmetries that were introduced so far have lead to the creation of new670

interactions and particles to mediate those interaction. The concept introduced here lies671

on a different methodology, as it introduces a new field φ chosen to be a complex scalar672

field, and a corresponding potential that would act on this field. The Lagrangian can673

include this new term in the following way:674

Lφ = ∂µφ
∗∂µφ−V (φ)

where the general form of V is chosen to be:675

V (φ) =−µ2|φ|2 + λ

2 |φ|
4
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1.3 Spontaneous symmetry breaking and Higgs mechanism

Depending on the sign of the µ2, the shape of the potential could lead to a single minimum676

at zero (µ2 <0) or two minima at a vacuum expected value (v.e.v) v =±
(
µ

2

λ

)1/2
(µ2 >0)677

as shown in Figure 1.2, λ being considered positive.678

μ2 > 0

μ2 < 0

|v|-|v|

V

|φ|

Figure 1.2 – Representation of the potential V(φ) only considering the norm of the complex
scalar |φ|.

As for the leptons in Section 1.2.1, the local gauge invariance of such field is679

considered and the related formulation of the covariant derivative and the boson field Aµ:680

φ→ φ′ = eiq·θ(x)φ681

∂µ→Dµ = ∂µ+ iqAµ682

Aµ→ A′µ = Aµ−∂µθ(x)683684

Knowing that the field φ would take values close to the one of the v.e.v., a linear expan-685

sion around this minima is made, recasting the imaginary part of the field to ease the686

computation 1 :687

φ(x) = 1√
2

(v+h(x))

1. The case where the field is still complex has been treated extensively in the literature.
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where h is a real scalar field. The Lagrangian can therefore be written as:688

Lφ = (Dµφ)†(Dµφ)−V (φ)689

= (∂µ− iqAµ) 1√
2

(v+h(x))(∂µ+ iqAµ) 1√
2

(v+h(x))−µ2( 1√
2

(v+h(x)))2 + λ

2 ( 1√
2

(v+h(x)))4
690

= 1
2(∂µh)2− 1

22 ·µ2h2︸ ︷︷ ︸
massive scalar h

+ 1
2q

2v2A2
µ︸ ︷︷ ︸

mass term for the gauge boson

+ 1
2q

2h2A2
µ+ q2vA2

µh︸ ︷︷ ︸
coupling between h and the gauge boson

691

− λ

2vh
3− 1

8λh
4︸ ︷︷ ︸

scalar self coupling

+O(higher order term in h)692

693694

The first conclusion from the SSB is that a mass term for the gauge boson is695

appearing withmA =
√

2qv, the new scalar h is a massive scalar boson withmh =
√

2µ, and696

furthermore interaction terms are arising between the gauge boson and the scalar boson697

itself through tree- and four-legs couplings. The same happens with the self-coupling of698

the scalar h.699

1.3.2 Generalisation to the electroweak case700

The strength of the SSB theory is its applicability to non-abelian group sym-701

metries such as the SU(2) which is used to describe the electroweak interactions. As for702

the leptons the scalar fields must be transformed into a spinor that is complex from first703

principles:704

φ=
(
φ†

φ0

)
=
(
φ1 + iφ2
φ3 + iφ4

)

which can be transformed using the equations obtained for the SU(2) × U(1) case. As705

previously, infinite ground states are available. For the sake of simplicity, the scalar field706

can be expended around the minimum where φ1 = φ2 = φ4 = 0 and φ3 = 1√
2(v+h). The707

development of each term of the Lagrangian gives:708

Dµφ= [∂µ+ i
g

2τ
iW i

µ+ i
g′

2 Bµ]
(

0
1√
2(v+h)

)
709

= 1√
2

(
0
∂µh

)
+ i

v+h

2
√

2

(
g(W 1

µ − iW 2
mu)

−gW 3
µ +g′Bµ

)
710

= 1√
2

(
0
∂µh

)
+ i

v+h

2
√

2

 g
√

2W−µ
−
√
g2 +g′2Zµ

711

(Dµφ)† = 1√
2

(0,∂µh)− iv+h

2
√

2
(g
√

2W+µ,−
√
g2 +g′2Zµ)712

713
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1.3 Spontaneous symmetry breaking and Higgs mechanism

where the considered gauge fields are projected into the W±, Z0 and A basis. The714

first comment is that the photon field is not appearing in this expression this leads to715

the creation of a massless field, and results only from the choice of the ground states716

considered. The Lagrangian scalar term is therefore giving :717

Lφ = (Dµφ)†Dµφ−V (φ)718

= 1
2(∂µh)2− 1

22 ·µ2h2−λvh3− 1
4λh

4
719

+ (gv)2

4 W+µW−µ + g2 +g′2

8 v2ZµZµ720

+ g2v

2 hW+µW−µ + g2 +g′2

4 vhZµZµ721

+ g2

4 h
2W+µW−µ + g2 +g′2

8 h2ZµZµ722
723

The first line describe the scalar kinetic and self coupling as in the U(1) case, the second724

gives rise to the mass of the weak vector boson:725

— the mass-degenerate W bosons: m
W

+ =m
W
− =mW = gv

2726

— the massive Z boson: m
Z

0 =
√
g

2+g′2
2 v727

— the massless photon: mA = 0728

while the third and fourth lines are showing the linear and quadratic couplings of the729

higgs to the gauge bosons. The relationship between the Z and W masses also helps to730

get rid of the couplings g and g′ with the weak angle:731

mW

mZ
= g√

g2 +g′2
= cosθW

These couplings are, however, linked to the Fermi constant GF , the mass of the W boson732

and the electrical charge e. The Higgs v.e.v. in itself is also determined by the Fermi733

constant through the relation:734

v =
√

1√
2GF

' 246GeV
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The direct coupling of the scalar boson to the gauge fields from the third line is735

shown to be proportional to the square of their masses:736

Lcoupling = g2v

2 hW+µW−µ + g2 +g′2

4 vhZµZµ737

= m2
W

v
hW+µW−µ + m2

Z

v
hZµZµ738

739

Thus the masses of the gauge bosons are obtained from the interaction with a scalar field740

whose ground state is broken under the symmetry of the SU(2) × U(1) group. This field is741

also known as the Higgs field, and therefore the excitation of this field around the ground742

state h is called the Higgs boson which mass is not predicted by the SM since λ and µ are743

free parameters. The λ parameter giving rise to the trilinear and quartic self-coupling of744

the Higgs, which is still to be measured, is of particular interest for the physicists allowing745

to compute the full Higgs potential and thus understanding possible instabilities.746

1.3.3 Concept of Yukawa lepton masses747

The Higgs field can also couple to the fermions allowing to explain the mass748

of such particles in one global theory. Contrary to the gauge boson case, where the749

interaction arises from the covariant derivative term in the kinetic term of the scalar750

Lagrangian, the formulation here must be ad-hoc while preserving the symmetries of the751

total Lagrangian. The simplest form one could think for this term is:752

Lleptons =−Y L̄LφLR+h.c.

which is now invariant under the SU(2) × U(1) symmetry since the chirality transforma-753

tion of the LL doublet is compensated by the presence of the Higgs field. The coupling Y754

also called Yukawa coupling is a parameter that is not fixed a priori and h.c. stands for755

the hermitian conjugate part of the expression. Expanding the scalar around its ground756

state gives the following result:757

Lleptons =−Y (ν̄L, l̄L)
(

0
1√
2(v+h)

)
lR+h.c.758

=−1
2Y
√

2vl̄LlR−
Y√

2
hl̄LlR+h.c.759

760

The first term is directly a mass term for the leptons with ml = Y
√

2v, showing the link761

between the Yukawa parameter and the mass of the lepton. The coupling with the Higgs762

is also noticed to be proportional to their mass.763
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1.4 The Higgs boson at the LHC

In the case of the quark sector the term must involve a different prescription for764

the up-type quark to respect the U(1) charge conservation:765

Lquarks =−Yd Q̄LφDR−Yu Q̄L φ̃UR+h.c.

where φ̃ = iτ2φ =
( 1√

2(v+h)
0

)
has an opposite hypercharge. Deriving the expression766

around the ground state as for the lepton results in the same mass generation and coupling767

to the Higgs field. When considering the three families in the formulation, the Yukawa768

prescription can be extened in terms of matrices:769

Lquarks =−Y i,jd Q̄L
i
φDj

R−Y k,lu Q̄L
k
φ̃U lR+h.c.

where now Y i,jd and Y k,lu are 3×3 matrices generating similar mass matrices. From first770

principles nothing forces these matrices to be diagonal. However, the observed quarks are771

the eigenstates of the mass matrices. Transfer matrices can be computed such that:772

ui︸︷︷︸
interaction states

= U i,ju u′j︸︷︷︸
mass states

and dk = Uk,ld d′l

This is particularly important when looking at the flavour changing currents such as in773

the electroweak theory:774

ūiLγ
µdiLW

+
µ → ūiLγ

µ(U †uUd)i,jdjLW
+
µ

The (U †uUd)i,j is a non diagonal matrix also known as the Cabibbo–Kobayashi–Maskawa775

(CKM) matrix [47, 48] which allows terms that explain the violation of the charge and776

parity measurement in the electro-weak sector.777

778

1.4 The Higgs boson at the LHC
779

780

The search of a Higgs boson that could prove that the Higgs mechanism is indeed781

the correct one to describe the mass of the elementary particles, was tried at the LEP782

and Tevatron colliders using direct searches and indirect constraints. The need for such783

accelerators was motivated by the lack of exact prediction for the Higgs mass, and thus a784

variety of energies needed to be scanned. Finally with the announcement of its discovery785

by ATLAS and CMS the 4th of July 2012 at a mass of 126.0 ± 0.4 (stat.) ± 0.4 (syst.)786
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GeV (125.3 ± 0.4 (stat.) ± 0.5 (syst.) GeV) in the ATLAS (CMS) experiment, the SM787

jigsaw puzzle got completed. An age of precision measurement and verification of the788

predicted properties started. In this section, I describe the various production modes789

offered in the context of a proton-proton collider such as the LHC, and the decay modes790

allowing to observe such particle in this context.791

1.4.1 Production modes792

As the Higgs boson couples to all the massive particles, a variety of ways can be793

used to produce it. At the LHC, the elementary constituents of the protons (gluons, u and794

d valence quarks, sea quarks) are initiating the interactions. The modes are categorised795

by the initial states resulting in the Higgs boson, or by the final state created with the796

Higgs boson. The modes are ordered by their cross-section as shown in Figure 1.3a.797
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Figure 1.3 – Production cross-sections for a SM Higgs boson as a function of the Higgs
mass: (a) at

√
s = 13 TeV at the pp LHC collider [49]; (b) at

√
s = 1.96 TeV at the pp̄

Tevatron collider [50].

Gluon fusion: ggF798

The dominant process at the LHC is happening through the coupling initiated799

by the gluons. This coupling is loop induced as shown from Figure 1.4a, as the Higgs800

is not coupling to the massless gluons. While this production should be rarer compared801

to tree-level processes, the important gluon density inside the protons compensates for802

this. Furthermore since the Higgs coupling to fermions is directly proportional to their803

masses, top- and bottom-quarks mediated creation is enhanced and can be found only804

thanks to loops or to the excitation of sea quarks (which have negligible densities inside805

the protons). This production mode is roughly 10 times larger than the second largest806

one. The feature of this production mechanism is also the absence of side-products in the807

final state.808
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1.4 The Higgs boson at the LHC

Vector boson fusion: VBF809

The VBF production mode is the second leading one and relies on the creation810

of off-shell vector bosons, which are coupled to the Higgs boson thanks to their high mass811

as presented in Figure 1.4b. Due to the structure of the collisions, the out-going quarks812

hold the initial longitudinal momentum of the initial ones, creating two jets located in813

the forward and backward regions of the detector, where the energy resolution is poorer.814

Therefore this clear detector signature can be used to disentangle this production from815

the ggF. In order to separate even more this signature from a standard QCD production,816

an extra radiated photon can be requested as done in [51].817

10 11. Status of Higgs boson physics

Table 11.1: State-of-the-art of the theoretical calculations in the main Higgs
production channels in the SM, and the major MC tools used in the simulations

ggF VBF VH tt̄H

Fixed order: Fixed order: Fixed order: Fixed order:

NNLO QCD + NLO EW NNLO QCD NLO QCD+EW NLO QCD

(HIGLU, iHixs, FeHiPro, HNNLO) (VBF@NNLO) (V2HV and HAWK) (Powheg)

Resummed: Fixed order: Fixed order: (MG5 aMC@NLO)

NNLO + NNLL QCD NLO QCD + NLO EW NNLO QCD

(HRes) (HAWK) (VH@NNLO)

Higgs pT :

NNLO+NNLL

(HqT, HRes)

Jet Veto:

N3LO+NNLL

Figure 11.1: Main Leading Order Feynman diagrams contributing to the Higgs
production in (a) gluon fusion, (b) Vector-boson fusion, (c) Higgs-strahlung (or
associated production with a gauge boson), (d) associated production with a pair
of top (or bottom) quarks, (e-f) production in association with a single top quark.
with top quarks.

uncertainties in the theoretical calculations due to missing higher-order effects and

June 5, 2018 19:47
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Figure 1.4 – Main Leading Order Feynman diagrams contributing to the Higgs production
in the gluon (a), and vector boson fusion (b) production mode [28].

Associated production to a vector boson: VH818

All the processes where the Higgs is radiated (Higgs-strahlung) from an initial819

particle which is present in the final state, are suppressed due to the low-amplitude of the820

generation of those initial particles. Amongst all the possible initial particles, the vector821

bosons are favoured due to the high coupling with the Higgs, as shown in the Leading822

Order (LO) diagram in Figure 1.5. This mode was particularly important for the LEP823

searches due to the small direct coupling of the Higgs to electrons and the absence of824

gluons and quarks, as well as at Tevatron where the p− p̄ collisions were enhancing the825

VH production compared to others as shown in Figure 1.3b.826
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of top (or bottom) quarks, (e-f) production in association with a single top quark.
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Figure 1.5 – Main Leading Order Feynman diagrams contributing to the Higgs production
in the Higgs-strahlung (or associated production with a vector boson) production mode
[28].

The production can be initiated with either the quarks or the gluons inside827

the protons. The Wh production can only be mediated with the former one, with an828
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asymmetry between the W+h and W−h due to the different abundance of quark and829

anti-quark in the protons (ud̄→W+/ūd→W−). The Zh production is mediated at LO830

by both qq and gg diagrams, the former being at tree level as for the Wh (uū/dd̄→ Z),831

while the later goes through loops of quarks which is therefore quite suppressed in theory.832

However, as for the ggF mode, it is enhanced by the important gluon partonic distribution833

function PDF (∼ 14% of the total Zh production). Due to their difference in production834

mechanism, the ggZh production may be sensitive to the presence of new-physics particles835

in the loop, which would change the total cross-section. The Higgs spectrum is also836

impacted differently by the two modes which could be investigated when performing a837

momentum differential measurement. NLO and NNLO QCD corrections are applied to838

the system triggered by qq , qq and gg initial states with the possible radiation of extra839

partons in the final state, and are affecting all the production. The NLO corrections affect840

the cross-sections up to O(30%) factor, while the NNLO corrections are at the per cent841

level. The NLO QCD corrections on the ggZh mode are still very challenging to compute842

because of the multi-scale boxes present in those corrections and are therefore obtained843

in an effective theory considering an infinite top-quark mass and vanishing b-quark one.844

Those corrections are quite important in magnitude, and therefore as often as possible845

the qq and gg modes are treated separated.846

Production in association with heavy quarks847

A small contribution to the total Higgs production cross-section comes from848

the direct coupling to fermions in the initial state as shown in Figure 1.6. Due to its849

important mass, couplings with tops are dominant, but couplings to bottom-quarks are850

also important since they have a higher PDF than tops.851
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Figure 11.1: Main Leading Order Feynman diagrams contributing to the Higgs
production in (a) gluon fusion, (b) Vector-boson fusion, (c) Higgs-strahlung (or
associated production with a gauge boson), (d) associated production with a pair
of top (or bottom) quarks, (e-f) production in association with a single top quark.
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Figure 1.6 – Main Leading Order Feynman diagrams contributing to the Higgs production
in (a) associated production with a pair of top (or bottom) quarks, (b) production in
association with a single top quark [28].
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This mode is a unique way to understand the direct coupling to the top-quark852

as it only enters in loops for the other production modes. However, due to the high tt853

QCD production at the LHC, this channel is very challenging to tackle experimentally.854

The summary of all the production mechanisms and their associated cross-section855

computed at the higher order available is given in Table 1.3.856

Process σ (pb) σi
σtot

(%)
ggF 48.6 87.2
VBF 3.78 6.8
Wh 1.37 2.5

4.0qqZh 0.76 1.4
ggZh 0.12 0.2
tth 0.51 0.9
bbh 0.49 0.9
other 0.09 0.2

Table 1.3 – Production cross-sections of the mh = 125 GeV Higgs boson at the LHC for√
s= 13 TeV [49].

1.4.2 Decay modes857

While the production modes are essential to trigger specific topologies, the main858

difference for analyses is due to the final state generated from the Higgs decay. The859

lifetime of the Higgs boson is too short to be even measurable so that only the products860

of its disintegration are accessible to the experimentalist. Due to its mass, the Higgs861

boson can only decay to certain particles allowed by the kinematics. For instance, the tt862

threshold is not open at such mass, and in the case of di-boson, at least one of the two863

vector boson must be produced off-shell, reducing the probability for this decay. From864

the rules obtained in Section 1.3.2 and 1.3.3, the width of the decay of the Higgs boson865

in each of the channels can be derived:866

Γ(h→ f f ) =
m2
f

v2 NC
mh

8π

1−4
m2
f

m2
h

3/2

867

Γ(h→ V V ∗) = δV
m2
h

v2 NC
mh

32π

(
1−4m

2
V

m2
h

)1/21−4m
2
V

m2
h

−12
(
m2
V

m2
h

)2868

869870

where Nc is the colour factor (Nc = 3 when considering quarks, Nc = 1 for leptons), and871

δV a factor that normalises the number of diagrams giving the same final state (δW = 2872

while δZ = 1). In order to interpret further on the probability of decay, a Branching Ratio873

25



Theoretical framework

is defined as:874

BR(h→XX) = Γ(h→XX)∑
iΓ(h→ ii)

The value for the branching ratio for the different modes of disintegration as a function875

of the Higgs boson mass is given in Figure 1.7.876
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Figure 1.7 – Branching ratios for various decay modes of a SM Higgs boson, as a function
of the Higgs mass mh [49].

The bb decay mode is the dominant one for the SM Higgs boson with a BR of877

roughly 58% and is linked in particular to the analysis presented in this thesis. Second878

in terms of BR is the WW decay. Depending on the decay chain of the W boson, this879

channel presents challenges for analysis: in the hadronic channel it is overwhelmed by880

the QCD background produced in a pp collisioner, in the leptonic channel neutrinos are881

emitted preventing to have a precise full-mass reconstruction. The coupling to leptons is882

accessible thanks to ττ channel, but it suffers from the same problems as for the WW883

channels since the τ decays are similar in signature to the W ones. It was first observed884

in 2016 thanks to an ATLAS and CMS combination [52]. The coupling to the second885

generation of leptons is obtained through the c c decay, which suffers as the bb from886

the QCD background, while not having good identification of c-quarks yet. First results887

have been presented by the ATLAS collaboration in the VH production channel [53]888

and the CMS collaboration [54] or through the direct coupling to the J/ψ mesons [55].889

With a similar rate the ZZ∗ decay, where both Z bosons decay into leptons, is one of890

the discovery channels that lead to the observation of the Higgs boson in 2012. Even if891

its BR is low, the small background contribution and the good lepton energy resolution892

of the search have made it the golden channel for the Higgs properties measurements.893

Finally, the coupling to the second generation of fermions could be measured also thanks894

to the di-muon channel. However, the reduced BR of this channel does not allow to get895

measurements yet.896

The Higgs boson can also decay to massless particles, thanks to loops involving897

massive particles. As such, third in the order of BR, the final state involving gluons is898

quite significant at the LHC. However, similarly to the quark decays, it is overwhelmed899
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from the background. Therefore no searches have tried so far to look at this final state.900

On the contrary, the small BR γγ decay was involved as well in the discovery in 2012 with901

the ZZ∗ decay. The search is characterised by a smooth falling background of di-photon902

on top of which a peak corresponding to the Higgs boson can be found. Thanks to the903

good energy resolution of the photons it is also used in the mass-measurement of the904

Higgs. With a similar BR, the Zγ final state possessed all the good properties to give905

a clean signal but is penalised by the low branching ratio of the Z-boson to the leptonic906

decays.907
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908

2 The Large Hadron Collider and
the ATLAS detector

909

In order to probe the elementary properties of the SM, for instance studying the910

coupling of the Higgs boson to quarks, high energy colliders have been developed with a911

variety of technical solutions. The principle of such machines is to bring stable particles as912

close as possible to each other, with a certain energy, such that the interactions described913

earlier can act on the system, resulting in the creation of new states decaying to more914

particles or the modification of the kinematical properties of the former particles. Colliders915

can be classified into two categories depending on the nature of the initial particles:916

leptons or hadrons. In order to probe the dynamics of the SM, as well as to reach the917

energy threshold of the creation of new particles, colliders need to be associated with an918

accelerating structure coupled to an optic system controlling the circulating beam. One of919

the most relevant collider parameters is the centre-of-mass energy of the system denoted920 √
s. The beams cross each other at special locations called interaction points (IP), where921

detectors need to be installed in order to measure the properties of the emitted particles922

which will help the analysers to reconstruct the history of the event and understand the923

underlying processes.924

The work developed in this thesis is based on the collisions recorded at the LHC collider925

located at the CERN facility in Geneva by the ATLAS experiment. The structure and926

properties of the accelerator are described in Section 2.1, while the description of the927

ATLAS detector is given in Section 2.2.928
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929

2.1 Large Hadron Collider LHC
930

931

The LHC is a multi-purpose collider, which uses protons and ions (Lead and932

Xenon) as primary particles for various sets of studies on the Standard Model as well933

as on the nucleus structure. Since the studies presented in this document are related934

to proton collisions, the ion part of the acceleration and collisions will not be described.935

The LHC program started in 1983 with the first studies and a first approval given by the936

CERN council in 1994. Due to budget reasons, the first project was conceived as a two937

stages accelerator with the first step at
√
s= 10 TeV before reaching a final

√
s= 14 TeV.938

This project was amended in 1995 with the Conceptual Design Report [56], where only the939

latter stage was proposed thanks to the improvement in accelerating technology, and with940

the failure of the Superconducting Super Collider (SSC) in the United States of America,941

which led more nations to contribute to the budget of the LHC. The main success of the942

LHC was to duild upon the existing accelerating and civil engineering structure of the943

Large Electron Positron (LEP) collider.944

Figure 2.1 – Overview of the CERN accelerator complex [57].
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The collider is composed of a cascade of different accelerators in order to reach945

the LHC accelerator as shown in Figure 2.1, which are also used for other purposes serving946

various collaborations located at CERN. The initial protons originate from bottled di-947

hydrogen. The hydrogen atoms are ionised using a powerful electrical field, which yields948

nearly 70% of protons. The outgoing protons already have a kinetic energy of 100 keV949

and are further accelerated up to 50 MeV. This first stage is integrated into the linear950

accelerator LINAC2 which is a 37 m long machine providing an excellent beam availability951

(higher than 98%), with the highest current reached by such technology so far (180 mA).952

This stage is ongoing a full replacement with a more mature technology using hydrogen953

anions H− and state of the art accelerating cavities, which will allow more compact954

structures of proton bunches and a higher exiting beam energy of 160 MeV [58]. This new955

linear accelerator called Linac4 is currently under-test and is going to be operated for the956

next LHC runs from 2021.957

The outgoing protons are then transferred to the 157 m long Proton Synchrotron958

Booster which is responsible for accelerating the protons to an energy of 1.4 GeV before959

injecting them to the 628 m long Proton Synchrotron that gives a final 25 GeV beam.960

Those two accelerators have circular shapes in order to repeat several times the same961

accelerating step to reach higher energies. The grouping of the protons into small bunches962

of roughly 1011 particles separated by a distance of 25 ns, as required by the LHC collision963

scheme is carried out by the PS. The beam is then sent to the Super Proton Synchrotron964

(SPS) which gives an extra boost to reach a final energy of 450 GeV using a 7 km ring.965

Accelerated protons are also sent to different experiments such as the North Area test-966

beam hall described in Section 7.2.2, which recieves only 0.084% of the initial protons to967

be sent to the LHC [59]. In order to provide the correct proton-proton collision scheme,968

the bunches are sent to two counter-propagating lines circulating in the 27 km long LHC969

tunnel.970

Figure 2.2 – Schema of the acceleration of a proton through an RF cavity. The frequency
of electrical field is tuned such that proton bunches are always synced to an accelerating
field [60].

The full acceleration scheme of the LHC is based on the two ingredients of the971

electromagnetism reflected in the Lorentz force: electrical fields for longitudinal accelera-972

tions and magnetic fields to act on the transversal motions. The acceleration techniques973

used in the LHC chain of acceleration is based on Radio-Frequency (RF) cavities whose974
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principle is presented in Figure 2.2. The transverse motion needs to be controlled in two975

different ways. The limitation in energy is set by the magnetic field, B, available and the976

radius of the circle R, the Lorentz force compensating the centrifugal one:977

FLorentz = evB = γmv2

R
= Fcentrifugal→

p

e
=BR

where p is the momentum of the charged particle. Because of the counter-propagating978

motion of the beams in a particle-particle collider, the direction of the magnetic field979

for the bending should be created with opposite directions. Due to the small size of the980

tunnel, the two pipes should be as close as possible leading to the solution presented in981

Figure 2.3a. A total of 64 cables are assembled around two coils shaping the magnetic982

field lines. In order to create a large enough field to reach energies of 7 TeV per beam, an983

8.3 T field is needed which corresponds to an 11.7 kA current circulating in the circuit.984

In order to avoid heating from the Joule effect, each line is made of 6500 superconducting985

filaments of Niobium-Titanium. The whole system has thus to be cooled down to 1.9 K986

using superfluid Helium. Each magnet is 14.3 m long and the LHC structure is made of987

1232 of them. Bending the trajectories is not enough to keep the beam circulating since988

bunches are made of same-charge particles, Coulomb interactions perturb the transverse989

shape. As for the propagation of light, magnetic lenses are used to focus the beams,990

consisting of magnetic quadrupoles as presented in Figure 2.3b. The principle difference991

with the motion of a light beam is that when a plane (horizontal or vertical) is focussed,992

the other one gets defocussed. The usual system is a composition of those two magnets993

into a FODO system (where F/D focusses vertically/horizontally the beam and O is a994

space deflection magnet) resulting in a 110 m long cell. The global effect of such cells is,995

therefore, to bend and focus the beam. Other types of multipoles are also used in the996

LHC chain to compensate for vertical and horizontal size correlations, as well as to correct997

for other effects (electron clouds effects, interactions between bunches ...). The FODO998

cells are grouped into 2.45 km long arcs with 545 m long straight sections of accelerating999

RF cavities into eight independent sectors which are powered in series. This structure1000

was motivated by the pre-existing tunnel of LEP.1001

In addition to accelerating and bending the beams, the LHC is also responsible1002

for approaching the beams as close as possible in four IPs. Before entering the IP, the1003

beam is defocussed from a 0.2 mm transverse size to 1.6 mm. This allows the use of1004

wide-aperture and high gradient quadrupoles called inner-triplets to focus the beam to a1005

final size of ∼ 10µm. The major figure of merit of the collision is called the instantaneous1006

luminosity L. It is defined as the factor linking the number of events N produced per1007

second and the cross-section σ of the process:1008

dN

dt
= σL
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(a) (b)

Figure 2.3 – Cross section of the superconducting dipole [61] (a) and quadrupole [62] (b)
magnets used in the LHC ring.

This factor is directly linked to the collision scheme provided by the accelerator machine:1009

L=
N2
pnbfrevγr
4πσ1σ2

F

where Np is the number of protons per bunches, nb the number of bunches circulating in1010

the collider, frev the revolution frequency of the beam, γr the relativistic factor associated1011

to the particles in the bunch, σ1/2 is the transverse width of the bunch 1/2 under the1012

gaussian hypothesis, and F the geometrical factor of the collision scheme. In the accel-1013

erating community two quantities defined as the normalised transverse beam emittance1014

εn and amplitude function β∗ are widely used instead of the transverse width in order1015

to derive the transport equation of the beam. The emittance is a measurement of the1016

beam spread in the position-momentum space. As this quantity is proportional to the1017

momentum of the beam, a normalised quantity can be defined when this effect is taken1018

out. The beta function is defined as the relationship between the emittance and the actual1019

beam size σ =
√
βε, and is called β∗ when taking the smallest value at the IP. While the1020

emittance is conserved when considering the effect of magnetic quadrupoles in order to1021

respect Liouville’s theorem, the modification affects the β∗ quantity. The law can thus1022

be written as:1023

L=
N2
pnbfrevγr
4πεnβ∗

F

The geometrical factor F, called the Piwinski reduction factor, takes into account the fact1024

that collisions are not happening head-on but with a small opening angle θc:1025

F =

1 +
 θcσz

2
√
εnβ
∗

2
−1/2

where σz is the longitudinal width of the bunch. Several ideas have been proposed to1026

increase this factor such as the Crab cavities that would allow kicking the bunch to1027
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increase the overlapping region of interaction in a head-on type collision. Usual values for1028

the designed instantaneous luminosity were of the order of 1×1034cm−2.s−1, whereas peak1029

values observed in 2018 were approximately of 2.1×1034cm−2.s−1 under normal running1030

conditions. This improvement was obtained thanks to a lower β∗ value (25 cm compared1031

to a nominal value of 55 cm), as well as a lower emittance (1.8 µm compared to a nominal1032

value of 3.75 µm), while not reaching the final energy of
√
s = 14 TeV and having less1033

bunches than expected (2556 instead of 2808). For comparison the peak instantaneous1034

luminosity was ∼ 1×1032cm−2.s−1 [63] at LEP, and reached 4×1032cm−2.s−1 with the1035

Tevatron collider [64].1036
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Figure 2.4 – Luminosity-weighted distribution of the mean number of interactions per
bunch crossing for the different years of operations during Run-2. The mean number
of interactions per crossing is the mean of the Poisson distribution of the number of
interactions per crossing calculated for each bunch [65].

The increase of the luminosity gives an increase of the number of pp interactions:1037

at each bunch crossing, several collisions can happen increasing the probability to observe1038

rare and interesting events. However, the surrounding soft collisions are increasing the1039

complexity of the reconstruction of the hard-scatter objects and worsen the resolution of1040

the quantities defined in Section 3.2. This effect is called pile-up and can be caused by1041

particles from the same bunch-crossing (in-time), or due to remnants of the interactions1042

of the previous bunch crossing (out-of-time). The pile-up is closely related to the mean1043

number of interactions 〈µ〉 represented in Figure 2.4, where the mean value for the Run-1044

2 is approximately 34. The future evolution of the LHC, described in Chapter 7, will1045

have to face a mean number of interactions of roughly 200 with consequent experimental1046

challenges to reconstruct the events.1047

The luminosity of the LHC is decaying with time due to the loss of particles in1048

the collisions, the interaction with the remaining gas molecules in the tube, as well as the1049
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Offset levelling

Crossing angle levelling 
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Figure 2.5 – Evolution of the luminosity during a typical LHC run, measured in three of
the interaction points of the LHC [66].

degradation of the emittance in the process due to the Touschek effect [67]. A levelling of1050

the luminosity is used throughout the fill in order for it to last longer and to hold a similar1051

collisions status. This is done by modifying the crossing angle and β∗ or with an offset1052

levelling of the bunch collisions. The situation is presented in Figure 2.5. The typical run1053

time of an LHC fill is 10 hours, while the filling of the machine and the ramping of the1054

energy take approximately 20 and 25 minutes respectively. At the end of the run, when1055

the luminosity is too low, the beam is dumped. The beam is extracted from the main1056

ring and sent to a 6 m3 graphite cylinder (TDE) that can heat up without melting and is1057

kept under a small overpressure of nitrogen. A schematic view of the system is presented1058

in Figure 2.6a. In order to dilute the power of the beam a set of horizontal and vertical1059

dilution kickers are used to sweep the beam into an e shape as shown from Figure 2.6b.1060

A LARGE DIAMETER ENTRANCEWINDOW
FOR THE LHC BEAM DUMP LINE
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Abstract

The graphite LHC beam dump block TDE has to ab-
sorb the full LHC beam intensity at 7 TeV. The TDE vessel
will be filled with inert gas at atmospheric pressure, and
requires a large diameter entrance window for vacuum sep-
aration from the beam dumping transfer line. The swept
LHC beam must traverse this window without damage for
regular operation of the beam dump dilution system. For
dilution failures, the entrance window must survive most
of the accident cases, and must not fail catastrophically in
the event of damage. The conceptual design of the entrance
window is presented, together with the load conditions and
performance criteria. The FLUKA energy deposition sim-
ulations and ANSYS stress calculations are described, and
the results discussed.

INTRODUCTION

The LHC beam dumping system [1] is designed to fast-
extract the beam in a loss-free way from each ring of the
collider and transport it to an external dump block TDE,
which is located in a cavern at the end of a separate 650 m
long vacuum line. A system of horizontal and vertical di-
lution kickers MKBH/V in this line will be used to sweep
the beam in an “e” shaped form on the surface of the TDE.
A large (600 mm) diameter entrance window is required

about 10 m upstream of the dump block, Fig. 1, at the end
of each of the vacuum lines, to isolate the beam dump trans-
fer lines, kept under high (10�5 Pa) vacuum, from the beam
dump TDE core which is kept under a slight (0.2 kPa) over-
pressure of nitrogen. This TDE overpressure is to avoid
any fire risk of the graphite dump block, which is routinely
heated by 1000 degrees for a dump of the full beam, in the
event of a containment failure.
The entrance window will therefore operate under a

static differential pressure of more than one atmosphere,
and needs a special mechanical design. This must maintain
the required pressure differential, and also cope with both
the repeated dynamic thermal load when the ultimate inten-
sity LHC beam (4.77×1014 protons at 7 TeV) is dumped,
together with the worst-case thermal load which can hap-
pen if the dilution kicker system fails, either partially or
totally. In these dilution failure cases the full LHC beam is
swept over a much shorter length.

MPWG meeting 11-5-2001 LHC Beam Dump System ( M. Gyr, SL/BT)

∅ 600 mm
1 bar N2

CC entrance
window

concrete
shielding

graphite – CC TDE
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Figure 1: LHC dump block TDE and surrounding shield-
ing, showing location of entrance window.

LOAD CASES
For the case of a normal beam dump, the 2808 proton

bunches are swept over a path length of about 110 cm at
the entrance window. The beta-functions at this location
are about 4.6 km in each plane, such that the beam spot
is circular, with a σ of 6.0 mm at 450 GeV and 1.5 mm
at 7 TeV. The nominal sweep form is shown in Fig. 2 (for
clarity the sweep is shown for 450 GeV).

Figure 2: Nominal sweep profile (p+ / mm2) at TDE en-
trance window (450 GeV ultimate beam).

Failures of the dilution kickers MKB must not result in
catastrophic damage to the entrance window. The most
dangerous are the total failure of all the dilution kickers
in one plane, e.g. Fig. 3, or a total dilution failure, in which
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catastrophic damage to the entrance window. The most
dangerous are the total failure of all the dilution kickers
in one plane, e.g. Fig. 3, or a total dilution failure, in which
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(b)

Figure 2.6 – (a) Schematic view of the dumping block structure of the TDE. (b) Nominal
sweep profile density (p+/mm2) at the TDE entrance window [68].

Around each collision point seven experiments are located in order to record the1061

properties of the particles emitted during the interactions:1062

35



The Large Hadron Collider and the ATLAS detector

— A Toroidal LHC ApparatuS (ATLAS) [6]: The experiment has an al-1063

most full coverage with a general physics purpose on which the work presented1064

here is based. A full description is given in the next section.1065

— Compact Muon Solenoid (CMS) [7]: located at the other side of the ring1066

compared to ATLAS, the CMS detector is also targeting a wide range of1067

physics processes. It relies on a different conception compared to ATLAS1068

and the analyses are conducted by different teams to avoid systematical ef-1069

fects that could lead to biases.1070

— LHCb [69] : This experiment is dedicated to flavour physics measurements1071

and CP violation studies. Contrary to the two previously cited experiments,1072

it is designed as a very forward detector.1073

— A Large Ion Collider Experiment (ALICE) [70]: This detector was1074

designed to study the structure of QCD, focusing on the quark-gluon plasma1075

state that happens at high temperatures in heavy-ion collisions as well as in1076

pp collisions.1077

— TOTal Elastic and diffractive cross-section Measurement (TOTEM) [71]:1078

as for the next experiments, the TOTEM detector is not directly located on1079

one of the four IP of the LHC. It is used to measure proton-proton interac-1080

tion and diffraction cross-sections. It relies on two sets of detectors placed1081

on both sides of the CMS interaction point.1082

— Large Hadron Collider forward (LHCf) [72]: Similarly to the position1083

of TOTEM, the LHCf experiment targets forward particles from the ATLAS1084

interaction point. Its physics case focusses on the creation of ultra-energetic1085

neutral pions whose production cross-section and energy can be used to cal-1086

ibrate the perturbative QCD models used for simulation of air shower ex-1087

periments such as AUGER [73] or HESS [74] looking at the GZK cut-off.1088

Compared to the UA7 [75] experiment using the SppS accelerator, the equiv-1089

alent fix-target energies of pions probed at the LHC have three orders of1090

magnitudes higher reach 1017 eV.1091

— Monopole and Exotics Detector at the LHC (MoEDAL) [76]: sharing1092

the cavern of the LHCb experiment, it looks for magnetic monopoles and1093

other highly ionising massive particles.1094

It must be noted that contrarily to what ATLAS and CMS are requesting, the ALICE1095

and LHCb experiments are running with a smaller instantaneous luminosity and are1096

located at the old positions of the L3 and Delphi experiments respectively, while ATLAS1097

and CMS are high luminosity experiments located at nearly two opposite sites (to avoid1098

beam resonances) in new caverns that were built for that purpose.1099
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2.2 The ATLAS experiment
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1102

The goal of the ATLAS experiment is to look for an important variety of sig-1103

natures, from SM measurements to beyond-SM discoveries in the context of the ultra-1104

energetic collisions delivered by the LHC. While most of the searches are conducted on1105

the pp collisions, data obtained with heavy-ions also provide useful cross-checks to the1106

ALICE experiment. In order to tackle these very different aspects, the detector was con-1107

structed with an onion shape, with each layer providing different types of measurements1108

as presented in the following sections.1109

2.2.1 The detector structure1110

In order to increase the geometrical acceptance and the hermiticity, the detector1111

was designed with a cylindric shape, as shown from Figure 2.7a, around the beam pipe1112

with a diameter of 25 m and a length of 44 m, weighing approximately 7.000 tons. From1113

its shape, a right-handed coordinate system is defined. A natural z-axis is defined as the1114

axis of the beam pipe. The transverse plane at the collision point is defined by the x- and1115

y-axes completing the system, the former pointing towards the centre of the LHC ring,1116

the latter pointing upwards, defining as such the direction of the z-axis. The detector is1117

thus divided in two parts, the A-side being defined by the positive z, whilst the C-side1118

by the negative z. In this system of coordinates, a vector is defined with respect to two1119

angles: the azimuthal angle φ from the projection in the transverse plane, while the polar1120

angle is defined with respect to the z-axis. This representation is shown in Figure 2.7b.1121

From the relativistic theory the rapidity can be defined as:1122

y = 1
2 ln

(
E+pz
E−pz

)

where the 3-momentum vector can be written ~p= (pT cos(φ),pT sin(φ),pz), and the pT =1123

||~p||cos(θ) is called the transverse momentum. In the massless limit (||~p|| � m), the1124

pseudo-rapidity η is introduced:1125

η = lim
m
||~p||→0

y = 1
2 ln

(
||~p||+pz
||~p||−pz

)
=− ln

(
tan

(
θ

2

))
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The particular interesting property of the pseudo-rapidity is that any difference between1126

two objects is Lorentz-invariant under a boost in the z-direction. From this the angular1127

distance in the (η,φ) plane between two objects is defined as ∆R =
√

∆φ2 + ∆η2.1128

(a) (b)

Figure 2.7 – (a) Open view of the ATLAS detector with the relevant sub-detectors men-
tioned [77] (b) Representation of the ATLAS system of coordinates [78].

The apparatus is designed to host several types of sub-detectors that would1129

interact differently with the particles crossing them, measuring their properties such as1130

their energy and position. Figure 2.7a is showing the structure of the detector, while1131

Figure 2.8 focusses on the interaction of the outgoing particles with the sub-detectors:1132

— charged particles momentum and position: In order to measure the1133

momentum of the particles a large magnetic field is generated by the magnet1134

system (see Section 2.2.5) which bends the trajectory of the charged particles1135

due to the Lorentz force. The measurement of the curvature is critical to the1136

charge and momentum determination. The ATLAS detector uses modern1137

silicon and gaseous trackers located close to the interaction point in the so-1138

called Inner Detector (ID, see Section 2.2.2), as well as in the outer part1139

of the detector to measure the properties of the muons (see Section 2.2.4).1140

These detectors are also used to give a precise indication of the position of1141

the tracks allowing the primary vertex of the event to be reconstructed to1142

reduce the effect of pile-up, as well as the possible secondary vertex from1143

particles decaying inside the volume of the detector such as the B-hadrons.1144

The coverage of the ID system is however limited to the central region (|η|<1145

3.0).1146

— energy measurement: In order to complete the measurement of the charged1147

particles properties, as well as detecting neutral particles, calorimeters are1148

used to measure energies. The goal is to stop the particles by nuclear or1149

electromagnetic processes, which result in the creation of a cascade of new1150

particles producing a characteristic signal that is used to measure the energy.1151
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While the muons leave signals in the tracking systems, some weakly interacting particles1152

such as neutrinos or possible BSM particles do not leave any signal in the detector. Several1153

indirect quantities such as the Emiss
T described in Section 3.2.3 are defined to detect the1154

presence of such particles.1155

Figure 2.8 – Schematic view of the interaction of different particles with the ATLAS
detector [79].

2.2.2 The Inner Detector1156

Covering the innermost part of the ATLAS apparatus, the Inner Detector1157

(ID) [80], is used to measure the trajectory of charged particles. From this measurement,1158

algorithms are designed to reconstruct the tracks of the particles as the helix parameters,1159

and compute various properties:1160

— The transverse momentum: due to a uniform 2 T magnetic field generated1161

by a solenoid (see Section 2.2.5), the pT is measured from the curvature of1162

the tracks. A lower threshold of 0.1 GeV is obtained for the tracking system.1163

— The sign of the charge of the particle: the direction of the curvature helps to1164

discriminate between positively and negatively charged particles.1165

— Vertex identification: thanks to a good resolution for the transverse and1166

longitudinal impact parameter of tracks, d0 and z0, the reconstruction can1167

precisely determine the origin of the vertex from which the particles originate1168

from.1169
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— Electron/pion identification: due to the charged tracks measured in the1170

tracker, the deposits in the calorimeters left by electrons and charged pions1171

can be disentangled from photons and neutral pions, in the low pT regime1172

(0.2 to 150 GeV). The discrimination between the two type of particles is1173

also obtained due to the Transition Radiation Tracker (TRT) described in1174

Section 2.2.2.2.1175

The inner system itself is composed of three subsystems as shown in Figure 2.9, that1176

covers hermetically the region in φ, while only covering the region up to |η|< 3. A system1177

of solid-state detectors has been chosen to be closest to the IP, with a pixel solution for1178

the first layers, while a strip design was chosen for the later ones. The rest of the volume1179

(almost 75%) is occupied by a gaseous technology.1180

Figure 2.9 – Open view of the entire Inner Detector [81].

2.2.2.1 The solid-state detectors1181

The solid-state detectors installed in the innermost tracker layers are based on1182

semiconductor technology, which is heavily used in HEP for detector design, as well as1183

in industry for a variety of electronics applications. The generation of a readable signal1184

is based on the creation of a PN junction. A pure silicon crystal has a gap energy of1185

1.12 eV, and electron-hole pairs are continuously created by thermal processes at room1186

temperature. Their number would largely exceed any signal generated by the ionisation1187

of the crossing of a charged particle. However impurities can be introduced in a controlled1188

way in the bulk of the semiconductor material in order to create new energy levels in the1189

gap. Usually, impurities are atoms with one electron more (donors) or less (acceptors)1190

than silicon in the outermost orbital levels, creating respectively n-doped and p-doped1191

substrates, modifying the Fermi energy level. A PN junction is obtained when n-doped1192

and p-doped materials are juxtaposed, creating a controlled diffusion of carriers, as shown1193
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in Figure 2.10. An equilibrium zone depleted of free charges, called the depletion zone, is1194

reached, creating an electrical potential difference. This zone can be extended by applying1195

an external bias voltage. When a charged particle passes through the depletion zone, it1196

ionises the material, creating electrons and holes. Due to the electrical field in the region,1197

the charges are drifting and diffusing. This motion creates an electrical signal in the1198

electrodes thanks to the Ramo theorem [82], which is then transmitted by the read-out1199

system.1200

M. Krammer, Praktikum 2010/11! Silicon Detectors! 16!

2.5 The p-n Junction 
Operation with reverse bias!

p-n junction with reverse bias!

Applying an external voltage V with the cathode 
to p and the anode to n e- and holes are pulled 
out of the depletion zone. The depletion zone 
becomes larger.!

!

!

The potential barrier becomes higher by eV and 
diffusion across the junction is suppressed. The 
current across the junction is very small 
“leakage current”.!

" That’s the way we operate our semiconductor detector!!M. Krammer, Praktikum 2010/11! Silicon Detectors! 14!

2.5 The p-n Junction 
Creating a p-n junction!

At the interface of an n-type and p-type semiconductor the difference in the fermi 
levels cause diffusion of surplus carries to the other material until thermal equilibrium 
is reached. At this point the fermi level is equal. The remaining ions create a space 
charge and an electric field stopping further diffusion.!
The stable space charge region is free of charge carries and is called the depletion 
zone.!

Figure 2.10 – Illustration of the PN junction with two separated n- and p-doped materials
(left), the creation of the junction and appearance of the depletion zone (middle), the
application of the bias voltage and the expansion of the depletion zone (right) [83].

Pixels1201

At the closest distance of the IP, a pixel detector is used where the flux of1202

particles is particularly large, and thus where a radiation-hard detector is needed (see1203

Section 7.2.1), with an extremely good spatial segmentation to avoid hits sharing tracks.1204

The detector geometry is optimised to reconstruct tracks coming from the interaction1205

region: the layers are parallel to the beam pipe in the barrel while disk shapes are built1206

in the end-caps. These shapes are optimised such that the particles hit the surface at1207

a perpendicular angle, reducing the amount of material traversed, and thus energy loss1208

and multiple scattering. It helps also to increase the number of layers crossed at high η1209

and thus the number of points available to extract the track parameters. The coverage1210

of such a system in the present detector is extended up to |η| < 2.5, thanks to the disks1211

shapes. The modules composing the system are n-on-n junctions where the pixel implants1212

are much heavily doped with the n-type impurities with respect to the sensor bulk. The1213

in-pixel pitch is designed to be 50× 400µm2, while the thickness is 250 µm, leading to1214

a 12 µm resolution in the r-φ plane and a 115 µm in the z-direction. The 80.4 million1215

pixels, covering a total surface of 1.7 m2, are linked to FEI3 [84] read-out chips, designed1216

to resist the important radiation doses (100 Mrad) of such system foreseen at the different1217

layers over the next few years.1218

The inner-most layer called Insertable B layer (IBL) [85] was added during the1219

long shutdown of the LHC between the Run-1 and the Run-2. The main reason for this1220

additional layer compared to the original plan was the increased expected luminosity1221
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Figure 5. IBL layout: rf view.

suspension/alignment system. There are two main critical issues to extract the beam pipe: the
remote position of the collars that must be disconnected from the supporting wires and the cutting,
at one extremity, of the beam pipe for removing one of the flanges; this is needed to pass through
the Pixel disks. Wires have to be kept in place, because they will be used for the support of the new
detectors and beam pipe. The collars need to be dismounted with remotely operated tools from
outside the pixel package and the suspension wires have to be engaged and recuperated to be used
for supporting the IBL. The position where the beam pipe is cut to remove the flange on C-side is
made of aluminium, avoiding the toxic issue of cutting beryllium. Additional issues that have to be
considered in the extraction are the control the bow of the beam pipe when it is disconnected from
its supports, and the radiation issues due to activated material. Fig. 6 shows the beam pipe with its
supports.

Extraction of the beam pipe and the insertion of the new detector (described in Chapter 7)
are the most risky operations of the entire project and are being carefully planned. A full scale
mock-up of the present inner detector is in construction to test, step by step, all the phases with
final components and tooling.

1.3.3 New beam pipe concept

To make possible an IBL layout, the beam pipe needs to be reduced by 4 mm in radius (from inner
radius of 29 mm to 25 mm). In the definition of the inner diameter of the existing beam pipe there

– 18 –

Figure 2.11 – IBL layout: rφ view [85].

and radiation level between the two runs of the LHC, which would degrade the tracking1222

performance of the system due to radiation damage as well as the increased pile-up,1223

resulting in poorer b-tagging performance. Furthermore, adding a layer at a radius of1224

33 mm results in a higher identification capability of secondary vertices, and thus increases1225

the b-jets identification power at low and medium jet pT [86]. The motivation was also1226

triggered by the increasing number of failures observed in the pixel system. The IBL1227

layer consists of 14 staves tilted in the transverse plane with an angle of 14◦ in order to1228

minimise the Lorentz angle 1 effect while having a ∆φ = 1.8◦ overlap of the modules as1229

shown from Figure 2.11. The extension of the IBL system allows to cover up to |η|< 2.91230

of the phase space available, increasing the performance of the tracking. Due to a new1231

generation of sensors, the staves are using 24 planar modules in the central position and1232

4 3-D sensors at each extremity of the staves. The 3-D sensors rely on a different R&D1233

structure of the PN junction as explained in Section 7.2.1 with a n-on-p doping structure,1234

while the planar sensors are based on the n-on-n technology used for the rest of the pixel1235

layers. The thickness of the sensor are ranging between 200 and 230 µm, whilst the pixel1236

size has been shrunk from 50× 400µm2 to 50× 250µm2 in order to increase the track1237

separation power, leading to a 10 µm resolution in the r-φ plane and a 100 µm in the1238

z-direction. A new readout chip called FEI4 [87] has also been designed to encompass the1239

higher radiation dose expected at this position. Finally, the beam pipe was replaced and1240

reduced in radius to insert the system.1241

1. Inside a magnetic field the charges generated in the sensors are drifting in a direction not
parallel to the electrical field direction, thus leading to a small deviation of the observed position of the
particle crossing. This effect is compensated a posteriori.
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The overall system is cooled down to -13◦C using an evaporative C3F8 cooling1242

system, while the IBL system is using CO2.1243

Semi Conductor Tracker (SCT)1244

Because of the cost of big surfaces of pixels, and complexity to maintain such1245

systems, a stripped detector based on the same n-on-n technology was designed to instru-1246

ment the above layers. The 63 m2 surface uses 4088 double-sided modules organised in 41247

layers in the barrel and 18 end-cap disks on the two sides covering up to |η|< 2.5 of the1248

phase space. The steered angle between the strips is designed to be 40 mRad in order to1249

benefit from a 2-D measurement to get an unambiguous position in the direction of the1250

strips. The inter-strip distance is 80 µm resulting in a 17 µm resolution in the r-φ plane1251

and a 580 µm in the z-direction.1252

2.2.2.2 The gaseous detector: Transition Radiation Tracker (TRT)1253

In the outermost part of the inner-detector, a gaseous tracker is installed. It1254

relies on the timing of a charge drifting in the Transition Radiation Tracker (TRT) [88].1255

When a charged particle is passing through a gas mixture (70% Xenon, 27% CO2, 3%1256

O2), electrons and ions are created. In practice, this mixture is filling straw tubes at low1257

pressures (5-10 mb), and an electrical field is created between the border of the straw1258

and a 31 µm wide tungsten gold plated wire located at the centre. The drift time of the1259

electrons gives information on the position of the particle which allows spatial resolution1260

of the order of 130 µm in the r-φ plane.1261

Furthermore, the space between the straws is filled with polypropylene fibres/foils1262

so that the difference in reflexive index between the materials can generate transition ra-1263

diations photons. Since the probability of this generation is linked to the relativistic γ1264

factor of the particle and thus its mass, a discrimination between electrons and charged1265

pions can be performed [88]. All the properties of the transition radiation detection are1266

summarised in Figure 2.12.1267

As in the case of the previous detectors, the conception differs in the barrel from1268

the end-caps. In the central part, almost 5000 tubes are set parallel to the beam pipe with1269

a length of 150 cm and a radius of 2 mm, while straws are arranged perpendicular to the1270

pipe in a fan-like arrangement in the end-caps. This organisation helps to have roughly1271

35 hits for the tracks improving the measurement of the pT of the particles. However the1272

coverage is limited to the |η|< 2 region.1273

2.2.3 The Calorimeters1274

Detecting the energy of the particles is the next fundamental step in the re-1275

construction of the event. It is necessary to integrate the measurement of the tracker1276
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Figure 2.12 – Schema explaining the functioning of the TRT detector. The blue square rep-
resents polypropylene fibres/foils generating the transition radiation photons (in green).
The exploitation of the signal shape can give information on the crossing of the charged
particle.

to differentiate the neutrals from the charged-particles. This information is used to re-1277

construct the invariant mass in decays and to measure the Emiss
T coming from weekly1278

interacting particles. The principle behind the detection is to stop particles, measuring1279

the energy released by this process. The calorimetry is the field in HEP grouping the1280

different techniques implementing these measurements and is not fundamentally different1281

from the thermodynamics since the first HEP calorimeter used to measure a difference of1282

temperature. Ionisation, nuclear reactions and atom excitations are triggered in showers1283

generated by incoming particles, giving rise to secondary particles and degrading their1284

initial energy. The shower development is deeply linked to the nature of the particle, as1285

well as to the materials used. Interactions can be separated into a electromagnetic com-1286

ponent (where bremsstrahlung and photon conversion effects dominate), and an hadronic1287

one (where nuclear inelastic scattering dominates). Therefore separate detectors are con-1288

structed to enhance those effects, allowing a discrimination of the particles depending on1289

whether they interact more with the former or the latter. The probability for such an1290

interaction to happen is given by:1291

P (x) = e−
x
L

where x is the distance from the last interaction, and L the typical interaction length of1292

the process denoted as X0 for electromagnetic showers, and λ for hadronic ones. The1293

length of the shower, therefore, depends on this parameter but also on the energy of the1294

particle in a logarithmic scale: the 95% containment of the shower is given by the length1295

t95%:1296

tEM95% = ln(E0
EC

) +Cj + 0.08 ·Z+ 9.6 in units of X01297

tHAD95% = 0.2ln( E0
1GeV ) + 0.7 + 2 ·E0.13

0 in units of λ1298
1299
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where EC is the critical energy defining the point where losses by ionisation and by1300

bremsstrahlung are equivalent, and Cj a factor that is ±0.5 depending if the particle1301

is an electron or a photon. Hence it is important to get a small radiation length to1302

design compact detectors and measure the full deposit inside the detector volume. It1303

must be noted that the development of hadronic showers is much more complicated than1304

the electromagnetic ones since it includes inelastic interactions producing a variety of new1305

particles including electrons/photons/pions that would develop an electromagnetic shower1306

as well. A fraction of the energy of hadronic showers is also not observed due to the binding1307

energy of released hadrons which can represent up to 40% of the total energy. Thus a good1308

model of the reaction is necessary to make a precise measurement, nonetheless resulting1309

in a poorer resolution for hadronic calorimeters compared to electromagnetic ones.1310

Incident particle

Absorber plates Detector sheets

ΔEinvisibleΔEvisible Shower

Figure 2.13 – Schema explaining principle of sampling calorimetry in HEP. The total
absorbed energy is Eabsorbed =∑∆Evisible+∑∆Einvisible. Freely interpreted from [89]

The concept of the calorimeters is based on the technology to generate the shower1311

in absorbers and to detect the emitted particles in an active media. Two solutions are1312

used, either using one single material for the two effects or decoupling them. The former1313

is known as homogenous technique and is used for instance in the CMS electromagnetic1314

calorimeter [90], which uses high-density scintillating crystals. However it is rather com-1315

plicated to design compact detectors that would contain the full shower development with1316

such materials, and they can only be used for electromagnetic showers as the radiation1317

length is roughly one order of magnitude higher for hadronic interactions. The decou-1318

pling is performed in the ATLAS detector case by adding layers of high-density materials1319

within the active material that is used to measure the energy as presented in Figure 2.13.1320

It helps to reduce actively the detector size, and measure the shower development, while1321

only allowing to measure a fraction of the total energy (around 30% for the ATLAS1322

electromagnetic calorimeter) thus degrading the resolution in energy. Test-beam mea-1323

surement and a good understanding of the detector with dedicated correction factors are1324

required not to bias the energy measurement of such deposits. The particles created then1325

cross the active material where the signal is detected and sent to an acquisition chain.1326
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The calorimeter should have the largest possible coverage in order to ensure a1327

good measurement of the missing energy which is crucial in analyses such as V h(bb). A1328

clear separation is present between the barrel and the forward region with the possibility1329

of cracks to pass the services, locally degrading the energy measurement. The full system1330

is presented in Figure 2.141331

Figure 2.14 – Cut-away view of the ATLAS calorimeter system [6].

The electromagnetic calorimeter1332

The electromagnetic calorimeter in ATLAS is based on a Liquid Argon (LAr)1333

active material whereas the sampling is done using lead plates reinforced with stainless1334

steel for mechanical purposes. Once charged particles are created in the absorber, they1335

lose energy ionising the active media (LAr) and the electrons are attracted by copper1336

electrodes, creating a capacitive signal on an inner copper layer isolated with Kapton as1337

shown in Figure 2.15a. The geometry has been adopted to guarantee a good φ coverage1338

with no dead regions through an accordion structure as presented in Figure 2.15b. The1339

total thickness of the system is higher than 22 X0 in the barrel and can reach 24 X0 in1340

the end-caps.1341

The detector is further segmented in towers with 190000 cells in η and φ in order1342

to sample the geometrical phase space, providing a position measurement of the deposit1343

that can be used for object reconstruction. The longitudinal shape development is also1344

accessible by sampling the calorimeter thickness in four sections as shown in Figure 2.15b:1345

1346

— Pre-Sampler: this module is placed inside the solenoid volume to estimate1347

the energy lost by the particle before entering the calorimeter. It must be1348

noted that the tracker contribution to the final material budget varies be-1349

tween 0.5 and 2.5 X0 mostly due to the TRT and the services. The detector1350
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Figure 2.15 – (a) Schema of the absorber and electrode disposition in the EM calorimeter
barrel [91]. (b) Section of the barrel calorimeter showing the last three radial sections
with their corresponding cell segmentation [6].

only covers the central region (|η| < 1.8) and is thin (1.1 cm) compared to1351

the rest of the calorimeter and does not contained any absorber.1352

— Layer 1: This layer accounts for 4.3 X0 of thickness. It has a fine granularity1353

in order to discriminate the single-photon signal from the highly boosted1354

decay of neutral pions π0→ γγ . The granularity ranges from 0.003 to 0.1 in1355

η, while it is kept at 0.1 in φ.1356

— Layer 2: This is the main layer where most of the shower developes (for1357

photons and electrons with energy up to 50 GeV). The granularity is fixed1358

to (∆η,∆φ) = (0.025,0.025).1359

— Layer 3: The last layer accounts for an extra 2 X0 where the highly ener-1360

getic particles are measured. It has a coarser granularity with (∆η,∆φ) =1361

(0.05,0.025) and acts as a pre-sampler for the hadronic calorimeter.1362

The energy resolution obtained with such system is:1363

σE
E

= 10%√
E[GeV]

⊕ ci

The first term represents the stochastic term linked to the pre-sampling, and the last term1364

is due to the detector non-uniformities, alignment and electronics calibrations. While the1365

first term is obtained from test-beam measurements [92], the second one can be measured1366

from Z→ ee [93]. Its value varies in the detector between 0.1 and 0.3 %. The noise term1367

is found to be negligible for this LHC phase contrary to the HL-LHC runs.1368
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The hadronic calorimeter1369

The hadronic calorimeter is designed with two different technologies in the barrel1370

(|η|< 1.7) and in the end-caps (1.5< |η|< 3.9).1371

The former, called the Tile calorimeter, is made out of steel absorbing plates and plastic1372

scintillators fibres connected to photo-multipliers to readout the signal of the emitted1373

photons. It is structured as shown in Figure 2.16 allowing a vertical and η/φ effective1374

sampling. It is divided into two regions (|η| < 1 and 1 < |η| < 1.7) in order to provide1375

space for the services of the electromagnetic calorimeter. Scintillators are installed to1376

recover some signals, but the reconstruction of jets in these regions is degraded.1377

Photomultiplier

Wavelength-shifting fibre

Scintillator Steel

Source

tubes

Figure 2.16 – Tile from the ATLAS tile hadronic calorimeter. [6].

The end-caps are reusing the LAr technique but use copper instead of lead as the1378

absorber. The detectors are arranged in two independent wheels with the same diameter1379

covering different η regions. Their modules are grouped with tower granularity ranging1380

from (∆η,∆φ) = (0.1,0.1) in the front wheels to (∆η,∆φ) = (0.2,0.2) in the rear ones.1381

The total energy resolution obtained in test-beam [94] is shown to be:1382

σE
E

= 55%√
E[GeV]

⊕3.4%

principally due to the nature of the interaction and the sampling of the calorimeter. It is1383

worth considering that the transparency of the scintillators will degrade with time due to1384

the radiation, worsening the stochastic term by 10%.1385
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The Forward calorimeter1386

Located 4.7 m away from the collision point, the Forward Calorimeter (FCal)1387

is composed of an electromagnetic and hadronic part and allows measurements up to1388

|η| < 4.9. The system must have a radiation tolerance higher than the other system1389

due to its position. That is why the LAr technology is used. The electromagnetic part is1390

made of copper for the absorber, while the hadronic part uses higher Z material (tungsten)1391

to increase the number of total radiation lengths of the system. A compact design was1392

implemented to avoid any energy leakage and consists of concentric rods for the electronics1393

aligned with the beam pipe.1394

The total energy resolution obtained for electrons (pions) measured in test-beam1395

is [95]:1396

σE
E

= 28.5(94)%√
E[GeV]

⊕3.5(7.7)%

2.2.4 The Muon Spectrometers1397

Due to their mass and lack of strong interaction, muons only minimally interact1398

with the calorimeters, making it very challenging to measure their energy and momentum1399

with such techniques. Therefore a large magnetic field is used to compute their momenta1400

from the bending of their trajectories. However the precision of the ID tracking is not1401

enough to get precise measurements. The muon detectors are placed as far as possible1402

from the IP as represented in Figure 2.17, to get the best resolution1403

Figure 2.17 – Cut-away view of the ATLAS Muon system [6].

The first level of detectors is designed to give a high momentum precision mea-1404

surement. They are placed in the proximity of the toroidal magnets (see Section 2.2.5),1405

and consequently must respect the symmetries imposed by them. However in order to1406

provide a hermetic coverage, some φ overlap is imposed. The only noticeable gap is found1407

at |η| < 0.1 in order for the calorimeter and ID cooling and electronics services to be1408

supplied. The barrel system is composed of three cylindrical layers at a radius of 5, 7.5,1409

10 m from the beam pipe, whilst a system of wheels is set for the end-caps at 7.4, 10.8,1410
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14, 21.5 m from the IP along the z-axis. The system is thus covering tracks up to |η|< 2.71411

and is composed of two different detecting systems:1412

— Monitored Drift Tubes (MDTs): are composed of drift chambers as repre-1413

sented in Figure 2.18a formed of 3 cm diameter aluminium tubes filled with1414

3 bars of an Ar-CO2 mix which acts as an active media. The detection prin-1415

ciple is very similar to the TRT Transition Radiation Detection system, for1416

its position measurement part. Each chamber is made out of three to eight1417

layers of tubes allowing a position resolution of 35µm per chamber (80µm1418

for one tube). The detectors are covering the full η range except for the first1419

three closest wheels to the IP which are only covering |η| < 2.0, since they1420

cannot stand a rate higher than 150 Hz/cm2, which is expected in this region.1421

— Cathode Strip Chambers (CSCs): are composed of multiwire proportional1422

chambers which can stand a rate as high as 1000 Hz/cm2. An electrical1423

signal is induced in the wire inside an Ar-CO2 mix as shown in Figure 2.18b,1424

and transmitted through capacitive couplings to the strips oriented in the1425

r-φ direction providing the position of the hit. The obtained resolution is1426

60µm which is better than the MDTs, but produces a signal that is more1427

complicated to process.1428

µ

29.970 mm

Anode wire

Cathode tube

Rmin

(a)

Anode wires

Cathode strips
S W

S=d=2.5 mm

d

(b)

Figure 2.18 – Overview of the two muon momentum measurement devices: (a) the Mon-
itored Drift Tubes (MDTs) (b) Cathode Strip Chambers (CSCs) [6].

In order to give a much faster signal for the trigger than what the aforementioned1429

devices can produce, two sets of detectors complete the muon system. Their information1430

is also used in the momentum reconstruction but their resolution is not as good. The1431

solutions are different once again between the barrel (|η|< 1.05) and the end-cap (1.05<1432

|η|< 2.5):1433

— Resistive Plate Chambers (RPCs): are gaseous parallel electrode-plate1434

detectors. The active medium is a C2H2F4/Iso-C4H10/SF6 mixture which is1435

used to trigger an avalanche thanks to a high 4.9 kV/mm electrical field. The1436

fast signal of 5 ns width is induced via capacitive coupling to two orthogonal1437
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sets of read-out strips as shown in Figure 2.19a. It is deployed in the barrel1438

region.1439

— Thin Gap Chambers (TGCs): are multiwire proportional chambers as for1440

the CSC. They show a much better timing than CSC and also provide the1441

azimuthal information for the MDTs in the forward region. In order to get a1442

faster signal, they rely on a highly quenching mix of CO2 and n-pentane.1443

(a)

1.8 mm

1.4 mm

1.6 mm G-10

50 µm wire

Pick-up strip

+HV

Graphite layer

(b)

Figure 2.19 – Overview of the two muon trigger system: (a) Resistive Plate Chambers
(RPCs) and (b) Thin Gap Chambers (TGCs) [6].

The total momentum resolution obtained with such system ranges from σpT/pT =1444

10% for 1 TeV muons to 2-3% in the low-pT range, where the ID information provides1445

additional information.1446

2.2.5 The Magnet system1447

In order to measure the momentum of the charged particles, two systems of1448

magnets are used: a solenoid [96] provides the magnetic field for the inner-detector, while1449

a toroidal system, composed by a barrel [97] and two end-caps [98] magnets, is used for1450

the muon spectrometer as shown in Figure 2.20a. This complexity arises from the large1451

dimensions of the detector. The CMS detector, on the contrary, is more compact and1452

can rely on a single 4 T solenoid as shown from Figure 2.20b.1453

The solenoid creates a 2 T axial field inside the inner-detector. Because it is1454

located in front of the calorimeters, its design was made to optimise the material thickness1455

accounting for only 0.66 X0 of radiation length. It is made of a single superconductive1456

coil layer which is cooled down to 4.5 K and supports a current of nearly 8 kA. Its inner1457

and outer radius are respectively 1.23 and 1.28 m for a length of 5.8 m.1458

The toroidal system provides a field ranging from 0.2 to 2.5 T in the barrel and1459

0.2 to 3.5 T in the end-caps. It covers a much larger volume, with an inner radius of 4.71460

m and an outer one of 10.05 m for the barrel part, 25.3 m long, whilst the end-caps are1461
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(a) (b)

Figure 2.20 – (a) Illustration of the magnet system layout in the ATLAS experiment [6]
(b) Perspective view of the CMS solenoid inside the vacuum tank [99].

5 m long and extend from 0.9 to 5.3 m in radius. In order to have a good radial overlap1462

while keeping a good bending power at the interface between the two regions, a special1463

geometry was designed. The end-cap coils are rotated by a 22.5◦ angle with respect1464

to the barrel ones and distributed symmetrically around the calorimeter. The circuits1465

are made from aluminium stabilised NbTi superconductor that could hold current up to1466

20.5 kA, providing a peak field of 3.9 T. While the eight barrel coils are isolated from1467

each other, the end-caps are assembled in one block allowing an easier access to the core1468

of the detector. The full system is cooled down to 4.7 K to ensure a good working point1469

for the superconducting circuit. The muon chambers are located inside and around the1470

barrel vessels, whilst upstream of the end-cap ones, in order to benefit from the highest1471

magnetic fields.1472

2.2.6 The Forward ATLAS detectors1473

At a distance from the ATLAS interaction point, ranging from 17 to 240 m,1474

a series of three detectors are placed. They are used to provide measurements of the1475

luminosity for the experiment, as well as studying the very forward objects in the same1476

context as the TOTEM experiment [71] with respect to the CMS detector. Their position1477

and names are outlined in Figure 2.21.1478

Luminosity measurement Using Čerenkov Integrating Detectors (LUCID)1479

The nearest detector located outside the ATLAS cavern is used to provide online1480

luminosity monitoring. It relies on a differential luminosity measurement based on the1481

detection of inelastic p-p collision scattering. The concept is driven by the detection of1482

the emission of Čerenkov light in an over-pressurised C4F10 gas at 1.2-1.4 bar, providing1483

a low energy threshold for the emission (2.8 GeV for pions and 10 MeV for electrons).1484

The light is focussed with Winston cones towards PMTs. The detector is divided into1485

twenty tubes surrounding the beam pipe and is located at |η| ' 5.3, therefore the system1486
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Figure 2.21 – Placement of the forward detectors along the beam-line around the ATLAS
interaction point [6].

must be reliable under high radiation doses which were tested during the R&D. With1487

the nominal prediction for the luminosity, it was also shown that the system was able to1488

measure single particles with a probability of detecting several particles during the same1489

measurement at the per cent level. The expected luminosity measurement resolution has1490

been designed to be 5% to be competitive with respect to the ALFA detector.1491

Zero-Degree Calorimeter (ZDC)1492

Located at a distance of 140 m (|η| ' 8.3), the ZDC [100] detector provides a1493

measurement of very-forward processes. In p-p collisions, beam-gas and beam-halo effects1494

are responsible for up to 9% of the total inelastic collisions (from Pythia simulations).1495

These events are characterised by a symmetric signature and are useful to understand1496

the behaviour of the detector for Minimum Bias events. Hence the ZDC detector can be1497

used as a trigger and vertex locator (∆z ∼ 3cm) for such events without relying on the1498

ID. During heavy-ion collisions, this detector can also be used as a neutron detector.1499

The system is a sampling calorimeter using tungsten plates perpendicular to the1500

beam direction as absorbers and quartz rods set parallel to the beam in an 8×12 matrix1501

to collect the emitted light. Quartz strips are also placed in the direction of the plates.1502

Four modules are used, one acting as an electromagnetic calorimeter where all the rods1503

are considered individual to track the shower development (X0 ∼ 29), while the three1504

remaining ones are acting as a hadronic calorimeter and have a coarser resolution.1505

In order to be shielded against radiations, it is located inside the Target Absorber1506

Neutral (TAN).1507
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Absolute Luminosity For ATLAS (ALFA)1508

At the most forward point of the system, the ALFA detector [101] is based on1509

the Roman pot technology to detect elastic scattering of protons that is related to the1510

total cross-section via the optical theorem. The choice of detection relies upon special1511

beam conditions (important β∗ and low emittance), because the angle of diffusion is1512

expected to be smaller than the usual beam divergence, and thus corresponds to a lower1513

instantaneous luminosity, such that radiation is not playing an important role. The1514

Roman pot technology is based on a separated vessel (pot) that is brought close to the1515

beam without interrupting its void. Current technologies allow a distance on the order of1516

a few mm. 64 scintillating fibres are placed in a u-v stereo configuration in double-sided1517

planes. Each fibre has a width of 0.5 mm and ten planes are assembled and glued together.1518

Each fibre is connected to a pixel of multi-anode phototubes.1519
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1520

3 Data acquisition and
reconstruction in ATLAS

1521

From the signals produced by the detectors listed in Chapter 2 to the data used1522

in this thesis, several intermediate steps are needed. First, a selection of events is con-1523

ducted at detector level before the data is written to disk. In order to account for the1524

difference between the quantities reconstructed by the detectors and the true values, and1525

to correct for possible imperfections in the instrumentation, data is corrected and cali-1526

brated. Physical objects can finally be reconstructed from the measurements and stored1527

for the analysis. Having good control over this chain is thus essential to understand the1528

effects seen in the analysis.1529

In this chapter, I discuss first the trigger system that is used for the global event selec-1530

tion decoupling the structure into the hardware and the software components. Then I1531

introduce a recent development for a tracking trigger that is foreseen for the Run-3 of the1532

LHC and beyond: Fast TracKing. In the second part of the chapter, the reconstruction1533

techniques for the various objects are discussed with an emphasis on the ones mostly used1534

in the V h(bb) analysis.1535

1536

3.1 The data acquisition in ATLAS
1537

1538

Given that 34 collisions are happening for each bunch crossing on average, as1539

shown in Figure 2.4, the individual event size is approximately 1.5 MB. With a bunch-1540

crossing happening every 25 ns on average for the Run-2 of the LHC, the expected event1541
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rate of the ATLAS detector is about 40 MHz, yielding a theoretical 60 TB/s data rate.1542

Not even considering that no hardware device can write down or transport data with such1543

a rate on disk or tape (the order of magnitude for a modern hard drive is 100 MB/s),1544

the final amount of data collected could not be stored or analysed afterwards. Since1545

most the produced events are not relevant for the analysis (soft scattered), and the ones1546

(hard scattered) which are triggered are must interesting for further study, the trigger1547

system [102] is designed to reduce the rate by selecting on the latter. In order to take into1548

account the different dead time of detectors as well as the complexity of the algorithm,1549

two stages are set for the trigger as shown in Figure 3.1: The Level 1 and High Level1550

Trigger (HLT).1551
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Figure 3.1 – Layout of the ATLAS Trigger and Data Acquisition system in Run-2 [102].

3.1.1 The hardware trigger system: Level 11552

The first reduction step called Level 1 [103] is operated by custom-made elec-1553

tronics that receive information from both the calorimeter and muon chamber Front-End1554

(FE) electronics. As the tracking information takes longer to read-out, this step only1555

focuses on the high transverse-energy electrons, photons, muons, taus and jets as well as1556

MET by using the analogue sum of calorimeter signals and signals from the muon cham-1557

bers. The final decision to read the data is sent through the TTC (Timing, Trigger and1558

Control) information directly to the FE (like for the LAr calorimeters) or the ReadOut1559

Drivers (RODs) (for example in the case of the pixel detector). The main requirement1560

for the total output rate is given by the capability of the detector read-out system that1561

is fixed to 100 kHz. The processing time requirement of 2.5 µs is given by the length1562

of the buffers of the various sub-detectors. However, most of the dead time is due to1563

transferring data to L1, that is why it is placed as close as possible to the detector in the1564

cavern itself (total travelling time of signals can be as long as 0.8 µs). To gain from the1565

various specifics of the sub-detectors the L1 is composed of several sub-modules.1566
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The Level 1 Calorimeter Trigger1567

The goal of the L1 Calo [104] is to process both electromagnetic and hadronic1568

objects coming from the two calorimeters. It receives 7168 summed analogue signals from1569

coarse calorimeter cells called Trigger towers (from ∆η×∆φ = 0.1× 0.1 to ∆η×∆φ =1570

0.4×0.4). The signal is then digitised, filtered and calibrated through the preprocessors.1571

The outgoing data is sent in parallel to two algorithmic processors: the Cluster Processor1572

(CP) and the Jet/Energy-sum Processor (JEP). Both processors identify candidates that1573

pass a given trigger selection, e.g. the L1_EM24 item will require a group of cells from1574

the electromagnetic calorimeter to have an ET above 24 GeV. The CP algorithm focusses1575

on candidate electrons, photons and taus that pass a given ET and, if desired, isolation1576

requirements. The JEP algorithm operates on even coarser Triggers towers (∆η×∆φ =1577

0.2× 0.2) and produces variables such as ∑ET , Emiss
T or the Emiss

T significance. The1578

output of the L1 calo is a Region Of Interest (ROI) linked to the corresponding trigger1579

items checked by the objects in the CP and JEP.1580

The Level 1 Muon Trigger1581

In parallel, the information from the muon RPC (for the central muons) and1582

TPC (for the forward muons) are collected by the L1 muon trigger [105]. The goal of1583

the algorithm is to find a coincidence of hits across several layers that are consistent with1584

a muon originating from the interaction point. First, a hit has to be found on a pivot1585

plane (middle station for the RPC, outer station for the TPC) as shown in Figure 3.2.1586

Then tracks are reconstructed using coincidence windows on the other planes which are1587

computed using MC simulation of single muons for several pT thresholds. As for the L11588

calo, the output is a ROI associated with a trigger item.1589

The Level 1 Topological Trigger1590

With growing pile-up and energy, and to keep a fixed L1 trigger rate, the thresh-1591

olds of L1 trigger items needs to be risen. However, some more advanced variables could1592

be used in order to keep an acceptable rate while preserving the final trigger and analysis1593

efficiency. The L1 Topo Trigger uses the ROIs from the L1 Calo and the L1 muon to1594

compute angular and kinematic quantities (such as ∆φ/∆η, invariant mass or even cor-1595

rections to Emiss
T using lookup tables). All of these features are possible thanks to the1596

high performance of modern FPGAs (Field Programmable Gate Arrays). The improve-1597

ment could, for instance, be very beneficial for high mass searches (such as for a BSM1598

resonance, high pT) where an invariant mass requirement can be set at the L1 step, or1599

for the B-physics searches (low pT) such as J/ψ → µ±µ∓ where ∆R and invariant mass1600

constraints can be set thus allowing the trigger rate to be reduced by roughly a factor 3.51601

as shown in Figure 3.3.1602
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Figure 3.2 – Cross-section of the ATLAS detector, showing the locations of the L1 Muon
trigger chambers. The pT dependent coincidence windows are shown with the plain
area [105].
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only two muons are selected, and the case (blue) where a more complex L1 topo trigger
is selected [106].

The Level 1 Central Trigger Processor1603

In order to combine all the decisions from the L1 Calo, L1 muon and L1 Topo1604

triggers, a logical card called the Central Trigger Processor (CTP) [102, 107] is used. Up1605

to 320 different trigger keys can be received and a look-up table is then used to produce1606

up to 512 different trigger items. Those items are composed of logical combinations of1607

OR and AND terms of the incoming triggers.1608

Since the number of objects passing the thresholds can be quite high some additional1609
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random selection is set for some trigger items. This process called prescaling, is a factor1610

which can be tuned with the luminosity and the pile-up, as the rate changes (the lower1611

the pile-up the less the pre-scaling is needed) as shown in Figure 3.4. This choice sacrifices1612

some of the trigger items for which the full statistic is not essential, in favour of a lower L11613

trigger rate, saving room for more important physics triggers. Some un-prescaled items1614

are also saved and are used in the V h(bb) analysis.1615

In order not to request the data to be read several times from the same ROD, some extra1616

vetoing is applied with a fix time window (the same ROD can not be called before the1617

next N bunch crosses, called simple dead time), or in a sliding time window (the same1618

ROD can not be called more than N times in M bunch crosses, called complex dead time).1619

Those effects are mitigated by the addition of buffers to store the data.1620
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Figure 3.4 – L1 trigger rate evolution with time during one LHC fill. The increase of rates
at the luminosity bloc ∼400 is explained by the removal of the pre-scaling for B-physics
triggers which mainly use muon triggers. Due to overlaps the sum of the individual groups
is higher than the L1 total rate, which is shown as black line [102].

3.1.2 The Fast TracKer project1621

Since reconstructing tracks is time-consuming, ∼O(s/event) [108], the tracking1622

information is not included in the L1 trigger. However, in a dense environment with high1623

in-time pile-up, it could be very useful to have some information from tracking used in1624

the trigger decisions, to overcome the limitations of the ROI information from the L1.1625

Simply requiring the central jets of pT > 25 GeV to come from a vertex originating at1626

a hard interaction helps to reduce the number of candidate selected jets from 21 to 3.81627

in a < µ >= 69 environment [109]. Furthermore, some topologies looking for displaced1628

vertex (as for the V h(bb) analysis) could benefit from the tracking information to have a1629

smarter trigger. That is why a hardware-based Fast TracKer (FTK) has been proposed1630

for integration in the ATLAS trigger system.1631

59



Data acquisition and reconstruction in ATLAS

3.1.2.1 Description of the project1632

The first idea about including tracking as part of the trigger information was1633

developed for the Collider Detector at Fermilab (CDF) experiment, with the Silicon Vertex1634

Tracker (SVT) [110] trigger. As for the ATLAS experiment, the B-physics measurements1635

were enhanced at CDF thanks to their displaced vertex properties, the main difference1636

being that the instantaneous luminosity is much higher at LHC. The Fast-Tracker (FTK)1637

project benefits from technical improvements as well as of the experience from the SVT1638

and its architecture is presented in Figure 3.5. The hardware implementation in the two1639

cases relies on the same principle: a simple fit conducted on hardware chips. The data1640

from the Pixels and SCT are retrieved from the RODs and sent by the Data Formatters1641

(DF) to one of the 64 (128 after upgrade) FTK towers depending on their η−φ position.1642

In order to avoid inefficiencies, the towers are overlapping at the boundaries. Furthermore,1643

only tracks with pT > 1 GeV are considered. Clustering is also carried out at that step,1644

and only the cluster centroids are transmitted further on. Those centroids will be referred1645

to as FTK hits in the following. The fitting is then performed in two steps.1646

Figure 3.5 – Initial sketch of FTK system with 64 towers and two Power Units (PUs) per
tower. The upgrade of FTK will double the amount of PUs. DF is the Data Formatter,
DO is the Data Organizer, TF is the Track Fitter, HW is the Hit Warrior, AM is the
Associative Memory [109].

First Stage Fit1647

The First Stage Fit (FSF) is performed simultaneously by two Processing Units1648

(PUs) on each FTK towers and only considers three pixel layers (the B-layer and the two1649

outer pixel layers) and five SCT layers (the four axial layers and one stereo layer) for the1650

FTK hits.1651

The hits sent by the DF are received by one of the Data Organiser (DO). A copy of1652
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the hits is converted into Super-Strips (SS) which have a coarser resolution, in order to1653

facilitate the next steps and linked to the original FTK hit by a SS address that allows1654

rapid retrieval afterwards.1655

One of the key ingredients of the system is the hits association used to get the track1656

property. This very CPU consuming step in tracking is solved by a pattern matching1657

hardware algorithm handled by Associative Memory (AM) chips. Those chips use pre-1658

loaded pattern banks in order to match in a massively parallel way and in a very reduced1659

processing time the selected pattern to the SS hits. This operation has a negligible1660

contribution to the overall time to reconstruct the tracks. Once 6, 7 or 8 SS hits are1661

matched to one of the patterns, the pattern road id and the SS id are sent back to1662

the DO. The electrical performance of the chip is discussed in Section 3.1.2.2 while the1663

performance of the pattern bank are discussed in Section 3.1.2.3.1664

From the road id, the full resolution FTK hits and the pattern are sent to the Track Fitter1665

(TF) that is an FPGA based algorithm. In order to reduce the computational time, a1666

linearised fit is performed instead of a complex helical fit, as a consequence of the small1667

size of the η−φ region. The five helix parameters (d0, z0, pT, η, φ) are derived from:1668

p̃i =
N∑
l=1

Cilxl+ qi ∀i ∈ [1,5] (3.1)

where p̃i are the linearised helix parameters, xl the lth component of the N hit coordinates1669

of the cluster centroids. In the FSF N = 11 coordinates are considered (two coordinates1670

for each of the three pixel layers, and one coordinate for each of the five SCT layers).1671

Cil and qi are the constants associated with the sector where the fit is performed. The1672

computation of the constants is described in Section 3.1.2.3. Evaluating the goodness1673

of tracks is done through a χ2 test, and only tracks that pass a fixed cut value χ2
cut are1674

passed forward. In order to recover some efficiency, if the χ2 is under χ2
threshold, one layer1675

is allowed not to have a hit. An extrapolation to get the missing hit position is then1676

performed to minimise the χ2, and if the final value is under χ2
cut the track is kept. Since1677

several tracks can share similar hits, a duplicate track removal function called Hit Warrior1678

(HW) is performed after the TF. The selection of tracks is decided upon a combination1679

of the χ2 score and the number of layers that got a hit on the tracks.1680

Second Stage Fit1681

In order to improve the resolution of the helix parameters as well as improving1682

the robusteness to pile-up, the information of the 4 remaining layers (1 pixel and 3 stereo1683

SCT layers) is added back to the system in the Second Stage Board (SSB). Each SSB is fed1684

by 4 FSF boards and gets the remaining information from the DF. First, an extrapolation1685

function aims to identify the hits belonging to tracks obtained at the FSF. In order for1686

the tracks to be passed onwards, they must contain at least 10 layers with real hits. Then1687

a TF is performed as for the FSF but with constants calculated with N = 16 coordinates.1688

Then a slightly more complex HW is used with respect to the FSF. Only one out of two1689

SSBs will carry out the HW function and output the final tracks, referred to as Final1690
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SSB (fSSB). This SSB will receive the tracks from: its TF, as well as the neighbouring1691

SSB in the φ-plane (−φ and +3φ called preliminary SSB or pSSB, and the ±2φ fSSB). A1692

summary of the tracks transmission is presented in Figure 3.6. The output tracks are sent1693

through an FTK Level-2 Interface Crate (FLIC) toward the HLT ROSs were the data is1694

then made available for the Level-2 trigger.1695
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Figure 3.6 – Diagram of the transmission of data between the SSB boards to perform
the HW function. fSSB boards are the final boards receiving the tracks from the φ
neighbouring SSB board [109].

3.1.2.2 Improvement of the AM chip consumption1696

One of the main ingredient presented in Section 3.1.2.1 is the hardware pattern1697

matching. This step is performed thanks to AM chips devices. Each hit is decomposed1698

into 8 layer hits that contain 18 bits. The bits are compared to the ones contained in the1699

pattern banks through Content-Addressable Memory (CAM) cells which are also used to1700

register the MAC addresses of the devices connected to a router. CAM cells compare1701

2-bit lines and return a logical value when bits match. The cells are grouped into longer1702

chains of bit comparison, which could be imagined as an encoded character. Those groups1703

are further organised into a N×M matrix, where N is the number of patterns stored and1704

M the number of characters forming the pattern. Once all the columns are returning a1705

positive comparison for all the bits inside, the positive matching between the input and1706

the line (i.e. the pattern) is made. Due to the ability to develop ternary CAM cells, a1707

third logic state, referred to as Don’t Care bit, is allowed by the system. In FTK this1708

ternary option is used to always return a positive value for the matching. Therefore, the1709

number of effective bits is reduced by one unit for every DC bit added. The actual AM1710

chip used in FTK has up to 16 bits characters, i.e. 65536 positions and 2 DC bits per1711
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layer. The match signal is then propagated per patterns onto a decision function that1712

sends on the address of matched patterns and the number of matched layers. A sketch of1713

the proof of principle of the AM chip is presented in Figure 3.7.1714

Figure 3.7 – Sketch of the AM chip principle. Each 8 coordinates hit is compared through
CAM cells to pre-loaded patterns [109].

Hits are sent to the AM chip at a clock rate of 100 MHz and each chip can contain1715

up to 128k patterns. From a purely electrical consumption point of view, the AM chip1716

system is behaving as charging/discharging bit lines, i.e. like capacitors. Therefore there1717

is an important correlation between how different the bit structure of two subsequent1718

hits entering the AM chip is and its actual power dissipation. The basic solution set1719

for the sequence of hits is a First In First Out (FIFO) logic implemented on a Field1720

Programmable Gate Array (FPGA). In this scheme, there is a high probability that two1721

subsequent hits have a very different bit structure. However, a simple sorting algorithm1722

could be used to sort the incoming hits in order to reduce the bit flip and therefore the1723

chip electrical consumption. The minimisation of the bit flip is often generalised as the1724

Travelling Salesman Problem [111] which is a well known problem in graph theory to be1725

N-P complex. Solutions can be divided into exact approaches (such as the brute force1726

algorithms) and heuristic algorithms. For the AM chip, two algorithms are proposed in1727

Table 3.1. In order to understand the performance of the ordering algorithms, simulations1728

have been performed as well as measurements on the chip. Results are presented in1729

Figure 3.8. Since the power consumption is linked to the mean number of bit flips the1730

simulated gain is defined as:1731

Gainsim. = 100× 〈bit−flip〉non sorted−〈bit−flip〉sorted
〈bit−flip〉non sorted

In order to measure the performance of the ordering algorithms using the real chip itself,1732

a simple test bench has been designed:1733

— measuring the consumption while sending the same hit 100% of the times1734

Pone hit send;1735

— measuring the consumption while sending a list 100% of the times Pnon sorted;1736
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— sorting the list with the algorithm 2;1737

— measuring the consumption with the sorted list Psorted.1738

The measurement of the Pone hit send helps to factorise out the electrical effects that are1739

not due to the bit-flip, such as resistive effects. This power consumption has been shown1740

to be of the order of 10% of the total electrical consumption. The measurement has been1741

repeated 10 times for each point in order to decrease the statistical uncertainty. The1742

electrical gain is then defined as:1743

Gainmeas. = 100×
(

1− Psorted−Pone hit send
Pnon sorted−Pone hit send

)

From the performance shown in Figure 3.8, only algorithm 2 has been tested. The overall1744

agreement between the simulated and measured electrical gain is satisfactory even though1745

the uncertainties may have been under-estimated. For a list of 10 elements, the algorithm1746

2 leads to a reduction of 33% of the capacitive electrical consumption, hence helping the1747

total electrical budget of the system and reducing the needs of cooling.1748

Algorithm 1 Algorithm 2
Algorithm • make lists of N hits; • make list of N hits;

• compute the bit flip • compute the bit flip between the hits
between all the hits; and the last hit of the sorted list ;
• order them in order to • add the closest hit to the sorted list
minimise the total bit flip. and add new hit in the list.

Pros similar to what would be optimal easy to implement, fast.
(brute force on full list)

Cons difficult to generalise to long lists depends on the length of the list

Table 3.1 – Considered algorithms to solve the hit ordering problem.

3.1.2.3 Generating the pattern bank1749

Generation of constants1750

The constants introduced in Equation 3.1 are computed from single muon Monte1751

Carlo samples that cover all the physics regions where tracks could be found. The com-1752

putation relies on the minimisation of the distance between the true parameter pi and the1753

linearised one p̃i:1754

〈
(p̃i−pi)2〉=

〈
(
N∑
l=1

Cilxl+ qi−pi)2〉 ∀i ∈ [1,5] (3.2)
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Results from the chip

Results from the chip

L. D’Eramo (LPNHE) Sorting algorithm of the hit list for FTK 28/04/2016 14 / 16

Figure 3.8 – Electrical consumption gain thanks to the ordering algorithm. Two sizes of
the algorithm 1 (in red and green) have been simulated while a range of values for the
algorithm 2 (in black) are presented. 9 values (in blue) for the algorithm 2 have been
measured on a AMchip06.

over the parameters qi and Cil, and where the average is over the training samples. The1755

solution is given by the following system:1756 

N∑
k=1

Cik(〈xlxk〉−〈xl〉〈xk〉) + 〈pi〉〈xl〉−〈pixl〉= 0 ∀l ∈ [1,N ]

N∑
l=1

Cil〈xl〉+ qi = 〈pi〉
(3.3)

Identifying the covariance matrix1757

{V }lm = 〈xlxm〉−〈xl〉〈xm〉

in Equation 3.3, the constants can be solved for:1758 
Cil =

N∑
m=1

V −1
lm (〈pixm〉−〈pi〉〈xm〉) ∀i ∈ [1,5], l ∈ [1,N ]

qi = 〈pi〉−
N∑
l=1

Cil〈xl〉
(3.4)

The inversion of the covariance matrix can be problematic, hence the sector being re-1759

jected. From empirical observations, sectors with at least five tracks produce proper sets1760
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of constants. The full detail of the computation can be found in Section A.1. To measure1761

the quality of the linear approximation that is applied here, a χ2 test can be performed1762

from the covariance matrix defined above:1763

χ2 =
N∑

i,j=1
(xi−〈xi〉)V −1

ij (xj−〈xj〉) (3.5)

In order to reduce the complexity of the problem, the Principal Component Analysis1764

(PCA) is used. This method is interpreted as finding the axis where the covariance1765

matrix has the highest eigenvalues, and therefore where the inverse matrix will show a1766

negligible contribution. Equation 3.5 can be rewritten:1767

χ2 =
N−5∑
i=1

 N∑
j=1

Aijxj +ki

2

(3.6)

where Aij and ki are constants defined in A.1 with the detailed computation.1768

Production of patterns1769

In order to have a sufficient coverage of the system, the production of patterns1770

did not rely on MC samples since a very basic estimation would require 400 billion full1771

simulation tracks to get sensitive results. Instead pre-computed constants can be used1772

and inverted to generate coordinates (xj) from 5 uniformly distributed helix parameters1773

(p̂i) as well as N-5 gaussianly distributed constrains for the χ2 values (χ̂l):1774



N∑
j=1

Cijxj + qi = p̂i ∀i ∈ [1,5]

N∑
j=1

Aljxj +ki = χ̂l ∀l ∈ [1,N −5]
(3.7)

This allows as many patterns as wanted to be generated (not considering the CPU time1775

needed for the generation). One pattern can therefore be generated multiple times (with1776

multiple tracks giving the same list of SS), and its multiplicity is called coverage. This1777

coverage can go as high as 102 as represented in Figure 3.9. A large coverage helps to get1778

a higher pattern efficiency since more tracks could be associated with the same pattern.1779

When generated, the patterns are ordered in decreasing order by coverage in so called1780

thin pattern (TSP) banks.1781

However, there are limitations given by the hardware of the system. First, the1782

actual number of patterns which is possible to store in an AM chip is limited. Second,1783

due to the finite size of the SS, fake roads that correspond to shared hits by different1784

particles are generated. The number of fake roads increases with the number of generated1785

patterns. This impacts the number of fits to be performed and thus is limited by hardware1786
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performance. The easiest solution would be to keep only the first patterns from the TSP,1787

but low coverage patterns can also depict some particular topology that cannot be covered1788

by the other patterns, and not considering them could decrease the sensitivity of the1789

system, for instance with respect to some new physics events.1790
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Figure 3.9 – Coverage distribution of patterns. Each FTK tower has 1 billion patterns
generated. Barrel towers (|η|< 1.6) are represented in blue while endcap towers (|η|> 1.6)
are represented in magenta [112].

In order to decrease the number of stored patterns while keeping good efficiency,1791

some SS can be merged per layer thanks to the Don’t Care (DC) bit of the AM chip.1792

The DC bit acts as a ternary option beyond the usual binary bit and therefore can make1793

a variable width pattern as shown in Figure 3.10. The number of fake roads is then1794

decreased while keeping a relatively good efficiency. The banks generated with the DC1795

bit option are called AM banks. To assess the quality of the AM banks, simulations1796

with single muons and tt̄ in a pile-up environment are performed. The FTK efficiency is1797

then measured as the efficiency of matching a truth track with the full FTK algorithm,1798

thus containing the clustering, the matching and the fitting of the FSF. The single muon1799

efficiency is shown as the red line of Figure 3.11a. A big crack corresponding to the1800

transition region can be observed in the efficiency. A second step in the generation takes1801

this η distribution to adapt the number of patterns per tower and thus equalising the1802

efficiency:1803

Npattern = NnoPart max( 1
ln(1− ε/εmax) ,wmin)

with Npattern the number of newly saved AM patterns per section, NnoPart the number1804

of previously saved AM patterns per section, ε the mean efficiency of the sector, εmax1805

the targeted efficiency, and wmin a global parameter to avoid having a sector with too1806

few patterns. The procedure, called partitioning, can be repeated several times and it1807
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was found that the optimal situation was obtained after 2 iterations. The effect can be1808

observed on the blue and green curves of Figure 3.11a.1809

Figure 3.10 – Sketch showing the impact of the DC bit on the size the SS for the pat-
terns [109].

The optimisation on the number of DC bits as well as their situation has been1810

conducted. The efficiency after one iteration of partitioning is a good indicator of perfor-1811

mance as shown in Table 3.2. As a first conclusion, the major impact has been obtained1812

when adding DC bits on the outermost layers of the system and when adding as many1813

DC bits as possible. One important drawback of the DC bit is the final number of fits1814

obtained in a busy environment as it is shown in Figure 3.11b. In order to preserve the1815

system from having dead-time, the number fits per tower is limited and having too many1816

DC bits could make the system reach the limit for Run-3 pile-up conditions. Therefore a1817

clever limitation of DC bits was implemented: the overall number of DC bits is limited1818

(with different limits between the barrel and the end-cap), but the DC bits configuration1819

per layer can vary. So the maximum number of DC bits per layer can be increased while1820

fixing the sum of the DC bits. Figure 3.12a presents the effect on the single muon FTK1821

efficiency. The overall efficiency is flatter and the crack of the transition region is less1822

affecting the result. This can be explained thanks to the initial better coverage of the1823

patterns. The final efficiency in the barrel is also increased thanks to the higher number1824

of DC bits on the outermost layers as shown in 3.2. Figure 3.12b presents the effect on1825

the number of fits. The reduction obtained thanks to a smaller volume of the patterns,1826

helps to increase the pile-up end-point by 15 %.1827

Layers 6 7 34 35 36 37 45
Eff. (%) 86.5 85.5 86.3 86.1 88.8 88.1 86.1
Layers 46 47 56 57 347 357 367
Eff. (%) 88.6 87.8 88.9 88.5 88.1 90.9 92.3
Layers 456 457 467 3456 3457 3567 4567
Eff. (%) 91.2 91.0 90.4 93.4 93.2 94.3 94.3

Table 3.2 – Single muon FTK efficiency after one iteration of partitioning. The line layers
indicates on which layer DC bits have been added from the initial configuration [222
11111].
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Figure 3.11 – Offline performance of the FTK AM banks with a DC bits configuration of
respectively 2 and 1 ternary bits in the pixel and SCT layers. (a) tracking efficiency with
respect to truth of single muons, (b) number of fits as a function of the pile-up obtained
with tt̄ MC samples at 4 pile-up conditions (20,40,60,80) [112].
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Figure 3.12 – Offline performance of the FTK AM banks with a DC bits configuration of
respectively 2 and 3 ternary bits in the pixel and SCT layers, but with a limitation of a
total of 8 DC bits in the barrel and 5 in the end-cap. (a) tracking efficiency with respect
to truth of single muons, (b) number of fits as a function of the pile-up obtained with tt̄
MC samples at 4 pile-up conditions (20,40,60,80) [112].

3.1.3 The software trigger system: High Level Trigger1828

Following the Level 1 and FTK systems, the High Level Trigger [113] is imple-1829

mented using a software chain. The main goal is to reduce the L1 rate from 100 kHz to a1830

final output rate of roughly 1 kHz as shown in Figure 3.13. The system uses a combination1831
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of the L1 CTP ROI (muon, electron/photon, τ and jet) and the ROS information. More1832

complex computation can be performed at this stage such as Emiss
T calculations, but also1833

can take into account detector reconstruction effects. The HLT itself is composed of two1834

subsystems.1835

Level 21836

The Level 2 trigger receives the information from the L1 system as ROIs. It1837

uses both a hardware and a software implementation. The ROIs from L1 are combined1838

in a single block using the RoI Builder (RoIB). Depending on the ROI type, different1839

information will be retrieved from the ROS. For instance, if an electron ROI is sent, the1840

information from the electromagnetic calorimeter corresponding to the ROI, as well as1841

the inner-detector information will be retrieved. Doing so helps to reduce the size of the1842

data requested, and thus speeds up the process (the typical fraction of events requested1843

is 5%). The information is then passed along to a multi-threaded CPU farm that exploits1844

various algorithms set by the user to process the event on a time-scale of 10 ms per1845

event. Contrarily to Level 1 more complicated information can be used, for instance, the1846

HLT farms can set B-physics streams by using the track reconstruction. A more refined1847

definition of the objects is also provided through the ROS compared to the Level-1, helping1848

for instance to strengthen the isolation criteria. The flexibility of the code allows having1849

almost in-time pre-scaling and correction, especially for the track-based trigger menus.1850

The Event Filter1851

Once the L2 decision is known, the accepted event is passed to the Event Builder.1852

All data fragments from the ROS are then collected and gathered to be passed along1853

thanks to the Event Builder (EB). The fragments are also deleted from the ROB during1854

that step. A dedicated partial reconstruction and calibration can be also performed1855

at this point for special calibration streams, expressed physics streams used for data1856

monitoring, and a debug stream used to monitor the performance of the TDAQ system.1857

The Event Filter (EF) itself is constructed with the same structure as the Level 2 and uses1858

a multi-threaded CPU farm with similar algorithms. Compared to Run-1, Level 2 and1859

EF algorithms have been merged in the same farm in order to exploit the full flexibility1860

of the system. The final information is then transmitted to the Tier-0 facility at CERN’s1861

computing centre for offline reconstruction.1862
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1863

3.2 Object reconstruction
1864

1865

The events passing the trigger selections described above are composed of physics1866

signals from the detector. In order to conduct the final V h(bb) analysis, it is crucial to1867

group those signals into objects used in particle physics such as single elementary particles1868

or more complex objects. Their properties must also be reconstructed and calibrated to1869

take into account the detector resolution and possible biases introduced. The objects1870

considered here are electromagnetic objects (section 3.2.1), hadronic objects with a special1871

emphasis on flavour tagging (section 3.2.2) and objects based on the global Emiss
T object1872

(section 3.2.3) and the Emiss
T sig.1873

3.2.1 Electromagnetic objects1874

Outside the tracker, the first ATLAS sub-detector interacting with charged1875

and neutral objects generated in the event is the electromagnetic calorimeter. Special1876

selections are optimised to identify photons and leptons. The former are not relevant1877

for the V h(bb) analysis and are therefore not discussed here. Charged leptons are used1878

instead to classify the final states studied in this work and their selection is reported here.1879
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3.2.1.1 Electrons1880

Electrons are reconstructed from the electromagnetic calorimeter clusters using1881

a sliding window algorithm [114]. The clusters are then matched to tracks refitted to take1882

into account bremsstrahlung energy losses [115]. In order to reject converted photons,1883

only tracks with vertices compatible with the primary interaction vertex of the hard1884

collision are kept. Electron candidates are then classified using a likelihood-based method1885

exploiting both information from the inner-detector and the electromagnetic calorimeter1886

such as shower shapes, track-cluster matching quantities, information from the TRT, other1887

track properties and bremsstrahlung-related variables. The list of variables is reported1888

in [116]. Since the calorimeter response to electrons can be parametrised as a function of1889

the ET and the pseudo-rapidity η, the likelihood pdfs are derived in this 2-D map. The1890

results are obtained from MC simulations, corrected to reproduce data efficiencies, so1891

data-MC SF are extracted [116]. Efficiencies of identification for three likelihood purities1892

are shown in Figure 3.14. In order to increase the purity of identification, an isolation1893

criteria can be requested. It is defined both for the tracks and for the calorimeter clusters1894

as the sum of the momentum of tracks/clusters around the electron. Several cuts define1895

working points and are tuned from Z to two leptons MC samples. The loose (tight)1896

criteria is used to keep 99% (95%) of real electrons. The V h(bb) analysis defines three1897

identification working points based on those variables to classify the electrons:1898

— Loose: electrons are required to have a ET > 7 GeV and |η|< 2.47, to pass a1899

loose cut on the likelihood ratio, and to satisfy a loose isolation requirement.1900

— Medium: electrons are required to pass the loose criteria but with a tighter1901

ET > 25 GeV criteria.1902

— Tight: electrons must pass the medium VH criteria aling with a medium1903

likelihood cut, and a tight isolation criteria.1904

A summary of the selection criteria is presented in Table 3.3.1905

The energies from the electron candidates are then corrected to take into account1906

mismeasurement from the detector and data-MC differences [93]. First a multi-variate1907

analysis trained on calorimeter variables such as the energy deposited per layers is per-1908

formed to have a better estimate of the real energy of the electron starting from the1909

measured one. Adjustments and corrections are then added to take into account non-1910

uniformities, relative energy scales of the different layers, and data-MC relative scales.1911

These corrections can be based on data or MC studies: events such as Z boson decays1912

to an electron–positron pair are used for calibrating high energy electrons, while for in-1913

stance J/ψ → ee are useful for low-energy calibration. Energy calibration and resolution1914

are parametrised through:1915

Edata = EMC(1 +αi)
(
σE
E

)data
=
(
σE
E

)MC
⊕ ci
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where ⊕ denotes the sum in quadrature and where αi and ci are the energy scale factor1916

and resolution for the electrons divided into η regions denoted by the index i. Their values1917

are shown respectively in Figure 3.15a and Figure 3.15b.1918
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Figure 3.15 – Performance of the electron energy resolution using L = 36 fb−1 of 2015
and 2016 ATLAS data [93].

3.2.1.2 Muons1919

Contrary to electrons, muons are feebly interacting in the calorimeters while1920

having quite a long lifetime. Different reconstruction algorithms are applied depending1921

on the η of the muon [118].1922

— Combined muon: In the region |η|< 2.5 most of the muons are reconstructed1923

from the information of the inner detector and the muon chambers fitted1924

separately first and then combined with an outside-in fit;1925
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— Segment-tagged muon: If one or more chamber(s) do not have tracks but the1926

muon candidate is consistent with a track in the inner detector, the muon is1927

saved to recover efficiency for low pT muons;1928

— Calorimeter-tagged muon: The central region (|η| < 0.1) is partially instru-1929

mented in muon chambers, therefore to recover some efficiency muon candi-1930

dates are matched to minimum ionising compatible deposit in the calorime-1931

ters and tracks in the inner detector1932

— Extrapolated muons: On the forward region (2.5 < |η| < 2.7), the inner-1933

detector is not instrumented. A standalone script is then developed to recover1934

the muon pT from the tracks in the muon chambers.1935

Furthermore, extra criteria are applied on the Combined and Extrapolated1936

muons, a minimal number of hits in the chambers is set and, to avoid muons from in-flight1937

decay of kaons or other hadronic particles, a charge over momentum significance (q/p) 1
1938

cut is used. When matched to an inner-detector track, only muons with vertices compati-1939

ble with the primary interaction vertex of the hard collision are kept to reject muons from1940

pile-up and cosmic rays. The identification efficiencies are presented in Figure 3.16a. The1941

selected working point corresponds to medium muons except in the |η|< 0.1 where loose1942

muons are used. Since a real muon can be matched to several reconstruction categories,1943

an overlap removal technique is applied in the central region to avoid duplicates. When1944

muons share a same inner-detector track a preference is given to combined muons over1945

segmented-tagged muons and finally calorimeter-tagged muons.1946

On top of that three identification levels are set:1947

— Loose: muons are required to have a ET > 7 GeV, to pass a Loose muon se-1948

lection [118], and to have an isolation requirement similar to that of electrons1949

designed to achieve a 99 % muon efficiency.1950

— Medium: muons are required to pass the loose criteria but with a tighter1951

ET > 27 GeV and |η|< 2.5 criteria.1952

— Tight: similar to the medium criteria, muons must pass the loose VH criteria1953

but with a tighter ET > 25 GeV, |η|< 2.5 and a tighter isolation criteria with1954

a 95% efficiency for real muons.1955

A summary of the selection criteria is presented in Table 3.3.1956

With the use of the di-muon final state for the Z and J/ψ decay, the muon1957

momentum in MC is then calibrated. Although the reconstruction step of the simulation1958

is quite accurate, it cannot reach the performances obtained with the detector (scale1959

and resolution at the permile and percent level). Once corrected data/MC agreement is1960

1. defined as the absolute value divided by the sum in quadrature of all the uncertainties.
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consistent within the various uncertainties, and the mass resolution is extracted for the1961

two decays with a resolution at the per cent level as shown in Figure 3.16b.1962
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Figure 3.16 – Performance of the muon reconstruction (a) and momentum resolution (b)
using 3.2fb−1 of 2015 ATLAS data [118].

lepton Selection pT η ID d0
sig |∆z0 sinθ| Isolation

e Loose >7 GeV |η| < 2.47 loose < 5 < 0.5 mm loose
Medium >27 GeV |η| < 2.47 loose < 5 < 0.5 mm loose
Tight >27 GeV |η| < 2.47 tight < 5 < 0.5 mm tight

µ Loose >7 GeV |η| < 2.7 loose < 3 < 0.5 mm loose
Medium >27 GeV |η| < 2.5 loose < 3 < 0.5 mm loose
Tight >25 GeV |η| < 2.5 medium < 3 < 0.5 mm tight

Table 3.3 – Summary of the charged lepton identification criteria.

3.2.1.3 Taus1963

Being the heaviest lepton discovered so far, the taus have a very short lifetime1964

(cτ = 87.03µm [28]) which even in boosted topologies results in them typically decay-1965

ing before reaching the inner-detector. Almost all the taus decay to either one charged1966

particle (1-prong, 84.71%) or three charged particles (3-prongs, 15.20%), with the remain-1967

ing decays at the per-mille level. Furthermore, the final state is either leptonic (mainly1968

τlep→ lν̄lντ , τlep→ l1l̄1l2ν̄l2ντ being strongly suppress) in 35% of the cases, or hadronic1969

(τhad→ hadron(s)ντ ) in 65% of the cases, with charged pions representing 94 % of the1970

hadrons created. In the first case leptonic taus enter the analysis through the electron1971

and muon selection described previously. Only hadronic taus are explicitly reconstructed.1972

The hadronic taus are reconstructed in the hadronic calorimeter using the anti-Kt al-1973

gorithm defined in Section 3.2.2.1 with a radius parameter of 0.4. Each tau cluster is1974

required to contain either one or three small R=0.2 sub-clusters corresponding to the1975

decay products. The reconstructed taus must pass some kinematic cuts such as pT >1976
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20 GeV and |η| < 2.5 excluding the transition region between the barrel and forward1977

calorimeters (1.37< |η|< 1.52). Tau candidates are then required to pass a classification1978

BDT to further reject background from standard hadronic jets [119]. This BDT is trained1979

on information from calorimeters and tracking detectors. Three BDT working points are1980

defined for different signal efficiencies. In the V h(bb) analysis, the medium working point1981

is used and corresponds to an efficiency of identification and reconstruction for hadronic1982

taus of about 55% in the 1-prong case and 40% in the 3-prong case. The performance of1983

the BDT is shown in Figure 3.17, the solid lines are derived from constant BDT threshold1984

requirement while the points are derived from a pT flat efficiency, hence explaining the1985

differences between the two.1986
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Figure 3.17 – Performance of the tau reconstruction using simulated samples aimed at
reproducing early Run-2 conditions [119]. The solid lines are derived using a constant
BDT threshold requirement while the points are using a pT flat efficiency criteria.

Once identified, the hadronic tau jets are calibrated through the Local Cluster1987

Weighting (LCW) technique [120]. However, to compensate for pile-up effects and to take1988

into account the specific characteristics of the tau jets (such as the hadronic composition1989

or the cone size of the sub-jets), a dedicated set of scale factors for the EτLC/Evis
true as well1990

as the pseudo-rapidity of the candidate η and the number of vertices nvtx corrections are1991

computed [119, 121]. The energy resolution is then computed from MC samples thanks1992

to the width of the tau candidates at the Local Cluster scale to their true energy. The1993

EτLC/Evis
true resolution is shown in respectively Figure 3.18a and Figure 3.18b for the 1-1994

and multi-prong decays. An extra offline correction is set on the absolute tau energy scale1995

(TES, Ecalib−Evis
true) and the data-MC modelling on the visible mass of the tau candidates.1996

This allows as well to assess systematics on the final reconstruction of the tau energy that1997

are propagated through the analysis.1998

3.2.2 Hadronic objects1999

In the proton-proton collisions, the elementary processes are governed by the2000

interactions of quarks and gluons. Due to the structure of the strong force, these objects2001
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Figure 3.18 – Performance of the tau energy resolution for the 1-prong decay (a) and
the multi-prong decay (b) using simulated samples aiming at reproducing early Run-2
conditions [119].
cannot be observed isolated in the detector, but rather hadronise around the initial parton2002

creating a group of hadronic particles called jets. From the experimental point of view,2003

the resulting objects will be defined as a collection of hadronic sub-constituents with a2004

signature in the hadronic calorimeter and the possibility of adding the track information.2005

The definition of the collection is developed in Section 3.2.2.1, the calibration of the jet2006

energy and its resolution is summarised in Section 3.2.2.2 and the identification of the2007

initial parton is presented in Section 3.2.2.4.2008

3.2.2.1 Jet reconstruction2009

In order to get a consistent definition over the full analysis and between data2010

and MC, the jets need to be constructed with an algorithm which is safe with respect2011

to experimental issues such as mismeasurement or miscalibration effects, and from the2012

theoretical point of view (infra-red or ultra-violet corrections).2013

Identification of the sub-constituents2014

Depending on the nature of the events (data or truth MC), sub-constituents of2015

the jets can be defined, originating from different aspects. In the case of data or in recon-2016

structed MC, clusters of cells are identified from both the hadronic and electromagnetic2017

calorimeters. In order not to consider signals originating from noises (electronic and from2018

pile-up), the cluster formation is dictated by the cell signal significance defined as:2019

ζ = Ecell
σcell

where Ecell represents the calorimeter cell (∆η×∆φ= 0.1×0.1) energy measurement, and2020

σcell the average expected cell’s noise measured at the electromagnetic energy scale [122].2021

A seeding algorithm is used to form topological clusters from |ζ|> 4 cells. Adjacent cells2022

with |ζ|> 2 cells are added to the topo-clusters. The cluster is growing until no more cells2023
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with |ζ| > 2 are found. The final topo-cluster can show several maxima with Ecell > 5002024

MeV. In such situation, if the local maxima are surrounded by four cells in the cluster, a2025

splitting algorithm is performed to disentangle the local topo-clusters in order to improve2026

the identification of close objects such as in boosted regime.2027

In the case of truth MC samples the truth-jets are using the truth stable par-2028

ticles which have a lifetime exceeding cτ > 10 mm, but rejecting truth muons and truth2029

neutrinos.2030

Clustering the particles into jets2031

From the sub-components identified above, the final jets are constructed using2032

the anti-kt algorithm [123]. This sequential algorithm uses the distance between the2033

sub-components i and j di,j and the distance to the beam di,B defined as:2034

di,j = min
 1

p2
Ti

,
1

p2
Tj

∆2
i,j

R2

2035

di,B = 1
p2

Ti

where ∆2
i,j = (ηi−ηj)2 +(φi−φj)2 is the angular distance between sub-components i and2036

j, and R is a free parameter related to the jet opening. The di,j and di,B distances are2037

computed for the i-th object with respect to all the j-th objects. The smallest quantity2038

is taken: if it is one of the di,j, the two objects are merged into a new object that is kept2039

in the list; otherwise i is called a jet and removed. The procedure is repeated until no2040

elements are found in the list. From the definition of the distance di,j, the jets tends to2041

structure into circular shapes in the η−φ plane with a typical radius governed by the2042

parameter R. In most of the ATLAS analysis, such as the V h(bb) analysis, the value 0.42043

is set for the R parameter.2044

Other sequential algorithms are available for jet definition such as the kt [124]2045

and the Cambridge/Aachen [125] algorithm. From the theoretical point of view, the anti-2046

kt algorithm is robust against soft particle radiation as the soft particles are added to the2047

jet without modifying the final shape. From the experimental point of view the anti-kt2048

algorithm is particularly robust against pile-up, but as well in term of jet reconstruction2049

efficiency and purity [126].2050

3.2.2.2 Jet energy calibration2051

The topo-clusters introduced in Section 3.2.2.1 use the electromagnetic scale2052

for their energies. To correct for the differences from the cluster shape and calorimeter2053

response of hadronic objects, a Jet Energy Scale correction [127] is performed on the jets.2054

Several steps are performed sequentially:2055
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— Origin correction: aims at correcting the jet position while keeping the energy2056

constant. This results in having a better η resolution.2057

— Pile-up correction: aims at subtracting the excess energy due to in-time and2058

out-of-time pile-up. Two corrections are derived. A component linked to the2059

jet-area [128] is derived from simulated MC in the central region (|η|< 2). To2060

compensate for the missed sensitivity in the forward region and higher occu-2061

pancy of high-pT jets, a residual correction binned in |η| is calculated from2062

MC. The variation of the corrected pT versus µ and the number of primary2063

vertices NPV, is shown respectively in Figure 3.19a and in Figure 3.19b.2064

— MC-based calibration: aims at adjusting the energy scale from the EM to the2065

particle level scale as well as correcting for η biases caused by the calorimeter2066

geometry. The JES corrections are derived from MC di-jet samples and2067

parametrised in terms of η and Ereco of the jets.
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Figure 3.19 – Performance of the pile-up correction algorithms. The pile-up corrected pT
variation over µ (a) and NPV (b) versus η illustrate the impact of the corrections [127].

2068

— Global sequential calibration: aims at correcting effects from the jet composi-2069

tion and energy distribution. A sequential calibration based on five calorime-2070

ter and associated tracks based quantities [127] is obtained through MC di-jet2071

simulation. The global energy scale is not affected by these corrections.2072

— Residual in-situ calibration [129]: aims at recovering the data-MC disagree-2073

ments coming from imperfect detector simulation, collision mismodelling2074

(such as pile-up or hard scattering) as well as shower development in the2075

calorimeter. Corrections are extracted from the in-situ ratio of Rin−situ =2076

〈 P
jet
T

P
ref
T

〉, where the ref is the known object used to calibrate the jet. This ratio2077
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is calculated in data and MC samples to extract the MC corrections. The pT2078

of the jets in the central region are calibrated using a photon, a Z boson or2079

multi-jet recoiling against the probe jet. Each method targets a specific pT2080

range and are combined using a single weight as shown in Figure 3.20. An2081

η inter-calibration is performed in order to correct the jet pT at high-η, us-2082

ing well-calibrated reference jets recoiling against a probe jet in the forward2083

region.2084

 [GeV]
jet

T
p

20 30 210 210×2
3

10
3

10×2

M
C

/ 
R

D
a
ta

R

0.8

0.85

0.9

0.95

1

1.05

1.1

    = 0.4, EM+JESR

 

tantik

ATLAS
1

 = 13 TeV, 3.2 fbs

−jetγ

Z−jet

Multijet

Total uncertainty

Statistical component

Figure 3.20 – Performance of the residual in-situ calibration algorithm, which represents
the scale factors used to correct for the data-MC disagreement [127]

3.2.2.3 Jet selection2085

Once the calibration is applied, a few requirements on the quality of jets are2086

required. First, any fake-jets not originating from the preliminary collisions must be dis-2087

carded. They are likely to come from cosmic ray showers, proton losses upstream of the2088

interaction point or from large scale coherent calorimeters cell noise [130]. The discrimi-2089

nation carried out using some cuts on key variables linked to the quality of the signal pulse2090

shape in the LAr calorimeter, the fraction of energy deposited in the calorimeters with2091

respect to the total energy of the jet, and the fraction of pT coming from the tracks associ-2092

ated to the primary vertex. Two working points are available (BadLoose and BadTight),2093

where the tight requirement is designed for searches at high jet pT and large Emiss
T . The2094

loose working point is used in the V h(bb) analysis.2095

Then, the contribution from in-time and out of time pile-up is suppressed. These2096

contributions can arise from hard QCD collisions as well as coming from local fluctuations2097

which result from the superposition of random particles from pile-up jets. Therefore the2098

tracking information can be used to reject such jets (only for jets of |η| < 2.4). From2099

the Run-1 prescription to the Run-2 usage a corrected Jet Vertex Fraction (corrJVF) has2100

been designed as [131, 132]:2101

corrJVF =
∑
k p

trkk
T (PV0)∑

l p
trkl
T (PV0)

+
∑
n≥1

∑
l p
trkl
T (PVn)

k.Nvtx
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where∑k p
trkk
T (PV0) is the scalar pT sum of the tracks originating from the hard scattered2102

vertex and asociated to a jet, the ∑n≥1
∑
l p
trkl
T (PVn) denotes the scalar pT sum of the2103

tracks originating from the pile-up interactions that is corrected by k.Nvtx where k = 0.012104

is used to correct the behaviour from linear increase with the number of tracks. The2105

distribution of the variable for pile-up jets and hard scattered jets is shown in Figure 3.21a.2106

Another discriminating variable was set as the ratio [131, 132]:2107

RPT
=
∑
k p

trkk
T (PV0)
pjetT

which represents the fraction of the pT coming from the hard scattered vertex and is2108

shown in Figure 3.21b.2109
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Figure 3.21 – Distribution of the two discriminating variable corrJVF (a) and RPT
(b)

obtained through MC dijet simulation for both Pile-Up jets (PU jets) and Hard Scattered
jets (HS jets) [131].

The combination of the two variables inside a 2- dimensional likelihood, based2110

on a k-nearest neighbour (kNN) algorithm [133], results in jet-vertex-tagger (JVT) dis-2111

criminant [131, 132] and is shown in Figure 3.22a. The final discrimination allows a2112

good rejection of fake pile-up jets while retaining a good jet selection. In the V h(bb)2113

analysis, the medium working point chosen corresponds to a final hard scattered jets effi-2114

ciency of 92% and can be compared to the pure JVF cut that was applied in Run-1 from2115

Figure 3.22b.2116

3.2.2.4 b-jet tagging2117

By construction, jets typically originate from quarks and gluons. Some spe-2118

cific algorithms are developed to understand the initial nature of such jets such as the2119
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Figure 3.22 – Performance of the JVT algorithm. The distribution of the JVT score is
shown in (a), while the final rejection vs. efficiency is shown in (b) [131].

quark/gluon taggers [134]. The importance of identifying the jets created by the fragmen-2120

tation of b-quarks is at the root of the b-quark final state analysis such as the V h(bb). It2121

relies on the relative long lifetime of b-hadrons (cτ(B±) = 491.1µm [28]), which makes it2122

possible to identify a secondary displaced vertex. For example, given the mass of the B±2123

mB± = 5.279 GeV [28] with a momentum of 50 GeV, the decay length will be ∼ 4.7 mm2124

which is an order of magnitude larger than the usual primary vertex transversal position2125

resolution (∼ 100µm) [135] as shown in Figure 3.23b. Thanks to the Lorentzian boost,2126

the distance can even increase up to a few dozen of mm as shown in Figure 3.23a.2127

The b-tagging algorithms are designed to discriminate between b-jets and light-2128

, τ -, and c-jets, the latter has similar properties to b-jet and are also separated from2129

light- and τ -jets in the performance. Algorithm use the tracking and some calorimeter2130

properties. They can be classified into three classes:2131

— Impact Parameter Tagging Algorithms [137]: use the point of closest ap-2132

proach to the primary vertex: d0, the transverse impact parameter defined2133

in the r− φ plane and z0sin(θ) the impact parameter in the longitudinal2134

direction. A significance is extracted from the two impact parameter compo-2135

nents from the signed ratio to the respective track resolution. The sign helps2136

to distinguish if the secondary vertex is in front or behind the primary vertex2137

with respect to the jet direction. A global log likelihood ratio is determined2138

from the distribution of the signed impact parameter significances:2139

log(Pi/Pj) = log
∏N

m=1 PDFi(d0/σd0 ,z0 sin(θ)/σz0 sin(θ))∏N
m=1 PDFj(d0/σd0 ,z0 sin(θ)/σz0 sin(θ))
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Figure 3.23 – (a) Average decay distance of the B- and D-hadrons with respect to the
primary interaction vertex, and the relative distance between the B- and D-hadron decay
vertices as a function of the jet pT ( [136]). (b) Resolution of the transverse primary
vertex position as a function of the number of fitted tracks estimated using the split-
vertex method (SVM) for minimum bias events and MC simulation. A comparison with
the Beam spot constraint method is highlighted ( [135]).

where the jet has N associated tracks that could be assigned to the flavour2140

i or j. This algorithm, called IP3D tagger, uses several categories of tracks2141

quality that are combined to scan various b-, c- and light-jet topologies [137].2142

— Inclusive Secondary Vertex Tagging Algorithms [138]: uses tracks as well as2143

energy information to reconstruct the secondary decay point. All tracks that2144

can be originated from interaction with the material (hadronic interactions2145

in detector material, photon conversions...) or from prompt decays such as Λ2146

or K0
S are rejected. Tracks are grouped by pairs and only the most relevant2147

ones (passing a strong χ2 cut) are kept and merged into one inclusive vertex.2148

Some kinematical distributions of the secondary vertex are constructed and2149

passed as the output of the algorithm.2150

— Decay Chain Reconstruction Algorithms [136]: uses track as well as energy2151

information to compute the full decay channel of the hadrons in order to2152

identify the b→ c transition as most of the B-hadrons decay to a D-meson.2153

The main assumption of the algorithm is to consider that the D-hadrons2154

decay vertex is aligned with the B-hadron flight direction. After finding2155

the vertex topologies (track-to-vertex association), a Kalman Filter fit is2156

performed to extract the decay positions and associated uncertainties. The2157

simulated reconstructed secondary vertex resolution obtained is slightly worse2158

than the measured primary vertex one shown in Figure 3.23b (from ∼ 0.4 mm2159

to ∼ 1.1 mm). Some kinematical distributions of the secondary and ternary2160

vertex are constructed and passed as the output of the algorithm.2161
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In order to perform a better rejection of c- and light-jets, the outputs of the2162

individual algorithms are combined inside a single discriminating variable provided by a2163

multivariate class algorithm called MV2c. This algorithm is trained on tt events where2164

events are classified according to their flavour: b-jets as signal and c- and light-jets as2165

background. The fraction of c- to light-jets can be tuned from the MC sample and deter-2166

mines the performance of the two rejection curves. The fraction chosen in the discriminant2167

used by the V h(bb) analysis is 7% and corresponds to the MV2c10 algorithm [139]. The2168

final BDT score is shown in logarithmic scale in Figure 3.24a. Several working points are2169

defined based on the b-jet efficiency. In the V h(bb) analysis, the 70% efficiency working2170

point is chosen and corresponds to a c-jet rejection of 12 and a light-jet rejection of 381.2171

The rejection curve is shown in Figure 3.24b.2172
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Figure 3.24 – (a) Output score of the MV2c10 BDT for the three jet flavour coming from
a tt MC sample. (b) b-jet efficiency vs. the c- and light-jet rejection coming from a cut
on the MV2c10 BDT score [140].

The b-tagging algorithm is then corrected for data/MC scale factors. Those are2173

derived for each jet-flavour, using a negative tag method for light-jets [141], semi-leptonic2174

tt decays for the c-jets [142], and either a tag-&-probe or a combinatorial likelihood2175

method for the b-jets [140]. Extracted SFs are shown in Figure 3.25. Specific uncertainties2176

are also extracted by the same method and propagated through the analysis. Dedicated2177

2-D maps (pT and η) are generated at the analysis level from the prescription of the2178

ATLAS flavour tagging group to compute the MC b-, c-, light-, τ -tagging efficiencies.2179
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Figure 3.25 – Data-MC scale factors for the light- (a) [141], c- (b) [142] and b-jets (c) [140]
for the 70% working point of the MV2c10 algorithm.

3.2.3 Missing transverse energy2180

3.2.3.1 Definition2181

The kinematics of the proton bunches circulating in the LHC accelerator is char-2182

acterised by a distribution of small transverse velocities. During the inelastic collisions2183

happening at the LHC, hard scattered particles can bring a large fraction of the longitu-2184

dinal momenta. However, momentum conservation results in the sum of the transverse2185

momentum of all the particles in the final state to be small.2186

∑−−−−→
pinitialT =

∑−−−→
pfinalT ≈−→0

However, due to experimental reasons the balance can be imperfect:2187

— due to the nature of the interaction with the detector it may be impossible2188

to reconstruct the momentum of some particle. This is the case for the SM2189

neutrinos, involved in the V h(bb) analysis whose interaction cross-section is2190

too small to get any signal. The same signature would be observed for dark2191

matter candidates or for supersymmetric particles such as the neutralinos.2192

— In the same way, particles which are undetected or badly measured because2193

they end up in any inefficient region of the detector, can contribute to the2194

imbalance of energy in the transverse plane. Furthermore, the effect of pile-up2195

events that are not fully rejected can lead also to imbalances.2196

The measurement of the imbalance is called Missing transverse momentum (MET) and2197

is defined as:2198 ∑
i∈visible

−→
piT +

−−−→
EmissT = 0⇒

−−−→
EmissT =−

∑
i∈visible

−→
piT
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where
−→
piT represent each of the measured momentum in the transverse plane. The sum2199

of these momenta can be decomposed by each object category that has been defined2200

previously:2201

−−−→
EmissT =−

∑
i∈e

−→
piT −

∑
i∈µ

−→
piT −

∑
i∈hadronic τ

−→
piT −

∑
i∈γ

−→
piT −

∑
i∈jets

−→
piT −

∑
i∈Soft Terms

−→
piT

where the Soft Terms are defined as all the objects that are not identified in the other2202

categories. Their contributions can be evaluated through the calorimeter topo-clusters2203

(Calorimeter-based Soft Term) or through the ID tracks (Track-based Soft Terms, TST).2204

In the first case, all particles creating a deposit in the calorimeter are taken into account,2205

however due to the poor position resolution the contribution of pile-up is quite high.2206

The second case has a good position resolution and can select tracks only coming from2207

the hard vertices thus reducing the pile-up contribution, but cannot take into account2208

the neutral particles. A second limitation is the reduced coverage of the ID system2209

(|η| < 3.0) compared to the calorimeter (|η| < 4.0). The latter definition is used for the2210

Emiss
T reconstruction in Run-2 while the first was used during Run-1.2211

More variables can be defined in relation to the
−−−→
EmissT definition:2212

— the magnitude Emiss
T = |

−−−→
EmissT | that is the variable used in the V h(bb) anal-2213

ysis.2214

— the scalar sum of the momenta:2215

∑
ET =

∑
i∈e

piT +
∑
i∈µ

piT +
∑

i∈hadronic τ
piT +

∑
i∈γ

piT +
∑
i∈jets

piT +
∑

i∈Soft Terms
piT

that provides an assessment of the hardness of the collision which is linked2216

to the resolution on the Emiss
T .2217

— the hard object scalar sum of the momenta:2218

HT =
∑
i∈e

piT +
∑
i∈µ

piT +
∑

i∈hadronic τ
piT +

∑
i∈γ

piT +
∑
i∈jets

piT

that provides similar criteria as the ∑ET while avoiding the possible mis-2219

modelling of the soft term.2220

— the track missing transverse momentum pmissT which is defined as the magni-2221

tude of the vector
−−−→
pmissT = −∑i∈tracks

−→
piT where only the momenta of tracks2222

are used. This produces a more robust evaluation of the Emiss
T in terms of2223

pile-up but is limited by the coverage of the inner-detector and by the non2224
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reconstruction of neutral particles. In the V h(bb) analysis this quantity is2225

used to reject the QCD background contribution.2226

3.2.3.2 Performance and calibration2227

In order to assess the performance of the Emiss
T variable and the various related2228

quantities, two final state cases have been studied. The Z→ µµ final state helps to assess2229

the effect of detector resolution in the Emiss
T since it does not present any true Emiss

T . The2230

data-MC performance is shown in Figure 3.26a. The number of associated jets is used to2231

understand the effect of soft terms (0 additional jets) or the effect of jets and pile-up. To2232

assess the effect of genuine Emiss
T from neutrinos, the W→ eνe final state is also studied.2233

The data-MC performance is shown in Figure 3.26b.2234

(a) (b)

Figure 3.26 – Distribution of the Emiss
T variable for two final state topologies, with no

genuine Emiss
T for Z → µµ (a) or with genuine Emiss

T for W → eνe (b). Data-MC dis-
agreements are consistent with statistical fluctuations except for low-pT W→ eνe where
missing di-jet MC samples could explain the deficit [143].

Due to the long tails of the Emiss
T distribution, the resolution is determined by the2235

Root Mean Square value of the projection along with the x and y transverse coordinates2236

of the Emiss
T . From Figure 3.27a, three regimes can be identified. At first, the resolution2237

is dominated by the muon pT resolution (∑ET < 70 GeV), then the possibility of adding2238

one additional jet increases the resolution up to ∑ET ' 180 GeV where the two jet events2239

dominate. At high ∑ET the evolution is dictated by a RMS ∼√∑ET law. The overall2240

data-MC is quite good. The effect of pile-up is shown in Figure 3.27b. The slope of the2241

energy resolution in data as a function of the number of primary vertices is flatter than2242

in MC and is mainly coming from events containing additional jets.2243

The Emiss
T being a composed object, the only element that does not involve2244

calibration and uncertainties is the soft term. The soft term Emiss
T contribution uncer-2245
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(a) (b)

Figure 3.27 – Distribution of the Root Mean Square value of the transverse projection of
the Emiss

T , in bins of ∑ET (a) and in bins of the number of primary vertices (b) in an
inclusive sample of Z→ µµ events. The resolution term can be approximated by a square
root behaviour for high enough ∑ET [143].

tainty is extracted from the soft term pT projection onto the hard object direction and2246

parametrised as a function of the hard object pT. The analysis is conducted on a Z→ µµ2247

final state. The results are shown in Figure 3.28a. Similarly, the soft term resolution is2248

derived in both the longitudinal and transversal direction with respect to the hard object2249

pT and the resulting uncertainty is extracted from Figure 3.28b and 3.28c.2250

3.2.3.3 Missing transverse momentum significance2251

From the Emiss
T distribution of Figure 3.26, it is clear that both genuine Emiss

T2252

and Emiss
T resulting from mismeasurements can have large values. In order to separate2253

the events that contain real Emiss
T (in order to select events with neutrinos or dark matter2254

particles) from fake Emiss
T , a new variable based on the resolution of the objects entering2255

the Emiss
T calculation is created, called MET significance. The goal is to penalise events2256

with objects with a bad energy resolution that could cause high Emiss
T values. From2257

Figure 3.27a, one choice for the approximation of the resolution of all the objects entering2258

the Emiss
T would be

√∑
ET , or in order not take into account the soft terms the relaxed2259 √

HT definition:2260

S = Emiss
T√∑
ET

or S = Emiss
T√
HT

This simple event-based quantity is commonly used in the ATLAS collaboration as in2261

the V h(bb) analysis where the resolution is approximated by using the pT of the leptons2262

in the 2-leptons category.2263

However, the true Emiss
T resolution is only approximated by the

√∑
ET for high2264 ∑

ET , as shown in Figure 3.27a, this being more true for the TST definition than for the2265
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(a) (b)

(c)

Figure 3.28 – Distribution of the soft term longitudinal pT w.r.t. the hard object pT (a).
The MC simulation results are lying well inside the statistical bands. The soft term pT
resolution is shown both in the longitudinal (b) and transversal (c) direction [143].

CST one [144]. In order to improve the approximation, an object-based Emiss
T significance2266

is developed by taking the individual resolutions of all the objects entering the Emiss
T2267

calculation:2268

S2 =
(−−−→
EmissT

)T(∑
i

Vi
)−1(−−−→

EmissT

)

where the V i are the covariance matrices of the momentum of each object i that is entering2269

the Emiss
T calculation. For each object, these covariance matrices can be written easily in2270

the basis of the pT of the object:2271

V i =

σ2
p

i
T

0

0 pi
2

T σ
2
φ

i
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where φi is the azimuthal angle of the object pT in the regular (x,y) basis. All the reso-2272

lutions of the objects considered are summarised in Table 3.29. The soft term resolution2273

has been re-derived from Z→ µµ MC samples with a jet veto and was found to be 8.92274

GeV [145].2275

Object Kinematic Relative resolution
Parallel Perpendicular

Electrons pT = 100 GeV, η = 0 1.7% 0.4%
Photons pT = 100 GeV, η = 0 1.9% 0.4%
Hadronic τ pT = 100 GeV, η = 0 5.5% – 6.7% 1%
Jets pT = 20 GeV, η = 0 22% 4.6%–7.1%

pT = 100 GeV, η = 0 7% 1.1%–1.6%
Muons pT = 100 GeV, η = 0 2% 0.1%
Track Soft Term 8.9 GeV 8.9 GeV

Figure 3.29 – Resolution for the objects entering the calculation of the Emiss
T for a repre-

sentative pT for each object coming for each individual calibration [145].

Once computed, all the covariance matrices are rotated to the natural basis for
the Emiss

T where one of the axes is aligned with the Emiss
T vector. The final Emiss

T sig. can,
therefore, be rewritten:

S2 =
(
EmissT , 0

)( σ2
L ρLTσLσT

ρLTσLσT σ2
T

)−1(
EmissT

0

)

= |EmissT |2

σ2
L(1−ρ2

LT )

where ρLT is the correlation factor of the longitudinal L and transverse T measurements,2276

σL,T being the variances in the two directions. Those quantities are calculated event-2277

by-event with all the objects available. The modelling of this variable has been studied2278

with the Z→ ee final state selection on both data and MC [145]. The distribution of the2279

event-based Emiss
T sig. is shown in Figure 3.30a while the object-based Emiss

T sig. is shown2280

in Figure 3.30b. A Emiss
T cut at 50 GeV has been set on the samples and data to extract2281

high-met region. Some mismodelling appears at the low object-based Emiss
T sig. values,2282

which is thought to come from a bad modelling of the pile-up in the MC generators. This2283

mismodelling is spread over a larger range of values for the event-based Emiss
T sig., which2284

is a good sign of the localisation of the pile-up contribution.2285

The object-based Emiss
T sig. shows a better separation between the fake Emiss

T2286

from the Z → ee while the true Emiss
T ZZ → eeνν samples are shifted toward higher2287

values. This separation power can be investigated by looking at the selection of the true2288

Emiss
T sample ZZ → eeνν over the rejection of the fake Emiss

T Z → ee. The results are2289

shown in Figure 3.31. For an 80% signal efficiency, the object-based Emiss
T sig. is able to2290

have a 90% rejection power while the event-based Emiss
T sig. only shows a 70% rejection of2291

fake Emiss
T .2292
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Figure 3.30 – Distributions in data compared to MC predictions including all relevant
backgrounds for events in the Z→ ee selection and Emiss

T > 50 GeV for: (a) event-based
Emiss

T sig. (b) object-based Emiss
T sig. [143].
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eeνν samples with a Z→ ee selection. [143].
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2293

4 Event selection and
categorisation in the Vhbb

analysis
2294

As outlined in the introduction and Chapter 1 of this thesis the fundamental2295

search for a Higgs boson decaying into a pair of b quarks is both theoretically exciting2296

and experimentally challenging. Even with its large branching ratio of 0.581±0.007 at a2297

Higgs mass ofmH = 125.09 GeV [49], the h→ bb decay mode is overwhelmed by a huge bb2298

background. Run-1 measurements of the total fiducial cross-section of bb pair production2299

is on the order of magnitude of 10 nb [146, 147], while the total Higgs production cross-2300

section is six orders of magnitude lower [49]. So as to increase the signal-to-background2301

ratio, the approach of using the associate production with a vector boson is considered in2302

this analysis. The leptonic decay of this boson provides an efficient way to trigger on such2303

events. Thus the analysis is divided into three search channels depending on the number2304

of observed charged leptons in the final state, excluding de-facto the hadronic τs: 0-lepton2305

targeting the Z→ ν`ν` decay (with a Emiss
T trigger signature due to the neutrinos), 1-lepton2306

targeting the W→ `ν` decay and 2-leptons targeting the Z→ `∓`± decay. While the global2307

strategy is kept the same across the different channels, the background composition, the2308

signal characteristic and the systematics differ leading to small but important analysis2309

optimisations.2310

The key ingredient in the observation of the V h(bb) process is a good separation2311

between background and signal events. A Multi-Variate Analysis (MVA) using Boosted2312

Decision Trees (BDTs) has thus been developed to serve as a final discriminant on which2313

the statistical analysis described in Chapter 6 is conducted. The selection of the variables2314

used for the definition of the BDTs as well as their performance is discussed in Section 4.4.2315

A separate cross-check, aiming to study VZ(bb) events using the same MVA approach,2316

is also described here.2317

The understanding of the backgrounds is a crucial point in the analysis as it will determine2318

our confidence in the description of the discriminant, and thus in the signal observation.2319
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The background simulation is described in Section 4.1, along with the data selection.2320

Analysis dependent reconstruction effects are described in Section 4.3: since b-jets are2321

at the core of the analysis, their identification is primordial. In order to improve the2322

statistical power of the MC samples used, truth- and direct-tagging methods are discussed2323

(Section 4.3.2). The b-jets energies are then corrected in order to improve the di-jet mass2324

resolution (Section 4.3.3). Finally, the overlap techniques to avoid double-counting of2325

objects are discussed in Section 4.3.1.2326

This approach has shown in previous results to be more efficient than a simple2327

Cut-Based Analysis (CBA) using the di-jet mass discriminant. Some of the selections2328

have been kept to strengthen the performance of the MVA approach and are described in2329

Section 4.2. A separate CBA analysis is still kept as a cross-check and is discussed inside2330

this section.2331

2332

4.1 Data and simulated samples
2333

2334

Data2335

This analysis uses datasets including pp collisions recorded with the ATLAS2336

detector in stable beam conditions during Run-2 in 2015, 2016 and 2017 corresponding2337

to an integrated luminosity of L = 79.8 fb−1 collected at a centre-of-mass energy of2338 √
s= 13 TeV. In order to ensure a good quality of the collected data, all the sub-detectors2339

are required to be operational with good efficiency. The good quality of the analysed data2340

is taken care of by the ATLAS Data Quality group. On top of this requirement, events2341

corrupted from bad TileCal and LAr noise bursts are also removed.2342

Data events are also required to pass a trigger selection as mentioned in the Sec-2343

tion 3.1. This selection is dependent on the analysis channel considered and summarised2344

in Table 4.1.2345

In the 0-lepton channel, the decision is based on the magnitude of the Emiss
T vector. For2346

each data taking period, the lowest unprescaled trigger is chosen. The HLT threshold2347

was raised from 70 GeV in 2015 to 90 GeV in the first part of 2016 and finally to 1102348

GeV in 2017. With the latter, the Emiss
T trigger is shown to be fully efficient for an offline2349

reconstructed Emiss
T of 180 GeV.2350

In the 1-lepton channel, different triggers are used depending on whether the lepton is a2351

muon or an electron. In the first case, the same Emiss
T trigger as in the 0-lepton channel2352

is used. No important gain has been observed by requiring a single muon trigger for2353

those events, and the Emiss
T trigger is fully efficient for high-pT muons. As for the electron2354

94



4.1 Data and simulated samples

selection, events are required to pass one of the lowest unprescaled electron triggers with2355

pT ranging from 24 to 120 GeV in 2015 and from 26 to 300 GeV in 2017. Low pT electrons2356

must pass an isolation criteria at the HLT step.2357

In the 2-leptons channel, the leptons are required to pass either the lowest unprescaled2358

electron triggers defined in the 1-lepton case or the lowest unprescaled muon triggers with2359

pT ranging from 20 to 50 GeV in 2015 and from 26 to 60 GeV in 2017. As for the electrons2360

in the 1-lepton channel, low pT muons must pass an isolation criteria at the HLT.2361

Object L1 thr. (GeV) HLT thr. (GeV) Extra criteria Period
Emiss

T 50 70 2015
50 90 2016 (A-D3)
50 110 2016 ( ≥ D4)
55 110 2017

e 20 24 2015
26 loose ID, loose isolation 2016 & 2017

20 60 2015
60 medium ID 2016 & 2017

20 120 2015
140 loose ID 2016 & 2017
300 2017

µ 15 20 loose isolation 2015
24 medium isolation 2016 (A-D3)
26 2016 ( ≥ D4) & 2017
40 2015 & 2016 (A)
50 2015 & 2016 & 2017
60 MS only 2017

Table 4.1 – Lowest unprescaled triggers used during the 2015, 2016 and 2017 data collec-
tion periods. ’MS only’ stands for the case where only muon spectrometer reconstruction
occurs (no inner-detector information is combined). This was used to avoid discrepancies
at high energies.

MC samples2362

In order to get a correct description of the data, MC samples are generated2363

for the signal and most of the backgrounds (the special case of QCD jets is described2364

in 5.1.2). Depending on the sample, different generators are used to properly model2365

the PDF, Matrix Element, Parton Shower and hadronisation, or the Underlying Event2366

part of the process [148]. All the generators are then processed with a GEANT4-based2367

simulation of the ATLAS detector and the standard ATLAS reconstruction software to2368

allow comparison with the data. The sample weights are then scaled to the best-known2369

cross-section for the process, and corrected to get the generated number of interactions to2370

match the distribution of the dataset considered thanks to the official Pile-Up Reweighting2371

tool. The effect of triggers is also propagated to the MC samples through reconstruction2372

of the trigger decision and specific corrections [149].2373

The signal samples include three modes: Zh→ ννbb, Wh→ `νbb, Zh→ ``bb.2374

While the Wh production mode is only a quark induced process, the Zh modes can2375
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be quark or gluon induced. Therefore five samples are generated using the Powheg2376

generator for the Matrix Element (ME), with the addition of the MiNLO (Multiscale2377

Improved NLO) procedure for quark induced processes [150], interfaced to the Pythia 82378

[151] generator for Parton Shower (PS) and Underlying Events (UE) applying the AZNLO2379

tune [152] and using the NNPDF3.0 PDF set [153]. In those simulations, a Higgs mass of2380

125 GeV is assumed. The total cross-section used to normalise the samples are calculated2381

at NNLO in QCD and NLO in EW for the quark induced processes [49, 154, 155] and2382

NLO+NLL(QCD) for the gluon induced ones [49, 156, 157]. However, some EW NLO2383

corrections are supposed to have sizeable effects on the pT spectrum of the vector boson.2384

Hence a dedicated correction is extracted to correct for shape effects and applied for quark2385

induced processes.2386

The V+jets samples are crucial for the analysis as they are a dominant back-2387

ground in all the lepton channels. All the processes are generated using the Sherpa2388

2.2.1 generator [158] using the NNPDFs 3.0 set for both the ME and PS/UE steps. b-2389

and c-quarks are considered to be massless at the ME step, while massive quarks are2390

produced at the PS step. The precision of the generator depends on the number of extra2391

partons: for up to 2 extra partons the ME is computed at NLO in EW while for 3 or2392

4 extra partons the precision is only LO. The merging of the two regimes is provided2393

through a scheme based on the Catani, Krauss, Kuhn, Webber and Lonnblad (CKKW-L)2394

technique [159, 160]. Extra partons are generated at the PS level. Since the pT spectrum2395

of the vector boson is rapidly falling, the generation is divided into slices to increase the2396

statistics in the tails. The variable used to define the slices is the maximum between the2397

pT of the vector boson and the sum of the momentum of all the hard objects called HT.2398

The following slices are used:2399

[0−70,70−140,140−280,280−500,500−1000,> 1000] GeV

Furthermore, to enhance the number of events generated in the regions to which the2400

analysis is most sensitive, dedicated flavour filters have been created at the generation2401

level:2402

— b-filter: At least 1 b-hadron present, with |η| < 4.2403

— c-filter, b-veto: At least 1 c-hadron present, with pT > 4 GeV and |η| < 3,2404

and a veto on events that would pass the b-filter.2405

— c-veto, b-veto: All the events rejected by the two previous selections.2406

Those filters are not applied to the highest max(pV
T, HT) events.2407

The resonant diboson production ZW, WW, ZZ is a sub-dominant process.2408

While being well known and modelled, the hadronic decay of the Z boson into a bb2409

pair can mimic the signal using a resonant dijet mass close to the region of interest in2410

the Higgs search. Events with a W can also mimic the signal when one of the two quarks2411
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from the W decay is misidentified as a b. Those processes are simulated with the same2412

generator as for V+jets. The only difference is the separation of the two partonic regimes2413

that happens with one less extra parton. Extended VZ→ bb samples are also available2414

and are used in addition to the nominal samples to reduce the statistical uncertainties for2415

those processes.2416

The tt pair production is a dominant background in the 0- and 1-lepton channels.2417

The processes can be classified depending on the decay mode of the W boson coming2418

from the decay of the top quark: in non-all-had samples, at least one W boson decays2419

leptonically, while both must in the dilepton samples. Both processes are generated using2420

Powheg as the ME generator using the NNPDF 3.0 PDF set (NLO) that is interfaced to2421

Pythia 8 for the PS/UE generator applying the A14 set and using the NNPDF 2.3 PDF2422

set (LO). The total cross-section used for normalisation is calculated at NNLO+NNLL2423

[161].2424

top quarks can also be produced in association with another particle. Those subdominant2425

processes can be classified in three categories: s- (tb final state), t- (tq final state) and Wt-2426

channel (tW final state) as represented in Figure 4.1d. The same generators are used for2427

the single-top generation. All the W bosons generated are required to decay leptonically.2428

The cross-section used for the normalisation is calculated at NLO [162, 163]. The only2429

peculiarity is the t-channel single top in the 2-leptons channel is simulated using a fast2430

simulation of the detector (AF2) instead of the regular full simulation. The mass of the2431

top quark is set to 172.5 GeV in all simulations.2432

In order to simulate the effect of the pile-up in all the MC production, samples2433

are overlaid with minimum bias events that are generated using Pythia 8 applying the2434

A3 tune and using the NNPDF 2.3 PDF set. Their simulation is set accordingly to the2435

luminosity profile of the data period. As this profile differed between years, MC samples2436

are generated independently for two periods: "a" for the luminosity profile of 2015 and2437

2016 and "d" for the luminosity profile of 2017. A higher number of events was requested2438

for the second period to take into account the higher data statistics of this period.2439

All the available MC are listed in Table 4.2 and all the Feynman diagrams of2440

the backgrounds are shown in Figure 4.1.2441

Process PDF ME PS+UE tune
qq → Vh PDF4LHC15NLO Powheg +GoSaM+MiNLO Pythia 8 AZNLO
gg→ Zh PDF4LHC15NLO Powheg Pythia 8 AZNLO

V+jets/VV NNPDF 3.0 NNLO Sherpa Sherpa Sherpa
tt/single-top NNPDF 3.0 NLO Powheg Pythia 8 AZNLO

Table 4.2 – Monte Carlo generators and their parameters in the V h(bb) analyses.

The case of QCD background2442

Due to the jet enriched final state of the search, the main backgrounds should2443

have been processes leading to the massive production of di-jet. However, as explained2444
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Figure 4.1 – Feynman diagrams for the production of SM processes that contribute as
background events to the V h(bb) analysis: a) weak vector boson production with two
additional quarks, b) production of a pair of vector boson, c) production of a tt pair, d)
production of single top quarks in the s-, t- and Wt-channel (from left to right).

in the introduction, the requirement of leptons, as well as the b-tagging, significantly2445

reduces the number of such events. Indeed if any leptons should appear, they would be2446

collimated with the jets and therefore would not pass the isolation criteria. Furthermore,2447

the b-tagging requirement makes it very challenging to model this background with MC2448

samples, since the number of events would be very low. Therefore a dedicated procedure2449

based on data-driven estimation is used as described in Section 5.1.2450

2451

4.2 Event selection
2452

2453

In order to increase the signal to background ratio, a set of requirements is set2454

on the events. The analysis is based on the generation of two objects (the vector boson2455

V and the Higgs boson) whose decays impose useful criteria for the selection.2456

Starting with the Higgs boson, two b-tagged jets are required in the final state.2457

The jets entering the selection must pass some basic kinematic criteria. Their pT must be2458

greater than 20 GeV, and pass a JVT (defined in Section 3.2.2.3) as well as an |η|< 2.4 cut2459

if their pT is below 60 GeV, or simply |η|< 2.5 above. This so-called "central-jet" topology2460

is completed by a "forward-jet" category defined by the jet in the 2.5 < |η| < 4.5 region2461
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and passing a 30 GeV pT cut. The selection and classification criteria are summarised2462

in Table 4.3. The central-jets have their b-tagging score evaluated from the MV2c102463

classifier introduced in Section 3.2.2.4 with a working point selected that corresponds to2464

roughly 70% of the signal efficiency. Only events with two b-tagged jets are kept. Thanks2465

to the high mass of the Higgs boson and in order to reject low-pT multi-jet and V+jets2466

events, more stringent momentum cuts are set. The b-tagged labelled jets are ordered by2467

pT and the leading one is required to pass a pT > 45 GeV cut. Those two jets are called2468

signal-jets and are used in the Higgs boson reconstruction. An extra jet can be accepted2469

from the central- or forward-jet category. Categories are therefore defined depending on2470

the final number of jets kept. Events with no-extra-jets will populate the 2tag2jets Signal2471

Region (SR). In order to reject high multiplicity events coming mainly from tt only events2472

with one additional jet are kept in the 0- and 1- lepton channels to populate the 2tag3jets2473

SR. In the 2-leptons channel, where the tt contamination is quite low, all events with2474

more than 3 jets are accumulated in a 2tag-3+jets SR. In order to be consistent in the2475

naming across the different regions, this SR will be denoted by 2tag3jets.2476

Jet Category Selection Requirements

Forward Jets
pT > 30GeV

2.5≤ |η|< 4.5

Signal Jets

20GeV≤ pT < 60GeV pT ≥ 60GeV
|η|< 2.4 or |η|< 2.5
JVT cut

Table 4.3 – Requirements for the jet selection and classification.

In the vector boson final state, a certain number of electrons or muons are2477

expected as explained in the introduction. Leptons are classified into 3 categories: VH-2478

loose, ZH-signal and WH-signal. The distinction between the classes is summarised in2479

Table 4.4. The 0-lepton channel is defined as events containing 0 VH-loose leptons. The 1-2480

lepton channel must contain only 1 WH-signal lepton. The 2-leptons channel must contain2481

2 VH-loose same-flavour leptons, one of which at least must be a ZH-signal lepton. The2482

two leptons are required to have opposite charges in the di-muon channel. This is not2483

requested in the di-electron channel due to the high rate of charge misclassification (up2484

to a few per cent [117]) due to electron-positron pair creation after a bremsstrahlung2485

effect. In order to reject the QCD background and enhance the S/B ratio, the pT of2486

the reconstructed vector boson (Emiss
T ,Emiss

T + pleptonT , or ∑pleptonT ) is required to be at2487

least 150 GeV. In the 0-lepton channel, this requirement selects events which are not on2488

the trigger efficiency plateau (obtained at a reconstructed Emiss
T of 180 GeV). Therefore2489

dedicated SF are derived to take into account the data/MC mismodelling in this region,2490

with dedicated systematics. In the 2-leptons channel, the lepton triggers allow a low-pT2491

region ([75,150] GeV) to be created which improves slightly the sensitivity of the channel.2492

Further cuts are imposed in order to better reject the poorly modelled QCD2493

multi-jet background or to define control regions to better model and control the main2494

backgrounds. Those cuts are depending on the physics phase space, and are therefore2495

defined in each of the lepton-channels.2496
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Lepton Selection pT η ID dsig0 w.r.t. BL |∆z0 sinθ| Isolation
electrons

VH-Loose >7 GeV |η|< 2.47 LH Loose < 5 < 0.5 mm LooseTrackOnly
ZH-Signal >27 GeV Same as VH-Loose
WH-Signal Same as VH-Loose LH Tight Same as VH-Loose FixedCutHighPtCaloOnly

muons
VH-Loose >7 GeV |η|< 2.7 Loose quality < 3 < 0.5 mm LooseTrackOnly
ZH-Signal >27 GeV |η|< 2.5 Same as VH-Loose
WH-Signal >25 GeV |η|< 2.5 Medium quality < 3 < 0.5 mm FixedCutHighPtTrackOnly

Table 4.4 – Requirements for the classification into the different lepton categories.

— 0-lepton channel: in order to suppress events in a region where the trigger2497

efficiency dependence on jet activity is poorly modelled, a cut on the scalar2498

sum of the pT of the jets (ST) is set to be greater than 120 GeV in the2499

2 jets SR and 150 GeV in the 3 jets SR. In order to reduce the multijet2500

backgrounds a set of kinematic and geometrical cuts are applied. Those2501

cuts involve quantities such as the signal-jets pT, the Emiss
T and the pmissT2502

(described in Section 3.2.3). The optimisation that provides the cut values2503

is described in Section 5.1.1.2504

— 1-lepton channel: in order to reject QCD multi-jet events in the electron2505

channel a cut on the Emiss
T is set at 30 GeV. A W +hf control region (CR)2506

is designed to better constrain this important background. Events passing2507

the two cuts mbb < 75 GeV and mtop > 225 GeV enter the CR while the rest2508

populates the SR. The mtop is defined in Section 4.4.2509

— 2-leptons channel: since all the products of the vector boson decay can2510

be reconstructed, a window cut is placed on the di-lepton mass: 81 <mll <2511

101 GeV. It helps to reduce the non-resonant backgrounds such as QCD2512

multi-jets, which then become negligible, and tt. For the latter, a dedicated2513

CR is set by requiring opposite flavour leptons and called Top-eµ CR. It uses2514

the same kinematic cuts as the SR.2515

These selections define eight signal regions (two for each number of jet bin times2516

one or two pV
T regions times three lepton channels). All the cuts are summarised in2517

Table 4.5.2518

4.2.1 The Cut Based Analysis approach2519

In order to provide a complementary result in the light of the search that was2520

conducted in Run-1 [13], a resonant di-jet mass analysis is performed with a lower sensi-2521

tivity than the MVA analysis. More than just a cross-check, this analysis also provides the2522

theoreticians with an analysis including a clearer method for the signal selection. Because2523

of the important background remaining after the cuts described previously, a second set2524

of cuts based on the ones from Run-1 are applied to the events. In the simple 1→ 22525

100



4.2 Event selection

Selection 0-lepton 1-lepton 2-lepton
e sub-channel µ sub-channel

Trigger Emiss
T Single lepton Emiss

T Single lepton

Leptons 0 VH-loose leptons 1 WH-Signal electron 1 WH-Signal muon 2 VH-loose leptons
≥ 1 ZH-Signal lepton

Emiss
T > 150 GeV > 30 GeV – –

mll – – 81 GeV <mll < 101 GeV
Jets Passing selection cuts in Table 4.3
Number of jets Exactly 2 / Exactly 3 jets Exactly 2 / ≥ 3 jets
b-jets Exactly 2 b-tagged jets
Leading b-tagged jet pT > 45 GeV
HT > 120 (2 jets), >150 GeV (3 jets) – –
min[∆φ(

−−−→
EmissT , ~jets)] > 20◦ (2 jets), > 30◦ (3 jets) – –

∆φ( ~EmissT , ~bb) > 120◦ – –
∆φ(~b1,~b2) < 140◦ – –
∆φ( ~EmissT , ~pmiss

T ) < 90◦ – –
pVT regions > 150 GeV 75 GeV < pVT < 150 GeV, > 150 GeV

Signal regions All events mbb ≥ 75 GeV or mtop ≤ 225 GeV Same-flavour leptons
Opposite-sign charges (µµ sub-channel)

Control regions – mbb < 75 GeV and mtop > 225 GeV Different-flavour leptons
Opposite-sign charges

Table 4.5 – Summary of the selections applied in the different lepton-channels in the
V h(bb) analysis.

body decay, a relation can be established between the angular separation of the 2 bodies2526

∆R(b1,b2) and the initial pT and mass of the object:2527

∆R(b1,b2)∝ 2m
pT

Since the Higgs is recoiling against the vector boson in the reference frame of2528

the detector, the Higgs boson momentum pH
T is equal to the vector boson momentum pV

T.2529

Therefore at high pV
T, the angular separation of the two b-quarks is reduced, which is not2530

the case for the other backgrounds, where the V+jets distribution is quite flat, and the2531

tt is peaking at high values as seen from the post-fit Figure 4.2 obtained in the MVA2532

analysis (therefore without the CBA specific cuts). Hence a pV
T dependent ∆R(b1,b2) is2533

designed to increase the signal-to-background ratio as presented in the Table 4.6. The pV
T2534

binning is modified with respect to the MVA analysis by splitting the > 150 GeV bin into2535

two bins [150,200] GeV and > 200 GeV to benefit from more flexibility in the ∆R(b1,b2)2536

cut and to take advantage of enhanced S/B at high pV
T.2537

In order to reduce even more the backgrounds in the 1- and 2-leptons channels,2538

some lepton-channel dependent cuts are designed:2539

— 1-lepton channel: the transverse mass of the reconstructed W boson, de-2540

fined as the transverse component of the sum of the lepton and Emiss
T 4-2541

vectors, is selected to be lower than 120 GeV;2542

— 2-leptons channel: the event based Emiss
T significance defined as the ratio2543

of the Emiss
T over the sum of the leptons pT called ST is selected to be lower2544

than < 3.5
√

GeV.2545
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Since the mbb distribution is sufficient to constrain the W+hf background in the2546

1-lepton channel, no specific control region is needed. On the contrary, the 2-leptons2547

Top-eµ CR is kept to constrain the tt contribution to the shape.2548
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Figure 4.2 – MVA post-fit distribution of the ∆R(b1,b2) in the 0- (left), 1- (centre) and
2-leptons (right) channels obtained with L= 79.8 fb−1 of data.

pV
T region

[75,150] GeV (2-leptons only) [150,200] GeV > 200 GeV
∆R(b1,b2) < 3.0 < 1.8 < 1.2

Lepton channel
0-lepton 1-lepton 2-leptons

mW
T – < 120 GeV –

Emiss
T /

√
ST – – < 3.5

√
GeV

Table 4.6 – Summary of the selections applied for the CBA specific cuts

2549

4.3 Event reconstruction
2550

2551

From the reconstruction of the objects selected in the V h(bb) analysis, a few2552

corrections are applied to the events both in the MC and in the data. First, an Overlap2553

Removal procedure is applied to avoid the double-counting of objects in the analysis2554

(Section 4.3.1). As the analysis is targeting a b-jet final state, considerations on the b-2555

tagging are crucial to improve the final result. In order to increase the statistical power of2556

the produced MC facing a b-tagging requirement the truth-tagging method is employed2557

(Section 4.3.2). Then the energy of the b-tagged jets is corrected to take into account2558

physics effect such as Final State Radiation (FSR) or energy resolution degradations2559

(Section 4.3.3).2560
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4.3.1 Overlap Removal procedure2561

During the object reconstruction, some information can be shared between ob-2562

jects and some ambiguity can appear in their properties. An iterative procedure, called2563

Overlap Removal (OR), is used to remove the duplicated objects from the initial contain-2564

ers. The algorithm is designed in the following way:2565

1. τ - lepton: if ∆R(τ, lep)< 0.2, unless if the lepton is a muon that is not a combined2566

muon and has pT
τ > 50 GeV, the τ is removed to account for τ misreconstruction.2567

2. electron - muon: if the two objects are sharing an ID track, the muon is removed if2568

it is combined, otherwise the electron is removed, to account for the misconstruction2569

of muons.2570

3. electron - jet: if ∆R(e,jet)< 0.2 the jet is removed, else if ∆R(e,jet)<min(0.4,0.04+2571

10GeV/pe
T) the electron is removed, as it is likely to originate from the soft emission.2572

4. muon - jet: if ∆R(muon,jet) < 0.2 or the muon and the jet are sharing the same2573

ID track, and one of the two conditions are met: (N tracks
pT<0.5GeV < 3 or pµT /p

jet
T > 0.52574

and pµT /
∑
p
tracks pT>0.5GeV
T > 0.7) the jet is removed, since it is likely to come from2575

the muon showering in the calorimeter.2576

Else if ∆R(µ,jet)<min(0.4,0.04 + 10GeV/pµT) the muon is removed.2577

5. τ - jet: if ∆R(τ,jet)< 0.2 the jet is removed, as the signatures are similar while the2578

τ reconstruction holds more information.2579

The Emiss
T uses all the objects as it is evaluated before the OR procedure. How-2580

ever, to avoid a double-counting, objects that have a topo-clusters already used in the2581

computation, are rejected.2582

4.3.2 b-jet tagging strategies2583

The strategy presented in Section 3.2.2.4 for the selection of jets coming from a2584

B-hadron, and referred to as direct-tagging, strongly rejects events containing any other2585

quarks in the MC sample. Considering using those samples in the training of an MVA2586

method to better classify the events, having an adequate number of events is crucial to2587

get a good classification. Therefore a different technique based on weighting the events2588

instead of rejecting them is applied and referred to as truth-tagging. In this method, all2589

the events will be kept in the analysis but will get a weight that will reflect the probability2590

that they satisfy the b-jet tagging criteria. This weight is based on b-tagging efficiency2591

maps provided by the Flavour Tagging Combined Performance group as described in2592

Section 3.2.2.4 that are divided in b-,c- and light-flavour regions. An individual jet weight2593

εj is extracted from its reconstructed pT and η and by choosing the correct map thanks to2594

its truth content. If more jets are required than the number of b-tagged jets, the weight2595

assigned to those extra-jets is the complementary to individual weight 1− εj . Then a2596

combination of the weights is calculated for all the jets selected in the event to get the2597

final truth-tagging event weight wtot:2598
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— if 2 jets are selected and 2 are required to be b-tagged : wtot = εj1 · εj22599

— if 3 jets are selected and 2 are required to be b-tagged :2600

wtot = (εj1 · εj2(1− εj3)) +
(εj1 · εj3(1− εj2)) +
(εj2 · εj3(1− εj1))

An example of the impact on the final yield in the W+jets samples is given in2601

Table 4.7. The statistical errors are greatly reduced in all the events not containing a2602

b-quark, however, some important discrepancies can be observed in event yields for the2603

other categories. By considering those two effects, it was decided to apply truth tagging2604

only on the V+jets samples depending on the true flavour of the jets: V+cc, V+cl, V+l,2605

and the di-boson WW sample.2606

4.3.3 b-jet corrections for mass resolution2607

Among all the variables reconstructed in the analysis, the invariant mass of the2608

two b-jet is of great importance. It either acts as the final discriminant (CBA) or is used2609

as a discrimination tool to separate non-resonant backgrounds such as tt, single-top or2610

V+jets in the MVA analysis. The di-boson resonant background can also be distinguished2611

from the Higgs boson signal thanks to the difference in invariant mass. Some procedures2612

are therefore used to improve the b-jet invariant mass resolution, acting on jets or events2613

that passed the basic selection criteria defined in Section 4.2. As the analyses are using the2614

Emiss
T variable it is important that those corrections are not propagated in the calculation2615

of this variable.2616

Muon-in-jet2617

The nature of the b-hadron decays involves two W bosons which can decay lep-2618

tonically. While the energy of electrons is measured through deposits in the calorimeters,2619

the muons’ energy deposit in calorimeters is negligible because they behave as minimum2620

ionising particles. 12% of the b-jets passing the selection are shown to contain at least2621

one reconstructed muon. Those muons are then ordered by the distance with respect to2622

the jet axis, and only the closest one is kept. The muon 4-vector is then simply added to2623

the jet 4-vector after suppressing its deposited energy in the calorimeter to avoid double-2624

counting.2625

The effect of those two procedures is to shift the di-jet mass peak toward the2626

predicted mh = 125 GeV value as well as to reduce the width of the distribution, as shown2627

in Figure 4.3.2628
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Process Direct Tag Yield Truth Tag Yield
Wbb 1586.52 ± 15.82 2097.21 ± 13.19
Wbc 247.86 ± 7.28 306.35 ± 2.06
Wbl 128.02 ± 5.86 140.63 ± 0.41
W cc 117.89 ± 13.24 173.45 ± 1.55
W cl 146.70 ± 16.94 125.78 ± 0.30
W l 9.65 ± 11.33 29.62 ± 0.04

Table 4.7 – W+jets direct tag and truth tag yields in the 2tag2jets region in the 1-lepton
channel

pT-reco2629

After correcting for possible muons, a pT correction is applied to the jets. This2630

aims to correct for various effects such as the low-pT out-of-cone energy deposit, resolution2631

effects, or neutrinos’ energy. This correction is derived from 2-leptons signal Zh→ `+`−bb2632

events as a pT dependent scale factor comparing the distributions of the truth jets and2633

the reconstructed ones using the same b-tagging algorithm. The SFs are determined2634

separately for jets that contain an electron or a muon inside the jets (Semi-leptonic events)2635

and in the fully-hadronic case. These corrections are applied to the 0- and 1-lepton2636

channels.2637

Kinematic fitter2638

In the case of the 2-leptons analysis, the full event can be reconstructed thanks2639

to the lack of neutrinos in the final state. Since the lepton resolution is of the order of 1%2640

while the jet resolution is of the order of 10%, the balancing of the Z system to the Higgs2641

can be used to constrain the b-jet resolution. The procedure varies the b-jets and leptons2642

momentum in order to minimise a likelihood that takes into account the following terms:2643

2644

— a Breit-Wigner term for the mass of the di-lepton to be consistent with the2645

mass of the Z-boson.2646

— a Gaussian term for the component of the ZH system to be centred at 0 with2647

a width of 9 GeV (determined from ZH MC truth information).2648

— a Gaussian term for the b-jet and lepton pT to be consistent with the mea-2649

sured value within its resolution.2650

— an additional prior to take into account the true jet pT in the same way as2651

done in the pT-reco corrections.2652

Since the lepton resolution is better than the jet ones, the main effect is observed in the2653

di-jet mass. The addition of a third jet smears the balancing effect, and thus corrections2654
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are weaker in this case. In the 4+ jet category, the effect is so small that the pT-reco is2655

used.2656

The overall effect of the corrections is presented in Figure 4.3, and a final 20 to2657

40 % improvement can be observed on the mass width.2658
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Figure 4.3 – Comparison of mbb for the Nominal, muon-in-jet, pT-reco and Kinematic Fit
for the 2-leptons channel high pT (V) channel.

2659

4.4
Event categorisation: the Boosted Decision
Trees

2660

2661

As presented in Section 4.2.1, in the search for a V h(bb) signal, the mbb variable2662

is of particular interest to separate signal from backgrounds. However, to increase this2663

sensitivity additional cuts are needed on variables such as pV
T or ∆R(b1,b2). The design of2664

the cuts is optimised by doing 1- up to 2-dimensional cuts, very often not properly using2665

the correlation scheme between the variables. In the light of the recent development2666

of smart algorithms used in classification and predictions areas of industry as well as2667

academy, Multivariate Algorithms are constructed to make full usage of all the information2668

available in order to extract weak correlations between variables. The special Boosted2669

Decision Trees algorithm that is used in the V h(bb) analysis is described in Section 4.4.1,2670

while its application for the VH result is presented in Section 4.4.2.2671
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4.4.1 Multivariate Algorithms2672

Behind the idea of Multivariate Algorithms is that the exploitation of a reduced2673

set of variables is always sub-optimal to the case where the full phase space is taken2674

into account in the description. Calling a physics outcome from this phase space y from2675

an n-dimensional phase space (x1, . . . ,xn), the main job is to relate the estimated value2676

ŷ to the observed values (x1, . . . ,xn) from the estimator ŷ = f̂(x1, . . . ,xn). The point of2677

Multivariate Algorithms is to find this estimator. Depending on the type of solution which2678

is expected from the algorithm, two categories can be defined. If the question aims at2679

predicting a quantitative result, as "given this event what is the most likely value for y",2680

then the algorithm is called regression. Alternatively, if the question aims at categorising2681

the event into 2 or more classes (y = {ClassA, ClassB . . .}), then the algorithm is called2682

classification. The second one is of particular interest for the V h(bb) analysis as it allows2683

a discriminator variable to be created that separates the backgrounds from the signal.2684

The Multivariate Algorithms are also based on a two-phase approach. In order to2685

construct the predictive model it needs to be trained by events which contain partially or2686

the full phase space variables (x1, . . . ,xn) and the truth output y. The goal is to automatise2687

its construction in order to learn from this n-dimensional space the features requested by2688

the user, depending on whether it is a regression or classification algorithm. Once trained2689

the algorithm can be tested by how well it reproduces the distribution of outcomes y.2690

This application phase is used in either the efficiency tests on the training or the final2691

evaluation on the data. One of the main issues is not to overtrain the system, where2692

it learns individual features from the set of events given, that is finite by construction.2693

In most cases, the initial sample is divided into orthogonal subsets which are used to2694

make cross-validations for each training by evaluating the outcomes obtained between the2695

training and testing sets. The higher the number of folds, the higher number of events2696

in the training sample is, and therefore the more resilient the training is to overtraining.2697

However, increasing the number of folds comes at the cost of complexity in the analysis2698

and speed of the training algorithm. In the case of the V h(bb) analysis, the choice was2699

made to have a 2-fold training.2700

From all the libraries providing MVA tools, the choice of the V h(bb) analysis2701

has been to use the TMVA package [164] thanks to its good interface with the Root [165]2702

framework used.2703

Decision Tree2704

Amongst the classification algorithms, decision trees are the simplest predictive2705

models and have the benefit to be similar to the cut-based analyses. The Decision Tree2706

(DT) is an algorithm based on nodes regrouping events from a specific region of the2707

phase-space. They are created recursively and related to each other by a series of cuts on2708

one of the variables available. A typical representation of a DT and its nodes is given in2709

Figure 4.4. The choice of the value of the cut and the variable is determined thanks to a2710
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predefined criterion that provides the largest separation between Signal and Background.2711

In the case of the V h(bb) analysis, the Gini index is evaluated:2712

Gini=
Nevents∑

i

Wi

p(1−p)
where p= ns

ns+nb
is the signal purity in the considered node and∑Nevents

i Wi is the weighted2713

sum of events in the node. The sum of weights is normalised for the Signal and Background2714

separately before the training not to give the background events a bigger influence. This2715

index is evaluated for both the parent and children nodes and by varying the cut on a2716

binned version of the variables (typically using 100 bins) considered:2717

∼
G=Giniparent−Ginichild,1−Ginichild,2

The optimal cut is chosen to maximise this
∼
G value, therefore the same variable can be2718

reused several times in the training as shown in Figure 4.4.2719

The growth of the node is ended when specific conditions are met:2720

— Minimum Node Size: if the number of events falling into the children node2721

is below a threshold (could be 5% of training events or 200 events),2722

— Max Depth: if the distance from the root node is equal to a threshold (typi-2723

cally 3 or 4), as shown in Figure 4.42724

The node is set to be a leaf and is no longer sub-divided. It is therefore classified as a Signal2725

or Background node and is given a score that is either the signal purity defined above or,2726

in the case of the V h(bb) analysis, a +1 score if the leaf contains a majority of Signal2727

and -1 for Background. Very small differences are reported by the TMVA collaboration2728

on the use of either option [164].2729

To avoid overtraining, the trees can be pruned, removing leaves and branches2730

with a small number of events per node and thus sensitive to statistical fluctuations.2731

This reduces the performance of the classification but improves the metrics used to check2732

for overtraining. However, since no clear sign of overtraining is observed in the V h(bb)2733

analysis, no pruning methods are applied here.2734

Boosted Decision Trees2735

As the Decision Trees are sensitive to the input number of events, their structure2736

might fluctuate leading to overtraining. Furthermore, the effects of one DT are not that2737

different from the cut-based approach, if not for the automatisation of the variable and cut2738

value choice. A so-called forest of trees can be constructed to overcome those problems.2739

The idea is to construct weaker classifiers that will learn from the mistakes of the previous2740
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S S S B S B S B

Var 1 > c1Var 1 < c1

Var 2 > c2Var 2 < c2Var 3 > c3Var 3 < c3

Var 1 < c4Var 1 > c4

Figure 4.4 – Schematic figure of a decision tree. Each node is coloured proportionally to
its content in Signal (Red) and Background (Blue). Each node is divided into sub-nodes
by the evaluation of a simple cut as represented by vari > /< cuti. The final node output
S or B is decided on the majority of events composing the node. Here the maximal depth
of the decision tree is fixed to 4.

trees and to combine them in a smart way to build a stronger classifier. This method is2741

called boosting and can improve drastically the performance of the analysis, making it2742

at the same time more complex to understand. A large number of trees can also lead to2743

overtraining. The misclassified events by a DT (signal events falling into a Background2744

leaf and vice versa) are reweighted before entering a new DT training so that this new2745

training tries to improve the classification of those events. This newly produced tree will2746

enter in the final combination of trees and the procedure is repeated until some criteria,2747

such as the total number of trees, is met.2748

The boosting procedure used in the V h(bb) analysis is called AdaBoost [166]2749

and is one of the most popular algorithms available. It uses the following definition for2750

the misclassification:2751

errm =
∑
iWi · (1− δ(yi− ŷmi ))∑

iWi

where δ is the Dirac distribution, yi the true classification of the event i and ŷi the result2752

of the classification of the tree m. The reweighting factor to be applied to the misclassified2753

events is then defined as:2754

bm = eαm with αm = β log 1− errm
errm

where the β factor is the learning rate ranging between 0 and 1 and chosen by the user.2755

In the V h(bb) analysis, this factor is chosen to be 0.15. The higher the learning rate, the2756

more likely it is to over-shoot, while the lower it is, the more trees it takes to converge on2757

a proper solution. The final weighted sum of trees is defined as:2758

T =
Ntrees∑
m=1

αmTm
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where Tm is the nth trained DT. Since the αm boosting weights are supposed to decrease2759

with the number of trees, as the misclassification is smaller and smaller, all the added2760

trees can be perceived as corrections to the initial DT targeting specific zones of the phase2761

space. Since the output is a weighted sum of the response of each tree, the final BDT2762

output is a pseudo-continuous distribution of scores between [-1,1].2763

4.4.2 Application to the Vh resonance2764

The introduced BDTs are used in the V h(bb) analysis taking advantage of the2765

initial event selection described previously. They use the MC samples introduced in2766

Section 4.1, combining all the Vh samples in a unique Signal sample while the rest is2767

combined in the Background one. Each background process is normalised to its relative2768

contribution in the final analysis phase space in order not to bias the discriminator for2769

differences in the number of events.2770

Only a few variables are used in the training, as any addition of poorly modelled2771

ones could disturb the good construction of the BDTs. In principle the addition of less2772

discriminating variables in the BDTs would not decrease the performance, however, it2773

increases the computational time of the training and the evaluation, which is a criterion2774

in the choice of the number of variables used. The procedure applied to the selection is a2775

recursion. It starts by evaluating the performance of the BDT with the best discriminating2776

variable: the di-jet massmbb. Then the iteration proceeds by adding one by one kinematic2777

and geometrical variables that could enhance the good separation while being correctly2778

modelled. The process is stopped when variables do not bring any improvement in the2779

statistical binned sensitivity in the process:2780

S =
√∑

i

(2 · ((si+ bi) · log1 + si/bi− si))

The list of variables is shown in Table 4.8 and is mainly inherited from the Run-1 analysis2781

which is shown to be still optimal. Furthermore in order not to be affected by the tail of2782

distributions which would waste BDT degrees of freedom for a small number of events a2783

hard cut on the 99% of the distribution is set. All the overflow events are thus summed into2784

one bin. The good data/MC modelling of the variables used in the training is shown in the2785

2tag2jets for events with pV
T > 150 GeV the 0-lepton (Figure 4.5), 1-lepton (Figure 4.6),2786

2-leptons (Figure 4.7) channel.2787

The events are then separated into the 8 SRs defined previously, where one BDT2788

is trained using a 2-fold scheme per region. The two MC data periods "a" and "d" are2789

summed together to increase the statistics. At the evaluation step, both BDT scores will2790

be stored in the same histograms since they represent the same physics sample. The2791

options used for the BDT training are presented in Table 4.9. They are the result of2792

some hard choices (like for the boosting procedure or separation type), or due to some2793

dedicated studies based on optimisations. For instance, the number of trees is chosen2794
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Figure 4.5 – Post-fit distributions of the variables used in the BDT training in the 0-lepton
channel using only the 2tag2jets events. A data-MC comparison is shown in the bottom
pad of each plots, and no important mismodelling is observed. Plotted variables are a)
the dijet invariant mass mbb, b) the leading jet pT c) the second leading jet pT d) the
Emiss

T that is also the vector boson pV
T e) the φ angle between the vector boson and the

reconstructed Higgs boson f) the difference in pseudo-rapidity between the two b-tagged
jets g) the scalar sum of the Emiss

T and the pT of all the signal jets called Meff or HT .

such that adding more trees doesn’t bring any sensitivity improvement. An overtraining2795

is performed by looking at the test and training sample shapes as presented in Figure 4.8.2796

To assess the discriminating power of the technique the Receiver Operating Characteris-2797
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Figure 4.6 – Post-fit distributions of the variables used in the BDT training in the 1-lepton
channel using only the 2tag2jets events. Plotted variables are a) the dijet invariant mass
mbb, b) the leading jet pT c) the second leading jet pT d) the reconstructed vector boson
pV

T e) the φ angle between the vector boson and the reconstructed Higgs boson f) the
Emiss

T g) the minimal φ angle between the lepton and the b-tagged jets h) the transverse
mass of the reconstructed W boson i) the difference in rapidity between the reconstructed
Higgs and vector bosons j) the reconstructed top mass

tic (ROC) curve which shows the background rejection power with respect to the signal2798

efficiency when cutting on the BDT score is computed as shown in Figure 4.9. A good2799

rejection would maximise the area, while a random classifier would have a diagonal re-2800

sponse.2801
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Figure 4.7 – Post-fit distributions of the variables used in the BDT training in the 2-
leptons channel using only the 2tag2jets events in the high-pV

T bin. Plotted variables
are a) the dijet invariant mass mbb, b) the leading jet pT c) the second leading jet pT
d) the reconstructed vector boson pV

T e) the φ angle between the vector boson and the
reconstructed Higgs boson f) the η angle between the vector boson and the reconstructed
Higgs boson g) the invariant mass of the two leptons mll
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Variable Name 0-lepton 1-lepton 2-lepton
mjj mBB X X X

∆R(jet1, jet2) dRBB X X X
pjet1
T pTB1 X X X
pjet2
T pTB2 X X X
pVT pTV X X X

∆φ(V,H) dPhiVBB X X X
|∆η(jet1, jet2)| dEtaBB X
Meff (Meff3) HT X

Emiss
T MET ≡ pVT X

min(∆φ(`,jet)) dPhiLBmin X
mW
T mTW X

∆Y (W,H) dYWH X
mtop mTop X

Emiss
T significance METSig X

∆η(V,H) dEtaVBB X
m`` mLL X

Only in 3 Jet Events
p

jet3
T pTJ3 X X X
mjjj mBBJ X X X

Table 4.8 – Variables used to train the Vh BDT.

tmva Setting Value Definition
BoostType AdaBoost Boost procedure

AdaBoostBeta 0.15 Learning rate
SeparationType GiniIndex Node separation gain
PruneMethod NoPruning Pruning method

NTrees 200 Number of trees
MaxDepth 4 Maximum tree depth

nCuts 100 Number of equally spaced cuts tested per variable per node
nEventsMin 5% Minimum number of events in a node

Table 4.9 – Configuration parameters used for the BDT training.
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Figure 4.8 – BDT distributions of the signal (blue ) and the sum of all the backgrounds
(red) in the 2tag2jets regions for the 0- (top), 1- (middle), and 2-leptons (bottom) chan-
nels. In each channel, the training and testing samples for the odd (right) and even (left)
folds are plotted. Since the distributions tend to agree, no sign of overtraining is observed.
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Figure 4.9 – ROC curves of the BDT classifier in the a) 0-lepton channel b) 1-lepton
channel c) 2-leptons channel. Similar good background rejections can be observed
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2802

5 Background estimation and
modelling

2803

The determination of the behaviour of the background is of particular impor-2804

tance in the observation of a Higgs signal, from the fit to the MVA discriminant or the2805

distribution of the low-level variable mbb. Section 4.1 has already introduced the main2806

backgrounds as well as their determination based on MC samples, except for the QCD2807

multi-jet one that is based on data-driven techniques which will be described in Sec-2808

tion 5.1. The estimation extracted from MC simulations raises as many questions as a2809

data-driven method, as undertaken for the Higgs discovery in the γγ channel. The choice2810

of a MC generator implies several assumptions on the models governing the simulations.2811

In order to get as close as possible the real shapes for the real processes, variations are2812

considered in both the normalisations and the shapes. These processes are discussed in2813

Section 5.2.2814

2815

5.1 The rejection of multi-jet events
2816

2817

With the requirements set on Section 4.2, the residual contributions from the2818

multi-jet backgrounds are very hard to model by MC generators, due to the b-tagging2819

requirement as well as because of the significant cut on pV
T. The remaining events passing2820

the lepton identification cuts are due to photons from jet decays reconstructed as electrons,2821

or semi-leptonic decays of heavy-flavour jets in the 1-lepton channel, the 2-leptons channel2822

being safer due to the reduced probability of having such processes twice. In the latter2823
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channel, a dedicated same-sign lepton analysis is conducted to assess the amount of QCD2824

events. Being a negligible contribution (respectively 0.3% and 1.4% in the electron and2825

muon channel), those events are not considered in the analysis. The poor reconstruction of2826

the objects can also lead to an important shift in the measured parameters, thus creating2827

fake Emiss
T , which would leak multi-jets events in the 0- and 1-lepton channel. Such events2828

are discarded thanks to specific cuts leaving a negligible contribution in the 0-lepton2829

channel as described in Section 5.1.1, while a data-driven estimate based on template2830

methods is used in the 1-lepton channel as explained in Section 5.1.2.2831

5.1.1 The 0-lepton channel2832

Badly reconstructed jets in QCD events are a source of spurious Emiss
T , which2833

tends to be aligned in the jet direction. In order to reduce this source of background,2834

selections inherited from the Run-1 analysis have been re-optimised using the Run-2 data2835

and MC samples. The following variables are used for this selection: |∆Φ(
−−−→
EmissT ,

−−−→
pmissT )|,2836

|∆Φ(b1, b2)|, |∆Φ(
−−−→
EmissT ,~h)|, min[|∆Φ(Emiss

T , jets)|]. Here Φ is the azimuthal angle and2837

b1 and b2 are the two selected b-jets forming the Higgs candidate h.
−−−→
pmissT is defined2838

as the negative sum of the transverse momenta of the tracks associated to the primary2839

vertex of the event and passing a set of quality cuts as described in Section 3.2.3. In the2840

min[|∆Φ(Emiss
T , jets)|] calculation, only the three leading signal jets are considered, but2841

when no third signal jet passes the selection requirements, the leading pT forward jet is2842

considered instead.2843

From the MC QCD di-jet samples, it is not possible to obtain a reliable estimate2844

of the multi-jet contamination in the signal categories due to limited statistics following2845

the full application of the 0-lepton event selection. Therefore, a data-driven estimation is2846

used instead.2847

The nominal 0-lepton event selection uses four anti-QCD cuts in order to reduce2848

the multi-jet contamination within the 0-lepton signal regions:2849

— |∆Φ(
−−−→
EmissT ,

−−−→
pmissT )| < 90◦, to remove contributions from Emiss

T mismeasure-2850

ments since the two quantities should be aligned with each others.2851

— |∆Φ(b1, b2)| < 140◦, due to the large Higgs momentum, the two signal jets2852

should be close in Φ contrary to the QCD events which should be spread over2853

different values as shown in Figure 5.8.2854

— |∆Φ(
−−−→
EmissT ,~h)|> 120◦, since the Emiss

T arising from the Z boson in the signal2855

should be back-to-back with the Higgs boson.2856
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— min[|∆Φ(Emiss
T , jets)|] > 20◦(30◦)) for the 2(3)-jet category, since the Emiss

T2857

should not be aligned with one the jets, one of the signs that the Emiss
T arises2858

from mismeasurements.2859

An overview of the performance of the previous cuts is shown in Figure 5.1,2860

by representing the QCD rejection obtained from an EW background-subtracted data2861

distribution in each of the variables with respect to the MC signal efficiency. Despite the2862

role of correlations between the variables, the most powerful discrimination is obtained2863

with the min[|∆Φ(Emiss
T , jets)|] variable. Therefore, in order to estimate the remaining2864

multi-jet contribution in the signal region, the anti-QCD cuts are loosened by removing2865

the min[|∆Φ(Emiss
T , jets)|]> 20◦(30◦)) cut for the 2(3)-jet categories.2866
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Figure 5.1 – QCD background rejection with respect to the signal efficiency for the various
variables used in the anti-QCD rejection. The plot is presented for the 2tag2jets case (a)
and the 2tag3jets case (b). The background shape is obtained from the EW background-
subtracted data. MC16a and MC16d MC samples as well as 2015–2017 data have been
used to produce this plot.

The min[|∆Φ(Emiss
T , jets)|] distribution can be used to evaluate the remaining2867

multi-jet contribution. To account for normalisation differences between the EW MC2868

background and data in this specific phase space region, scale factors for the Z+jets,2869

W+jets and tt backgrounds are derived separately for the 2-jets and 3-jets categories by2870

performing a fit to data in the min[|∆Φ(Emiss
T , jets)|]> 40◦ regime. In this fit, the Z+jets,2871

W+jets and tt normalisations are allowed to float, whilst the diboson and single-top2872

normalisations are fixed to their MC prediction. The corresponding scale factors for the2873

Z+jets, W+jets and tt backgrounds are summarised in Table 5.1. In order for the fit to2874

be stable the scale factor can be fix to 1 in order not to bias the rest of the distribution.2875

For the 2-jets category, no multi-jet is observed (see Figure 5.2a) due to the2876

effect of the remaining event selection applied in the 0-lepton channel. For safety, a cut2877

at 20◦ is set for the 2-jets category, chosen because it is shown not to impact the yield in2878

the simulation.2879
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background scale factor (2jets) scale factor (3jets)
Z+jets 1.28 ± 0.10 1.14 ± 0.06
W+jets 1.73 ± 0.63 1. (fixed)

tt 1. (fixed) 1.13 ± 0.04
Table 5.1 – Scale factors for the backgrounds from the fit for the multi-jet in
min[|∆Φ(Emiss

T , jets)|] distributions from MC16ad MC and 2015–2017 data. Z+jets and
W+jets SF are correlated and could compensate each others. SF can be fixed for fit
stability reason.

From Figure 5.2b the multi-jet contribution in the 3-jets category is found to pop-2880

ulate the low min[|∆Φ(Emiss
T , jets)|] region. A decreasing exponential distribution is used2881

to model the shape of the multi-jet background in the low region of min[|∆Φ(Emiss
T , jets)|].2882

The yield of multi-jet events is extracted by fitting data in the region of min[|∆Φ(Emiss
T , jets)|]<2883

50◦ with such a decreasing exponential distribution and scaled EW background templates.2884
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Figure 5.2 – Post-fit min[|∆Φ(Emiss
T , jets)|] distributions in the 2tag2jets (a) and 2tag3jets

(b) category when removing the selection on this variable. The black points are repre-
senting the data used to scale the MC distributions. The multi-jet in the 2tag3jets is
modelled using an exponential shape A.e−c.x, the values of the parameters can be found
in Table 5.2.

From this fit, the multi-jet yield in the signal region is estimated as a function2885

of the cut applied to min[|∆Φ(Emiss
T , jets)|], as presented in Table 5.3. By requiring less2886

than 10% multi-jet contamination relative to the expected V H signal yield, a cut of2887

min[|∆Φ(Emiss
T , jets)|]< 30◦ is retained for the 3-jets category.2888

Furthermore, the mbb shape of the multi-jet background is studied by selecting2889

the events within the min[|∆Φ(Emiss
T , jets)|]< 20◦ region, and by subtracting the expected2890

electroweak and top backgrounds from the data. In this way, a mbb multi-jet template2891

is built. The shape of the mbb spectrum for the combined Z+jets, W+jets, and tt back-2892

ground is then compared to this multi-jet template for the 2015+2016 and 2017 data2893

collection periods, see Figure 5.3. Due to the similar shapes found between the multi-2894
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5.1 The rejection of multi-jet events

MC period A c (◦)
MC16a 1614 ± 91 6.26 ± 0.33
MC16d 1652 ± 93 6.26 ± 0.34
MC16ad 3264 ± 130 6.27 ± 0.24

Table 5.2 – Parameters of the exponential fit of the multi-jet distribution in the 2tag3jets
category.

Cut VH Multi-jet Multi-jet/VH Multi-jet/VH
80 GeV< mbb < 160 GeV

15 deg 115.9 259.2 ± 25.6 2.23 ± 0.30 1.02 ± 0.15
20 deg 113.2 116.7 ± 15.0 1.03 ± 0.16 0.47 ± 0.08
25 deg 110.6 52.5 ± 8.3 0.48 ± 0.09 0.22 ± 0.04
30 deg 108.1 23.7 ± 4.5 0.22 ± 0.05 0.10 ± 0.02
35 deg 105.7 10.7 ± 2.3 0.10 ± 0.02 0.05 ± 0.01
40 deg 103.4 4.8 ± 1.2 0.05 ± 0.01 0.02 ± 0.01

Table 5.3 – Comparison of the multi-jet and VH yields for the 0 lepton 3jet category
determined from the fit to the min[|∆Φ(Emiss

T , jets)|] distribution. The second and third
columns show the yields for the given selection, the fourth column gives the ratio, and
the last column shows the ratio after scaling each yield by the fraction determined from
the mbb distributions in the range 80 to 160 GeV. A statistical error is propagated from
the fit.
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Figure 5.3 – Comparisons of the shapes of mbb distributions for multi-jet and the com-
bined W, Z, and tt backgrounds for the MC16ad period in the 2tag3jets region. The
multi-jet template is determined by selecting data below 20◦ in min[|∆Φ(Emiss

T , jets)|] and
subtracting the backgrounds obtained from simulation. It is compared to the combined
MC backgrounds mbb distribution after normalising to unity.

jet and EW backgrounds, it is assumed that the remaining multi-jet contamination is2895

absorbed by these backgrounds in the nominal fit.2896
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Figure 5.4 – Correlations between the variables used in the ROC curves of Figure 5.1 for
data (a and b), Z+jets (c and d), tt (e and f), signal (g and h) in the 2tag2jets (left) and
2tag3jets (right). The MC samples were obtained combining period a an d, while data
from 2015–2017 is considered.
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5.1 The rejection of multi-jet events

Redesigning the anti-QCD selection in the 0-lepton channel2897

As seen from Figure 5.1, the variables used in the anti-QCD selection have di-2898

verse performance in reducing the QCD contribution. The min[|∆Φ(Emiss
T , jets)|] variable2899

is the best performing variable in general, except at high signal efficiency in the 2tag3jets2900

category, where the other variables perform better. However when looking at the cor-2901

relations in Figure 5.4, the variables are shown not to be decorrelated. For instance,2902

|∆Φ(b1, b2)| is anti-correlated to the min[|∆Φ(Emiss
T , jets)|] in the 2tag2jets category, and2903

thus presents the same good separation power. Therefore the effect of this cut in this jet2904

region is not adding additional discrimination power. Overall the correlations between2905

the precut distributions of the four variables used in the cuts are found to be similar, in2906

all the regions (data, Z+jets, tt, signal), which indicates that the variation of one cut2907

parameter would lead to the same QCD rejection power as varying a different cut. The2908

only noticeable difference is found in the correlation between min[|∆Φ(Emiss
T , jets)|] and2909

|∆Φ(b1, b2)| in the 2tag3jets regions with a higher value for the tt. In order to understand2910

the relationship between the variables and their power to cut the QCD events, the dis-2911

tributions are produced before applying the cuts (pre-cut level) and shown in Figures 5.52912

and 5.6. The MC samples are scaled according to the SF determined in Table 5.1 and2913

the difference between the data and the MC components is solely coming from QCD pro-2914

cesses. The data/MC ratio is plotted at the bottom of each plot and allows to spot region2915

dominated by QCD events from a region dominated by EW backgrounds.2916

The number of QCD events is smaller in the 2-jets category than in the 3-jets2917

from a first observation and seems easier to separate by the |∆Φ(b1, b2)| and min[|∆Φ(Emiss
T , jets)|]2918

distribution, as already observed from the ROC curve in Figure 5.1 and this is what is2919

used in the implemented cuts. In the 3-jets category, the situation is indeed more complex2920

to handle and no variable except the min[|∆Φ(Emiss
T , jets)|] can isolate most of the QCD.2921

The cross-section and kinematic properties of bb production have also been studied in2922

[167] which defines four creation schemes as shown in Figure 5.7. Figure 5.8 shows the dis-2923

tribution for |∆Φ(b1, b2)|, depicting regions where the bb pair creation proceeds through2924

flavour creation (populating the 2-jets category in the high ∆Φ region), or through flavour2925

excitation of gluon splitting (populating the 3-jets category in the low ∆Φ region). This2926

corresponds to what is observed in the pre-cut Figures 5.5 and 5.6, where the distribution2927

is peaking at high values in the 2-jets category, and peaking both at high and low values2928

in the 3-jets category (the high values could come from the flavour excitation as well as2929

from other non-considered processes as c or light misidentification).2930

The set of cuts could also be redesigned with the scope of simplifying the list,2931

but also to avoid using the pmiss
T that is not well maintained by the calibration group and2932

only used at this step in the analysis. This would be also the opportunity to increase2933

the signal yield and to scrutinise the effect on the EW backgrounds. Furthermore, the2934

Emiss
T sig. defined in the Section 3.2.3, is a good variable to discriminate between QCD and2935

signal as shown on the Figure 5.1 in both jet categories, and confirmed by looking at the2936

pre-cut distribution in Figure 5.9. However, its correlation scheme with the main used2937

variable min[|∆Φ(Emiss
T , jets)|] from Figure 5.4 may lower the performance. Furthermore,2938
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Figure 5.5 – Distributions of the four variables used to reject the QCD backgrounds before
the cuts being applied for the 2tag2jets category. Data is represented with the black dots.
SM EW processes are scaled with the SF detailed in Table 5.1. MC periods a and d are
considered as well as the data period 2015–2017. Arrows are drawn when the data/MC
ratio absolute value is above 4.

when looking at the ROC curve of the inclusive EW backgrounds (V+jets, tt, single-top2939

and di-boson) with respect to the signal in Figure 5.10, the |∆Φ(b1, b2)| variable is shown2940

to have some discrimination power for those backgrounds, and is far less correlated with2941

the Emiss
T sig. as shown in Figure 5.4. Therefore a combination between Emiss

T sig. and2942

|∆Φ(b1, b2)| is proposed.2943

As for the QCD backgrounds evaluation presented before, the chosen strategy is2944

to keep a ratio QCD/Signal in thembb signal window lower than 10%. The number of QCD2945

background events is now evaluated using an exponential fit to the residual |∆Φ(b1, b2)|2946

distribution redefining the scale-factors for the EW backgrounds for each defined Emiss
T sig.2947

cut. A 2-D grid of cuts on the two variables is defined for the optimisations with 60 bins2948

per variable, varying the Emiss
T sig. between 0 and 15

√
GeV , and the |∆Φ(b1, b2)| between2949

0 and 180 ◦. Having the two degrees of freedom the choice was made to keep the same2950

signal yield (with a possible increase limited at 10%), but to cut harder on the number2951

of tt events, still keeping a similar level of QCD events. An alternative was proposed to2952
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Figure 5.6 – Distributions of the four variables used to reject the QCD backgrounds before
the cuts being applied for the 2tag3jets category. Data is represented with the black dots.
SM EW processes are scaled with the SF detailed in Table 5.1. MC periods a and d are
considered as well as the data period 2015–2017. Arrows are drawn when the data/MC
ratio absolute value is above 4.

minimise the number of Z+jets events, leading to similar cuts and similar performance.2953

The variation of the four quantities defined in Table 5.3 is shown in Figure 5.11.2954

In the 2-jets region, for small enough Emiss
T sig. cut (<10), the ratio QCD/signal2955

in the mbb window SR is shown to be independent from the Emiss
T sig. while the signal2956

yield is slightly increasing with the cut value. The 2-D shape of the ratio QCD/signal2957

is different in the full physics phase-space with respect to the mbb SR as the Figure 5.112958

is showing, due to the different correlations between the mbb and the two cut variables2959

Emiss
T sig. and |∆Φ(b1, b2)|. Therefore, the optimisation the EW background suppression2960

can be done without a strong constraint from the QCD rejection. The optimal cut is2961

found to be Emiss
T sig.> 1.5 and |∆Φ(b1, b2)|< 126◦.2962

In the 3-jets region, the level of QCD events is higher as already noticed in the previous2963

evaluation. In this case, the relationship between the Emiss
T sig. and |∆Φ(b1, b2)| cut to a2964

10% contamination in the SR is less straightforward. For this reason, keeping the same2965

|∆Φ(b1, b2)| cut would lead to a signal yield reduction, with the same QCD-contamination2966
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Figure 5.7 – Feynman diagrams of the main schemes of bb creation, populating the
2tag2jets region (a and b), and the 2tag3jets (c and d) [167].
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Figure 5.8 – Φ angle between the two b-tagged jets. The flavour creation scheme defined
in Figure 5.7 is likely to cause the peak observed at high ∆Φ while the broad peak at
low ∆Φ is more likely to be caused by the gluon splitting and flavour excitation schemes
[167].

criteria (black star in Figure 5.11), or to a higher QCD contamination in the SR, with2967

the signal yield (blue star). Contrary to the 2-jets case, the 2-D shape of the QCD/signal2968

ratio is found to be much more similar between the mbb window SR and the full physics2969

phase space. The phase space available for the EW backgrounds reduction study is much2970

more limited than in the 2tag2jets case, but a working point is found to be Emiss
T sig. >2971

10.5 and |∆Φ(b1, b2)| < 90◦. The ratio of QCD/signal in the mbb SR with that cut is2972

found to be 8.55%, so lower than the amount reported in Table 5.3. The amount of EW2973

backgrounds can be found in Table 5.4. Except for the W+jets background, the main2974

improvement is obtained in the 2tag3jets region due to an important reduction of top2975

associated backgrounds. This is thought to come from the separation obtained thanks2976

to the Emiss
T sig. between the tt and V+jets backgrounds. This is probably due to the2977
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Figure 5.9 – Distributions of the Emiss
T sig. before the anti-QCD cuts being applied. SM

EW processes are scaled with the SF detailed in Table 5.1. MC periods a and d are
considered as well as the data period 2015–2017 in the 2tag2jets (a) and 2tag3jets (b)
region. Arrows are drawn when the data/MC ratio absolute value is above 4.
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Figure 5.10 – Inclusive EW background rejection with respect to the signal efficiency for
the various variables used in the anti-QCD rejection. Plots are presented for the 2tag2jets
case (a) and the 2tag3jets case (b). MC16a and MC16d MC samples have been used to
produce these plots.

presence of extra-objects, whose resolutions appear in the denominator of the Emiss
T sig.,2978

are shifting the distributions apart for the two processes.2979

The impact of this new cut scheme in the final fit is presented in Section 6.4.2980

5.1.2 The 1-lepton channel2981

In the 1-lepton channel, the contribution of the multi-jet background is largely2982

reduced thanks to the high pV
T requirement. However, it still contributes to a significant2983

fraction of the background events and a robust procedure is necessary to estimate the2984
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(a)

(b)

Figure 5.11 – Variation of the quantities defined in Table 5.3: Signal yield (top left),
QCD Yield (top right), QCD/Signal ratio (bottom right), QCD/Signal ratio in the mbb

window (bottom left). The distributions are separated in the 2tag2jets (a) and 2tag3jets
(b). The red line represents the cuts that would lead to a 10% QCD contamination in the
mbb window signal region. The black line represents the region where the cuts would lead
to the same signal yield as in the old cut scheme. The blue star represents the working
point that keeps the same signal yield and the same ∆Φ(b,b) cut. In the 2tag3jets case,
a black star is drawn for the working point that keeps the same QCD/signal ratio in the
mbb SR and the same ∆Φ(b,b) cut. The white star is the proposed working point coming
from the yield optimisation. The analysis is conducted using MC period a and data from
the years 2015–2016.
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5.1 The rejection of multi-jet events

Sample 2-jets 3-jets
nominal cuts new cuts dif. (%) nominal cuts new cuts dif. (%)

Signal 102.5 102.5 0 102.5 102.8 0.2
tt 881 743 - 16 8699 4474 - 49

Z+jets 5363 5204 - 3 6746 5722 - 15
W+jets 1096 987 - 10 1925 1814 - 6

VV+stops 521 477 - 8 1488 1112 - 25
Table 5.4 – Number of events passing the selection cuts in the 0-lepton channel. The
anti-QCD cuts considered are either the nominal ones described in Section 4.2, or the
redesigned ones quoted above. The numbers are extracted from the MC16 period "a" and
"d", and the EW backgrounds numbers are weighted by the fitted scale factors as described
in Table 5.1. The modification of SF between the two selections is found negligible
compared to the impact of the cut to explain the difference in yields.

contribution of this background both in the electron and muon decay modes. In both2985

modes, a template method is used to reproduce the shape of the QCD events.2986

The main success from the QCD rejection in the 1-lepton channel is due to the2987

lepton selection presented in Section 4.2, and more precisely in Table 4.4. This mainly2988

rejects fake leptons from photons and light jets and non-prompt heavy flavour decays (in2989

the µ channel). However, the real multi-jet contamination in the signal region cannot be2990

extracted using simulations, both because the simulation has a limited number of events2991

and because the simulation is not expected to reproduce fakes accurately.2992

A template method is therefore used to estimate the multi-jet contribution in2993

the signal region, using data in a multi-jet enriched control region defined using inverted2994

lepton isolation cuts. Table 5.5 summarises both the isolation cuts applied in the signal2995

region and the inverted selection used for the multi-jet enhanced control region. The2996

number of events in this second region is limited: it is expected to be around 9 (2) times2997

the signal region for the electron (muon) channel. To reduce the impact of statistical2998

fluctuations when deriving the template, only one b-tag jet instead of two is required in2999

the control region. To get the most precise estimation of the QCD yield, the transverse3000

mass of the reconstructed W boson is used in this study. This object is defined as the sum3001

of the Emiss
T originating from the neutrino and the pT of the lepton detected. Events that3002

do not include any W boson are likely to have a low value for the transverse mass, hence3003

allowing a good rejection of QCD events. The plots in Figure 5.12 show the distributions3004

of this variable for the data and electroweak processes in this control region.3005

For each of the variables used in the analysis (BDT score, mbb, ...), the EW3006

backgrounds obtained from the MC predictions are subtracted from the data to obtain3007

the multi-jet template in the CR. These templates are then transferred into the SR by3008

a simple scale-factor method. This scale-factor is obtained from a fit to the mW
T that3009

provides discrimination mainly between processes without and with a W boson and is3010

distributed differently for the tt and W+jets processes, where the former presents a long3011

tail due to di-leptonic decays. This is crucial due to the importance of tt and W+jets3012
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Isolated Region Inverted Isolation Region
Electron isolation TopoEtCone20 < 3.5 GeV TopoEtCone20 > 3.5 GeV
Muon isolation PtCone20 < 1.25 GeV PtCone20 > 1.25 GeV

Table 5.5 – Summary of differences in lepton isolation between the isolated and inverted
isolation regions used for the template method. TopoEtCone20 variable is defined as the
calorimeter transverse energy deposit in a cone of ∆R radius 0.2 around of the axis of
the electron, while PtCone20 is defined as the pT of the tracks in a cone of ∆R radius 0.2
around of the axis of the muon.
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Figure 5.12 – The mW
T distribution in the inverted isolation 1-lepton, requiring exactly 1

b-tag with 2 signal jets in the e channel (a) and in the µ channel (b), 3 signal jets in e
channel (c) and in the µ channel (d) [168].

processes amongst the various EW backgrounds in the signal region. However, their overall3013

normalisation is not correctly modelled and thus normalisation factors that can have a3014

significant impact on the multi-jet estimate are extracted simultaneously to the multi-jet3015

template itself. Therefore in order to avoid a bias in the multi-jet estimate, separate3016

normalisation factors are extracted for the top (tt +single top) and W+jet contributions,3017

using the W+hf enhanced control region to better discriminate between the two processes.3018
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In practice, the different regions (W+hf CR, e/µ regions) are summed up in3019

a cumulative distribution and binned for statistical reasons: the multijet-CR region is3020

binned to get a constant MC statistical error while the W+hf CR is limited to one bin3021

to take into account only the yield modification. The left-most bins are representing the3022

electron region, while the right bins are representing the µ region. Separate templates3023

are used for the electron multi-jet, muon multi-jet, top and W+jets components; the3024

normalisation factors are extracted for each contribution is presented in Table 5.6. Post-3025

fit plots of the mW
T in the SR are shown in Figure 5.13. The total fake electron (muon)3026

contamination in the 2-jets channel is estimated to be 1.9% (2.8%) and in the 3-jets3027

channel 0.2% (0.4%). Dedicated systematics are derived on these shapes and presented3028

in Section 6.2.3.3029

Region top (tt + single top) W+jets
2tag2jets 1.02 1.27
2tag3jets 0.99 1.13

Table 5.6 – Summary of normalisation scale factors for top (tt + single top) and W+jets
derived in the isolated lepton region.
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Figure 5.13 – The mW
T distribution in the isolated 1-lepton pV

T > 150 GeV channel in
the 2tag2jets (a), 2tag3jets (b) region after applying top (tt + single top) and W+jets
normalisation factors. Bins 1-21 correspond to the e only channel, bins 22 to 42 correspond
to the µ only channel, and bins 21 and 42 represent the W+hf control region [168].
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3030

5.2
Modelling uncertainties of the MC-based
backgrounds

3031

3032

As presented in Section 6.1, the final profile likelihood fit uses the nominal back-3033

ground predictions as well as the measured data samples to get the final statistical result3034

on the signal observation. Therefore a good modelling and dedicated uncertainties for3035

the background shapes are one of the core aspects of the analysis. An introduction on3036

the link between profiled likelihood fits and the background modelling is presented in3037

Section 5.2.1, then the normalisation aspects are treated in Section 5.2.2, while shaping3038

is divided into 1-D reweighting in Section 5.2.3 and N-D reweighting in Section 5.2.4.3039

5.2.1 Introduction to the background modelling3040

The V h(bb) analysis is based on the description of various physics processes3041

using MC samples whose shapes should ideally describe data in a precise way. The whole3042

construction relies on the accuracy of the inputs used for this description. In reality, MC3043

simulations not only suffer from the limited number of events generated, but they are also3044

relying on non-trivial assumptions on the physics behind the model. In the same way, the3045

detector is not measuring the true energy or position of particles, MC simulations are not3046

describing with perfect precision the shapes of the variables related to the process. The3047

differences can be parametrised in two different ways:3048

1. internal weight variations: some parameters are allowed to vary inside one MC3049

prescription, such as the factorisation and renormalisation scales (µf and µr) used3050

as arbitrary cut-off parameters in the underlying QCD processes.3051

2. comparison with external generators: some more conceptual variations such3052

as the clustering algorithm in the PS or the ME computations can be evaluated3053

thanks to the comparison between two generators.3054

The former variation can be either used with an envelope approximation (catching the3055

maximal variation in each point of the phase space) or as a quadratic sum of all the varia-3056

tions. Both methods present some caveats since the global meaning of the systematics in3057

the envelope is not always defined, and the quadratic sum implies no internal correlations3058

between the effects. The latter variation is more complex to interpret as it takes into3059

account several modifications. Though, it is the only evaluation possible to measure the3060

impact of a MC design on the simulation of the process. This evaluation is often called a3061

2-point systematics as it relies on the mapping of the phase-space between only 2-points3062
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as represented in Figure 5.14a. These differences are used as biases to correct for the3063

difference between the prediction or the measurement and the reality. They are called3064

systematic uncertainties and transform the measurement of the Parameter Of Interest3065

(POI, signal strength, mass of the discovered particle...) into a joint measurement using3066

the Nuisance Parameter (NP) approach.3067
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Figure 5.14 – Representation of the evaluation of a 2- (a), and N-points (b) systematics. α
and β are two physics parameters prone to be modified by the choice of the MC generator.

The residual point is to understand the changes that determine a difference in3068

the distributions of the MC events. Modifications can be classified into normalisation,3069

acceptance, and shape variations. The first two only affects the global number of events3070

in the distribution and leave the shapes untouched. Normalisations are used to quantify3071

the overall uncertainty coming from effects that would affect all the events in the same3072

way as, for instance, the uncertainty on the global cross-section of the process. The basic3073

form of this effect can be written as:3074

θnorm = 1− Nvar.
Nnom.

where Nnom. is the global number of events obtained with the nominal MC sample, while3075

Nvar. is the same quantity with the variation. Acceptance uncertainties are quite similar3076

in their effects, as they change the global number of events. However, their interpretation3077

is linked to the categorisation of the events based on the low-level variables such as the3078

number of jets and the pV
T of the events. When a similar normalisation of the backgrounds3079

is applied between different fit regions (such as the Z+hf normalisation between the 0- and3080

2-leptons SR, or the W+hf between the 1-lepton SR and Whf CR), a dedicated acceptance3081

systematic is derived:3082

θacc = 1−
(
N [CategoryA(nom.)]
N [CategoryB(nom.)]

/
N [CategoryA(var.)]
N [CategoryB(var.)]

)
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Finally, the shape variations are treating all the effects that cannot be covered3083

by normalisation. Contrary to the previous uncertainties, the shape effect is variable3084

dependent and a binned effect. Specific internal weights can be computed for each con-3085

sidered effect, modifying in a bin-by-bin way the value of the distribution. In the fit, the3086

NPs are defined from those weights by either summing the contributions of the effects in3087

quadrature (a), or taking the leading effect in each bin (b). The Physics Modelling Group3088

(PMG) in ATLAS recommends to use the solution (b) whenever possible, but in a profile3089

likelihood fit the meaning of the individual NPs is questionable. The solution (a) instead3090

would lead to an important number of parameters with fit robustness issues and whose3091

correlations are not trivial to handle. The solution could be to replace internal weights3092

by a grid of N-point systematics as shown in the Figure 5.14b. For each sample, only the3093

biggest effect is kept amongst all the variations as:3094

θishape = 1− hivar.

hinom.

where hivar./nom. is the value of the variation/nominal histogram at the bin i.3095

Since we are interested in the measurement of the POI, the NPs are "profiled-out"3096

by using subsidiary measurements:3097

L= f0(~x|µ,−→θ ) ·fsubs(
−→̃
θ |−→θ )

where f0 is the parametrised probability of measuring the POI µ and the systematics3098 −→
θ knowing the measurement ~x, and fsubs the subsidiary measurement on the −→θ s. A3099

naive approach would have been to reproduce the POI measurement with both ±1σ3100

variation and let the total impact be the quadratic sum of the variations. However, this3101

rather simple technique is both CPU consuming and is mistreating the correlation of3102

the systematics in both the subsidiary and nominal measurement. A more reasonable3103

approach is to go for the continuous approach of the NP, which is working well for most3104

of the systematics. However in the case of modelling systematics, the profiling function3105

is not apriori known by the user, and its interpretation is challenging for the analyser. A3106

few examples are shown in Figure 5.15.3107

In the case of a general Gaussian prior, where the alternative variation lies on3108

the ±1σ point, there is a 37% probability for the NP to be outside the variation range3109

around the nominal. This causes issues of interpretation of pulls of the NP outside the3110

window, especially in case 2 described previously. Furthermore, there is no reason to3111

consider the nominal MC to be more correct than its variation. Therefore a flat prior, as3112

represented in the left part of Figure 5.15, can be designed.3113
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Figure 5.15 – Representation of the subsidiary measurement modelisation on the one
dimensional nuisance parameter θ. A flat prior is set on a) while a standard Gaussian
prior is set on b).

5.2.2 Acceptance and normalisations3114

In the context of the V h(bb) analysis, the acceptance and normalisation uncer-3115

tainties are process specific. To cut down the CPU time of the reconstruction step for3116

the alternative samples, they are derived from truth-based studies. The systematics used3117

to be derived from the RIVET software [169] which is a well-known tool in the ATLAS3118

collaboration. A more modular approach, called the TruthFramework, was developed in3119

the V h(bb) analysis accounting for the specifics of b-tagging. All the modelling systemat-3120

ics, extracted from those two frameworks, are parametrised with a Gaussian profile. The3121

prior on the width of the distributions are described in the following paragraphs.3122

Higgs signal3123

The theory provides global systematics on the cross-section and branching ratio3124

following the LHC Higgs working group prescriptions [170] [171]. QCD scales (µr and3125

µf) are varied independently by a factor 1/3 and 3 from their original values, and the3126

PDF+αS values are varied using the internal PDF4LHC15 weights (taking the 68% band3127

of the variation). Since the Vh processes contain several sub-processes with different3128

prescriptions, the quark induced processes (qq→Zh) have been separated from the gluon3129

induced ones. Whenever possible the quark induced processes uncertainties in the Zh3130

channel are taken as the Wh ones from [170], leaving the gluon induced Zh being the3131

difference in quadrature between the total prescription for Zh in [170] in the calculated3132

gluon process. When this technique is not possible, the prescription described in [171] is3133

used.3134

An analysis dependent normalisation and acceptance study is conducted to evaluate the3135

effect of the UE/PS, scales and PDF+αS variations:3136
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— UE/PS: two ways of assessing the systematics are used as shown in the lists3137

in Section 5.2.1: the MadGraph 5_aMC@NLO + Pythia 8 generator is3138

compared with the A14 tune variations, and the nominal Powheg + Pythia3139

8 is compared to the alternative Powheg + Herwig 7. In the first case,3140

all the variations are added in quadrature following the recommendations3141

and the result is compared to the uncertainty of the 2-point comparison.3142

The maximal variation is kept as the normalisation uncertainty. The same3143

method is used to derive the acceptance systematic between the 2- and 3-jets3144

SR. The same values are used for the quark and gluon induced processes and3145

are correlated in the fit.3146

— QCD scales: the nominal Powheg + Pythia 8 is compared to its internal3147

weight variation of scales, following the envelope method using the Stewart-3148

Tackmann-method [172]. In this way, the uncertainties are derived in each3149

jet-bin, and thus no 2- to 3-jets acceptance is required. However, since a3150

4-jets veto is applied, a dedicated acceptance systematic is computed. The3151

same values are used for the quark and gluon induced processes and are de-3152

correlated in the fit, as from the Run-1 experience where the values were3153

different between the two processes.3154

— PDF+αS: the quadrature sum of the separate effects due to the PDF and3155

αS variations from the PDF4LHC15 internal weights as for the cross-section3156

uncertainty are computed. The same uncertainty is derived in the 2- and3157

3-jets without acceptance systematics since both regions yield the same sys-3158

tematical values.3159

The ME variation effects, observed in the comparison between full Pythia 8 and Mad-3160

Graph 5_aMC@NLO + Pythia 8 samples, are negligible compared to all the effects3161

observed so far3162

All the systematics with their values are summarised in Table 5.7.3163

Di-boson backgrounds3164

The di-boson backgrounds are composed of three distinct processes, WW, WZ3165

and ZZ, the former having the smallest contribution due to the very stringent selec-3166

tion. Global normalisation factors inherited from early Run-2 papers are set on the three3167

processes from the quadrature sum of the scale variations (factorisation, normalisation3168

and resummation), the PS (Pythia 8 v.s. Herwig ++) and the ME/PS (Sherpa v.s.3169

Powheg + Pythia 8) variation.3170

Then depending on the lepton selection only a few final states are considered for3171

the acceptance due to the 2 b-tagged requirement on the jets j: in 0-lepton ZZ → νν jj,3172

in 1-lepton WZ→ `νjj, in 2-leptons ZZ→ `+`−jj. These systematics are then applied to3173

the sub-dominant backgrounds WZ → `+`−jj and WZ → νν jj. All the uncertainties are3174
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5.2 Modelling uncertainties of the MC-based backgrounds

0L: Zh→ ννbb 1L: Wh→ `νbb 2L: Zh→ `+`−bb
systematic source 2j 3j 2j 3j 2j ≥3j
θBR(H→bb) HO effects, mb, αS 1.7 %
θσ(qq→V H) QCD scale 0.7 %
θσ(gg→ZH) QCD scale 27 % – 27 %
θσ(qq→V H) PDF+αs 1.6 % 1.9 % 1.6 %
θσ(gg→ZH) PDF+αs 5 % – 5 %
θnorm PS/UE 4.1% 4.1% 6.2% 6.2% 2.9% 2.9%

θacc(2/3 jets) PS/UE – 2.2% – 1.8% – 11.2%
θnorm (2-jets) QCD scales 6.9% – 8.8% – 3.3% –
θnorm (3-jets) QCD scales -7% +5% -8.6% +6.8% -3.2% +3.9%
θacc(jet veto) QCD scales – -2.5% – 3.8% – –

θnorm PDF+αS 1.1% 1.1% 1.3% 1.3% 0.5% 0.5%

Table 5.7 – Summary of all systematic uncertainties on the V H acceptance and normali-
sation originating from changing the PS/UE, QCD scales and PDF+αS uncertainties.

considered uncorrelated between the lepton regions bins. Dedicated systematics are set3175

for WZ as the 1-to-0 lepton acceptance due to the constraint from the 1-lepton channel,3176

and for the ZZ as the 2-to-0 lepton acceptance in a similar way.3177

Similarly to the signal samples, the acceptances are derived for each variation:3178

— PS/UE: a 2-point comparison using Pythia and Herwig is added in quadra-3179

ture to the internal shower variation as recommended by the Physics Mod-3180

elling Group. The derived uncertainties in the 2-jets region are applied in3181

the full region and dedicated 2-to-3 jets acceptances are derived.3182

— QCD scales: the nominal Sherpa 2.2.1 is compared to its internal weight3183

variation of scales (doubling and halving the µr and µf), following the en-3184

velope method using the Stewart-Tackmann-method [172]. Within this ap-3185

proach, three systematics are produced on: a global normalisation, a 2-to-33186

jets acceptance and a ≥ 4jets veto. The latter one is only in the 0- and 1-3187

lepton channel, since the 2-leptons is inclusive in the number of jets.3188

No ME systematic is evaluated due to the very different strategy in extra-jet modelling of3189

the Powheg and Sherpa generators. The PDF and αS uncertainties have been proven3190

to be negligible at this step and thus ignored in the fit. Acceptances to correlate the3191

effects across the lepton channels are evaluated adding in quadrature all the previously3192

cited effects. All the priors are summed up in Table 5.83193

W+jets backgrounds3194

For all the V+jets backgrounds the systematics have been differentiated between3195

the true final flavours of the decay: V+hf (includes bb, bc, cc and b, light final states),3196

V+cl and V+lights. This flavour is set by the heaviest flavoured true hadron in a ∆R< 0.33197

cone from the reconstructed jet. The different flavoured categories are used simultane-3198
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0L: ZZ→ ννbb 1L: WZ→ `νbb 2L: ZZ→ `+`−bb
2j 3j 2j 3j 2j ≥3j

θacc UE/PS 5.6% 5.6% 3.9% 3.9% 5.8% 5.8%
θacc (2/3-jets) UE/PS – 7.3% – 10.8% – 3.1%
θacc (2-jets) QCD scales 10.3% – 12.7% – 11.9% –
θacc (3-jets) QCD scales -15.2% +17.4% -17.7% +21.2% -16.4% +10.1%

θacc (≥ 4-jets veto) QCD scales – +18.2% – +19.0% – –
ZZ WZ WW

θnorm Scales, PS, ME 20 % 26 % 20 %

Table 5.8 – Summary of the normalisation and acceptance uncertainties on the di-boson
predictions in the various jet categories and for the different final states.

ously in the fit. Some V+jets mismodelling being observed in the fit, the normalisation3199

of the W+hf is allowed to float separately in the 2- and 3-jets in the fit with a constraint3200

coming from the 1-lepton W+hf CR. Since the total fraction of V+cl and V+lights is3201

below 1%, they are only constrained with gaussian priors as shown in Table 5.9.3202

Dedicated acceptance systematics have been derived to account for differences of normal-3203

isation:3204

— CR/SR: since the main constraint on the W+hf scale factor is coming from3205

the 1-lepton W+hf CR, a comparison is made with the 1-lepton SR.3206

— 0-/1-lepton: the constraint is then propagated to the 0-lepton SR thanks3207

to a common 2-/3-jets acceptance uncertainty3208

A flavour uncertainty is also set on the flavour composition of the V+hf category3209

by comparing the fraction of Wcc, Wbl, Wbc and Wbb in the 0- and 1-lepton SR. Due3210

to the high fraction of events, the Wbb category has been chosen as a common reference.3211

Since very similar numbers are observed between 2- and 3-jets regions and between SR and3212

CR, the highest variation has been chosen in all the categories to be a used uncertainty.3213

The variations used to compute the various acceptance uncertainties are obtained3214

through QCD scales (µr, µf, CKKW), PDF+αS and ME/PS:3215

— QCD scales: the renormalisation and factorisation scales (µr, µf) are var-3216

ied by a factor 1/2 and 2 in the Sherpa 2.2.1 sample. The CKKW and3217

resummation scales of the parton merging scheme are varied internally with3218

the help of Sherpa 2.1 samples since the information was not yet available3219

in Sherpa 2.2.1 samples.3220

— PDF+αS: the comparison is made between the internal NNPDFs (1003221

NNPDF and CT14 NNLO) variations of the nominal Sherpa 2.2.1 sample.3222

The maximal value is kept to get a conservative estimation.3223

— ME/PS: a 2-point comparison is made with MadGraph 5_aMC@NLO3224

+ Pythia 8 samples to modify both the ME and PS generator.3225
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5.2 Modelling uncertainties of the MC-based backgrounds

All the effects are summed in quadrature to assess each systematics more conservatively.3226

All the priors can be found in Table 5.9.3227

0-Lepton 1-Lepton
Systematic 2-Jets 3-Jets SR 2-Jets SR 3-Jets CR 2-Jets CR 3-Jets
θnorm W+l 32%
θnorm W+cl 37%
θnorm W+hf Floating normalisation (2- and 3-jets separated)

θacc(CR/SR) W+hf – 10% –
θacc(0-/1-lepton) W+hf 5% –

θacc W+(bc/bb) 15% 30%
θacc W+(bl/bb) 26% 23%
θacc W+(cc/bb) 10% 30%

Table 5.9 – Summary of the normalisation and acceptance uncertainties on the W+jets
predictions in the various categories of the 0 and 1-lepton channels.

Z+jets backgrounds3228

The Z+jets case is very similar to the W+jets one. The main difference comes3229

from the regions considered for the background. If W+jets were dominant in the 0- and3230

1-lepton channels, the Z+jets are dominant in the 0- and 2-leptons channels. As for the3231

W+jets the Z+hf are free to float in the 2- and 3-jets separately, while the Z+cl and Z+l3232

get a prior from the measured variations. No explicit Z+hf control region is designed in3233

the 0- or 2-leptons channels, since there is an important data constraint from the mbb3234

sidebands. Therefore only a 0-to-2 leptons acceptance is derived from the high-pV
T bin3235

of the 2-leptons channel. A similar source of flavour uncertainties are derived as for the3236

W+jets case and are summarised in Table 5.103237

0-Lepton 2-Leptons
Systematic 2-/3-jets 2-Jets (low-/high-pV

T) ≥ 3-Jets (low-/high-pV
T)

θnorm Z+l 18%
θnorm Z+cl 23%
θnorm Z+hf Floating normalisation (2- and 3-jets separated)

θacc(0-/2-lepton) Z+hf 7% –
θacc Z+(bc/bb) 40% 40% 30 %
θacc Z+(bl/bb) 25% 28% 20 %
θacc Z+(cc/bb) 15% 16% 13 %

Table 5.10 – Summary of the normalisation and acceptance uncertainties on the Z+jets
predictions in the various categories of the 0 and 1-lepton channels.
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Top pair backgrounds3238

Due to the very different behaviour between the 0- and 1-lepton channels, where3239

tt events are only partially reconstructed contrary to the 2-leptons channel where the full3240

event is reconstructed, the uncertainties are derived separately between the channels and3241

kept uncorrelated in the fit. The tt backgrounds are mainly constrained from the W+hf3242

CR in the 1-lepton channel, the 2tag3jets region in the 0- and 1-lepton channels and the3243

Top-eµ CR in the 2-leptons case. A floating normalisation is set for the 0- and 1-lepton3244

regions, while for the 2-leptons a floating normalisation per jet category is computed.3245

Then dedicated acceptance factors are set in the 0- and 1-lepton case:3246

— CR/SR (1-lepton): since the main constraint on the tt scale factor in the 0-3247

and 1-lepton is coming from the 1-lepton SR, a comparison is made with the 1-3248

leptonW+hf CR to control the normalisation in that region. A bad modelling3249

of the tt could impact the W+jets constraint obtained. The values extracted3250

between the 2- and 3-jets are quite different and the most conservative value3251

is kept across the two regions and is fully correlated.3252

— 1-/0-lepton: the scale factor is then propagated as in the W+jets case to3253

the 0-lepton channel thanks to a dedicated acceptance systematic.3254

— 3-/2-jets (0- and 1-lepton): the most significant contribution is found in3255

the 3-jets region, a dedicated acceptance is set for the 3-to-2 jets constraint.3256

Since a similar value is found in the 0- and 1-lepton case the same systematic3257

is set and fully correlated between the regions.3258

In the 2-leptons case, a CR/SR acceptance have been tested, however, the distri-3259

bution in the Top-eµ CR and SR are found statistically compatible, hence no systematic3260

is assigned.3261

The variations used to compute the various acceptance uncertainties are obtained3262

through scale variation (QCD/PS), ME and PS/UE:3263

— QCD/PS scales: two samples are generated with low and high QCD emis-3264

sion parameters. The low radiation uses a doubling of QCD scales (µf and3265

µr) while taking the Down variation of the A14 variations. The high radia-3266

tion uses the halving of the QCD scales while taking the Up variation of the3267

A14 variations. The damping factor is also raised by a factor two compared3268

to the nominal. Only the half variation between High and Low is taken into3269

account.3270

— PS/UE: a 2-point comparison is made with Powheg + Herwig 7 sample3271

to modify the PS model.3272
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5.2 Modelling uncertainties of the MC-based backgrounds

— ME: a 2-point comparison is made with MadGraph 5_aMC@NLO +3273

Pythia 8 sample to modify the hard scattering generation process.3274

All the effects are summed in quadrature, as recommended by the PMG group. All the3275

priors can be found in Table 5.11.3276

0-Lepton 1-Lepton 2-Leptons
Systematic 2-jets 3-jets SR 2-jets SR 3-jets WCR 2-jets WCR 3-jets 2-Jets (low-/high-pV

T) ≥ 3-Jets (low-/high-pV
T)

θnorm floating normalisation floating normalisation floating normalisation
θacc(SR/CR) – – 25 % –

θacc(1-/0-lepton) 8 % – –
θacc(3-/2-jets) 9% – 9% – 9% – –

Table 5.11 – Summary of the normalisation and acceptance uncertainties on the tt pre-
dictions in the various categories of all the lepton channels.

Single-top backgrounds3277

As described in the Section 4.1, the single-top background is divided into three3278

sub-components: Wt-, t-, and s-channel. A first overall normalisation inherited from3279

the LHC top modelling working group is applied on each channel independently of the3280

number of final leptons. These uncertainties include in quadrature the effect of varying3281

the renormalisation and factorisation scales, as well as the PDF+αS variations.3282

As for the analysis specific systematics, the procedure is very similar to the one3283

used for the tt sample, to the extent that this background is not dominant in any lepton3284

channel. The only category with a significant contribution is the 1-lepton, mainly for the3285

t- and Wt- channel. The normalisation in the s-channel obtained from recommendations3286

is only considered, and no acceptance systematics is derived in this channel. In the Wt-3287

channel, it has been observed that the shape and the values of systematics are varying3288

by a non-negligible factor when considering different final states. The main source of3289

systematics is very different in the bb final state compared to the events where one or3290

none b-tagged jets are true b-jets (others). In the latter case, the b-pair is likely to3291

come from the top decay while in the former the b-jets are coming from two different3292

decays, hence making the topologies and the systematics impact very different. In both3293

the Wt- and t-channels, the acceptances have been separated between the 2- and 3-3294

jets categories. However, since the two effects are going in the same direction, they are3295

considered correlated.3296

The variations used to compute the various acceptance uncertainties are obtained3297

through scale variation (QCD/PS), ME and PS/UE:3298

— QCD/PS scales: two samples are generated with low and high QCD emis-3299

sion parameters. The low radiation uses a doubling of QCD scales (µf and3300

µr), taking the Down variation of the PERUGIA2012 variations. The high3301

radiation uses the halving of the QCD scales, taking the Up variation of the3302
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PERUGIA2012 variations. Only the half variation between High and Low is3303

taken into account.3304

— PS/UE: a 2-point comparison is made with Powheg + Herwig ++ sample3305

to modify the PS model.3306

— ME: a 2-point comparison is made with MadGraph 5_aMC@NLO +3307

Herwig ++ compared with the Powheg + Herwig sample to modify3308

the hard scattering generation process. For the Wt- samples a Powheg +3309

Pythia 6 sample applying the Diagram Subtraction (DS) scheme is used to3310

test the ME hypothesis of the Diagram Removal (DR) applied in the nominal3311

sample.3312

All the effects are summed in quadrature, as recommended by the PMG group. All the3313

priors can be found in Table 5.12.3314

0-, 1- and 2-Leptons
Systematic 2-jets (≥) 3-jets

θnorm (s-channel) 4.6 %
θnorm (t-channel) 4.6 %
θacc (t-channel) 17% 20%

θnorm (Wt-channel) 6.2 %
θnorm (Wt→bb) 55% 51%

θnorm (Wt→ other) 24% 21%

Table 5.12 – Summary of the normalisation and acceptance uncertainties on the single-top
predictions in the various jet categories and for the different final states.

5.2.3 Shapes as 1-D reweighting3315

The evaluate the MC systematics, the shape of the distributions is used as a3316

second degree of freedom. The evaluation of shape uncertainties is decoupled from the3317

normalisation effect by requesting the weights to be centred at one, for instance by nor-3318

malising the distribution when doing a 2-point systematic. This method allows having3319

an easier understanding of the main effect that would cause the modification of the MC3320

distribution, either from a global scale factor effect or from a shape modification. How-3321

ever, the main question that needs to be answered is the variable(s) that should be used3322

to compute those effects. Indeed the V h(bb) analysis uses a final discriminant composed3323

by the properties of a dozen of low-level variables. However, the modelling at truth level3324

using the RIVET approach can only consider the low-level quantities. Even with the new3325

TruthFramework tool, where such BDT variables can be computed, it is rather difficult to3326

interpret the observed mismodelling in terms of the variations considered in the previous3327

section. Thus the analysis has been restricted to the case of two variables: mbb and pV
T.3328
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5.2 Modelling uncertainties of the MC-based backgrounds

The final weight is evaluated using the formula in Section 5.2.1, extracted per event from3329

the two values and two pre-computed histograms and applied to the BDT score. A few3330

arguments lead to this choice. First, they are highly ranked in the list of used variables3331

in the discrimination process of the MVA, therefore will have a non-negligible impact on3332

the final BDT shape. Second, they show very little correlation in the analysis phase space3333

which helps to avoid double counting of similar effects, while being correlated with the3334

other variables used in the analysis. The only cross-correlated variable is the ∆R(b,b).3335

Third, their coverage in terms of BDT effects is targeting two different regions: pV
T varia-3336

tion are mostly impacting the high MVA scores while the mbb variation is impacting the3337

low scores showing a complementary behaviour. Fourth and last, the two distributions3338

are impacted by different sources of systematics as shown in the next paragraphs. The pV
T3339

variation is also used in the 2-leptons case to assess an acceptance uncertainty between the3340

low- and high-pV
T region, and thus shape and acceptance systematics are used coherently.3341

The variations considered in the following paragraphs are similar to the ones introduced3342

in Section 5.2.2, and unless stated otherwise no other sources are considered.3343

Higgs signal3344

For the UE/PS variation, the sources are from a tune variation of the Mad-3345

Graph 5_aMC@NLO sample or the comparison between the Powheg + Pythia 83346

and the Powheg + Herwig 7. It was found that the mbb shape is dominated by the3347

2-point comparison where the shape is modelled by a second-order polynomial function,3348

while for the pV
T shape, the tune variation is dominating and the highest deviation amongst3349

all the tunes is kept. In the former case all the shapes, across lepton channels and jet3350

bins, are found similar and a single shape is computed, while in the second the 2- and3351

3-jets bins are combined and derived in the various lepton channels.3352

For the MC scales, six variations are considered (µf =µr =0.5,2.0, µf =1. and3353

µr =0.5,2.0 and µr =1. and µf =0.5,2.0). As for the UE/PS variation, the mbb is fitted3354

with a second-order polynomial function while a linear function is used for the pV
T shape.3355

Since the distributions are similar between lepton channels, only two shapes are derived3356

for the two jet-bins, taking the largest deviation amongst all the variations and channels.3357

For the PDF+αS, the 30 PDF and 2 αS variations from the PDF4LHC15_303358

PDF set are compared to the nominal to extract the shape systematic. The same fitting3359

scheme as for scale variation is used. The mbb shape systematic is found to be negligi-3360

ble compared to the other shape uncertainties and therefore not included. For the pV
T3361

distribution, the same method as for the scale variation is used.3362

For all the variations the same shape uncertainty is assigned between the g g →3363

Zh and q q → Zh, with a possible correlation between the two. Even if the distributions3364

can be derived per regions, all the lepton and jet regions are correlated in the evaluation of3365

the systematics. The summarised list of the systematic variations is found in Table 5.13.3366
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0L: Zh→ ννbb 1L: Wh→ `νbb 2L: Zh→ `+`−bb
systematic 2-jets 3-jets 2-jets 3-jets 2-jets ≥ 3-jets

θmbb
(UE/PS) shape

θ
p

V
T
(UE/PS) shape shape + norm

θmbb
(QCD scales) shape

θ
p

V
T
(QCD scales) shape shape + norm

θ
p

V
T
(PDF+αS) shape shape + norm

Table 5.13 – Summary of all systematic uncertainties on the V H mbb and pV
T shape mod-

ification originating from changing the UE/PS, QCD scales and PDF+αS uncertainties.
Di-boson backgrounds3367

Due to the small contribution of the WW, and following the method applied for3368

the normalisation systematics, no shape systematics are derived for that process.3369

For the UE/PS variation, the sources are from a tune variation of the Sherpa3370

2.2.1 sample or the comparison between the Powheg + Pythia 8 and the Powheg +3371

Herwig 7. It was found that the pV
T shape deviations are well covered by the MC statis-3372

tical uncertainties, hence the statistical errors are used to compute the pV
T shape system-3373

atics. As for the signal mbb shape systematic, it was found that the 2-point comparison3374

was dominating in the case of the di-boson process, with a more complex distribution to3375

fit. Therefore it was decided to use directly the ratio histogram after smoothing.3376

A ME algorithm comparison is made by comparing the nominal Sherpa 2.2.13377

with the alternative sample Powheg + Pythia 8 essentially for the final state radiation3378

treatment that would modify the two considered distributions. The pV
T shapes are fitted3379

by either a linear or third-degree polynomial function capped at 500 GeV. The mbb shape3380

is fitted with a hyperbolic tangent function in the 2-jets region to encompass a global shift3381

of the mass peak and by a third-degree polynomial function capped at 250 GeV (range of3382

the study at truth level) to avoid any divergences. Shapes are thus separated by di-boson3383

process and jet regions but treated inclusively in lepton channel.3384

Scale variations are also considered by being doubled and halved as presented3385

for the signal. However the deviations are well covered by the ME comparison, therefore3386

no dedicated systematics is computed.3387

Even if the shapes can be derived per regions, all the lepton and jet regions are3388

correlated in the evaluation of the systematics. The summarised list of the systematic3389

variations is found in Table 5.14.3390

W+jets backgrounds3391

From the list of variations presented in the previous section, it was noticed that3392

the dominant was the ME/PS variation coming from the 2-point systematic. The fitting3393
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0L: ZZ→ ννbb 1L: WZ→ `νbb 2L: ZZ→ `+`−bb
systematic 2j 3j 2j 3j 2j ≥3j

θmbb
(UE/PS) shape

θ
p

V
T
(UE/PS) shape shape + norm

θmbb
( ME ) shape

θ
p

V
T
( ME ) shape shape + norm

Table 5.14 – Summary of all systematic uncertainties on the di-boson mbb and pV
T shape

modification originating from changing the UE/PS and ME uncertainties.

function used in both the mbb and pV
T case is a straight-line that is capped at 300 GeV3394

for mbb. The comparison between the shapes in the various lepton regions and jet bins3395

showed that the various fits have the same slopes. For a more conservative approach, it3396

was decided to use the highest variation across all the regions as a single shape. Dedicated3397

studies have been conducted to understand residual effects, which were found to have a3398

negligible impact on the truth closure.3399

Z+jets backgrounds3400

The 2-leptons channel has a dedicated CR for the modelling of the Z+jets, using3401

an event-based Emiss
T sig. cut to reduce the tt fraction (Emiss

T sig. < 3.5
√
GeV ). Instead3402

of using a second generator which could present some data-MC mismodelling and to use3403

this difference as a systematic it was decided to use directly the nominal MC vs. data3404

comparison. The various known MC contributions are thus subtracted from the data, and3405

the Z+jets is scaled to the data. Three tagged regions (0-,1- and 2-tagged) are considered3406

at the reconstructed level to assess the fit, where a blinded mbb window (110 GeV < mbb3407

< 140 GeV) is used in the case of the 2-tagged region. For the mbb shape, the low- and3408

high-pV
T regions are separated in the evaluation. A linear function is used in the mbb case,3409

whilst a logarithmic function is applied to the pV
T one. The systematic is applied as well3410

in the 0-lepton channel, as the pV
T effects seem negligible.3411

A 2-point comparison with the MadGraph 5_aMC@NLO generator has also3412

been conducted showing a variation more significant in the comparison to data. It is3413

therefore not considered a reliable source of 2-point systematic in this analysis.3414

Top pair backgrounds3415

From all the variations presented of the tt process, the 2-points systematic com-3416

paring the nominal generator to its ME variation MadGraph 5_aMC@NLO is the3417

dominating effect observed across lepton channels as well as jet regions. A simple linear3418

fit is conducted in both the pV
T and mbb systematics as it is enough to parametrise the3419

differences.3420
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The available statistics in the 0-lepton channel is not enough to compute any3421

values. Since the phase space and the shapes are similar to the 1-lepton case, it was3422

decided to use a single shape for the two channels. The 2-leptons is evaluated separately3423

and is indeed showing different behaviour. In this channel, a dedicated CR is isolating3424

the tt processes. However, no clear sign of differences between the two regions is observed3425

and the regions are merged. The two channels are treated as decorrelated in the fit as the3426

correlation was not bringing any differences in the fit results.3427

In both the 0-/1-lepton and 2-leptons channels, the differences between njet-3428

regions are small, and the highest variation amongst the two is kept.3429

Single-top backgrounds3430

In the single-top, the shape effects are separated by processes by distinguishing3431

the t- and Wt- channels. The Wt channel is further split in bb or other final states.3432

A linear fit is done for both final states, capping the mbb distribution at 275 GeV. In3433

both cases, the 2- and 3-jets regions are fitted simultaneously. The largest contribution3434

is obtained either from the PS variation or from the Diagram Substracted and Diagram3435

Removal ME comparison. In the fit, the bb and other final states are entering into the3436

same NP. In the t-channel, the same procedure is considered, with a linear shape for3437

the two distributions. The PS variation is dominating for the pV
T shape while the scale3438

variation is more important for the mbb one.3439

When considering the effect of the ME/PS variation in all the variables used in3440

the BDT analysis for the W+jets and single-top Wt samples, a non-closure in the mtop3441

distribution was found, especially at low values. This non-closure could not be covered3442

by the pV
T and mbb derived systematics. Therefore a dedicated systematic should have3443

been derived to solve this problem. This clearly shows the limitation of the two 1-D3444

shapes reweighting approach as more variables could present non-closure. Introducing3445

new systematics to cover these effects could break some of the requirements listed in the3446

introduction, such as the decorrelations between the variables.3447

5.2.4 Shapes as N-dimensional reweighting3448

A possible solution to the shape systematics problem is to consider a global3449

method that could make use of all the variables entering in the final BDT discriminant3450

and derive a weight based on this N-dimensional phase space. This idea of N-dimensional3451

reweighting is not novel in high energy physics. One recent example can be found the3452

discovery of CP violation in charms [173] observed with the LHCb detector. The mea-3453

surement relies on the comparison of yield asymmetries of D0 → K− K+ or π− π+ in3454

the prompt tag channel D+
s → D0 π+

s and in the semi-leptonic case B → D0 µ−. The3455

goal is to measure the asymmetry coming from the CP effects. However, other sources3456

of asymmetries are present, such as the detection asymmetry of the by-product of the D0
3457

creation and the production asymmetry of the initial particle. To avoid those additional3458
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terms, an event-based correction factor is derived based on the background subtracted3459

distribution of three variables: the transverse momentum, the pseudo-rapidity η and the3460

azimuthal angle Φ. The results are shown in Figure 5.16.3461
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Figure 5.16 – Background subtracted data plot from the D0 → π− π+ (red) and D0 →
K− K+ (blue) data selection. The three reweighting kinematic variables pT (a, d), η (b,
e) and Φ (c,f) are represented before the reweighting (top) and after (bottom) [173]

The aim of the N-dimensional reweighting is to compute the density ratio of3462

probabilities assigned to each event from generator A and B for all the N variables x,3463

denoted fB(x)/fA(x), to be used as a weight in the same way as for the 1-dimensional3464

reweighting technique. However manipulating this high-dimensional phase space is not3465

straightforward, starting from the binning definition, and the mathematical and compu-3466

tational handling of such space. For instance, to get a reliable reweighting, the amount of3467

statistics needed is exponential with respect to the number of bins per variable and the3468

number of variables considered (the so-called "curse of dimensionality" effect in analysis3469

theory of high-dimensional spaces). To reduce this dependency, MVA algorithms are good3470

and efficient tools to tackle the challenge. Out of all the solutions proposed, only decision3471

trees are considered here since they are widely used in HEP, and easier to understand.3472

The concept behind the technique is to find a way to bin the phase space and to transform3473

the N-dimensional problem into a 1-dimensional one. Several techniques can benefit from3474

this approach with specific implementations described in the following paragraphs.3475

Classifier technique3476

The first usage of BDTs introduced in the Section 4.4, is to discriminate between3477

signal and background processes. This idea can be kept but using the same physics process3478

in signal and background, so the trees learn from the differences between the generators.3479
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A first example of how machine learning programs can use BDTs to reweight is presented3480

in [174]. It uses the BDT output as the purity p:3481

p= MCA
MCA+MCB

where MCA/B is the number of events belonging to the generator A/B in the final leaf3482

where the event falls in. From this quantity, the systematic weight can be constructed by3483

w = 1−p
p
' fB
fA

The problem comes when boosting the decision trees and the non permutable operation3484

between the average and the weight definition:3485

< w >=
〈

1−p
p

〉
6= 1−< p >

< p >

In the framework of tmva [164], this could be overcome by some rewriting of the code,3486

or by using a second method based on ratios.3487

The output of the BDT would still be considered as a way to classify the events3488

but the weight extracted is using the ratio of the BDT outputs of the two generators:3489

1. a BDT is trained to obtain the differences in the two MCs that will enter in the3490

2-point systematic evaluation. The same training parameters and variables, as in3491

the BDT training of the V h(bb) signal/background separation found in Table 4.83492

and Table 4.9, are used.3493

2. Using a cross-folding method, the events not used in the training are evaluated, and3494

a ratio is computed out of the score of MCB over MCA.3495

3. the events used in the evaluation of MCA get their systematics weight from the3496

ratio histogram evaluated at the value of their BDT score, making a perfect closure3497

by construction on this reweighting BDT.3498

This approach is further referred to a BDT-ratio or BDTr method and is illustrated in3499

Figure 5.17.3500

The main interest in this technique is the perfect closure by construction when3501

applying the reweighting on the trained BDT. The implementation of this technique is3502

also straightforward since the BDTs are already widely used in the HEP community and3503

are derived from standard tools compatible with the analysis framework. Even if this3504

argument should not be the main criteria in science to decide whether or not an idea3505

should be implemented, it eases the choice when focusing only on the performance of the3506

method.3507

Since the method relies completely on a ratio, due to the limited statistics of the3508

samples, the boundaries of the distribution of BDT scores is a problem. For the ratio to3509
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MC A MC B

BDT

Training

Evaluation

Ratio

Weight

A

B

BDT score
B

A

Figure 5.17 – Sketch of the procedure used to evaluate the 2-point systematic from the
BDT ratio approach. After a training phase on part of the events of the two MC genera-
tors, the remaining events are used to evaluate the BDT score and compute a ratio that
reflects the weight to be assigned. A represents the evaluated score of MCA events while
B the evaluated ratio at the point A.

be defined, the BDT score of MCA must be different from zero, hence limiting the range3510

of values for the event to be assigned a weight, since the evaluated samples may have3511

some outliers beyond the main distribution. This method also suffers from inaccurate3512

predictions at high weights. Those regions correspond to where the two generators dis-3513

agree the most, and thus where it is easy to classify the events. Therefore those events are3514

not going to be considered by adding more trees since the algorithm would concentrate3515

on misclassified events.3516

Gradient boosted reweighting technique3517

To answer some of the points raised with the previous method, a novel technique3518

developed by Alex Rogozhnikov [175] attempted to combine several ideas into a single3519

BDT reweighter. Inspired by the bin-by-bin reweighting, the method uses a BDT to select3520

the bins, with a boosting procedure that mixes the gradient boosting and the AdaBoost3521

[166] methods:3522

1. A decision tree is built as described in Section 4.4, but with a special metric described3523

later on.3524

2. In each leaf a prediction weight is computed: pred.= log
wleaf,MCB
wleaf,MCA

. This corresponds3525

to the ideal weight to be applied for the reweighting if only one tree were used.3526

3. Then the distributions are reweighted during the process using the predefined weight:3527

w = w ·
{

1 if event comes from MCB
epred. if event comes from MCA
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where pred. is the prediction weight of the leaf where the events falls in. The3528

reweighted distribution are further on used for the training of the next tree.3529

The decision trees are using a dedicated splitting criteria called symmetrised χ2:3530

χ2 =
∑
leaf

(wleaf,MCA
−wleaf,MCB

)2

wleaf,MCA
+wleaf,MCB

that will serve as the metric of the gradient boosted tree. This estimator is greedily3531

maximised by the algorithm to find the regions where the differences are most important.3532

In this method, the reweighting procedure is applied at each iteration making3533

theMCA distributions more similar to theMCB ones as the number of trees increases, in3534

the same way as the misclassified events get stronger weights in the AdaBoost technique.3535

The final sum of weights for an event is given by:3536

wfinal = epred.
total

where pred.total =
∑
leaf

pred.leaf

where the pred.leaf are the predictions computed at point 2 of all the leaves where the3537

event falls in during the evaluation.3538

Compared to the previous method the big improvement concerns events in the3539

outlier which are correctly treated here since there is no need for a secondary distribution3540

to compute the weight: every event will get a score. Furthermore compared with other3541

techniques, the BDT reweighter seems to perform more smoothly and with the need for3542

fewer statistics [175].3543

The main caveat is the code implementation. This method being not widely3544

shared at present in HEP, the technique relies on well-developed python libraries such3545

as scikit-learn [176] and thus could benefit from the large ML communities developing3546

those packages. However, this project is also a single-person development [177], and is,3547

therefore, lacking in maintenance. It would be crucial for the sake of this method to3548

be recognised by the community to implement it inside the scikit-learn framework or3549

eventually in TMVA so it is compatible with the tools commonly used.3550

Example of performance with the top pair process3551

The goal of the two described methods is to get a weight covering the differences3552

of the two generators and to assess the good quality of this weight the technique has to3553

reweight the nominal MC samples and to compare it to the variation. Several metrics3554

are then available to measure the difference between the reweighted nominal distributions3555

and the variations.3556

The Pearson’s χ2 test [178] is one the oldest and straightforward estimators of3557

the quality of the fit. This method can be reemployed in the comparison of two weighted3558
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or unweighted histograms [179], where the null hypothesis is that the two distributions3559

are obtained from a bin-by-bin Poissonian fluctuation of the same inputted histogram.3560

A modified X2 function is used as test-statistics containing the full information of the3561

weights:3562

X2 =
r∑
i=1

(W1w2,i−W2w1,i)2

W 2
1 s

2
2,i+W 2

2 s
2
1,i

where wj,i is the weight of the ith bin of the jth distribution containing r bins which3563

summed up give Wj having an estimated variance of sj,i. This test-statistics is thought3564

to have a χ2
(r−1) distribution. However, it is limited by the number of bins, and more3565

specifically by the small-weighted bins, since the χ2
(r−1) distribution approximation is no3566

longer true and the p-values are therefore less conservative.3567

To solve this low-statistics problem, the Kolmogorov-Smirnov test based on the3568

cumulative distribution function instead of the probability density function in the Pear-3569

son’s χ2 test can be used. The main point from this method is that it is not based on3570

the underlying probability distribution, making it more resilient to the global change of3571

shapes and also takes into account cross-bin effects. The test statistic is based on the3572

distance D:3573

D = max
x∈[xmin,xmax]

(|F1(x)−F2(x)|)

where Fj(x) is the cumulative distribution (number of events with xi < x normalised to3574

the total number of events) of the jth MC distribution obtained in the range [xmin,xmax].3575

Contrary to the Pearson’s χ2 test which is approximated, the KS test is exact when using3576

un-binned data. However, due to the choice of using histograms, which are more practical3577

to store the information, it is not the case here. The test result can be influenced by3578

the binning, biasing the outcome in case of a wrong bin choice. The required binning3579

to avoid such effect should be compared to the scale of the physics effects, such as the3580

object resolutions, which is believed to be the case in this study. Furthermore, since3581

we are interested in comparing probabilities associated to the same binning, the effect is3582

expected to cancel out.3583

The two methods described are still incomplete since they are only able to mea-3584

sure the effects on 1-dimensional distributions but don’t provide combinatorial methods to3585

assess the N-dimensional closure. Two methods are conceived to overcome that issue. The3586

Earth Moving Distance (EMD) [180], also known in mathematics as Wasserstein metric,3587

is a typical example of a cross-bin measurement that can be used in an N-dimensional3588

space. This metrics can be seen as minimisation of work problem, where the work is3589

computed from moving events of a distribution A to a distribution B. This total work is3590

based on a flow function fij that is constrained by four conditions described in [180] and3591

is solved by transportation algorithms studied for centuries (the first one to formalize this3592

problem was the French mathematician Gaspard Monge in 1781[181]). It allows taking3593
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into account the cross-bin effects. The final value is obtained by:3594

EMD =
∑r
i,j=1 dijfij∑r
i,j=1 fij

where dij is the distance (to be defined) between the N-dimensional bins i and j from the3595

distribution A and the distribution B. Although this method is much more complex than3596

the previous ones it has a natural extension toward more than 1-dimensional evaluation.3597

The main limitation comes from the needed computational time and resources since the3598

length of the object used in the computation is N r. A few tests on the local cluster of the3599

IN2P3 have shown that a maximum 3 or 4 bins for each of the 8 variables can be reached,3600

thus preventing the test to have significant employment.3601

To overcome this computational limitation, one could look at the MVA side to3602

reduce the N-dimensional problem and have a comprehensive metric. Following the idea3603

of the BDT ratio approach, a new BDT could be trained after having reweighted theMCA3604

to learn any remaining differences. This idea was inspired by adversarial techniques, a3605

growing trend in MVA, that uses a second MVA to unlearn certain characteristics from3606

the first one. The point here is not to retrain the first MVA method, but to have a look3607

at its properties. From this retraining, a ROC curve can be plotted showing the ability to3608

separate the MCA events from the MCB ones, and a good metric for this test is the Area3609

Under Curve (AUC). Since the ROC curve is delimited by the 0,0 and 1,1 points, the3610

maximal value for the AUC would be 1 corresponding to a perfect ability to discriminate3611

between the two MC samples with this BDT. On the contrary, in cases in which a BDT3612

is not able to perform a separation, it will do a randomised choice leading to a ROC3613

curve similar to a diagonal line (Background rejection = Signal efficiency), and thus to3614

an AUC of 0.5. Smaller values than 0.5 can be obtained due to overfitting as illustrated3615

in Figure 5.18.3616

The main limitation of this metric is the unique test procedure, i.e. for each3617

reweighting a new metric is computed (BDT training) which raises questions of fair com-3618

parisons between two techniques. For instance, the retrained BDT could be overtrained,3619

biassing the AUC value. Second, the AUC suffers from the lack of a unique definition of3620

its uncertainty. A list of some possible definitions can be found in [182].3621

In the following paragraphs, the emphasis is put on the tt process that is evalu-3622

ated in the 0-lepton channel. The 1-dimensional shape systematic uncertainty was initially3623

dominated by the ME comparison with a similar contribution made by the PS variation.3624

However, due to low statistics, it was decided to use the 1-lepton results. New samples3625

were generated for this study at truth level with the following statistics:3626

In this study, only the BDT ratio method has been evaluated and is therefore3627

presented since the main effort has been put on this technique. The training has been3628

conducted separating the truth flavour of the two b-tagged jets in the same way as it3629

is done in the single-top case because important differences have been noticed between3630

the channels, the new statistics of the ntuples bringing some degrees of freedom. The3631
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a) b) c)

AUC > 0.5 AUC = 0.5 AUC < 0.5

Figure 5.18 – Three toy examples to illustrate the relationship between the BDT output
distribution of MCA (shaded blue) and MCB (plain green) in the bottom plots and the
ROC curve in the upper plots (shaded blue). The random classification is shown as the
grey diagonal. The three situation corresponds to a good classification (a) with AUC
> 0.5, no classification (b) with AUC = 0.5, and an example of a bad classification (c)
where the AUC is bellow 0.5 even though part of the phase space allows some good
discrimination.

regions Nominal ME variation PS variation
2tag2jets 190 665 94 938 122 060
2tag3jets 636 538 322 742 364 234

Table 5.15 – Statistic available (non weighted) for the tt nominal (Powheg + Pythia
8), ME (aMC@NLO + Pythia 8) and PS variation (Powheg + Herwig 7) in the
2tag2jets and 2tag3jets regions

three categories are bb, bc and others (bl, cc, cl, ll). The weighted statistics are given3632

in Table 5.16 obtained per flavour, where the weights take into account the luminosity,3633

cross-section and b-tagging effects.3634

The difference of flavour fraction in the PS variation is likely to be due to differ-3635

ences in the b-tagging truth efficiencies. Flavour acceptance effects can be incorporated3636

by having a normalisation effect as it is done with the pV
T shape systematic in the 2-leptons3637

channel, and advocate for a separate BDT training.3638

The obtained BDT outputs are shown in Figure 5.19, while more plots can be3639

found in Appendix B. While the ratio of shapes is consistent with 1 in the 2-jets case3640

leading to small reweighting effects, a trend can be seen in the 3-jets case showing a3641

better separation power of the technique.3642

Figures 5.20 and 5.21 present the truth closure for the two variables used in the 1-3643

dimensional reweighting procedure in the 2tag3jets region for the three flavour categories.3644
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flavour Nominal ME variation PS variation
2tag2jets

bb 21 312 17 929 20 100
bc 2 801 2 396 2 603

other 269 232 263
2tag3jets

bb 110 590 96 241 105 689
bc 16 651 14 696 14 947

other 1 184 1 102 1 145

Table 5.16 – Statistic available (weighted) for the tt nominal (Powheg + Pythia 8),
ME (aMC@NLO + Pythia 8) and PS variation (Powheg + Herwig 7) derived per
flavour in the two regions
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Figure 5.19 – Distribution of the BDT scores for the bb flavoured events. 2tag2jets
(2tag3jets) regions events are shown on the left (right) plots. Only the PS variation is
presented. On each plot the ratio between the variation and the nominal is shown on the
bottom pad.

All the relevant plots can be found in the Appendix B for all the channels, flavours and3645

jet categories.3646

In general, for all the distributions, the reweighting improves the χ2 and KS3647

scores while not reaching a perfect closure. However, all the important mismodelling are3648

caught by the algorithm, such as mbb effects for the PS variation in the flavour category3649

labelled as other. The tables 5.17 and 5.18 gather the values for those two scores for the3650

mbb and Emiss
T distributions in all the regions. The values for all the variables can be3651

found in Appendix B.3652

The first lesson from these tables is the evidence of complementary of the mea-3653

surements of the two scores. Relatively good χ2/NDF score such as in the ME variation3654

2tag3jets bb case (0.88) can yield to bad KS score (0.071), probably due to cross-bin3655

effects. If not all the distributions in all the regions are getting good scores, a global3656

improvement can be observed still. This is even more spectacular in the case of the in-3657
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mbb
ME variation PS variation

2-jets 3-jets 2-jets 3-jets
flavour bfr. after bfr. after bfr. after bfr. after

χ2/NDF
bb 1.63 1.54 0.88 0.78 1.08 0.98 1.41 1.0
bc 0.95 0.88 1.18 1.05 1.44 1.06 1.58 0.95

other 1.4 1.26 1.64 1.28 1.9 1.11 2.77 1.27
KS score

bb 0.001 0.002 0.071 1.0 0.002 0.011 0.0 0.42
bc 0.778 0.955 0.262 0.525 0.0 0.001 0.0 0.703

other 0.001 0.036 0.0 0.033 0.0 0.845 0.0 0.671
Table 5.17 – Summary of the χ2/NDF and KS score obtained comparing the nominal and
variation mbb distributions before and after the reweighting

Emiss
T

ME variation PS variation
2-jets 3-jets 2-jets 3-jets

flavour bfr. after bfr. after bfr. after bfr. after
χ2/NDF

bb 2.1 2.05 1.74 1.33 1.58 1.52 1.44 1.15
bc 1.44 1.24 1.24 1.12 1.54 1.23 1.58 1.02

other 1.39 1.46 1.29 1.13 1.67 1.11 1.2 1.06
KS score

bb 0.235 0.335 1.74 1.33 0.874 0.911 0.719 0.999
bc 0.001 0.031 0.022 0.25 0.085 0.518 0.001 0.989

other 0.0 0.075 0.0 0.523 0.003 0.523 0.553 1.0
Table 5.18 – Summary of the χ2/NDF and KS score obtained comparing the nominal and
variation Emiss

T distribution before and after the reweighting

155



Background estimation and modelling

120 140 160 180 200 220 240 260 280 300 320
MET

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

N
or

m
al

is
ed

 e
ve

nt
s 

(A
.U

.)

Nominal
Nominal reweighted
Variation (ME)

nominal reweighted
/NDF2χ 1.744 1.331

KS 0.000 0.892

 0L ME 3 jets, bbtt

120 140 160 180 200 220 240 260 280 300 320
MET

0.6

0.8

1

1.2

1.4

R
at

io
 to

 v
ar

.

(a)

120 140 160 180 200 220 240 260 280 300 320
MET

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

N
or

m
al

is
ed

 e
ve

nt
s 

(A
.U

.)

Nominal
Nominal reweighted
Variation (PS)

nominal reweighted
/NDF2χ 1.442 1.153

KS 0.719 0.999

 0L PS 3 jets, bbtt

120 140 160 180 200 220 240 260 280 300 320
MET

0.6

0.8

1

1.2

1.4

R
at

io
 to

 v
ar

.

(b)

150 200 250 300 350
MET

0

0.02

0.04

0.06

0.08

0.1

0.12

N
or

m
al

is
ed

 e
ve

nt
s 

(A
.U

.) Nominal
Nominal reweighted
Variation (ME)

nominal reweighted
/NDF2χ 1.244 1.120

KS 0.022 0.250

 0L ME 3 jets, bctt

150 200 250 300 350
MET

0.6

0.8

1

1.2

1.4

R
at

io
 to

 v
ar

.

(c)

150 200 250 300 350
MET

0

0.02

0.04

0.06

0.08

0.1

0.12
N

or
m

al
is

ed
 e

ve
nt

s 
(A

.U
.)

Nominal
Nominal reweighted
Variation (PS)

nominal reweighted
/NDF2χ 1.578 1.016

KS 0.001 0.989

 0L PS 3 jets, bctt

150 200 250 300 350
MET

0.6

0.8

1

1.2

1.4

R
at

io
 to

 v
ar

.

(d)

150 200 250 300 350 400
MET

0

0.02

0.04

0.06

0.08

0.1

N
or

m
al

is
ed

 e
ve

nt
s 

(A
.U

.) Nominal
Nominal reweighted
Variation (ME)

nominal reweighted
/NDF2χ 1.295 1.128

KS 0.000 0.523

 0L ME 3 jets, othtt

150 200 250 300 350 400
MET

0.6

0.8

1

1.2

1.4

R
at

io
 to

 v
ar

.

(e)

150 200 250 300 350 400
MET

0

0.02

0.04

0.06

0.08

0.1

N
or

m
al

is
ed

 e
ve

nt
s 

(A
.U

.) Nominal
Nominal reweighted
Variation (PS)

nominal reweighted
/NDF2χ 1.202 1.062

KS 0.553 1.000

 0L PS 3 jets, othtt

150 200 250 300 350 400
MET

0.6

0.8

1

1.2

1.4

R
at

io
 to

 v
ar

.

(f)

Figure 5.20 – Comparison of shapes of the nominal MC generator before (black) and after
reweighting (red) compared to the variation (blue) at truth level for the Emiss

T distributions
(pV

T in 0-lepton channel). The bottom part of the plots shows the ratio of the nominal with
respect to the variation. The statistical uncertainty from the variation only is represented
with the light blue background. The χ2 and KS scores are indicated before and after
reweighting between the nominal and variation. The distributions are plotted in the bb
(top), bc (middle) and other (bottom) flavours of the two b-tagged jets in the 2tag3jets
region. Considered variations are the ME (left), and the PS (right).
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Figure 5.21 – Comparison of shapes of the nominal MC generator before (black) and after
reweighting (red) compared to the variation (blue) at truth level for the mbb distributions.
The bottom part of the plots shows the ratio of the nominal with respect to the variation.
The statistical uncertainty from the variation only is represented with the light blue
background. The χ2 and KS scores are indicated before and after reweighting between
the nominal and variation. The distributions are plotted in the bb (top), bc (middle)
and other (bottom) flavours of the two b-tagged jets in the 2tag3jets region. Considered
variations are the ME (left), and the PS (right).
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variant mass of the 3jets in the 2tag3jets case. In the "bc" and "oth" categories, there is a3658

high chance that the 2-tagged jets are coming from one of the top decay (with a hadronic3659

decay of the W boson). So the reconstructed invariant mass is peaking at the top mass.3660

Important mismodelling is observed in Figure 5.23, but is nicely accounted for by the3661

BDT reweighting procedure.3662

Since most of the non-closures are covered by the method, the optimisation of3663

the BDT hyper-parameters such as the number of trees is conducted. Adding more trees3664

should improve the discrimination but could also lead to over-training and consequently,3665

this eventuality should be checked carefully. The folding strategy already allows checking3666

for this feature, since the BDT reweighting can also be applied to the events used in the3667

training and not only to the folded events. Since two folds are used in the training the3668

evaluation can be called A-on-B (usual folding) or A-on-A (unfolding method). The metric3669

used to assess the overtraining is the AUC of the BDT score while varying the number3670

of trees. By construction, the reweighted BDT distribution of the nominal should match3671

exactly the one from the variation leading to an AUC of 0.5, while the non-reweighted3672

AUC should increase with the number of trees up to the point where no new feature is3673

learned. In the A-on-A case, the AUC is expected to increase in the same way as the A-3674

on-B case up to the point where the overtraining effect arises, leading to a linear increase3675

with respect to the number of trees. The reweighted distribution, however, is using the3676

weight from the folded method and therefore is not expected to be at 0.5. Figure 5.22 is3677

showing the evolution in case of the bb flavour events considering the PS variation. More3678

plots can be found in Appendix B.3679

It appears that the expected behaviour of the A-on-B reweighted AUC is well3680

observed with some small statistical fluctuations around 0.5. However, the A-on-A non-3681

reweighted AUC is decreasing with the number of trees, illustrating the poor statistical3682

power of the discrimination with the samples used in the training. Indeed by the addition3683

of more trees, the events are simply moving from the well-classified category to the mis-3684

classified one, making the distributions of BDT scores less separated. The unfolded AUC3685

is showing the expected rise, illustrating the effect of the over-training. The difference be-3686

tween the reweighted and non-reweighted AUC is shown to be roughly conserved between3687

the A-on-A and A-on-B evaluations since the reweighting power is the same between the3688

two methods as they use the same ratio. All in all the setup used for the hyper-parameters3689

seems reasonable in terms of performance and over-training.3690
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Figure 5.22 – Evolution of the AUC for the bb flavoured events with respect to the number
of trees used in the training. 2tag2jets (2tag3jets) regions events are shown on the left
(right) plots. Only the PS variation is presented. The right (left) axis is presenting the
AonA (AonB) scale. Reweighted AUC are shown in dashed lines while the non reweighted
AUCs are in solid lines. Errors are shown with light areas for the non reweighted quantities
following the recommendations of [182].
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Figure 5.23 – Comparison of shapes of the nominal MC generator before (black) and after
reweighting (red) compared to the variation (blue) at truth level for thembbJ distributions.
The bottom part of the plots shows the ratio of the nominal with respect to the variation.
The statistical uncertainty from the variation only is represented with tthe light blue
background. The χ2 and KS scores are indicated before and after reweighting between
the nominal and variation. The distributions are plotted in the bb (top), bc (middle)
and other (bottom) flavours of the two b-tagged jets in the 2tag3jets region. Considered
variations are the ME (left), and the PS (right).

160



3691

6 Statistical analysis and results
3692

The goal of this analysis is to answer the formal question: is the Higgs boson3693

decaying into a pair of b-quarks in the way predicted by the Standard Model? This3694

question is structured in two parts: is the Higgs boson coupled to b-quarks, and is the rate3695

of production and decay observed in the data the same as predicted by theory. The answer3696

is eminently linked to probabilities and should be treated with the appropriate statistical3697

tools: how likely is the observed data consistent with the background+signal hypothesis.3698

These tools will be described in this Section, together with the results obtained. An3699

introduction to the Profiled Likelihood Ratio method is given in Section 6.1. Section 6.23700

gives a global description of the systematic uncertainties. Two sets of results are then3701

detailed in Section 6.3 and Section 6.4, the former being the result obtained in the nominal3702

analysis and published in [21], the latter showing the effect of changing the anti-QCD cuts3703

as described in Section 5.1.1.3704

3705

6.1
The statistical analysis: The Profiled Like-
lihood Ratio fit

3706

3707

At the LHC the statistical framework used for the discoveries has been chosen to3708

be fully frequentist contrary to the mixed Bayesian-frequentist approach used at Tevatron.3709

Even if the two methods are different in their philosophy, the same quantity is measured3710
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from the data:3711

µ= σ ·BR
σSM ·BRSM

where σ is the considered cross-section of production and BR the decay branching ratio.3712

This quantity, called signal-strength, represents a scale factor, that would be 0 if no signal3713

is observed and 1 if the observed amount of signal as predicted by a certain theory, in our3714

case the Standard Model is observed. The procedure used for its measurement relies on3715

the computation of Profiled Likelihood, which is used in a Profiled Likelihood Ratio as a3716

test-statistics.3717

6.1.1 The Profiled Likelihood3718

For each possible value of the signal strength, the level of compatibility between3719

this hypothesis and the measured dataset is assessed. The formalism introduces a Like-3720

lihood function L that is going to take into account the specifics of the analysis. The3721

simplest definition that would correspond to a cut and count experiment is to use the3722

Poissonian probability P :3723

Lpois.(µ) = P(n|µ · s+ b) = (µ · s+ b)n

n! e−(µ·s+b)

where s is the predicted amount of signal events by the model, b the predicted amount of3724

background events, and n the number of observed events.3725

This rather simple expression can then be extended to the case of a discriminant3726

based analysis, which can be considered as a multiple cut and count experiment:3727

Ldisc.(µ) =∏Nbins
i=1 Lpois.,i(µ)

=∏Nbins
i=1 P(ni|µ · si+ bi)

As described in Chapter 4, the V h(bb) analysis is further split into several3728

regions (leptons, jets, SR/CR) which can share the same discriminating variable or not,3729

but are going to be treated with the same formalism:3730

Lregions(µ) =∏NSR
j=1 Ldisc.,j(µ)∏NCR

j=1 Ldisc.,j(µ)

=∏NSR
j=1

∏Nj
bins

i=1 P(nji |µ · sji + bji ) ·
∏NCR
l=1

∏N l
bins

k=1 P(njk|b
l
k)

This basic expression, however, does not account for all the uncertainties that are3731

impacting the measured data as well as the MC predictions of the signal and background3732

yields as shown in Section 5.2. The inclusion of those parameters is well treated inside3733

this formalism through the introduction of Nuisance Parameters (NPs), as described in3734

Section 5.2.1. They are going to affect the number of signal events (in which case they3735

162



6.1 The statistical analysis: The Profiled Likelihood Ratio fit

are denoted by the parameters θs), background events (in which case they are denoted3736

by the parameters θb), or both (in which case they are denoted by the parameters θa).3737

NPs are used to give the fit some freedom to adjust the number of events while penalising3738

modifications using subsidiary measurements f(θs, θb, θa) that profile-out the knowledge3739

of the NPs from the signal strength measurement. All this leads to the final Profile3740

Likelihood expression:3741

Lprofiled(µ,θ) = ∏NSR
j=1

∏Nj
bins

i=1 P(nji |µ · sji (θi,js , θi,ja ) + bji (θ
i,j
b , θ

i,j
a ))

·∏NCR
l=1

∏N l
bins

k=1 P(njk|b
l
k(θk,lb , θk,la ))

·f(θs, θb, θa)

The subsidiary measurements are the priors that can be inserted by the user in the3742

statistical process which is similar to the Bayesian philosophy of statistics. The usual3743

functions used in the process are log-normal or Gaussian distributions, the former having3744

the advantage of always being positively defined. The width of the probability density3745

functions (pdf) governs the characterisation of a deviation, with central value 0 (or 1 in3746

the case of normalisation NPs). The determination of the various constraints is treated in3747

Section 6.2. In a few cases, nuisance parameters do not have such subsidiary measurements3748

and are therefore said to be free to float in the fit.3749

Due to the high number of NPs, it is important to assess their relations not only3750

to the signal and background quantities but also amongst each other. Two NPs are said3751

to be correlated if their variations are coherent. The correlations are effectively decreasing3752

the number of degrees of freedom in the Likelihood. Dedicated studies are conducted to3753

understand the correlation scheme, allowing a-posteriori modifications by the analysers.3754

For instance, for important backgrounds, the normalisations NPs can be separated into3755

sub-components that are then uncorrelated.3756

The last step is to consider the statistical uncertainties, that are incorporated3757

as Poissonian distributions with dedicated NPs described later on.3758

6.1.2 The Profiled Likelihood Ratio as a test-statistics3759

Once the likelihood is built, the value of the signal strength can be extracted by3760

maximising its logarithm with respect to all the NPs, getting the so-called fitted signal3761

strength µ̂.3762

However, this estimator of the central value of the true signal strength does not reflect3763

the knowledge obtained on the "significance" of the measurement. This result is obtained3764

when comparing the hypothesis assuming the searched signal H0 and the background-only3765

hypothesis H1. The term of significance (Z) in the frequentist statistic is linked to the3766

p-value (p) defined as the probability, under the assumptions of the hypothesis H0, of3767

finding data of equal or larger incompatibility with the predictions of H0:3768

Z =G−1(1−p)
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where G−1 is the inverse of the Gaussian function, providing a direct mapping between3769

the p-value and the number of standard deviations from the Gaussian distribution as seen3770

from Figure 6.1. This final significance is one of the key ingredients in searches for claiming3771

a discovery or an observation. Two thresholds are historically defined in HEP for claims:3772

the 1.35×10−2 % p-value level, corresponding to Z=3, is associated to an evidence while3773

the 2.87× 10−5 % p-value level, corresponding to Z=5, is associated to an observation.3774

However, the level of significance is not always sufficient by itself to get credits from the3775

community. For instance, the supraluminic neutrinos announcement was observed with3776

a Z=6.0 significance [183], and more recently the DAMA/LIBRA experiment reported a3777

Z=12.9 significance on a dark matter observation and annual oscillation. However, the3778

first result got explained by a bad connection between a fibre-optic cable that connects3779

to the GPS receiver used to correct the timing of the neutrinos’ flight and an electronic3780

card in a computer [184], and was corrected by the collaboration when published. In3781

the second case several experiments based on similar and other detection methods ruled3782

out the published result, and some theoretical and instrumental explanations have been3783

issued [185]. These two examples, tend to show that the level of trust is also based on3784

the social belief in the community upon the produced result, such as the reproducibility3785

of the result by independent experiments. Other important criteria are, among others,3786

related to the good comprehension of its detector and the modelling of the background,3787

aspects which are fundamental to make a strong assessment.3788

Figure 6.1 – The standard Gaussian distribution φ(x) = 1√
2πe
−x2

/2 showing the relation
between the significance Z and the p-value p [186].

The p-value in the case of the two hypothesis described before is computed from3789

a test-statistics called the Profiled Likelihood Ratio qµ computed as:3790

qµ =−2log L(µ, ˆ̂θ(µ))
L(µ̂, θ̂)

Here ˆ̂
θ(µ) denotes the conditional Maximum-Likelihood (ML) estimator of θ for the given3791

value µ. The denominator is obtained with the unconditional maximising of the Likelihood3792

given by the ML estimators θ̂ and µ̂. In the case of discovery searches, such as in the3793
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V h(bb) analysis, the goal is to reject the background only µ = 0 hypothesis. Hence the3794

relevant test-statics is defined as q0 = limµ→0 qµ. This value is capped at 0 for negative3795

µ̂ since the presence of a signal is only expected to give an enhancement of observed3796

events. This said, a negative µ̂ value would indicates a disagreement with the background-3797

only hypothesis while not agreeing with the initial signal hypothesis, pointing rather to3798

systematic error or statical fluctuations. The p-value p can be directly extracted from3799

this PLR value:3800

p=
∫ ∞
q0

f(q|0)dq

where f(q|0) is the probability density function of the test-statistics. This function can3801

be computed using the Wald approximation [186, 187]:3802

f(q|0) = 1
2δ(q) + 1

2
1√
2π

1√
q
e−q/2

where δ(q) denotes the Dirac distribution at 0, and where the second term represents a chi-3803

square distribution for one degree of freedom. This function is represented in Figure 6.2a.3804

The integration allows then to get a simple relationship between the observed p-value and3805

the significance:3806

Z =√q0

(a) (b)

Figure 6.2 – Illustration of the link between the probability density function of the test-
statistics, the measured (a) or the median (b) PLR and the p-value [186].

6.1.3 The Asimov dataset and expected significance3807

The statistical treatment of data leads to the extraction of the final results and3808

this is generally the last step in the analysis. Indeed, since the observed significance3809

can lead to important decisions, such as publishing groundbreaking results as mentioned3810

earlier, the analyser should remain as unbiased as possible when designing and improving3811

his analysis. Therefore, to get the most rigorous result a blinded procedure is applied.3812
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This procedure states that the full chain of analysis should be understood and frozen3813

before looking at data results in regions where a signal might be found. However, tuning3814

of the fit procedure requires several studies, often based on data. In some cases the data3815

sample is not large enough to guarantee the validity of the extracted results. All these3816

reasons push to build an artificial dataset from the MC prediction and is called Asimov3817

data-set [186].3818

This data-set must be constructed in such a way that when one uses it to evaluate3819

the estimators for all parameters, the true parameter values are obtained :3820

{
nji = µ′ · sji + bji
ml
k = blk

where µ′ is the tested signal strength corresponding formally to the hypothesis H0, hence3821

µ′ = 1 here. The term Asimov was coined due to its predictive power that is based on a3822

single entity representing the global sum of processes, such as in one of Asimov’s short3823

stories [188].3824

The strength of this procedure is to give a natural estimator of what would be3825

the significance of the analysis to reject H1 given the predicted signal and background,3826

where, by construction, all the statistical fluctuations are suppressed. Since the signifi-3827

cance function is monotonic under the p-value(p), and thus under the test-statistics q0,3828

computing the median of the significance is equivalent to computing the median of q0:3829

med(Z|µ′ = 1) =med(g(p)|µ′ = 1)
=med(g(h(q0))|µ′ = 1)
= g(h(med(q0|µ′ = 1)︸ ︷︷ ︸

q0,A

))

where g, h are the monotonic functions to go from the test-statistics to the significance,3830

and q0,A the test-statistics obtained from the Asimov data-set as shown in Figure 6.2b.3831

In the case of the Wald approximation we have g(h(x)) =
√
x.3832

6.1.4 Post-fit inquiries3833

Once the fit is performed based on the real or the Asimov data-set, any features3834

need to be understood before looking at the significance. All the parameters are allowed3835

to evolve in the procedure, and thus the analyser must check that the values obtained are3836

in agreement with what was predicted, i.e. the prior set on the NPs.3837

The NPs parameters are given as input in the Likelihood with subsidiary mea-3838

surements, which present two parameters: the central value, and the width of the distri-3839

bution. The actual effect of the fit will be to adapt these values with the Maximum Log3840

Likelihood procedure, resulting in two effects:3841

166



6.1 The statistical analysis: The Profiled Likelihood Ratio fit

— constraints: sometimes the fit can reduce the width of the prior since the data3842

can constraint it much better than the prediction. This could be caused by a3843

mismatch between the NPs needed by the fit and the inputed ones, especially3844

for the experimental NPs where a reduction scheme is applied on the number3845

of NPs for time computation reasons. On the analysis specific quantities, it3846

is the sign that the first computation may have been too conservative, or that3847

the parametrisation is not good enough and that more degrees of freedom3848

must be provided. In some rare cases, the systematics are under-constrained,3849

showing some pathological problems of the fit itself.3850

— pulls: The central values are often shifted away from their initial value for3851

good reasons. These pulls should be compared with the resulting constrained3852

widths and the initial values/widths. For example, a NP with post-fit values3853

of 0.4± 0.1 is still highly compatible with the initial guess that is 0.± 1.0.3854

However, the NPs should be checked if the central value is subsequently3855

shifted away from zero without the width being constrained.3856

These checks must be conducted with the Asimov and the real data-set. In the first3857

case the pulls must be aligned with their initial values. Some constraints can appear,3858

and should be correlated with similar phenomena when fitting with the data. A detailed3859

comparison of the pulls and constraints between the two data-sets is therefore crucial.3860

As we have more than one parameter acting on the results, they might share3861

correlations reflected in the profiled likelihood. These effects can be physically genuine3862

for instance in the case of the background normalisations when the factors are separated3863

between regions but are still evolving coherently. The global effect of the correlation is3864

to reduce the effective number of degrees of freedom in the fit, making the interpretation3865

of results less straight-forward. For instance a pull or a constraint observed for one NP,3866

could in fact be due to a second NP that is correlated to the first one. The decorrelation of3867

parameters can be invoked in the case when a NP is applied in different regions undergoing3868

the effects of independent constraints in each of these. In practice the correlation matrix3869

is computed by the inversion of the Hessian matrix:3870

Corr =
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The next relevant point to be investigated is the impact of the introduced NP3871

on the signal strength error. A global approach is conducted by looking at the profiled3872

likelihood with respect to the signal strength µ near to the best-fit value. For each3873
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value, the NPs are fitted again leading to the new likelihood L(µ,θ). A one standard3874

deviation uncertainty is assigned corresponding to the test-statistics qµ = 2 ·(log(L(µ̂, θ̂))−3875

log(L(µ, ˆ̂θ(µ)))) variation by one unit. However, this value is inclusive in the various effects3876

of the NPs. Two different tests are then conducted to investigate the effect of individual3877

NP:3878

— Breakdown method: NPs are merged in categories to evaluate the impact3879

of each group. The method used in the V h(bb) analysis is considering the3880

difference in quadrature of the individual deviations and the fit done by3881

fixing all the NPs in the category to their initial values. The advantage of3882

this method is that the result is closer to the impact of an individual NP3883

when approaching the limit of one NP per category. However, the sum in3884

quadrature of all the effects will not result in the full uncertainty because3885

of the correlations. A different option is introduced in Section 7.1, following3886

the recommendations of the Higgs combination group as well as the CMS3887

methodology.3888

— Ranking method: Each NP, one at the time, is scaled by its post-fit ±1σ3889

variation and the signal strength best-fit value is recomputed, all the other3890

NPs being allowed to float from their initial post-fit value to take into account3891

correlations. The difference of signal strength ∆µ± = µ±1σ− µ̂ for each NP3892

is ranked by importance, and plotted. Due to the correlation effects, the3893

positive and negative variations may not have the same magnitude resulting3894

in asymmetrical representation.3895

The last element to be checked is the distributions used to perform the fit. The3896

post-fit distributions are plotted using the best-fit values of the signal strength µ̂ as well3897

as the NPs θ̂. The variables used in the BDT training are also plotted using the best-fit3898

values of the NP, except for the MC statistical ones, which is hard to interpolate between3899

different distributions. The data over MC ratio obtained is thus a good sign of the fit3900

convergence and possible mismodelling.3901

3902

6.2 The nuisance parameters
3903

3904

The previously introduced NPs can be classified according to their origins: the3905

statistical uncertainties linked to the finite number of events, the experimental systematics3906

arising from the known biases in reconstruction and identification as presented in the3907
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Chapter 3 and the modelling effects already presented in Chapter 5. Finally, to reduce3908

the number of degrees of freedom, a reduction and smoothing scheme of the NPs is3909

presented.3910

6.2.1 The statistical uncertainties3911

The limited statistics of the MC generators is taken into account as a separate3912

term of the likelihood following the recommendations of Beeston–Barlow technique [189].3913

The full approach would require to consider as many parameters as the number of bins3914

times the number of processes, and could be minimised using parallel computation. How-3915

ever, a lighter approach, called Beeston–Barlow lite, considering all the backgrounds mor-3916

phed into one component has led to a simpler calculation without loosing any precision3917

in all the tests conducted so far. The resulting likelihood term can be written as Poisson3918

form [190]:3919

Lstat(γ) =
Nbins∏
i=1
P(mi(θis, θib, θia)|γiτi)

where the γs are the NPs associated to the statistical fluctuations of the MC samples, and3920

τi = (mi(θis, θib, θia)/δi)2 is the Poissonian predicted central value from the total statistical3921

uncertainty δi of the bin i. The second effect in the likelihood is a bin-by-bin global3922

reweighting:3923

P(nji |µ · sji (θi,js , θi,ja ) + bji (θ
i,j
b , θ

i,j
a ))→P(nji |γi · (µ · sji (θi,js , θi,ja ) + bji (θ

i,j
b , θ

i,j
a )))

This method is shown to give a significant improvement in case the number of3924

MC events is lower than 10 times the number of data events per bin. In this case, to limit3925

the impact of the low MC statistics, the BDT distribution is binned with an adaptive3926

and iterative binning procedure, which would allow getting an optimal S/B ratio while3927

maintaining a reasonable MC statistical uncertainty. The algorithm uses the Z function3928

defined as:3929

Z = zsns/Ns+ zbnb/Nb

where ns,b is the number of signal/background events in the bin with respect to the total3930

Ns,b number of signal/background events while zs,b are two parameters which will be3931

optimised by applying the following procedure:3932

1. aggregate the bins from the right to compute the value of the Z function.3933

2. if the Z function is above a threshold (here 1) and the MC statistical uncertainty is3934

below 20%, rebin all the selected bins into a single bin.3935

3. repeat the same procedure until all the bins are grouped.3936

The values of zs,b were chosen to be (10,5) in the case of the V h(bb) BDT and3937

(5,5) in the case of the di-boson cross-check due to the lower statistics of the signal MC3938

sample resulting in 15 bins in the former case and 10 bins in the latter.3939
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6.2.2 The experimental systematics3940

The measurements and calibrations of the objects described in Section 3.2 are3941

associated with uncertainties given by the dedicated Performance Working Group. These3942

uncertainties are computed per event in both the data and the MC samples and propa-3943

gated to the fit through histogram variations with Gaussian priors. The following cate-3944

gories are used in the V h(bb) analysis.3945

Luminosity and pile-up3946

The luminosity is used to weight the MC samples to get the correct final number3947

of events. The uncertainty on this value provided for 2015, 2016 and 2017 is respectively3948

2.1%, 2.6%, and 2.4%. A combined measurement is obtained using a method similar3949

to [191] , from calibrations of the luminosity scale using x–y beam-separation scans per-3950

formed in August 2015, May 2016 and July 2017, and yields a mean uncertainty of 2.0%.3951

This value is applied as the width of a Gaussian prior in the fit.3952

The pile-up emulated in the MC samples is scaled up by a 1.03 factor to account for3953

data/MC differences. By comparison, the MC samples used in previous studies with A23954

tunes were reweighted by a 1.09 factor. This factor is varied with an up/down values of3955

1.00/1.18.3956

Emiss
T3957

The uncertainties on the Emiss
T come from various sources and can be classified3958

into two categories, the trigger and the object related effects. Scale factors have been3959

derived to account for the trigger turn-on curve and related uncertainties are obtained3960

from that method. Three NPs are used to account for the statistical variation of the fit,3961

the MC process used in the derivation, and the kinematical dependence in terms of the3962

offline scalar sum of the pT of the jets.3963

The second category is concerning the resolution of the Emiss
T and its objects. The value3964

is recomputed first while varying the soft-terms or hard-terms by ±1σ of their resolu-3965

tion. Two resolution terms for the soft-terms coming from comparisons between data and3966

various MC samples are also used. These resolutions use the perpendicular and parallel3967

projections of the soft-terms calculated and binned as a function of the hard-objects pT.3968

Leptons3969

For both the muons and the electrons three sets of systematics are considered.3970

First, since these objects are entering at the trigger level in the 1- and 2-leptons cases, the3971

trigger scale factors used to correct for data/MC differences are varied both for statistical3972

and systematic sources, resulting in a global NP for electrons and two NPs for the muons.3973

Second, the identification efficiency variations are used as set by the calibrations pre-3974

scriptions. While the electrons only use three NPs for the identification, reconstruction3975
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and isolation, the muons use eight variations dividing the NPs between statistical and3976

systematical variation, as well as low- and high-pT for the identification due to the differ-3977

ences of calibration technique used to extract the scale factors. Last, the object energy3978

scale and resolution are used from the energy calibration. The electron scale is not the3979

dominant source of uncertainty in the analysis, and thus all the variations provided (more3980

than sixty) are classified into two NPs corresponding to scale and energy resolution. For3981

the muons, the pT resolution is separated into two components (inner-detector and muon3982

system) while one NP is set for the momentum scale.3983

Jets3984

The calibration of the jet energy scale described in Section 3.2.2.2 requires a lot3985

of different steps and various uncertainties can be applied: in-situ corrections, eta inter-3986

calibration, high-pT jets, pile-up, flavour composition, flavour response, b-jets, and punch-3987

through jets. This baseline uses roughly 50 parameters to allow for a full combination3988

with other analyses. However, a reduced scheme of 23 parameters is also proposed. The3989

reduction is undertaken through a principal component analysis, combining the resulting3990

NPs to preserve correlations.3991

An uncertainty is also set on the jet energy resolution derived from data/MC comparison.3992

b-tagging3993

In order to correct for the data/MC discrepancies in flavour tagging, scale factors3994

are derived, which have corresponding systematics variations. These scale factors are3995

separated into different flavours (b, c, light and τ), and around 40 variations are considered3996

for each. Those variations arise from experimental (e.g. JES modifications since the3997

factors are binned in pT), theoretical (e.g. pT spectrum of tt events in the calibration)3998

and statistical uncertainties. Using the same approach as for the jet energy scale, a3999

reduced scheme is created separated between b, c and light with τs being accounted in4000

the last one. The remaining eleven NPs are completed by a high-pT extrapolation NP to4001

account for the limited pT range of the calibration and a b-to-c extrapolation NP.4002

6.2.3 The multi-jet background modelling uncertainties4003

In the 1-lepton channel, a template is used to determine the shape of the QCD4004

multi-jet background in the SR (see Section 5.1.2). Several sources of systematic uncer-4005

tainties are derived to encompass the hypotheses made for this estimation, both on the4006

shape and normalisation of the multi-jet distributions.4007

Shape Uncertainties4008

In order to evaluate the shape uncertainty of the MJ background estimate, sev-4009

eral shape systematic uncertainties are considered:4010
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— Lepton trigger: the impact of the choice of lepton trigger on the MJ es-4011

timate is evaluated, as this may introduce a bias in the inverted isolation4012

region. This systematic affects only the electron channel, since only the4013

Emiss
T trigger is used in the muon channel. Instead of using the combination4014

of triggers, listed in Table 4.1, simply the lowest pT trigger is used.4015

— Isolation requirements: an evaluation of the uncertainty introduced by4016

the isolation criteria to define the MJ-enriched CR is considered. A re-4017

duced inverted-isolation region is defined, with additional isolation cuts ap-4018

plied. In the electron channel, this is defined requiring in addition TopoEt-4019

Cone20 < 12 GeV , and in the muon channel, PtCone20 < 2.9 GeV. The4020

additional cuts are optimised for preserving about half of data events in the4021

QCD enriched-CR retaining the fraction that is closer to the signal region4022

and thus is subject to a smaller extrapolation uncertainty.4023

— EW normalisation factors: the impact of using the normalisation factors4024

extracted in the SR mW
T fit for the Top and W+jets processes for the EW4025

background subtraction procedure in the inverted isolation region is assessed.4026

The nominal MJ template shape is evaluated with and without applying the4027

normalisation factors and the difference in shape taken as the systematic4028

uncertainty.4029

These uncertainties are implemented as shape-only systematics by normalising4030

the variation to the nominal MJ yield. Plots in Figure 6.3 show the shape comparison for4031

the nominal BDT and the main shape systematics variations for both electron and muon4032

channels in the 2tag2jets region.4033
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Figure 6.3 – The MJ BDT shape comparison for the nominal (in black) and some main
shape variations in the 2tag2jets region, electron channel (left) and muon channel (right).
The histograms in blue indicate the impact of using the lowest lepton pT trigger (Lepton
trigger systematics), the green histograms indicate the impact of using the reduced in-
verted isolation region (Isolation requirements systematics), the red histograms indicate
the impact of using the Top and W+jets normalisation factors in the inverted isolation
region (EW normalisation factors systematics).
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Normalisation Uncertainty4034

The sources of systematic uncertainties that have an impact on the multi-jet4035

distributions are also considered to derive an uncertainty on the estimated multi-jet nor-4036

malisation. The impact on the multi-jet normalisation is indirectly driven by changes to4037

the mW
T template distributions, and to the relative yield in the signal and W+hf control4038

regions. The individual contributions are added in quadrature to give the overall normal-4039

isation uncertainty, separately in the 2 and 3 jet regions, and for the electron and muon4040

channels.4041

In addition to the same sources of uncertainties considered for the shape and4042

previously described, a few more are added exclusively for the normalisation uncertainty:4043

4044

— Emiss
T requirements: an estimates of the uncertainty introduced by the4045

Emiss
T requirement in the electron channel selection is calculated. The Emiss

T4046

< 30 GeV region is included in the template fit, which induces a change to4047

the mW
T distribution both for the derived multi-jet component and for the4048

MC EW background components.4049

— mW
T fit: an estimate of the uncertainty introduced by fitting on the mW

T4050

variable is considered. An alternative distribution (∆Φ(l,h), where l is the4051

selected lepton and h the reconstructed Higgs boson) is used in the template4052

fit. This variable is selected due to the good discrimination between MJ and4053

EW background.4054

All in all the fractions of the multi-jet contribution compared to the total back-4055

ground and their uncertainties are presented in Table 6.1.4056

Region channel MJ Fractions (%) MJ norm. uncertainty

2tag2jets
electron 1.91+1.96

−1.91 -100% / +105%

muon 2.76+2.06
−1.65 -60% / +75%

2tag3jets
electron 0.15+0.24

−0.15 -100% / +160%

muon 0.43+1.10
−0.43 -100% / +260%

Table 6.1 – Summary of MJ fractions, along with their associated uncertainties in the
2tag2jets and 2tag3jets separately
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6.2.4 Acting on systematics4057

As presented before, the systematics are either contributing to a global scale4058

factor acting on all the bins at the same time or kept as histograms that have a bin-4059

by-bin effect. Amongst the latter, the effect could come from a variation of the event4060

weights (e.g. flavour tagging, or shape modelling), or from a modification of the event4061

properties (e.g. the jet energy scale) that would lead to a different shape of a certain4062

variable. However, when the population of a bin is low, the second category could induce4063

statistical shape fluctuations. To mitigate this effect a smoothing procedure has been4064

adopted to rebin the distribution of the systematic variation of the discriminant. An4065

iterative algorithm merges adjacent bins with the two conditions that no local extrema4066

can be found after rebinning while preserving at most a 5% statistical error in each bin of4067

the nominal distribution. The resulting variation is computed from the difference of the4068

rebinned histograms while being applied on the initial binning.4069

If some of the systematics are presented with a ±1σ variation naturally such as4070

in the jet energy scale, it is not the case for all of them. The so-called 1-sided systematics4071

are typically obtained when only the positive variation is described (as in the 2-point sys-4072

tematics of the shape modelling), or when the distribution is symmetric by construction4073

(as in the jet energy resolution). However, 2-sided systematics can present some differ-4074

ences in magnitude between the positive and negative regions. Such effects are treated4075

accordingly in the fit procedure and are considered genuine. The 1-sided systematics are4076

symmetrised around the origin to be evaluated in the same way as the 2-sided ones.4077

Since a large number of NPs is present, the fit stability could be questionable.4078

Some of the systematics described earlier have a very limited impact on the distribution.4079

Even worse, in limited statistical regions, they could induce some artificial fluctuation4080

that would be hard to control. Therefore a pruning algorithm is designed to take out4081

the problematic and low impact NPs. Several rules are set depending on the type of4082

systematics:4083

— normalisation: if the variation is less than 0.5% or the two sides have the4084

same sign.4085

— shape: all the bins have a variation smaller than 0.5%.4086

In addition, the signal shape and normalisation systematics are dropped in regions where4087

the signal is below 2% of the total background in all the bins and the effect is lower than4088

0.5% of the total background.4089
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4090

6.3 Results
4091

4092

The analysis is performed using the L = 79.8 fb−1 dataset from Run-2 and4093

the MC described in Section 4.1 and presented in [21]. The results are presented in4094

Section 6.3.1 for the MVA analysis, whilst the Cut Based Analysis fit results are given in4095

Section 6.3.2. The results are combined with the Run-1 results obtained from a different4096

analysis [13], and with the other channels to get the final Vh and h→ bb results.4097

6.3.1 MVA Analysis4098

The main result in the V h(bb) analysis is driven by using the MVA BDT as a4099

discriminant in the profile likelihood ratio fit, using the signal and control regions defined4100

in the Section 4.2. However, since the control regions are not used to discriminate between4101

the signal and the backgrounds but rather to model the latter, other distributions are used.4102

The variables used are summarised in Table 6.2.4103

Channel SR/CR
Categories

75< pV
T < 150 GeV pV

T > 150 GeV
2 jets (≥) 3 jets 2 jets (≥) 3 jets

0-lepton SR – – BDT BDT
1-lepton SR – – BDT BDT
2-leptons SR BDT BDT BDT BDT
1-lepton W+hf CR – – Yield Yield
2-leptons Top emu CR mbb mbb Yield mbb

Table 6.2 – Regions used in likelihood fit, and their associated distributions. In practice
the yields are obtained from the mbb distributions with one bin.

The post-fit plots of the most relevant distributions are summarised in Fig-4104

ures 6.4, 6.5 and 6.6. The background contributions after the global likelihood fit are4105

shown in the filled histograms. The Higgs boson signal is shown as a red filled his-4106

togram on top of the fitted backgrounds normalised to the signal yield extracted from4107

data (µ=1.16) and superimposed as a solid line in the plot, scaled by the factor indicated4108

in the legend for visibility purposes. The dashed histogram shows the total pre-fit back-4109

ground. The size of the combined statistical and systematic uncertainty for the sum of4110

the fitted signal and background is indicated by the hatched band. The ratio of the data4111

to the sum of the fitted signal (µ=1.16) and background is shown in the lower panel. The4112
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distributions are shown with the binning used in the global likelihood fit. The overall4113

agreement between the data and the MC is good.4114
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Figure 6.4 – The BDT output post-fit distributions in the 0-lepton channel for 2-btag
events, in the 2-jets (a) and exactly 3-jets (b) categories.

Pull values are investigated in Figure 6.7. The highest pulled NPs are concerning4115

the Z+hf mbb shape modelling. These effects have already been observed in the past and4116

are linked to the large data sample in the 0- and 2-leptons mass sidebands that allow the fit4117

to pull and constrain the nuisance parameter on the mbb shape of the Z+hf background.4118

The pull corrects a mismodelling, observed in Z+hf enriched sideband regions, of the4119

mbb distribution by the simulation. Some over-constraints are observed especially for4120

modelling systematics, which could be explained by the large uncertainties associated to4121

those variables at the reconstructed level, especially in the 2-leptons region where the4122

fit has more constraining power. This could hopefully be improved with the new shape4123

modelling proposed in Section 5.2.4.4124

The values of the free-floating scale factors are presented in detail in Table 6.3.4125

While the scale factors are compatible with the MC predictions for the tt and the V+jets4126

in the (≥) 3-jets channels, important corrections are needed in the 2-jets especially for the4127

Z+hf, as observed in the previous result [16], as well as in the CMS result [192] where the4128

scale factor is even higher. This is expected due to the poor modelling of the cross-section4129

for these processes and is also observed in SM Z+bb analysis [193], in particular when4130

requiring b-tagging while it is not observed in the general case [194]. The same observation4131

holds to a less extent in the W+hf, which is more compatible with predicted MC values4132

and can be explained by difficult modelling, with less pure regions for constraints, whereas4133

the Z+hf can use the 2-leptons sidebands.4134

The correlation plot is shown in Figure 6.8a for the Asimov fit and Figure 6.8b for4135

the fit to data. Important correlations are observed for the normalisation factors, as well4136
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Process Normalisation factor
tt 0- and 1-lepton 0.98±0.08
tt 2-leptons 2-jets 1.06±0.09
tt 2-leptons ≥3-jets 0.95±0.06
W+hf 2-jets 1.19±0.12
W+hf (≥) 3-jets 1.05±0.12
Z+hf 2-jets 1.37±0.11
Z+hf (≥) 3-jets 1.09±0.09

Table 6.3 – Factors applied to the tt, Z+hf, and W+hf backgrounds, as obtained from the
global likelihood fit to the

√
s= 13 TeV data for the multivariate analysis, used to extract

the Higgs boson signal. The errors represent the combined statistical and systematic
uncertainties.
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Figure 6.5 – The BDT output post-fit distributions in the 1-lepton channel for 2-btag
events, in the 2-jets (a) and exactly 3-jets (b) categories. The W+hf control region plots
are shown for 2-btag events, in the 2-jets (c) and exactly 3-jets (d) categories.
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Figure 6.6 – The BDT output post-fit distributions in the 2-leptons channel for 2-btag
events, in the 2-jets (a) and ≥ 3 jets (b) categories in the high-pV

T region. The Top emu
control region plots are shown for 2-btag events, in the 2-jets (c) and exactly 3-jets (d)
categories.
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Figure 6.7 – Nuisance parameter pulls and the free parameter scale factors corresponding
to a conditional combined fit performed to the Asimov dataset (black) and to the Run-2
data (red).
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as with the b-tagging NP. This is due to the importance of b-tagging scale factors in the4137

shapes of the distributions in this phase space and the normalisation of the backgrounds.4138
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Figure 6.8 – Correlation matrix from the Asimov fit (a) and fit to the data (b). Only
variables with at least one correlation larger than 0.25 are shown. The order of the
variables along the axis is arbitrary as it comes from the list of systematics provided to
the framework by the analyser.

The ranking of the NPs is shown in Figure 6.9 for the fit to data. Due to im-4139

provements in the methodology used to estimate the modelling uncertainties for the single4140

top-quark, VH signal and di-boson processes, the relative importance of the correspond-4141

ing NPs is modified compared to the ranking presented in [16]. Modelling systematics4142

are still clearly dominating while signal acceptance systematics and b-tagging are coming4143

next.4144

The impact on the signal strength is given by the breakdown in Table 6.10. As4145

shown in the table and the ranking plot in Figure 6.9, the systematic uncertainties due to4146

the modelling of the signal play a dominant role, followed by the uncertainty due to the4147

limited size of the simulated samples (MC statistical), the modelling of the backgrounds4148

and the b-tagging uncertainties. The analysis is also systematics dominated, and in this4149

sense, the next improvements will have to focus on the reduction of these contributions,4150

starting with the modelling, as presented in Section 5.2.4. It is worth mentioning that4151

the categories listed in this table are coming from the choice of the analysis strategy4152

reflecting what seems to be a good compromise between the hundreds of NPs and the4153

main categories.4154

The effects of the nuisance parameters in the fit are globally understood, and the4155

result in terms of signal strength and significance can be extracted. A full combination of4156

all the lepton channels yields to an observed p0 probability of 5.3 ·10−7 of a background4157

fluctuation to explain the observed data, while the expected one is 7.3 ·10−6. This result4158

is translated in terms of significance to 4.9 standard deviations compared to 4.3 expected.4159
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Figure 6.9 – Ranking of the nuisance parameters
based on the impact on the best-fit value µ̂ for
the fit to the data. The hatched and open areas
correspond to the upwards and downwards vari-
ations, respectively. The filled circles are repre-
senting the corresponding pulls for the specific
NP. Only the 15 firstly ranked NPs based on the
global effect are shown.

Source of uncertainty σµ
Total 0.259
Statistical 0.161
Systematic 0.203
Experimental uncertainties
Jets 0.035
Emiss

T 0.014
Leptons 0.009

b-tagging
b-jets 0.061
c-jets 0.042
light-flavour jets 0.009
extrapolation 0.008

Pile-up 0.007
Luminosity 0.023
Theoretical and modelling uncertainties
Signal 0.094

Floating normalisations 0.035
Z + jets 0.055
W + jets 0.060
tt 0.050
Single top quark 0.028
Diboson 0.054
Multi-jet 0.005

MC statistical 0.070

Figure 6.10 – Breakdown of the con-
tributions to the uncertainty in µ.
The sum in quadrature of the system-
atic uncertainties attached to the cate-
gories differs from the total systematic
uncertainty due to correlations.

The obtained value for the best-fitted signal strength is:4160

µbbV H = 1.16+0.27
−0.25 = 1.16±0.16(stat.)+0.21

−0.19(syst.)

The decomposition of the signal strength uncertainties has already been presented in Ta-4161

ble 6.10. The fit has also been computed considering each lepton channel signal strength4162

independent and the results are reported in Table 6.4. The leading channels in the discov-4163

ery are shown to be the Z-dominated 0- and 2-leptons modes, with the latter pushing-up4164

the value of the signal strength. The comparison in terms of signal strength values is4165

shown in Figure 6.11a. A compatibility test can be made separating the calculation into4166

three independent µ and the global fit. It is assumed that the differences in the maximum4167

likelihood values between fits follow a χ2 distribution based on the difference of parameter4168
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of interests, i.e. of the number of µ values. Performing a χ2 between the single lepton4169

channel fits and the global one lead to a measured compatibility of 80%4170

Channel Signal strength p0 Significance
Exp. Obs. Exp. Obs.

0-lepton 1.04+0.34
−0.32 9.5 ·10−4 5.1 ·10−4 3.1 3.3

1-lepton 1.09+0.46
−0.42 8.7 ·10−3 4.9 ·10−3 2.4 2.6

2-leptons 1.38+0.46
−0.42 4.0 ·10−3 3.3 ·10−4 2.6 3.4

combination 1.16+0.27
−0.25 7.3 ·10−6 5.3 ·10−7 4.3 4.9

Table 6.4 – Measured signal strengths with their combined statistical and systematic
uncertainties, expected and observed p0 and significance values (in standard deviations)
from the combined fit with a single signal strength, and from a combined fit where each
of the lepton channels has its own signal strength, using

√
s= 13 TeV data.

A two signal strength parametrisation separating the Z- and W-induced signals4171

(referred to as ZH and WH) has been refitted. The correlation between the two signals4172

has been found to be -1%. The observed (expected) significance of ZH mode is 4.0 (3.5)4173

standard deviations, whilst 2.5 (2.3) for the WH that does not benefit from the 0- and4174

2-leptons channels. This result demonstrates that such a differential measurement, could4175

be accessible with a full Run-2 analysis and provides valuable inputs to the theoretical4176

communities. The extracted signal strengths are shown in Figure 6.11b. The level of4177

statistical compatibility between the inclusive and differential fit is 84%.4178
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Figure 6.11 – Measured best-fit signal strengths for the combination of all three channels
in a single µ and three µ fit (left) and for a two µ fit separating WH and ZH production
(right).
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6.3.2 Cut Based Analysis (CBA)4179

The cross-check performed for the cut based analysis differs from the multi-4180

variate one. Thembb distribution is used as the discriminant, as described in Section 4.2.1.4181

The modelling systematics were derived accordingly to the specific phase space, and dis-4182

tributions are binned with constant size contrary to the MVA distribtuions. The control4183

region definition, as well as the pV
T binning, is modified as presented in Table 6.5.4184

Channel SR/CR
Categories

75< pV
T < 150 GeV 150< pV

T < 200 GeV pV
T > 200 GeV

2 jets (≥) 3 jets 2 jets (≥) 3 jets 2 jets (≥) 3 jets
0-lepton SR – – mbb mbb mbb mbb

1-lepton SR + CR – – mbb mbb mbb mbb

2-leptons SR mbb mbb mbb mbb mbb mbb

2-leptons Top emu CR mbb mbb Yield∗ mbb
∗∗ Yield∗ mbb

∗∗

Table 6.5 – Regions used in likelihood fit, and their associated distributions. The medium-
and high-pV

T bins are merged in the 2-leptons CR due to statistics issues.

The post-fit plots of the mbb distributions are summarised in Appendix C. The4185

distributions are shown with the binning used in the global likelihood fit. The overall4186

agreement between the data and the MC is relatively good. As expected the fit is less4187

smooth and some statistical fluctuations are observed. This is also reflected in the com-4188

parison of pulls and constraints from Figure C.5. The same constraints and pulls are4189

observed compared to the MVA fit. The behaviours are overall fairly similar. The com-4190

parison of the correlation plots in Figure C.6 gives the same conclusions, despite small4191

local differences, with the example of the Z mbb shape modelling NP that is more strongly4192

correlated to normalisations, probably due to its importance in the final fit.4193

The main difference arises from the NP’s impacts on the signal strength. The4194

ranking plots in Figure C.7 show the importance of the MC statistical NPs that appears4195

in the first 15 ranked NP. This is also visible from the breakdown Table C.8. Floating4196

normalisation and MC statistics are significantly impacting the final uncertainty on the4197

signal strength, due to the stringent selections, and the higher number of bins. The jet4198

systematics are also increased due to the relationship between the di-jet mass and the4199

importance of the jet energy definition. However, most of the modelling systematics have4200

a similar impact on the final result in the two approaches.4201

The significance and p-values of the CBA analysis are summarised in Table 6.6.4202

The significance of the analysis is smaller than in the MVA analysis as expected. The4203

global signal strength is found to be:4204

µbbV H = 1.06+0.36
−0.33 = 1.06±0.20(stat.)+0.30

−0.26(syst.),
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The signal strength is derived also by channel and is also more prone to fluctuations with4205

larger uncertainties than in the MVA case. A good agreement between the fitted signal4206

strengths is shown in Figure 6.12.4207

Channel Signal strength Significance
Exp. Obs.

0-lepton 1.03+0.48
−0.45 2.6 2.6

1-lepton 1.39+0.71
−0.62 2.4 2.6

2-leptons 0.85+0.57
−0.51 2.5 2.4

combination 1.06+0.36
−0.33 3.6 3.5

Table 6.6 – Measured signal strengths with their combined statistical and systematic
uncertainties, expected and observed significance values (in standard deviations) from the
combined fit with a single signal strength, and from a combined fit in which each of the
lepton channel signal strengths is fitted independently of the others, using

√
s = 13 TeV

data, for the CBA approach.
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+0.24                                                 (                 )         

0.45−
+0.481.03    , 0.30−
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Figure 6.12 – The fitted values of the Higgs boson signal strength µbbV H for the 0-, 1- and
2-leptons channels and their combination, using the

√
s = 13 TeV data. The results are

shown both for the nominal multivariate analysis (MVA) and for the di-jet mass analysis
(DMA), also-called CBA in this document. The individual µbbV H values for the lepton
channels are obtained from a simultaneous fit with the signal strength for each of the
lepton channels floating independently.

The background-subtracted mbb distribution showing both the di-boson and4208

Higgs peak is shown in Figure 6.13. In order to increase the discrimination, the events4209

are weighted by the S/B ratio in each of the categories defined in Table 6.5.4210

6.3.3 The combination4211

In order to benefit from all the possible measurements, the Run-2 result is com-4212

bined with different analyses to improve its physics interpretation.4213
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Figure 6.13 – The distribution of mbb in data after subtraction of all backgrounds except
for the WZ and ZZ di-boson processes, as obtained with the dijet-mass analysis (CBA).
The contributions from all lepton channels, pV

T regions, and number-of-jets categories are
summed and weighted by their respective S/B, with S being the total fitted signal and B
the total fitted background in each region. The expected contribution of the associated
VH production of a SM Higgs boson is shown scaled by the measured signal strength
(µ = 1.06).The size of the combined statistical and systematic uncertainty for the fitted
background is indicated by the hatched band.

Combination with the Run-1 result4214

The released Run-1 analysis [13] showed a small excess for an Higgs boson at4215

a mass of 125.36 GeV with an observed (expected) significance of 1.4 (2.6) standard4216

deviations and a signal strength µbbV H = 0.52±0.32(stat.)±0.24(syst.). A downward fluc-4217

tuation was observed in the 0-lepton channel while the 2-leptons channel showed an excess4218

of events. This study was already performed for the previous result [16], where the corre-4219

lation scheme of the NPs was studied in detail. To be consistent with the other analysis4220

in ATLAS, only the signal theory uncertainty and the b-jet energy scale are considered4221

correlated, using a single signal strength in the fit. The correlations of other NPs have4222

been found to have negligible impacts in the fit. The fitted signal was found to be:4223

µbbV H = 0.98+0.22
−0.21 = 0.98±0.14(stat.)+0.17

−0.16(syst.).

with an observed (expected) significance of 4.9 (5.1) standard deviations. While the4224

expected significance increased thanks to the addition of data, due to the Run-1 measured4225

rate being below the SM expectation in the 0-lepton channel the observed significance does4226

not increase. Only a strong evidence can be officially claimed for the V h(bb) analysis,4227

but with the assurance that the 5.0 σ significance threshold will be overcome with the4228

inclusion of more data. The measurement of the ZH and WH components has been also4229

conducted with the full data-set available and the result is presented in Figure 6.144230
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Figure 6.14 – The fitted values of the Higgs boson signal strength µbb from mh =125GeV
for the WH and ZH processes. The individual µbb values for the (W/Z)H processes are
obtained from a simultaneous VH fit with the signal strength for each of the WH and ZH
processes floating independently. The compatibility of the two signal strengths is 84%.

Combination with other production modes4231

The V h(bb) is not the only analysis targeting a bb decay mode for the Higgs4232

boson. The tt associated production and the vector boson fusion modes are combined4233

with it to provide enhanced sensitivity to the h → bb decay. In all the analyses, the4234

Run-1 (only considering the
√
s = 8 TeV, with L = 20.2 fb−1) and Run-2 data (with4235

a partial L = 36.1 fb−1 for the ttH mode [195] and L = 24.5 fb−1 and L = 30.6 fb−1
4236

due to trigger availability in the two sub-analysis of the VBF mode [51]) are considered.4237

The latter mode is also sensitive to the gluon-gluon fusion mode through the all-hadronic4238

decay channel. For the Run-2 analyses, the ttH and VBF are correlated through the4239

luminosity, jet energy scales and resolutions, JVT and pile-up. The two analyses are4240

further correlated to the V h(bb) through the e/γ NP, but most importantly through the4241

branching ratios.4242

The resulting observed (expected) significance is found to be 5.4 (5.5) standard4243

deviations, leading to the formal observation of the h → bb decay mode. The signal4244

strength for the decay to b-quarks is found to be:4245

µH→bb = BRbb
BRbb,SM

= 1.01±0.20 = 1.01±0.12(stat.)+0.16
−0.15(syst.).

in agreement with the SM. The different values of the signal strengths and significances4246

by production mode can be found respectively in Figure 6.15 and Table 6.16. As expected4247

the V h(bb) dominates the result with a small contribution from the VBF+ggF channel.4248

The same fit floating independently the signal strength per data period (Run-1 and Run-4249
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2) has been performed resulting in a probability of compatibility of 54% between the two4250

datasets due to the different values observed in Run-1 for some of the modes.4251
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Figure 6.15 – The fitted values of the Higgs bo-
son signal strength µH→bb separately for the Vh,
tt H and VBF+ggF analyses along with their
combination, using the

√
s= 7 TeV,

√
s= 8 TeV

and
√
s = 13 TeV data. The individual µH→bb

values for the different production modes are ob-
tained from a simultaneous fit with the signal
strengths for each of the processes floating inde-
pendently.

Channel Significance
Exp. Obs.

VBF+ggF 0.9 1.5
t t H 1.9 1.9
V H 5.1 4.9
H→b b combination 5.5 5.4

Figure 6.16 – Expected and observed
significance values (in standard devia-
tions) for the h → bb channels fitted
independently and their combination
using the

√
s = 7 TeV,

√
s = 8 TeV

and
√
s= 13 TeV data.

Combination with other decay modes4252

In the same spirit, the Vh production can be reconstructed in several other decay4253

modes of the Higgs, such as the di-photon or ZZ∗→ 4 leptons channels.4254

The di-photon channel analysis uses a multi-categorisation of the vector-boson4255

decay in both the leptonic (5 categories) and hadronic (2 categories) channels. The4256

ZZ∗ → 4 leptons analysis classifies the events in three categories: fully-hadronic, only4257

charged-leptons (linked to the 2-leptons channel), or presence of neutrinos (linked to the4258

0- and 1-lepton channel). Both analyses are updated with L = 79.8 fb−1 of data while4259

the L = 36.1 fb−1 were published in [196, 197]. They are considered orthogonal due to4260

their different final state, and thus the combination was worked out as presented in [52],4261

fixing the different Branching Ratio to the one predicted by the SM.4262

The resulting observed (expected) significance is found to be 5.3 (4.8) standard4263

deviations, leading to the formal observation of the Vh production mode. The signal4264

strength of the Vh cross-section is found to be:4265

µV H = σV H
σV H,SM

= 1.13+0.24
−0.23 = 1.13±0.15(stat.)+0.18

−0.17(syst.).
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in agreement with the SM. The individual values of the signal strengths and significances4266

by decay modes can be found respectively in Figure 6.17 and Table 6.18. As expected4267

the V h(bb) analysis dominates the global significance. The fit compatibility between the4268

three decay modes is 96%, showing the robustness of the analysis and the result.4269

VH
µ

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

Comb.

b b→H

γγ →H

*
 ZZ→H

0.23−
+0.241.13    , 0.15−

+0.15                                0.17−
+0.18                                                 (                 )         

0.25−
+0.271.17    , 0.16−

+0.16                                0.19−
+0.21                                                 (                 )         

0.54−
+0.601.03    , 0.50−

+0.53                                0.22−
+0.28                                                 (                 )         

0.87−
+1.300.94    , 0.85−

+1.26                                0.14−
+0.32                                                 (                 )         

( Tot. ) ( Stat., Syst. )
Total Stat.

ATLAS VH -1=13 TeV, 79.8 fbs

Figure 6.17 – The fitted values of the Higgs
boson signal strength µV H separately for the
H → bb̄, H → γγ and H → ZZ∗ → 4` decay
modes, along with their combination. The indi-
vidual µV H values for the different decay modes
are obtained from a simultaneous fit with the
signal strengths for each of the processes float-
ing independently.

Channel Significance
Exp. Obs.

H→ ZZ∗→ 4` 1.1 1.1
H→ γγ 1.9 1.9
H→ bb̄ 4.3 4.9
VH combined 4.8 5.3

Figure 6.18 – Expected and observed
significance values (in standard devi-
ations) for the V H production chan-
nels from the combined fit and from a
combined fit where each of the lepton
channels has its own signal strength,
using

√
s= 13 TeV data.

4270

6.4 Effects of changing the anti-QCD cuts
4271

4272

The evaluation of the effects of the new anti-QCD cuts presented in Section 5.1.14273

has been studied up to the fit. In order to fully take into account the new selection, the4274

BDT has been retrained using the same hyper-parameters as those described in Table 4.9.4275

The performance of the retraining can be observed in Figure 6.19. From the ROC curve4276

and a simple binned significance, a global similar performance is observed with respect to4277

the official result presented in Figure 4.8. The structure of the background distribution4278

is more peaked in the 2tag3jets channel. This could be explained by better intrinsic4279

discrimination between the different backgrounds due to the tt reduction.4280
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Figure 6.19 – Distribution of the BDT scores after training with the odd events of the
ICHEP training (plain), and the new training (dots), for the signal (blue) and the back-
grounds (red) in the 2tag2jets (a) and 2tag3jets (b) regions.

This BDT is then used in the Profile Likelihood fit. All the experimental and4281

modelling systematics have been kept the same as in the observation analysis. In the case4282

of the modelling systematics it is not certain that the used NPs are still correct, given4283

the new phase space. However, it was considered as a second-order issue and remains4284

a caveat of this study. The pulls of the existing nuisance parameter reveal that only a4285

few modifications in the individual constraints and pulls are observed as shown in Figure4286

6.20. The major change that is observed is a variation in the Z+jets normalisation factor4287

in the 3-jets category and the tt normalisation factor. Most likely the two scale factors4288

are compensating for one another due to the differential reduction obtained with the4289

new cut scheme shown in Table 5.4. Some decorrelation studies have been performed,4290

allowing the fit to recover the differences without success. This effect could be cured4291

by designing specific control regions for the Z+jets background, as done in the 1- and4292

2-leptons channels.4293

When looking at the post-fit distribution of the BDT score in Figure 6.21, an overall4294

good agreement is observed between the data and the MC from the ratio plot given.4295

The main issue seems to appear at high BDT score where the MC under(over)-estimates4296

the data in the 2(3)-jets category. The situation in the 2tag2jets is somewhat similar to4297

what obtained in the observation fit result while the data-MC agreement is worse in the4298

2tag3jets.4299

In order to assess the effect of the fit on the Emiss
T sig. variable used in the selec-4300

tion process, the distributions are plotted before and after applying the fitted nuisance4301

parameters in Figure 6.22. If the situation is under control in the 2tag2jets region, a4302

clear mismodelling, most likely coming from the important Z+jets scale factors, is ob-4303

served in the 2tag3jets. Furthermore the resolution of the objects entering the Emiss
T sig.4304

definition might be non-optimal. For instance the resolution of the jets is known to have4305

some data-MC mismodelling. While this is supposed to be accounted for in the official4306

recommendations, it could still appear when requesting the extra jet in the 2tag3jets4307

category.4308
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Figure 6.20 – Comparison of the pulls of the nuisance parameters between the observation
result denoted as ICHEP and plotted in red and the result obtained with the new anti-
QCD cuts denoted newAnti and plotted in black. The two fits are involving only the
0-lepton channel.
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Figure 6.21 – Distribution of the BDT scores using the nuisance parameters of the profile
likelihood fit made with in the phase space using the newly designed anti-QCD cuts in
the 2tag2jets (a) and 2tag3jets (b) regions.

Finally, the significance reflects the same observations. The expected and ob-4309

served significances obtained in the 0-lepton only fit are presented in Table 6.7. Three4310

different steps of nuisance parameters inclusion are considered. The first step is to con-4311

sider only the data and the MC statistical nuisance parameters. A small increase in the4312

expected significance is observed despite the smaller number of events in the fit and thus4313

due to the better BDT separation obtained with the retraining. The normalisation nui-4314
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Figure 6.22 – Distribution of the Emiss
T sig. prefit (top) and using the nuisance parameters

of the profile likelihood fit (bottom) made with in the phase space using the newly designed
anti-QCD cuts in the 2tag2jets (a,c) and 2tag3jets (b,d) regions.

sance parameters (Z+hf and tt scale factors) are then considered. A small drop in the4315

expected significance is however observed when including all the systematics.4316

All the observations and conclusions from this study, are postponing the re-4317

designing of the anti-QCD cuts and the inclusion of the Emiss
T sig.. However, some other4318

opportunities to use this variable in the analysis are under discussion for instance for the4319

EW background separation in a MVA analysis that would separate not only the signal4320

from the background but would resolve the EW backgrounds among themselves.4321
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6.4 Effects of changing the anti-QCD cuts

Anti-QCD Statistics Normalisations Full systematicscut scheme
Nominal 4.21 3.89 3.02
New cuts 4.30 3.93 3.00
diff. (%) 2.1 1.0 -0.7

Table 6.7 – Expected significance with different NPs added: Statistics only includes the
data and the MC statistical NP, Normalisations adds the Z+hf and tt normalisation scale
factors, Full systematics includes all the nuisance parameters considered in the analysis.
The relative difference is given with respect to the nominal cut scheme.
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4322

7 Physics and technical prospects
for the High-Luminosity phase of

the LHC
4323

The LHC has been built as a staged accelerator, with a plan to increase the4324

centre-of-mass energy and instantaneous luminosity with time as shown in Figure 7.1.4325

While the first and second run exceeded the expected luminosity performance, the Run-34326

(2021-2023) will be dedicated to the increase of the centre-of-mass energy, improving also4327

marginally the peak luminosity. The total amount of data collected by the end of this run4328

is expected to be at least L= 300 fb−1, while the already collected data-set corresponds4329

to almost L= 190 fb−1. During this phase, the major Higgs physics program focussed on4330

discovery, and some partial differential and coupling measurements. Constraints on some4331

EFT models were set using the simplified template cross-section measurement [198].4332

Figure 7.1 – Timeline for the LHC accelerator operation and planned upgrades [199].
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Physics and technical prospects for the High-Luminosity phase of the LHC

However, to extract the full information of the Higgs sector, more data is needed.4333

This will allow studying in detail statistically limited processes, such as the coupling to4334

charm or muons but also the Higgs trilinear self-coupling. The precise measurements of4335

the Higgs properties could also help to constrain some open questions such as the hierarchy4336

problem or the nature of dark matter. Before and after the start of the LHC operation,4337

several documents have summarised the physics cases for the luminosity upgrade. In the4338

last ten years, these studies have been refined with the update of the European Strategy for4339

Particle Physics [200] followed rapidly by the Letter of Intent for the Phase-II Upgrade of4340

the ATLAS Experiment [201]. In parallel with the development of the present analyses,4341

predictions on the performance of the Higgs boson searches for the next few years of4342

the LHC have been studied extensively. The extrapolation of the V h(bb) analysis in4343

this context is described in Section 7.1. The last phase of the LHC program, called the4344

High-Luminosity LHC (HL-LHC), aims at increasing the instantaneous luminosity by4345

installing a better injection complex and a new focusing scheme. The expected integrated4346

luminosity in each year should be equivalent to the total collected during the Run-1, -24347

and -3, resulting in a final dataset of L = 3000-4000 fb−1. To achieve this, not only4348

do the accelerators need to be redesigned, but the experiments will have to face data-4349

taking conditions. In this context, the design of the new tracking detector of the ATLAS4350

experiment is discussed in Section 7.2.4351

4352

7.1
Physics prospects on the V h(bb) measure-
ments at HL-LHC

4353

4354

In ATLAS, a preliminary study on the physics discovery potential expected from4355

the luminosity upgrade was conducted for the ECFA HL-LHC workshop in 2014 [202],4356

with a special analysis focusing on V h(bb) [203] based on the Run-1 results. The analysis4357

was performed by smearing the detector performance and the reconstruction efficiencies4358

for the objects to account for the difference in the pile-up and data-taking conditions. In4359

particular, a dedicated V h(bb) analysis study extrapolated the Run-1 analysis using a fit4360

on the mbb distribution, considering only the 1- and 2-leptons channels. The considered4361

conditions for this study were using an effective pile-up of < µ >= 140. Experimental4362

systematics were also updated. For instance, the jet energy scale uncertainties were4363

increased by a factor 1.75 to account for the difference of centre-of-mass energy, but as4364

well scaled down to take into account the increase of statistics. As a figure of merit, two4365

scenarios were defined: in the first scenario the systematics were divided by a factor 10,4366

and in the second by a factor 20. The results obtained are presented in Table 7.1. With4367

the present experience, it should be noted that not only was this study relying on the4368
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wrong pile-up profile but was missing the improvements obtained with the Run-2 analysis4369

and the addition of the 0-lepton channel.4370

1-lepton 2-leptons 1- & 2-leptons

Stat-only Significance 7.7 7.5 10.7
µstat error ±0.13 +0.14 -0.13 ±0.09

Theory-only +0.09 -0.07 +0.07 -0.08 ±0.07

Scenario I
Significance 1.8 5.6 5.9
µw/theory error +0.56 -0.54 +0.20 -0.19 ±0.19
µwo/theory error ±0.54 ±0.18 +0.18 -0.17

Scenario II
Significance 3.2 – 6.4
µw/theory error +0.33 -0.32 – +0.18 -0.17
µwo/theory error ±0.32 – ±0.16

Table 7.1 – Expected signal sensitivity as well as the precision on the signal strength
measurement for mH = 125 GeV for the 1-lepton, 2-leptons and combined searches with
L= 3000 fb−1 with < µ > = 140 in the two benchmark scenarios considered

In the scope of the definition of the new European Strategy for Particle Physics,4371

an updated draft of the physics performance has been written in the form of a public4372

document ("yellow report") [204]. The purpose of this document was to serve as a basis4373

of the discussions held at the Granada open symposium during the 13th to the 16th of4374

May 2019. It benefited also from all the latest improvements introduced in the analysis4375

with partial Run-2 datasets, as well as the secured developments on the hardware of the4376

experiments. Discussions were conducted between the CMS & ATLAS collaborations,4377

as well as with theoreticians, to define a common treatment for the analyses. A specific4378

document summarising the ATLAS results on the Higgs sector is presented in [205],4379

which includes the results presented in the next subsections.4380

7.1.1 Method4381

The HL-LHC projections for the V h(bb) channel are performed using extrapo-4382

lations based on the results of the analysis of L= 79.8 fb−1 of pp collision data collected4383

at
√
s= 13 TeV [21]. The same statistical framework and analysis strategies are used. In4384

particular, the same selection and event categories, for both signal and control regions,4385

are maintained. While the objects were updated in the previous study, it was decided4386

that the object reconstruction efficiencies, resolutions and fake rates would be kept the4387

same between the Run-2 and the HL-LHC environment. This hypothesis is based on the4388

assumption that detector improvements for the HL-LHC phase would be compensated4389

by the degradation from the increased pile-up and running conditions. This choice was4390

made for the sake of simplicity, and is the result of an agreement between the analysis4391

teams and the Combined Performance Groups of the two experiments. Any change in the4392

coverage, especially for the tracking system, or the implementation of timing information4393
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has been neglected resulting in a more conservative approach. The fit is conducted on4394

the same BDT as the one trained in the Run-2 analysis. Concerning the parameters of4395

interest (POI), two different measurements are performed: the signal-strength defined as4396

in the Run-2 analysis, and the cross-section multiplied by the branching ratio that would4397

serve as input for theoretical comparisons. In practice, the latter is normalised by its SM4398

value and therefore obtained from the first result by removing any theory uncertainties4399

on the cross-section and the branching ratio. Three types of POI with different interpre-4400

tations of the results are provided: the 1-POI fit considers the full VH signal, the 2-POI4401

separates the contributions between the Wh and Zh processes, while the 3-POI undergoes4402

the breakdown of qqZh , ggZh and Wh modes. The last one is motivated by the intrinsic4403

difference of the signal modelling systematics as described in Section 5.2.2. Since no data4404

is present, only Asimov datasets are considered assuming all the production cross-sections4405

and branching fractions to be the ones from SM.4406

Moving from the
√
s = 13 TeV MC samples to the

√
s = 14 TeV conditions4407

of the HL-LHC, cross-sections of the processes were reweighted to take into account the4408

change of the centre-of-mass energy. The latest theoretical results gave the following scale4409

factors: 1.102 for Wh, 1.105 for qqZh , 1.176 for ggZh taken from [49]. The background4410

processes scale factor is taken to be 1.1 inclusively as explained in [170]. The samples4411

are furthermore scaled up by the ratio of luminosity (L = 3000 fb−1 with respect to4412

L= 79.8 fb−1) directly for the inputs produced by the analysis framework.4413

The systematics scheme has been partially updated to take into account a few4414

features from the HL-LHC conditions:4415

— the MC statistics NPs are not considered since it is thought that by the4416

end of the HL-LHC they would be negligible compared to other source of4417

systematics, considering the number of samples available by that time. This4418

also allows the theoreticians to factor out this source of uncertainty that is4419

not related to the physics.4420

— the Pythia 8 Herwig component of the signal normalisation NPs have been4421

dropped, as this mismodelling is supposed to have disappeared with the new4422

generation of MC generators.4423

— an extra systematic uncertainty is set when considering the cross-section4424

measurement. Since an overall cross-section is applied on both the qqZh4425

and ggZh processes, a residual QCD effect is inserted to control the known4426

differences. This extra systematic is only needed in the 1- and 2-POI cases4427

when measuring the cross-section since those effects are mitigated via the4428

theoretical QCD uncertainty in the signal strength case. Used values are4429

summarised in Table 7.2.4430

The systematics values have been also updated to take into account the various4431

expected performance with the future analysis developments and decided in agreement4432
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effect from qqZh ggZh
applied on qqZh 0.1 % -3.7%
applied on ggZh -0.5 % 21.3 %

Table 7.2 – Priors applied on the residual cross-section uncertainty in the 2-POI cross-
section result.

between all the analysis channels and between the two experiments. Two scenarios are4433

considered: a conservative one where all the systematics are kept with the same values4434

(scenario S1) and a more optimistic one where reductions ranging from 0.6 to 1/3 are4435

set (scenario S2), according to the Table 7.3. The baseline for the results is Scenario 2,4436

Scenario 1 being considered as a conservative approach.4437

Nuisance parameter Scenario 1 Scenario 2
Luminosity – 0.5
JES – 0.5
JER – 0.5
tau – 0.6

flavor tagging
b-jets – 1/3
c-jets – 1/3
light-jets – 0.5

Shape syst.

Stop – 0.5
ttbar – 0.5
VV from ME – removed
W+jets – 0.5
Z+jets – 0.5
Multijet (MJ) – 0.5
VH signal – 0.5

Theory

backgrounds – 0.5
acceptance of signal from QCD scale – 0.5
acceptance of signal from PDF – 0.5
acceptance of signal from UEPS P8-H7 diff. dropped P8-H7 diff. dropped
XS of qqV H from QCD scale – 0.5
XS of ggZH from QCD scale – 27% → 15%
XS of signal from PDF – 0.5

Table 7.3 – Scale factors applied to reduce the prior systematic uncertainties for the
HL-LHC V h(bb) from scenario S1 to scenario S2 projections. The electron and muon
related systematic uncertainties are not reduced since they have negligible impacts on
the µ measurement. The systematic uncertainties denoted with "removed" are considered
not to be applicable to the HL-LHC analysis and they are not included in the fit. The
systematic uncertainties denoted with "–" are kept the same as in Run-2 analysis.

The result has been combined with other decay modes: WW, ZZ, γγ, Zγ, tt4438

H, and ττ . The details about the correlation of the NPs is given in [206]. Several mea-4439

surements such as the production cross-section (several decay modes are sensitive to the4440

same production mode) or the decay branching ratios, are extracted and re-interpreted.4441

Finally, the results are provided in the κ-framework formalism. Multiplicative factors for4442

199



Physics and technical prospects for the High-Luminosity phase of the LHC

the Higgs width (κH), the production (κi) and decay amplitudes (κf ) in the zero-width4443

approximation for the Higgs boson [170] are defined as:4444

σi×BR(H→ f) =
σi×Γf

ΓH
=
κ2
iκ

2
f

κ2
H

σSM
i ×BRSM(H→ f)

A relationship is set between the Higgs width and decay amplitudes multipliers under the4445

hypothesis of no trace of BSM couplings:4446

κ2
H =

∑
f

κ2
fBRSM(H→ f)

Different limits are also computed in the case of BSM but will not be discussed in this4447

document.4448

The coupling modifiers can also be re-expressed with global couplings where all fermionic4449

couplings and weak boson couplings would get the same values, respectively κf and κV .4450

In this way the V h(bb) analysis is directly sensitive to both values.4451

7.1.2 Ranking of the Nuisance Parameters4452

Figure 7.2 shows the ranking, for each production mode, of the systematic un-4453

certainties with the largest impact on the cross-section times branching ratio and signal4454

strength in the scenario S2 for the 1 POI fit, while the 3 POI result is shown in Figure 7.3.4455

The largest impact for the systematics comes from the flavour composition part4456

of the jet energy scale assigned to the di-boson backgrounds, especially in the Zh chan-4457

nel. Theory uncertainties are also highly ranked thus highlighting the need for a strong4458

theoretical development in the coming years.4459

7.1.3
Results on the cross-section and signal strength un-
certainties4460

To understand the effect of the systematics on the results, a different scheme4461

with respect to the Run-2 analysis [21] has been adopted to compute the breakdown of4462

the effects. Following the recommendation of the Higgs Combination Group, as well as4463

the CMS collaboration, four categories are defined: statistical, experimental, signal and4464

background modelling impacts. Differences also arise from the technique to compute the4465

values. In the Run-2 paper the impact of a systematic is computed by calculating the4466

quadratic difference of the POI value X between a fit where all parameters are allowed to4467

float, and the fit where the considered NPs are fixed to their nominal values:4468

∆Xclass n =
√
|∆X(all floating)2−∆X(NP of class n frozen)2|
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Figure 7.2 – Ranking of the 15 systematic uncertainties (scenario S2) with the largest
impact on the expected cross-section times branching ratio (left) and signal strength
(right) measurement of the Vh inclusive production mode.
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Figure 7.3 – Ranking of the 15 systematic uncertainties (scenario S2) with the largest
impact on the expected cross-section times branching ratio (top) and signal strength
(bottom) measurement of theH→ bb̄ decay channel for theWH (left), qq̄→ZH (middle),
gg→ ZH (right) production modes.
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The positive aspect of this method is that it allows to group naturally NPs into a wide4469

variety of classes, and in the limit of having one NP per group, it nicely converges to4470

the expected impact of the NP on the POI. However, the other NPs are allowed to float4471

to recover some of the impacts of the NPs in the group. Therefore the grouping should4472

be implemented in a sub-phase space, where the NPs are not correlated with elements4473

outside of the group. This causes the sum of the effects not to close as the total impact.4474

To get perfect closure of the quadratic sum of the effects, a sequential algorithm can be4475

used. This algorithm will assess fits by freezing NPs from the different groups one after4476

the other and compute the difference in quadrature of the impact on the POI:44774478

∆Xclass n =
√
|∆X(NP of class n−1 frozen)2−∆X(NP of class n−1 & n frozen)2|

By construction, the sums of all the effects give the total impact of the systematics.4479

However, the order of the fits is causing the individual values to change. This is illustrated4480

using the Run-2 L= 79.8 fb−1 results when applying the different types of breakdown and4481

when changing the order of the categories. The main lesson learned is that background4482

modelling and experimental systematics are found to be quite correlated since a difference4483

of impact in one of the categories is compensated by the other one. The order chosen by4484

the ATLAS Higgs combination group is the following: background, signal, experimental4485

systematics. On the contrary, the CMS experiment chose to use the parallel breakdown4486

algorithm [207].4487

Background (B) Signal (S) Experimental (E)
order + - + - + -

parallel breakdown
0.092 0.091 0.082 0.052 0.021 0.014

sequential breakdown
B/S/E 0.092 0.091 0.082 0.056 0.040 0.035
B/E/S 0.092 0.091 0.082 0.056 0.041 0.035
S/B/E 0.093 0.093 0.082 0.052 0.040 0.035
S/E/B 0.099 0.098 0.082 0.052 0.022 0.014
E/S/B 0.099 0.098 0.082 0.052 0.021 0.014
E/B/S 0.099 0.096 0.082 0.056 0.021 0.014

Table 7.4 – Positive (+) and negative (-) impacts on the 1-POI signal strength fit using the
Run-2 result as an illustration of the different results obtained with the two breakdown
techniques. In the case of the sequential breakdown the order of the fits is indicated in
the first column by the initial of the group used in 1/2/3

The measured products of the cross-section times the H → bb̄ branching ratio
for each signal process, are the following, where the uncertainties outside (inside) the

203



Physics and technical prospects for the High-Luminosity phase of the LHC

parentheses correspond to scenario S1 (S2):

σ(WH) ·BR(H→ bb̄) = 0.877+0.131
−0.121(+0.091

−0.088)pb
= 0.877+0.036

−0.036(+0.036
−0.036)(stat)+0.042

−0.041(+0.039
−0.038)(exp)

+0.070
−0.061(+0.040

−0.036)(sig) +0.095
−0.088(+0.063

−0.061)(bkg) pb
σ(qq̄→ ZH) ·BR(H→ bb̄) = 0.488+0.067

−0.064(+0.059
−0.058)pb

= 0.488+0.044
−0.043(+0.044

−0.043)(stat)+0.032
−0.031(+0.028

−0.027)(exp)
+0.030
−0.027(+0.015

−0.014)(sig) +0.026
−0.023(+0.023

−0.022)(bkg) pb
σ(gg→ ZH) ·BR(H→ bb̄) = 0.084+0.042

−0.041(+0.036
−0.036)pb

= 0.084+0.028
−0.028(+0.028

−0.028)(stat)+0.021
−0.021(+0.017

−0.017)(exp)
+0.015
−0.012(+0.008

−0.007)(sig) +0.017
−0.018(+0.015

−0.015)(bkg) pb

These numbers are translated into relative precision in Table 7.5. Figure 7.44488

summarises the expected precision of the measured cross-sections for the three production4489

modes. Figure 7.5 shows the expected precision of the measured cross-sections when the4490

gg and qq̄ to ZH production modes are combined. It’s worthwhile to note that in this4491

second fit, the uncertainty on the inclusive ZH signal process is much smaller than the4492

uncertainties on the single qq̄→ZH and gg→ZH processes, due to correlations between4493

their measurements. This result shows that, in both the scenarios, the Wh and the qqZh4494

processes will be systematically limited, while the rarer ggZh signal would still have an4495

important contribution from the statistical uncertainty.4496

The results are then passed to the combination framework where a global fit is4497

performed. The results are shown in Table 7.6, separated into the WH and ZH production4498

cross-sections, the bb Higgs branching ratio, and the product of the two. Uncertainties can4499

be compared with the ones extracted with the V h(bb) only fit, with fairly similar values4500

at least in the Wh case, showing that the V h(bb) is quite orthogonal to the other analyses4501

and is therefore not impacted in the fit. The breakdown of uncertainties demonstrates4502

the important contribution of the signal and background components in Scenario 1, while4503

the improvements described in Scenario 2, lead to a more balanced contribution from the4504

three categories.4505

The values of the kappa modifiers introduced earlier and related to the V h(bb)4506

analysis (W, Z, b) are gathered in Table 7.7. Similar conclusions as for the cross-section4507

values are drawn. These results are obtained considering the photon and Zγ couplings4508

and the gluon-fusion process to be point-like, avoiding the loop effects, and parametrised4509

as single parameters.4510
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Figure 7.4 – The fitted values of the Higgs boson cross-section divided by their SM values
for the WH, qq̄→ ZH and gg→ ZH processes expected with L= 3000 fb−1 at the HL-
LHC in the (a) scenario S1 and (b) S2 extrapolations. The individual cross-section values
for the three processes are obtained from a simultaneous fit in which the cross-section
parameters for the WH, qq̄→ ZH and gg→ ZH processes are floating independently in
a so-called 3 POI fit.
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Figure 7.5 – The fitted values of the Higgs boson cross-section divided by their SM values
for the WH and ZH processes expected with L = 3000 fb−1 at the HL-LHC in the (a)
scenario S1 and (b) S2 extrapolations. The individual cross-section values for the two
processes are obtained from a simultaneous fit in which the cross-section parameters for
the WH and ZH processes are floating independently in a so-called 2 POI fit.
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Prod.mode Scenario ∆tot/σSM ∆stat/σSM ∆exp/σSM ∆sig/σSM ∆bkg/σSM ∆µsig

WH Run 2 +0.462
−0.425

+0.272
−0.265

+0.157
−0.127

+0.176
−0.075

+0.224
−0.213

+0.180
−0.077

HL-LHC S1 +0.149
−0.138

+0.041
−0.041

+0.048
−0.047

+0.080
−0.070

+0.108
−0.100

+0.085
−0.074

HL-LHC S2 +0.104
−0.100

+0.041
−0.041

+0.044
−0.043

+0.046
−0.041

+0.072
−0.069

+0.050
−0.045

qq̄→ ZH Run 2 +0.667
−0.629

+0.578
−0.562

+0.129
−0.101

+0.175
−0.105

+0.143
−0.126

+0.180
−0.105

HL-LHC S1 +0.138
−0.132

+0.090
−0.089

+0.065
−0.063

+0.061
−0.055

+0.054
−0.048

+0.067
−0.059

HL-LHC S2 +0.121
−0.118

+0.090
−0.089

+0.057
−0.055

+0.031
−0.028

+0.048
−0.046

+0.037
−0.033

gg→ ZH Run 2 +2.629
−2.608

+2.105
−2.105

+0.606
−0.677

+0.658
−0.454

+1.012
−1.037

+1.269
−0.645

HL-LHC S1 +0.498
−0.490

+0.333
−0.333

+0.249
−0.250

+0.181
−0.140

+0.207
−0.218

+0.495
−0.209

HL-LHC S2 +0.432
−0.433

+0.333
−0.333

+0.208
−0.204

+0.096
−0.080

+0.177
−0.181

+0.222
−0.115

Table 7.5 – Expected precision of the production-mode cross-section measurements in
the WH, qq̄→ ZH and gg→ ZH production modes for the H → bb̄ decay channel with
L = 79.8 fb−1 of Run-2 data and at HL-LHC. Uncertainties are reported relative to the
SM cross-section at the corresponding centre-of-mass energy. Both HL-LHC scenarios
have been considered for the systematic uncertainties. The last column shows the theory
uncertainty component when the measurement parameters are production mode signal
strengths instead of cross-sections.

4511

7.2
Technical prospects on the ATLAS experi-
ment for the HL-LHC: the Inner Tracker

4512

4513

The experimental data-taking conditions during the HL-LHC phase will require4514

a significant upgrade of the present detectors. The goal is to reach at least the same4515

reconstruction performance of the present detector in the HL-LHC but with more difficult4516

experimental conditions. The can be achieved thanks to the fast development of new4517

technologies in the field of solid-state detectors. The two main considerations entering4518

in the design are the higher number of interactions per collision, and the higher level of4519

radiation in the detector area. Figure 7.6 shows the integrated radiation predicted by4520
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POI Scenario ∆tot ∆stat ∆exp ∆sig ∆bkg

σWH/σ
SM
WH HL-LHC S1 +0.095

−0.092
+0.041
−0.040

+0.041
−0.039

+0.053
−0.048

+0.055
−0.054

HL-LHC S2 +0.078
−0.076

+0.041
−0.040

+0.035
−0.034

+0.034
−0.031

+0.045
−0.045

σZH/σ
SM
ZH HL-LHC S1 +0.063

−0.061
+0.034
−0.034

+0.025
−0.024

+0.035
−0.033

+0.031
−0.030

HL-LHC S2 +0.049
−0.048

+0.034
−0.034

+0.018
−0.018

+0.020
−0.019

+0.022
−0.021

BRbb/BRbb,SM HL-LHC S1 +0.079
−0.072

+0.020
−0.020

+0.025
−0.024

+0.052
−0.047

+0.050
−0.045

HL-LHC S2 +0.052
−0.049

+0.020
−0.020

+0.020
−0.019

+0.029
−0.027

+0.032
−0.031

σ(WH, H→ bb)/σSM HL-LHC S1 +0.146
−0.135

+0.044
−0.043

+0.050
−0.048

+0.078
−0.068

+0.104
−0.097

HL-LHC S2 +0.102
−0.099

+0.044
−0.043

+0.042
−0.040

+0.044
−0.040

+0.070
−0.068

σ(ZH, H→ bb)/σSM HL-LHC S1 +0.071
−0.068

+0.035
−0.035

+0.027
−0.026

+0.042
−0.038

+0.037
−0.035

HL-LHC S2 +0.052
−0.051

+0.035
−0.035

+0.020
−0.019

+0.022
−0.021

+0.024
−0.024

Table 7.6 – Expected uncertainties on the cross-sections, branching ratios and their prod-
ucts normalised to their SM predictions for both systematics scenarios S1 and S2, in the
context of a global fit with all the processes.

POI Scenario ∆tot ∆stat ∆exp ∆sig ∆bkg

κW HL-LHC S1 +0.032
−0.031

+0.008
−0.008

+0.014
−0.013

+0.019
−0.019

+0.020
−0.019

HL-LHC S2 +0.022
−0.022

+0.008
−0.008

+0.012
−0.011

+0.012
−0.011

+0.013
−0.012

κZ HL-LHC S1 +0.026
−0.025

+0.008
−0.009

+0.011
−0.011

+0.019
−0.017

+0.012
−0.012

HL-LHC S2 +0.018
−0.018

+0.008
−0.009

+0.009
−0.009

+0.010
−0.010

+0.008
−0.008

κb HL-LHC S1 +0.064
−0.060

+0.016
−0.016

+0.023
−0.022

+0.038
−0.036

+0.043
−0.040

HL-LHC S2 +0.044
−0.043

+0.016
−0.016

+0.020
−0.020

+0.022
−0.021

+0.029
−0.028

Table 7.7 – Expected uncertainties on each Higgs boson coupling modifier sensitive to the
V h(bb) analysis for scenarios S1 and S2. No BSM contribution to the Higgs boson total
width is considered.

simulations in different parts of the detector, with the detail of the tracker region. The4521

damage is parameterized in terms of 1-MeV equivalent neutron fluence, defined as the4522

flux of 1-MeV neutrons which would produce the same displacement damage in Silicon4523

lattice as the mixture of different particles with given energy distributions predicted by4524

simulation over the detector lifetime.4525

Studies were made in Run-2 to compare the integrated fluence measured with4526

dedicated sensors in different parts of the detector and predictions from simulations.4527

Results, normalised by luminosity are shown in Figures 7.7 and 7.6. These studies indicate4528

that the predicted rates at the end of the HL-LHC phase, despite being a bit conservative4529
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compared to the real measurements obtained in Run-2, will involve the replacement of4530

the actual tracker. The new system, so-called Inner Tracker (ITk) project [208], will4531

have a better spatial resolution thanks to the smaller pixel pitch, and an increased rate4532

readout capability and radiation hardness, to withstand a level of radiation one hundred4533

times larger of what affects the present tracking detector. The expected fluence also4534

indicates the need for the replacement of the readout electronics of the Liquid Argon4535

and the Hadron calorimeters: the former one will have its readout channel upgraded,4536

while the latter one will have its mechanical structure as well modified [201]. The muon4537

systems are also going to be upgraded in order to cope with the higher rate (more recent4538

electronics and smaller pitch of the detector), but also to extend the volume of detection4539

up to η < 4 [209]. A new High Granularity Timing Detector (HGTD), a calorimeter whose4540

sensitive layers are made with Low Gain Avalanche Diodes (LGAD) based sensors, should4541

be inserted in the end-cap part (2.4< η < 4 ). This detector would be able to resolve the4542

collision sub-structure of the different beam bunches thanks to its good timing resolution4543

σ ' 30ps, hence providing a good way to reduce the pile-up, as well as improving the4544

object reconstruction in the forward region.4545
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Figure 7.6 – Prediction of the 1-MeV neutron equivalent fluence expected for
L= 4000 fb−1 of integrated luminosity in the ATLAS full (a) and Inner Tracker (b) detec-
tor. The minimum-bias pp events are simulated with Pythia 8 using A2 tune variation
at
√
s = 14 TeV centre-of-mass energy and a predicted inelastic cross-section of 80 mb.

Particle tracking and interactions with material are simulated with the GEANT4 [210]
(a) and the FLUKA 2011 [211] code using the latest geometric description available [212].

7.2.1 The requirements and design of the ITk pixels4546

The current ATLAS tracking system is composed of Silicon- and Gas-based4547

systems to detect the crossing of electrically charged particles. With the HL-LHC expected4548

conditions, only a pure Silicon-based system is considered. The number of pixel layers4549

will be increased to five, surrounded by four strip layers, and the full tracker will be4550

approximately of the same size as the present one. The system is also expected to get4551
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Figure 7.7 – Summary of measurements and simulations of equivalent fluence per unit
of integrated luminosity in the Inner Detector during Run-2. Measurements are averages
from sensors at same (r, z) but at different azimuth angles. Error bars include varia-
tion of dose, integrated luminosity ratios during Run-2, variations between sensors and
calibration. Neutron equivalent fluence is measured with two types of sensors at each
location: BPW34 diodes (forward bias) and epitaxial diodes (reverse bias). Error bars
on simulation (Geant4 and Fluka) points are standard deviations of simulated doses and
fluences per fb−1 in intervals of coordinates around monitoring location [212].

extended up to a coverage of η < 4 as shown in Figure 7.8. The current modules are4552

either placed parallel to the beam pipe in the barrel region or as a ring system in the4553

end-caps. The novelty of the ITk design is that the outermost modules in η in the barrel4554

region are inclined with a different tilting per layer, as can be seen in the lower part of4555

Figure 7.8. This layout will lead to a reduction of the amount of material crossed by4556

particles, being these modules essentially perpendicular to the tracks coming from the4557

interaction point, even at high η in the detector. This will also lead to an optimisation of4558

tracking performance.4559

To cope with a higher charged track density, the size of the Pixels are required to4560

shrink as well. From an actual pixel size of 400µm×50µm (or 250µm×50µm for the IBL4561

sensors) two options are evaluated: 50µm×50µm or 25µm×100µm. The reduction of the4562

pixel size allows reducing the cells capacitance, occupation (and thus dead-time), leakage4563

current as well as improving the track resolution. However, it comes with read-out issues4564

since the addition of channels would increase the power consumption and the bandwidth4565

necessary to send all the data.4566

The effects of radiation4567

When a particle created during a collision is passing through the Silicon material4568

composing one of the sensors, in addition to the production of electron-hole pairs which4569

generate the signal, it can interact with the lattice structure of the crystal (microscopic4570

effects), thus modifying the global properties of the sensor (macroscopic effects).4571

In the bulk of the sensor, massive particles such as neutrons, pions, electrons and protons4572
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Figure 7.8 – Schematic layout of the ITk for the HL-LHC phase of ATLAS. The active
elements of the barrel and end-cap Strip Detector are shown in blue, for the Pixel Detector
the sensors are shown in red for the barrel layers and in dark red for the end-cap rings.
Here only one quadrant and only active detector elements are shown. The horizontal axis
is the axis along the beamline with zero being the interaction point. The vertical axis is the
radius measured from the interaction region. The outer radius is set by the inner radius
of the barrel cryostat that houses the solenoid and the electromagnetic calorimeter[208].

can displace atoms in the lattice, causing damages described under the Non-Ionising4573

Energy Loss (NIEL) hypothesis. Such effects can be normalised for the energy or mass4574

of the incoming particle using a hardness factor [213], resulting in a global flux φeq of4575

equivalent 1-MeV neutrons as presented in Figures 7.6 and 7.7. The deformations of the4576

lattice can be classified in different categories but generally speaking they create a vacancy4577

at the initial position of the atom, and a new local structure in the inter lattice space at4578

the final position of the atom, composing what is called a Frenkel defect pair. Depending4579

on the energy and nature of the impinging particle, such effects can cluster, as the initial4580

atom can produce a global displacement of about 100 atoms. These defects are evolving4581

with time and temperature in a complex way called annealing. Beneficial annealing, where4582

atoms can occupy back their original positions, is obtained by increasing the temperature4583

for a short period of time (typically 60◦C during 80 minutes [214]). Holding the exposition4584

longer could lead to reverse annealing where the effective doping concentration would4585

increase. Particles can also interact strongly changing the nature of the atoms in the4586

lattice increasing the number of donors or acceptors.4587

The microscopic effects are changing the operational characteristics of the sensors4588

in different ways:4589

— leakage current: in semiconductors, an electron-hole generation process4590

happens all the time at room temperature through thermal excitation and4591

is compensated by recombination effects either direct (an electron from the4592

conduction band recombine with a hole of the valence band), or through re-4593
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combination centres represented by the dopants or lattice defects. In the case4594

of an np junction, if an inverse polarization voltage is applied, a significant4595

fraction of the full junction region is depleted of free charge and an electric4596

field is present. Under the effect of the field, the electrons and holes are4597

separated before they can recombine and this creates a leakage current. In4598

presence of radiation damage, new energy levels are created in the bandgap,4599

resulting in an increased generation process that is emphasised by a reduction4600

of the recombination time. This leads to an increase in the leakage current:4601

∆I(Φeq, t,T ) = α(t,T )VdepΦeq

where Vdep is the depleted volume, α(t,T ) the current related damage rate4602

(typically α∼ 4×10−17 A/cm [214]), and Φeq the 1-MeV neutron equivalent4603

flux.4604

— depletion voltage: since a certain number of donors or acceptors can be4605

trapped into the defects, the effective concentration Neff is modified. Fur-4606

thermore, space-charges can also be created. These two effects are leading to4607

a modification of the width of the depletion region for a given applied reverse4608

potential, or in other words to the necessary potential which is necessary to4609

apply to fully deplete the device. Consequently, the voltage at which the4610

sensor is operated Vdep has to be modified :4611

Vdep =
e|Neff (Φeq)|d2

2εrε0

where d is the sensor’s thickness, εr and ε0 the electrical permittivity of4612

respectively the sensor and the vacuum. This voltage increase must be con-4613

trolled to limit the resulting leakage current. The second effect is a possible4614

type inversion from an n-type bulk to a p-type, leading to changes in the4615

depletion zone, and thus a reduced electrical signal. This is why the ATLAS4616

and CMS collaboration are now using an n-on-p technology to mitigate this4617

effect.4618

— charge collection efficiency: The electrical signal obtained through the4619

Ramo’s theorem is linked to the charge drifting in the medium. However,4620

the defects introduced in the crystal can trap the charges for a time longer4621

than the charge collection one. The time before a particle is getting trapped4622

is given by:4623

τ−1
trap. = βΦeq

where β is a constant of 4−6×10−16 cm2/ns for electrons and 6−8×10−16
4624

cm2/ns for holes [215]. Combining this information with the mobility that4625

is more important for electrons than holes, it is preferred to collect electrons4626
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than holes. The trapping can have a side effect by releasing charges after the4627

signal is processed creating spurious signals.4628

Surface effects can also be present in Silicon oxides which lead to the creation of4629

a layer of trapped charges at the interface between the silicon and the passivation. This4630

results in a perturbation of the electrical field inside the sensor or an increase of the strip4631

or pixel capacitance, affecting the noise. This effects can also induce problems in the4632

dedicated electronics used to process the signal.4633

The electronic read-out4634

To record the signal induced in the electrodes, a read-out chip is directly con-4635

nected to the pixel sensor using a bump-bonding solution: indium or lead-tin alloy spheres4636

are used to make the connection. The chip that will be used for the ATLAS and CMS4637

pixel tracker upgrades is based on a Complementary Metal Oxide Semiconductor (CMOS)4638

technology and is the result of a collaboration between the CMS and ATLAS experiments4639

and called RD53 [216]. The signal is treated as follows:4640

1. Charge amplification: as close as possible to the sensor, an analogue amplification4641

is provided. In the preliminary RD53 chip prototype, called RD53A, three different4642

technologies are proposed: the linear case proposing a single-stage amplification, a4643

differential case where the signal is separated into two single-stage amplification,4644

and a synchronous case which uses a single-stage amplification as in the linear case.4645

The signal is then shaped with a triangular analogue signal.4646

2. Signal discrimination: To give information to the system about the signal which4647

has been induced in the pixel, the signal is compared to a threshold. This comparison4648

is also different in the three front-end cases: the linear case compares the signal to4649

a flat threshold decided by the user, the differential compares the two differentially4650

amplified signals, while the synchronous front end uses a time-dependent threshold4651

that is tuned by the chip itself based on the running conditions. The user is free4652

to choose the various parameters for the first two FEs (threshold and gains), and4653

the choice would depend on the level of noise of the considered chip. Some local4654

variations of the gain are also required to get a uniform channel-by-channel response4655

across the chip. They are set by evaluating the response of the chip while injecting4656

the same signal in all the pixels. This calibration is referred to as "tuning" and is4657

described in Section 7.2.2.4658

3. Hit storage and retrieval: from the comparison of the signal to the baseline, the4659

Time over Threshold (ToT) is computed. This time is quantised in the LHC bunch4660

crossing time and digitised to be subsequently processed by the digital logic to use4661

the latest techniques of data storing and compression.4662

4. Trigger comparison: The data from different neighbouring cells are gathered, and4663

sent to the data controller when the trigger signal is received.4664

Radiation effects can originate from the same physics described earlier, resulting4665

in a smaller amplification, and thus lowering the discriminating ToT value, but also4666
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creating Single Event Upsets. The latter effect is due to ionisation in the chip and results4667

in memory corruption. This is mitigated by a clever redundancy of registers.4668

The main difference with the existing FE-I4 [87] chip used in the ATLAS IBL,4669

apart from the amplification stage that is using the linear design, is the in-pixel size (4670

50× 250µm2 vs 50× 50µm2). The 50× 50µm2 pattern allows both the pixel geometries4671

described earlier by smart design of the connection to the bonding pads in the sensor.4672

The FE-I4 was based on a 130 nm CMOS technology that is demonstrated to work to a4673

dose of at least 250 Mrad, but is not enough to withstand the 500 Mrad expected at the4674

HL-LHC. For this reason, a 65 nm technology is used for the RD53 chip, to reduce the4675

effects of radiation damage. The main drawback is the initial lack of developed libraries4676

and design blocks, common in HEP but which were not yet available in 65 nm.4677

The first sensors compatible with the RD53 design were produced in 2018 however this4678

thesis will present results obtained with the FE-I4 chip, the results with the RD53-A chip4679

being still under study.4680

The sensor design4681

The conception of the sensors must keep into account the effects of the large4682

expected radiation damage, as shown in Figure 7.6. The equivalent fluence is especially4683

significant in the two innermost layers, given the proximity with the beam as shown in4684

Table 7.8.4685

Luminosity [fb−1] Layer Location Fluence [1015 neq/cm
2]

2000 0
Barrel 13.1
Inclined 12.3
End-cap 6.8

2000 1
Barrel 2.7
Inclined 3.5
End-cap 3.8

4000 2-4
Barrel 2.8
Inclined 3.0
End-cap 3.8

Table 7.8 – The maximal 1-MeV neutron equivalent fluences for different parts of the Pixel
Detector, for the baseline replacement scenario for the inner section. All values have been
multiplied by a safety factor of 1.5 [208]

To moderate the radiation effects, a clever design of the sensor is required. The4686

first solution that was proposed is to insert some electrically neutral elements that can4687

combine to secondary defects and modify the radiation tolerance of the material. As an4688

example, the inclusion of oxygen in the fabrication process [217] can lead to a better4689

charged-hadrons tolerance, while no major impact has been observed for neutrons. The4690

conception of the n- and p-implants also plays a major role in the measured tolerance.4691
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The sensors designed and characterised at the lpnhe laboratory are based on4692

the so-called planar pixel technology. An initial wafer obtained through the Float Zone4693

technique (vertical growth that results in high purity ingots), is successively doped to4694

obtain the result presented in the Figure 7.9a. From the bottom, a p+ implantation acts4695

as a good ohmic contact and collects the holes. The p-doped bulk acts as the place for4696

electron/hole creation. At the top, a complex structure is created through a lithography4697

process using ion implantation. The n-doped layer acting as the counterpart of the p-type4698

bulk in the n-p junction where the electrons are going to be collected is implanted using4699

a complex sequence of masks to shape the pixels. However, at the interface between the4700

oxide and the bulk between two pixels, a layer of charges can appear. This result in a4701

possible short cut between the electrodes degrading the position resolution of the detector.4702

Therefore additional thin implantation with p-type dopants could get obtained between4703

the pixels (p-spray). A second solution called p-stop a p-type implantation between the4704

pixels up to much higher concentration with respect to p-spray, but this requires an4705

additional lithographic mask. The n-doped implants are later on connected to aluminium4706

structures to collect the electrical signal. A passivation layer is covering the sensor to4707

protect the sensor from dust and humidity, but also to avoid any electrical shortcuts4708

between other parts the sensors and the read-out chip. The connection to the chip is4709

obtained thanks to a bump-bonding technique.4710
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Figure 7.9 – Section (not to scale) of a planar sensor as designed of the ITk project. A
zoom on one pixel is shown in (a), while (b) is focusing on the edge of the sensor.

The edges of the sensors are of particular interest being the un-instrumented area4711

of the sensor, which could reduce the geometrical efficiency and the performance of the4712

detector. Even if some overlap between neighbouring sensors is obtained by construction4713

in the Φ direction, it is worth extending as much as possible the active area of the sensors.4714

The separation between devices in the wafer is done with the help a diamond saw, which4715

is creating microscopic cracks in the silicon, resulting in an important damaged area4716

as illustrated in Figure 7.10a. The defects act as electron-hole generators as already4717

described. If the electrical field is extended in this region, this charge generation gives4718

rise to a large current (edge current). For this reason, the standard design of sensors tries4719

to keep the electric field away from the edge, but this corresponds to having a dead region4720

at the border. One way to avoid this problem is to perform the cut with a deep reactive ion4721

etching (DRIE) technique. The trench reaching the bottom of the wafer, a mechanical4722
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support is needed. It is further on doped with boron to reach the same potential on4723

the side than at the bottom and filled with polysilicon as shown in Figure 7.9b. The4724

technique, called "Active Edge", also implies a smaller number of generation centres at the4725

edge, which are also prone to recombine quickly due to the small electrical field, reducing4726

de-facto the induced leakage current. The designed trench can be straight or have more4727

complicated shapes, such as the staggered trench presented in Figure 7.19b. The latter has4728

the advantage not to require a priori a support wafer. To avoid an important voltage drop4729

between the edge and the last pixel, free-floating guard rings are used to reduce smoothly4730

the voltage difference, while maintaining a good efficiency even in this un-instrumented4731

area. This effect is less significant with the active-edge technology though.4732

(a) (b)

Figure 7.10 – Section of the edge of a sensor without (a) and with (b) active edge. The
size of the dead area is parametrised by a, while the distance between the last pixel and
the end of the active area is shown by the parameter d.

Before bump-bonding the sensors, tests need to be performed to ensure the good4733

quality of the devices. Foundries where they are fabricated, are measuring the sensors to4734

ensure good and homogenous properties amongst the production. The pixels are not yet4735

connected to the readout electronics and so they cannot be brought to the correct potential4736

to deplete the sensor. Anyway, the measurement can be achieved with two techniques.4737

The punch-through mechanism has been widely used for that process. A punch-through4738

dot is used on every pixel corner and connected to a metal line running across all the pixels4739

to be kept at ground. However, this method requires to add permanent structures in the4740

sensor, degrading locally the efficiency of charge collection. A less invasive approach,4741

called temporary metal line, provided by some foundry, consists in shortening all the4742

pixel together with a metal grid, which is used to bias the sensor in order to measure the4743

electrical properties. This metal line can be removed with chemical etching afterwards,4744

leaving the sensor intact.4745

Amongst the other techniques used to build a pixel detector, the 3-D approach4746

leads to better radiation resistance. The sensors are equipped with heavily doped n+ and4747

p+ pillars amongst which the difference of tension will be applied as shown in Figure 7.11.4748

In this case, the charge produced by the crossing of a particle drifts horizontally between4749

the pillars instead of vertically. The inter-electrode distance, given by the distance between4750

columns, can be much smaller than in the case of planar pixels, where it is fixed to the4751
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sensor thickness (reaching roughly 30 µm [218] compared to a thickness of 100 µm for4752

planars). Thanks to this feature the leakage current is reduced, as well as the trapping4753

effects. These sensors can thus be operated at a smaller tension and in harder radiation4754

conditions. The technology was first introduced in the ATLAS experiment with the IBL4755

project [85], where part of the layer was equipped with such detectors. For what concerns4756

the ITk project, the innermost layer is going to be instrumented with sensors using this4757

technology, while planars are used in the four remaining layers.4758
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Figure 7.11 – Section (not to scale) of a 3d sensor as designed of the ITk project.

With the present technology, it is not possible to build a module which can resist4759

the radiation conditions in the first two layers for the full length of the HL-LHC run while4760

providing the expected performance. For this reason, a replacement of these modules is4761

foreseen at half the HL-LHC run.4762

7.2.2
Measurements of the sensors’ properties during test-
beams4763

Amongst the technical solutions detailed previously, the lpnhe laboratory has4764

collaborated with the Fundazione Bruno Kessler (FBK 1) to design and produce several4765

sensors with different technologies. Production 1 released the first Active Edge sensor4766

produced at FBK, with a thickness of 200 µm. Production 2 aimed at reducing the4767

thickness obtaining sensors at 100 and 130 µm, but without an active edge. Production4768

3 mixed the two features by producing 100 and 130 µm thin Active Edge sensors. The4769

various productions are summarised with their intrinsic properties in Table 7.9. All the4770

listed samples have been bump-bonded at the IZM Berlin to FE-I4B readout using 50×4771

250µm2 pitched pixels.4772

To study the effect of radiation, the sensors from production 2 and 3 have been4773

irradiated. The second production underwent staged irradiation campaigns at the CERN4774

IRRAD 2 facility using a 24 GeV gaussian shaped proton beam. The beam characteristics4775

are obtained with monitors during the irradiation and are summarized in Table 7.10. Since4776

the width of the beam was smaller than the size of the sensor, different points across the4777

1. FBK-CMM (Trento, Italy): https://cmm.fbk.eu/
2. http://ps-irrad.web.cern.ch
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Production 1 Production 2 Production 3
Module name LPNHE 5 LPNHE 7 W30 W80 M1.4
Thickness (µm) 200 200 100 130 130
Number of GR 0 2 5 2 0
Biasing TM PT TM
Active Edge: · presence X(straight trench) – X(staggered trench)

· Trench distance (µm) 100 37/52
Charge stopping: · p-spray Yes

· p-stop Yes No No Yes

Table 7.9 – Characteristics of the three sensor productions of the FBK/lpnhe collab-
oration. GR refers to Guard Rings. The biasing refers to the biasing process used to
polarize the sensor before bump-bonding: TM stands for Temporary Metal and PT for
Punch-Through.

beam spot corresponding to different values of the integrated fluence, thus allowing to4778

perform fluence dependency measurements with a single sensor. Only the average value4779

of the fluence is given in the table. The third production has been irradiated at the KIT 3
4780

with a 25 MeV proton beam. In this facility, a narrow beam is scanning the sensor to get4781

final uniform irradiation.4782

Module name Beam spot size fluence Φeq cumulative fluence
FWHM [mm2] [1015 neq/cm

2] [1015 neq/cm
2]

Campaign 1
W80 20×20 3 –
W30 12×12 4 –

Campaign 2
W80 20×20 7 10
W30 20×20 7 11

Campaign 3
M1.4 uniform 2.7 –

Table 7.10 – Irradiation programs for the different sensors tested at the test-beam

Electrical properties of the sensors4783

The electrical properties of the sensors are measured in a cleanroom environment4784

at the lpnhe or during the test-beam campaigns for the irradiated modules. The temper-4785

ature is controlled either by a thermal chuck in the laboratory or with a dedicated cooling4786

system at the test-beam, always checked with platinum thermal probes. The result of the4787

electrical characterization is presented in Figure 7.12 for the first production[219], and in4788

Figure 7.13 for the second and third ones. For the first production, the sensors tested4789

are coming from the same wafer but are not the sensors whose properties are reported4790

afterwards. Even though the measurements have not been carried out at the same tem-4791

perature, the effects of adding Guard Rings can be seen on the breakdown voltage that4792

3. https://www.etp.kit.edu/english/irradiation_center.php.
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increased from 70 to 120 V. The only effect of the temperature can be seen from the value4793

of the plateau for the leakage current. It is worth mentioning also that the depletion4794

voltage is roughly stable at 20 V for the three solutions.4795

Figure 7.12 – Current-Voltage curves for test structures featuring different number of
GRs. The innermost GR, if present, was kept at ground voltage. The shortest distance
from the pixels to the trench is 100 µm. The measurement for the test structure with 2
GRs was taken at a lower temperature with respect to the other two samples.

For the production 2 and 3, the radiation effects on the sensors are generating4796

both a shift in the depletion voltage and an increase in the leakage current as described4797

earlier. For this purpose, the measurements presented are done with the readout chip4798

turned on, taking into account the heat dissipation. For the last production, the sensor4799

is shown to reach an early breakdown at 90 V which is suspicious when compared to4800

the depletion and breakdown voltage of the thin sensors of the production 2. From the4801

measurements the alpha coefficient relating the leakage current to the fluence can be4802

derived:4803

∆I(Φeq, t,T ) = α(t,T )VdepΦeq

The leakage current has an important variation with the temperature as can be seen from4804

Figure 7.13a, where for the same fluence of 1× 1016 neq/cm
2 and at a bias of 600 V,4805

the leakage current goes from 47 µA at -40◦C to 71 µA at -37◦C. This can be explained4806

by the distribution dependence of charge carriers with temperature, as well as the self-4807

heating of the sensor. The I-V curve is also not flat in the depleted regime. Therefore4808

the measurement is performed at a fixed bias of 600 V for production 2 and 90 V for the4809

production 3. The value of the temperature of -38◦C is also considered in the following4810

computations.4811

The literature provides an α coefficient at 20◦C measured with a 60 minutes4812

80◦C annealing of (3.99±0.03) ·10−17 A.cm−1[214]. To calibrate the measurements of the4813

leakage current at the desired temperature, a parametrisation is given in [220]:4814

α(t,T0) = α(t,T ) ·
(
T0
T

)2
e

(
Eeff

T0−T

2·kB ·T ·T0

)
=

∆I(Φeq, t,T )
V ·Φeq

·
(
T0
T

)2
e

(
Eeff

T0−T

2·kB ·T ·T0

)

The effective activation energy is close to the gap energy but gets modified by the trap4815

energies of the bulk, and some temperature effects that result in different values found for4816
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6.1 FBK-LPNHE Productions

The dosimetry information made possible to estimate the total delivered proton fluence, trans-
formed then into neq/cm2 using an hardness factor of Ÿ = 0.59, with an uncertainty of about
10%.

Thanks to the high segmentation of the detector modules it was then possible to probe several
fluences over a large range of values with just one pixel detector.

In the two upcoming paragraphs, the leakage current and power dissipation of W80 sensor will
be reported. The measurements of the leakage current and the sensor power dissipation were
performed with the electronic chip powered on.

Leakage current

The leakage current Ileak of W80 module was measured after each irradiation steps at low
temperature. Its evolution as a function of the bias voltage is presented in Figure 6.11.

x T=-37°C

T=-40°C

T=-38°C

x

x

Irradiated: Average Fluence of 1x1016neq/cm2, T=-37°C 

Irradiated: Average Fluence of 1x1016neq/cm2, T=-40°C 

Irradiated: Average Fluence of 3x1015neq/cm2, T=-38°C 

Figure 6.11 – Current-Voltage curves of W80 sensor after a fluence of 3◊1015 neq/cm2 (green
markers) and after an cumulative fluence of 1 ◊ 1016 neq/cm2 (blue and yellow markers). The
temperature is indicated in the legend.

The leakage current (I) is known to increase linearly with the fluence (�): �I = –V �, where
– ≥ 4 ◊ 10≠17 A/cm and V is the volume of the sensor [79]. The defects in the bulk act as
emission center of electrons and holes and this leads to increase of the leakage current in the
sensor. By comparing the two fluences 3 ◊ 1015 neq/cm2 and 1 ◊ 1016 neq/cm2 at -38¶C it is
clear from the plateau of the curves that radiation induce an increase of the leakage current: at
600 V, Ileak(� = 3◊1015 neq/cm2) ƒ9 µA and Ileak(� = 1◊1016 neq/cm2) ƒ 71 µA.

Due to the variation of the intrinsic charge density with temperature, the leakage current depen-
dency on temperature is large, as shown from the comparison of the two IV curves at a fluence
of 1◊1016 neq/cm2 at -40¶C and at at -37¶C. At 600 V, the leakage current at -40¶C is 47µA,
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(a)

Silicon pixel sensors for ATLAS ITk

x T=-38°C

Figure 6.15 – Current-Voltage curves of M1.4 before and after irradiation.

the power dissipation is 10 times what it is at 90 V. At the operating point of the ITk
(-25¶C), the power dissipation of the sensor of the third production would be of the order
of 0.4 mW/cm2 when irradiated at 2.7◊1015 neq/cm2, which is approximately one order of
magnitude below W80 results at the same fluence. It can be explained because of the low
operational bias point of M1.4 implied by its early breakdown.

x T=-38°C

Figure 6.16 – Sensor Power dissipation curve of M1.4 before and after irradiation.
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Figure 7.13 – Current-Voltage curves of (a) W80 sensor after a fluence of 3×1015 neq/cm
2

(green markers) and after an cumulative fluence of 1× 1016 neq/cm
2 (blue and yellow

markers) (b) the M1.4 sensor before and after irradiation. The temperatures are specified
in the legends.
this parameter. Thus two hypotheses are conducted choosing Eeff = 1.21 eV from [220]4817

or the more recent value that has been measured Eeff = 1.12 eV [221]. The detector4818

was considered fully depleted, such that the active volume has a depth 130µm and size4819

of 2 × 1.68 cm2. The borders of the module are not considered here, knowing that the4820

effect is quite small in magnitude (∼ 0.1) compared to the other sources of uncertain-4821

ties. An uncertainty coming from the temperature measurement is quoted by varying the4822

real temperature by ∆T = ±1◦C. The values of the coefficients are summarised in the4823

Table 7.11. The values obtained for W80 are highly compatible with the one measured4824

in the reference, however an increased value for a higher dose could be linked to some4825

not-well monitored annealing processes. The value for the third production is indicating4826

that the sensor is not fully depleted at this bias voltage as corroborated by the previous4827

IV curve measurements.4828

Sensor Φeq[1015neq/cm
2] Eeff = 1.12 eV Eeff = 1.21 eV

W80 3 2.6±0.4 4.0±0.6
10 5.3±0.7 8.2±1.2

M1.4 2.7 0.94±0.1 1.46±0.2
Table 7.11 – Values of the α coefficient for several modules at exposed at different fluences
and rescaled at the temperature of 20◦C. Two hypotheses for the effective energy are
proposed, and the uncertainty comes from the variation of the temperature at which the
current is measured.

The power dissipation of the sensor and the chip can be also measured, as it is4829

a crucial figure of merit to design the required cooling power of the system [208]. This4830

dissipation is obtained from the product of the leakage current and the bias voltage. The4831

measurement can be rescaled to the desired temperature using the same formula as for4832

the α coefficient, to allow comparisons at an operating temperature similar to the current4833

IBL of -25◦C. For W80, at 600 V, the power dissipation is 6 mW/cm2 when irradiated4834

at 3× 1015 neq/cm
2 and 40 mW/cm2 when irradiated at 1× 1016 neq/cm

2, while M1.44835
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has a power dissipation at 90 V of 0.4 mW/cm2 when irradiated at 2.7× 1015 neq/cm
2.4836

The requirement for the maximal power consumption of the sensor is 100 mW/cm2 [208]4837

with a current per pixel of 10 nA. Therefore the modules from production 2 are meeting4838

the requirements. The power drained by the module from the third production is way4839

under-estimated due to the low value of the bias voltage, thus no significant conclusion4840

can be drawn from this measurement.4841

Test-beam measurement of the sensors’ properties4842

In order to understand the performance of the sensors designed, designed sensors,4843

they have to be tested in the same conditions as during the data-taking, with a controlled4844

environment. This is usually done with a beam of highly-energetic particles obtained with4845

secondary emissions from known accelerators. The results presented here are obtained at4846

the CERN SPS and DESY II [222] beam facilities.4847

The SPS accelerator is providing a 400 GeV proton beam, that is sent to three primary4848

targets to extract a final beam of 120 GeV pions. The CERN North Area site of the4849

accelerator is providing up to four beamlines on which several experiments are located,4850

and two dedicated lines for the NA62 [223] and COMPASS [224] experiments. As the4851

priority is given to the operation of the LHC, the beam can be quite unstable but is4852

optimised to deliver an average of 400 to 500 Hz rate.4853

The DESY II accelerator is a derived line of the PETRA III injector providing highly4854

energetic electrons. Thanks to the bremsstrahlung effects, those electrons and positrons4855

can radiate photons. Using a target, those photons can generate a quasi-continuous flow4856

of electrons and positrons. A system of magnets can select the sign of the charge and the4857

energy of the beam ranging from 3 to 6 GeV. A compromise between the energy of the4858

electrons and the rate has to be found, such that most of the presented results are using4859

a 4 GeV beam. At this energy however the particles are subject to multiple scattering4860

degrading the spatial resolution of the measurements.4861

In order to measure the properties of the sensors, the trajectories of the incoming particles4862

need to be known to extrapolate their hit positions in the devices under test (DUT).4863

EUDET/AIDA telescopes are therefore used up- and down-stream of the position of the4864

DUTs for that purpose. Each arm of the telescope is composed of three planes equipped4865

with Mimosa26 monolithic active pixel sensors, with a fine pitch of 18.4 µm by 18.4 µm.4866

These fine granularity sensors come with an important intrinsic time resolution (of the4867

order of 200 µs, compared to the 25 ns clock of the FEI4 and RD53 FE chips). Therefore4868

the time coincidence of the tracks is obtained by placing a reference FEI4 sensor next to4869

the DUTs to reject out-of-time tracks. To avoid the continuous read-out of the sensors, a4870

trigger unit is set up thanks to plastic scintillators whose coincidence signal is sent to the4871

DUTs, the reference and the telescopes. In order to control the temperature, two systems4872

are used depending on the test-beam facility. A chiller is used at CERN, allowing a fine4873

control at the degree level, while dry ice (carbon dioxide, −78◦C) is used at DESY, with4874

a thermal sensor attached to the DUTs to measure the temperature over time. In order4875

to provide a good thermal and optical sealing of the environment containing the sensors,4876
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two different boxes are conceived as well. In both situations, nitrogen gas is flown in the4877

box to avoid water to condensate on the module which could create shortcuts.4878

Figure 7.14 – Photography of the setup used in the test-beam area located at DESY. The
six EUDET/AIDA telescope planes as well as the trigger plastic scintillators are shown
in black, the DUT in red and the reference plane in blue.

In order to control the acquisition system, a remote PC is used. It interfaces4879

the user with the readout boards connected to the modules under test via a graphical4880

interface, called USBPix, controlling the trigger as well as the data acquisition. Before4881

taking data, the FE chips have to be tuned to give an optimized and uniform performance4882

across the sensor for the desired threshold and ToT/delivered charge relationship. The4883

threshold dispersion in the sensor can be corrected using a global register for the full sen-4884

sor with a 5-bits local register called TDAC to correct for pixel-by-pixel effects. Once the4885

threshold is fixed, the ToT distribution can get shifted such that its most probable value4886

corresponding to the charge left by a MIP is well centred inside the dynamic range of the4887

chip. This operation is performed by modifying the charge to analogue ToT conversion4888

at the pre-amplifier stage, using a 4-bits local register called FDAC.4889

Once a particle is passing through the six planes, a track can be reconstructed, by com-4890

bining the information of the telescopes and the reference. This reconstruction is done4891

offline using the EUTelescope framework [225]. Several steps are needed:4892

1. First a bank of noisy pixels is created for the DUT as well as the telescopes and4893

reference, the last two being generally less affected by noise. All pixels showing hits4894

at a frequency above a certain threshold (chosen by the user, and typically kept at4895

0.5% of the trigger frequency) are discarded for later analysis.4896

2. Hit pixels are then grouped to form clusters where the local centroid position is4897

computed from the ToT values.4898
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3. An alignment step is performed using the Millipede algorithm [226], which considers4899

all the planes independent from each other and minimise the global χ2 of the tracks.4900

4. A final fit is performed with a Kalman-filter based technique to take into account4901

the multiple scattering in the DUTs and the materials crossed by the tracks.4902

The result is obtained in a root interpreted file and analysed with the TBMon2 [227]4903

framework to extract the useful information to the analyser. Amongst all the variables4904

of particular interest from the development point of view, only the hit efficiency is going4905

to be described here. This quantity is one of the sensor specifications defined for the4906

HL-LHC tracker, where a 97% efficiency should be reached during all the HL-LHC run.4907

It is defined by the fraction of good reconstructed tracks being matched to a hit. Two4908

criteria are defined for a proper matching:4909

— To define the fiducial regions where tracks are accepted, windows of the pixel4910

size are defined by a quantity called MatchPixelMargin. Having a window4911

size bigger than the pixel size does not affect the results inside the sensor,4912

but is crucial for edge studies where tracks can be located much further away4913

from the pixel area.4914

— The hits considered in the analysis are weighted clusters of fired pixels. A4915

window of a given size is opened around the cluster and the closest track to4916

the centroid in the window is matched.4917

Those parameters can be optimised by looking at the evolution of the efficiency with4918

respects to their values as shown in Figure 7.15. A small degradation (∼ (O)(0.1%))4919

of the hit efficiency is observed when increasing the fiducial volume, as expected by the4920

increase of non-matched tracks. This should be accounted for when considering the edge4921

effects. As expected the global efficiency increases with respect to the matching window4922

size. The effect of the detector resolution and to the multiple scattering which makes4923

the tracking more problematic, are possible interpretations. A plateau is reached but4924

with different values of the parameters for the two devices. After the turning-point, the4925

efficiency is still increasing mainly driven by bad matching. The effect (∼ (O)(0.1%))4926

however is under the statistical fluctuation of the data-taking but is considered genuine.4927

All those elements are considered in the measurement by taking a conservative error (from4928

statistics with an added systematic 0.4% term).4929

The hit performance of the first production has been documented in [219]. The4930

studies have been focussed on the effect of the threshold and the active edge technology4931

on the efficiency. The Figure 7.16a is showing the evolution of the global efficiency over4932

the sensor as a function of the bias voltage. Different ToT to charge calibrations are4933

tried, not affecting the observed measurements. Biasing the detector above a threshold4934

of 25 V leads to efficiencies greater than 98%. The behaviour of the evolution of the4935

efficiency with the position from the last pixel is obtained by focusing the beam on this4936

part of the sensor and shown in Figure 7.16b. The global efficiencies are shown to be4937

compatible from Figure 7.16a. The bias voltage was set to 40 V and the threshold and4938

ToT to charge calibration as the one reported from Figure 7.16a. The effect of the active4939
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(c)

Figure 7.15 – Evolution of the global hit efficiency with respect to the MatchPixelMargin
(a) and the track to cluster window size (b,c). The X,Y index are referring to respectively
the long and short side of the pixel. The results were obtained at CERN for the non-
irradiated LPNHE7 sensor biased at 40 V (a,b) and the irradiated W80 sensor biased at
600 V (c).

edge technology allows having an efficiency greater than 50% up to 90 µm away from the4940

last pixel. Even though the data-taking conditions are not optimal, similar behaviour is4941

observed at DESY. The sharpest transition for the LPNHE7 module is explained by the4942

higher energy of the beam, resulting in less multiple scattering. To better interpret the4943

result Technology Computer-Aided Design (TCAD) simulations[228] have been performed4944

to visualise the electrical field in the sensor and the effects of the GRs.4945

The second production has been more intensively studied leading to several4946

communications [229, 230]. The purpose of this production was to prove that the thin4947

planar sensors were capable of resisting the high doses required to be qualified for the HL-4948

LHC phase. Measurements of the global efficiency have been performed at the CERN SPS,4949

varying the bias voltage as shown in Figure 7.17a. Only the W80 sensor quantities have4950

been investigated as the results for the W30 were not considered as enough understood.4951

At a voltage of 600 V, the observed global efficiency is reaching 97% for a fluence of4952

3×1015 neq/cm
2 while the value of 96.3±0.5% is obtained for a fluence of 1×1016 neq/cm

2,4953

almost reaching the ITk requirements at a value of the fluence which is much larger than4954

the expected one for the layers in which the planar pixel sensors are supposed to be used.4955
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(a) (b)

Figure 7.16 – Evolution of the global hit efficiency with respect to the bias voltage (a),
or the local hit efficiency with respect to the local position of the hit from the last pixel
(b). Both LPNHE5 and LPNHE7 are analysed with data taken either at the CERN SPS
or DESY.

(a)

Performances on beam of pixel detectors

Figure 7.22 – Hit e�ciency for thin irradiated sensors. The red triangles are for sensor ir-
radiated at an average fluence of 1 ◊ 1016 neq/cm2 and the blue ones at an average fluence of
3◊1015 neq/cm2. Threshold and gain are indicated in the upper box.

Figure 7.23 – Hit e�ciency for thin irradiated sensors. The blue triangles are for sensor irra-
diated at 1◊ 1016 neq/cm2 and the red ones at 3◊ 1015 neq/cm2. The black square represents
data for a thin un irradiated sensor. Threshold and gain are indicated in the box.
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(b)

Figure 7.17 – Evolution of the global hit efficiency with respect to the bias voltage (a),
or the local hit efficiency with respect to the local fluence (b) of the W80 sensor. Two
scenarios depending on the fluence are presented, red triangles are for the 3×1015 neq/cm

2

fluence while the blue ones are for the 1× 1016 neq/cm
2. The measurement performed

without irradiation is shown with a black triangle.

Since the irradiation has not been uniform, some regions corresponding to dif-4956

ferent fluence values can be identified and in this way, the evolution of the efficiency4957

can be studied using data points corresponding to many different values of fluence. The4958

values of the local fluence are determined from the fluence map given by the radiation4959

facility which is then corrected by ToT in-situ measurement. Indeed the position of the4960

ToT distribution is linked to the number of charges generated, and thus to the radiation4961

dependent charge trapping effect. Several ToT-to-charge calibrations and thresholds have4962

been used resulting in a global correction, reducing the dispersion of the values, as shown4963

from Figure 7.18. The corrections obtained at CERN were used on DESY data, since the4964
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aperture of the beam is larger there, allowing to expose a larger range of fluences with the4965

same conditions. Results are shown in Figure 7.17b, where the points are fitted with a4966

linear curve. Vertical lines representing the limits of fluences expected for different parts4967

of the detectors are shown in dotted blue, while a horizontal line is drawn for the required4968

efficiency of 97%. This goal is reached for most of the points corresponding to the fluence4969

predicted in Layer 1 of the ITk system. The requirements could be met even for fluences4970

of 7×1015 neq/cm
2 by lowering the threshold and improving the tuning.4971

Performances on beam of pixel detectors

The uncertainty on the fluence in the following plots is set to 0.5◊1015 neq/cm2, which corre-
sponds to the variation of the fluence at 2 mm of the peak value. It accounts for the uncertainty
on the peak fluence and on the fluence profile modeling approximation.

(a) (b)

Figure 7.9 – Horizontal (a) and vertical (b) fluence profiles with and without fluence peak
constraint. The blue/red and green/yellow points represent data taken in the Up/Down ROI.

The e�ect of the modification of the peak fluence is presented in Figure 7.10 which shows the
average ToT vs fluence for 3 di�erent bias voltages with (right plot) and without (left plot)
fluence peak constraint. The constraint of the fluence peak (right plot) results in less dispersion
in the average ToT values for the same fluence.

Figure 7.10 – average ToT distribution vs fluence for three di�erent bias voltages. The left/right
plot is without/with fluence peak constraint. The horizontal/vertical bin label in the legend
means that the fluence and average ToT have been extracted from an horizontal/vertical profile
of the Down ROI.

Even if the constraint on the fluence peak shows better results in terms of dispersion, some
caveats have to be mentioned. The average ToT distribution is highly sensitive to the chosen
Threshold and ToT value, as well as to the bias voltage. As several tunings have been investigated
and gives consistent results with respect to one another, the peak fluence position is assumed
rather independent of the tuning. Another caveat is the non uniformity of threshold observed
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Figure 7.18 – Average ToT distribution vs fluence for 3 different bias voltages. The
left/right plot is without/with fluence peak constraints. The horizontal/vertical bin label
in the legend means that the fluence and average ToT have been extracted from an
horizontal/vertical profile of the region of interest [230].

The last production has also been tested, even if the early breakdown observed4972

after irradiation is weakening the conclusions [231]. Performance has been measured at4973

DESY focusing on the staggered edge which is shown in Figure 7.19b as white rectangles.4974

The efficiency evolution with respect to the position of the track is given in Figure 7.19a.4975

The two positions of the trenches are given by the dotted black lines. Comparing the4976

results with the first production, similar conclusions can be drawn about the extended4977

lateral efficiency. The 20µm resolution due to the multiple scattering at DESY smears4978

the strength of the results and explains the non zero efficiency obtained after the edge. In4979

order to see the effect of the staggered design, a 2-D map is shown in Figue 7.19b, with4980

data taken at CERN. A folding is operated in order to increase the statistic, representing4981

only 140µm of the sensor, corresponding to two pitches of the structure. The efficiency4982

is shown to be extended further in the area where there is the second edge fence but not4983

the first one, the 50% efficiency point being reached for a distance of 50µm for the second4984

edge compared to a distance of 35µm for the first edge. As for the first production, those4985

effects have been corroborated by TCAD simulations [231], obtained without considering4986

the radiation effects. However, the poor performance due to the early breakdown has4987

conducted the collaboration to remain on a standard implementation in the design of the4988

pixel sensors for the ITk.4989
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7.5 Active edge performance

7.5.2 Staggered active edge performance

One sensor of the third production, M1.4 has been irradiated uniformly at KIT [128] with low
energy protons to reach a fluence of 2.7◊1015 neq/cm2. After irradiation, the sensor su�ered
from an early breakdown when biased around 90-95 V at -40¶C as presented in Figure 6.16.
The Figure 7.27 compare the e�ciency performance close to the edge area of the M1.4 sensor
before and after irradiation. Even in early breakdown regime, the e�ciency performance of
the irradiated sensor in the edge area is comparable to what was reached before irradiation.
For a threshold of 1000 electrons and a ToT tuning of 6 ToT for 4000 electrons, the e�ciency
is higher than 50% up to 44 µm from the last pixel. The data reported in this Figure were
taken at DESY testbeam and they are consequently a�ected by the multiple scattering.

,Q
QH
U�
7U
HQ
FK
�)
HQ
FH

2
XW
HU
�7
UH
QF
K�
)H
QF
H

Figure 7.27 – Comparison of edge e�ciency profile before and after irradiation of one sensor
of the third production (M1.4). Data were taken at DESY

The data presented in Figures 7.28 shows performance of the irradiated M1.4 sensor (2.7 ◊1015 neq/cm2)
with data taken at CERN-SPS testbeam with di�erent tunings and bias voltages. Other tun-
ings and three bias voltages (90, 100, 110 V) have been tested on beam:

• Threshold: 1000 electrons, 8 ToT for 4000 electrons. The three bias points give rather
similar results, the e�ciency reaches 50% at 44 µm from the last pixel except for
the configuration at 110V which seems to be 2 µm lower. This value is obtained by
performing a fit with an error function in the edge region. The e�ciency at the plateau
is close to 99 %.
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(a)

Performance on beam of pixel detectors

Figure 7.29 – Two dimensional edge e�ciency profile for M1.4 at 40 V after irradiation (data
taken at CERN-SPS). The white rectangles correspond to trench segments.
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(b)

Figure 7.30 – Edge e�ciency profiles intersecting respectively the first fence of edge (a) and
the second one (b).
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(b)

Figure 7.19 – Comparison of the 1-D (a) and 2-D (b) edge efficiency profile after irradiation
of one sensor of the third production (M1.4). In the case of the 1-D profile, the comparison
with the situation before irradiation is given. The data from the left figure are obtained
at DESY, while the ones from the right are obtained at the CERN SPS facility [231].
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4990

Conclusions and outlook
4991

On fait comme on a dit.

J. Bayou
4992

I have presented, in this document, two analyses looking for the coupling of4993

the Higgs boson to the b-quark in the associated production mode with a vector boson.4994

The first one is based on a subset of Run-2 data (L = 79.8 fb−1) obtained with the4995

ATLAS detector while the second one extrapolates this result to the end of the HL-LHC4996

phase with L = 3000 fb−1. In that context, the development of a new tracking detector4997

is crucial, especially in relationship to the b-tagging performance under the HL-LHC4998

running conditions. Hence, the developments in view of the upgrade of the ATLAS pixel4999

detector for the HL-LHC are described in the last part of this document.5000

The combination of the partial Run-2 dataset with the Run-1 result allowed5001

strong evidence of the Higgs boson decay into a bb pair in the vector boson associated5002

production mode to be obtained, with a 4.9 and 5.1 observed and expected significance5003

respectively. This result has been further combined with other analyses, sensitive either5004

to the same decay or production mechanism, leading to the first observation of the bb5005

decay of the Higgs boson and the vector boson associated production mode with observing5006

significances of 5.4 and 5.3 standard deviations respectively. The analyses have shown that5007

all the results are in good agreement with each other, providing a coherent picture to the5008

community. My work has been dedicated to the production and interpretation of the5009

preliminary results in the 0-lepton channel while providing the combined results for the5010

Cut Based Analysis approach in the final phase. I have also developed new strategies to5011

improve the analysis for the future. A new event selection, to reject the QCD backgrounds5012

using the Emiss
T sig. variable, has shown promising results but currently suffers from fit5013

instabilities. The background modelling techniques have been studied, introducing a new5014

multivariate approach to better map the differences originating from the MC generators.5015
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With time, this analysis could also be sensitive to specific BSM models which5016

would result in a deviation between the measurement and prediction. Therefore even with5017

the observation achieved, an effort should be conducted to further reduce the uncertain-5018

ties to reach an even better sensitivity. A group of theorists and experimentalists from5019

the ATLAS and CMS collaborations proposed a common framework called Simplified5020

Template Cross-Section (STXS) to ease the interpretation of results and the handling of5021

predictions. In the context of the V h(bb) analysis, this separates the processes involved5022

in the production (WH, qqZh and ggZh) in a first stage ("stage 0"), and using particle5023

level quantities such as the number of jets, the pT of the vector boson and the rapidity5024

range of the Higgs boson ("stage 1"). A first set of results has been produced with the5025

dataset used for the observation [198] using a reduced "stage 1" description adapted to the5026

available statistics but is not described in this work. The result was further interpreted in5027

terms of constraints on parameters of an Effective Field Theory (EFT) model, extending5028

the scope of the analysis to BSM extensions. Such a framework will now become the5029

standard procedure for this analysis, and a new binning will be used in pV
T for the next5030

publication: a resolved regime in the [150,250] pV
T bin using the method described in this5031

document, and a boosted regime using merged b-jets for the events with pV
T > 250 GeV.5032

The "stage 0" of the STXS framework has been used to derive the extrapolated5033

measurements for the end of the high luminosity phase of the LHC. A distinction between5034

the signal strength and the cross-section results which would allow theorists to compare5035

their predictions to the extrapolations has been implemented for the given results. Two5036

systematics reduction schemes have also been introduced, giving the reader the possibility5037

to choose a more conservative or aggressive scenario. The uncertainties on the parameter5038

of interests range from 10 (15) % for the WH mode to 43 (50) % for ggZh for scenario 25039

(1). The first mode is already systematically limited, while the second and mode still has5040

a large statistical uncertainty. These numbers are to be compared to the uncertainties5041

obtained in the Run-2 analysis for the same processes ranging from 46 to 260 %.5042

Those results will be influenced by the technological improvements that need to5043

be implemented due to the much more challenging data-taking conditions of the HL-LHC.5044

The developments of the next pixel detector presented in this thesis aim at meeting this5045

expectation. Several designs have been considered to resist to the high expected fluences5046

and to improve the geometrical active area of the sensors. The three sensor productions5047

detailed have been irradiated to simulate the conditions corresponding to the end of5048

the data-taking period. Their efficiency and electrical behaviour have been measured and5049

tested on beams at the CERN SPS and DESY II accelerators. The active-edge technology5050

(used in production 1 and 3) has shown an excellent lateral extension of the depletion5051

region. However, the early breakdown observed in the thin sensors, probably due to the5052

very aggressive design with no or a limited residual guard rings, and the lack of maturity5053

of the technique lead the collaboration to the decision to use for now the conservative5054

standard design for the ITk sensors. A new radiation-hard chip, referred to as RD53, has5055

also been developed, but no preliminary results on irradiated samples are included in this5056

manuscript.5057
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Likewise, the design of a new trigger system is one of the main goals for the5058

upgrade of the detector for the high luminosity phase. The FTK project was created5059

to compute the tracking information at an early stage of the ATLAS trigger workflow5060

during Run-3 of the LHC. It relies on Associative Memory chips and simplified linear fits5061

in a segmented design. The work presented in this thesis has improved the optimisation5062

used to reduce the power consumption of the chip and the design of the pattern banks.5063

While this project is conceived for the Run-3 of the LHC, it is thought to be superseded5064

by the Hardware Tracking Trigger (HTT) [232] for the high-luminosity phase. Indeed5065

the addition of the tracking information will be critical to maintain the performance of5066

the trigger system during that phase and will also benefit rarer searches like the di-Higgs5067

searches.5068

In conclusion, the work detailed in this thesis has spanned various areas from5069

detector design, trigger optimisation to physics analysis. The main result obtained is the5070

observation of the Higgs boson in the bb channel using a partial Run-2 dataset which will5071

be further improved with the inclusion of the full Run-2 data-set and with the introduction5072

of the developments presented in this document. Concerning the future high luminosity5073

phase of the LHC, the expectations in terms of physics are encouraging but ultimately5074

rely on the technical solutions currently being developed.5075

229



Physics and technical prospects for the High-Luminosity phase of the LHC

230



5076

A Linearisation of helix parameters
5077

5078

A.1 The linearisation of constants
5079

5080

The constants presented in equation 3.2 can be extracted as presented in 3.3
through the following computation:

A=
〈
(p̃i−pi)2〉=

〈
(
N∑
l=1

Cilxl+ qi−pi)2〉 ∀i ∈ [1,5] (A.1)

=
〈 N∑
k=1

N∑
l=1

CilCikxlxk + q2
i +p2

i + 2((qi−pi)
N∑
l=1

Cilxl− qipi)
〉

(A.2)

Since Cik, qi are constant with respect to the muon samples:

=
〈 N∑
k=1

N∑
l=1

CilCikxlxk
〉

+ q2
i + 〈p2

i 〉+ 2(
N∑
l=1

Cil(qi〈xl〉−〈pixl〉)− qi〈pi〉)

(A.3)
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In order to find the constants that minimise the distance between the true parameters5081

and the linearised ones, one needs to derive A with respect to the constants:5082

∂A

∂qi
= 2qi+ 2(

N∑
l=1

Cil〈xl〉−〈pi〉) ∀i ∈ [1,5] (A.4)

5083

∂A

∂qi
= 0→ 〈pi〉=

N∑
l=1

Cil〈xl〉+ qi (A.5)

5084

∂A

∂Cil
= 2〈xl

N∑
k=1

Cikxk〉+ 2(qi〈xl〉−〈pixl〉) ∀i ∈ [1,5], l ∈ [1,N ] (A.6)

5085

∂A

∂Cil
= 0→ 〈xl

N∑
k=1

Cikxk〉+ qi〈xl〉−〈pixl〉= 0 (A.7)

Identifying from equation A.5 the constant:5086

qi = 〈pi〉−
N∑
l=1

Cil〈xl〉 (A.8)

can be eliminated from equation A.7.

N∑
k=1

Cik(〈xlxk〉−〈xl〉〈xk〉︸ ︷︷ ︸
Vlk

) + 〈pi〉〈xl〉−〈pixl〉= 0 (A.9)

Where Vlk represents the element of the position covariance matrix.

N∑
k=1

CikVlk + 〈pi〉〈xl〉−〈pixl〉= 0 (A.10)

N∑
k=1

CikVlk = 〈pixl〉−〈pi〉〈xl〉 (A.11)

And therefore by inverting the matrix V:

Cil =
N∑
m=1

V −1
lm 〈pixm〉−〈pi〉〈xlm〉 (A.12)

Re-injecting the Cil in equation A.8, the constants qi can be extracted. Hence only5087

measuring the covariance matrix and the true helix parameters from simulation provide5088

the constants.5089
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5090

A.2 The χ2 determination trough PCA
5091

5092

χ2 =
N∑

i,j=1
(xi−〈xi〉)V −1

ij (xj−〈xj〉) (A.13)

but V −1
ij = ∑N

k=1
UikUkj

ek
, where ek is the kth eigen values and Uik is the ith component

of the kth eigen vector. The Principal Component Analysis (PCA) allows to express a
matrix in a new basis in order to get as much dominating eigen values as there is degree
of freedom. In this case 5 eigen values are dominating the N measurements, and therefore
have negligible contribution to V −1

ij , that could be expressed has V −1
ij = ∑N−5

k=1
U
′
ikU
′
kj

ek

, where U ′ik is the ith component of the kth eigen vector in this new basis. For later
consideration the prime symbol will be dropped. Equation A.13 can be rewritten:

χ2 =
N∑

i,j=1
(xi−〈xi〉)

N−5∑
k=1

UikUkj
ek

(xj−〈xj〉) (A.14)

=
N−5∑
k=1

N∑
i,j=1

(
(xi−〈xi〉)

Uik√
ek

)(
Ukj√
ek

(xj−〈xj〉)
)

(A.15)

calling Uik√
ek

= aik

=
N−5∑
k=1

N∑
i,j=1

((xi−〈xi〉)aik)
(
akj(xj−〈xj〉)

)
(A.16)

=
N−5∑
k=1

 N∑
i=1

(xi−〈xi〉)aik
2

(A.17)

=
N−5∑
k=1

 N∑
i=1

xiaik− lk
2

with lk =
N∑
i=1

aik〈xi〉 (A.18)
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5093

B BDT ratio method applied on
the tt sample in the 0-lepton

channel
5094

5095

B.1 bb flavor
5096

5097

B.1.1 BDT ratio5098

B.1.2 ME variation5099

2-jets region5100

var KS before KS after
Ht 0.217 0.337
MET 0.235 0.335
dEtaBB 0.0 0.001
dPhiVBB 0.954 0.982
dRBB 0.0 0.001
mBB 0.001 0.002
pTB1 0.062 0.104
pTB2 0.999 0.999

var Chi2 before Chi2 after
Ht 1.34 1.29
MET 2.1 2.05
dEtaBB 1.7 1.53
dPhiVBB 0.82 0.83
dRBB 2.1 1.92
mBB 1.63 1.54
pTB1 1.5 1.47
pTB2 0.65 0.66

5101
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Figure B.1 – Distribution of the BDT scores for the bb flavoured events. 2tag2jets
(2tag3jets) regions events are shown on the left (right) plots, while the ME (PS) vari-
ation is shown on the top (bottom) part of the Figure. On each plot the ratio between
the variation and the nominal is shown on the bottom pad.

3-jets region5102

var KS before KS after
Ht 0.0 0.178
MET 0.0 0.892
dEtaBB 0.0 0.254
dPhiVBB 0.043 0.605
dRBB 0.008 0.893
mBB 0.071 1.0
mBBJ 0.0 0.389
pTB1 0.263 0.926
pTB2 0.075 0.785
pTJ3 0.0 0.09

var Chi2 before Chi2 after
Ht 1.51 1.08
MET 1.74 1.33
dEtaBB 2.04 1.42
dPhiVBB 0.88 0.72
dRBB 1.66 1.24
mBB 0.88 0.78
mBBJ 1.24 0.77
pTB1 1.4 1.29
pTB2 1.76 1.33
pTJ3 1.96 1.29
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B.1.3 PS variation5104

2-jets region5105

var KS before KS after
Ht 0.0 0.0
MET 0.874 0.911
dEtaBB 0.617 0.691
dPhiVBB 0.954 0.977
dRBB 0.088 0.137
mBB 0.002 0.011
pTB1 0.0 0.001
pTB2 0.238 0.397

var Chi2 before Chi2 after
Ht 1.71 1.52
MET 1.58 1.52
dEtaBB 1.15 1.1
dPhiVBB 0.72 0.67
dRBB 1.11 1.06
mBB 1.08 0.98
pTB1 1.63 1.43
pTB2 1.44 1.3

5106

3-jets region5107

var KS before KS after
Ht 0.0 0.0
MET 0.719 0.999
dEtaBB 0.006 0.893
dPhiVBB 0.002 0.81
dRBB 0.088 0.969
mBB 0.0 0.42
mBBJ 0.0 0.031
pTB1 0.0 0.04
pTB2 0.0 0.721
pTJ3 0.0 0.033

var Chi2 before Chi2 after
Ht 3.89 1.46
MET 1.44 1.15
dEtaBB 0.98 0.81
dPhiVBB 0.86 0.49
dRBB 1.4 0.96
mBB 1.41 1.0
mBBJ 2.83 1.21
pTB1 2.2 1.32
pTB2 1.53 0.82
pTJ3 2.37 1.04
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Figure B.2 – Comparison of shapes of the nominal MC generator before (black) and after
reweighting (red) compared to the variation (blue) at truth level. 2tag2jets events with
where the tagged jets are bb flavoured at truth level. The bottom plot shows the ratio of
the nominal with respect to the variation. The statistical uncertainty from the variation
only is represented with the light blue background. The χ2 and KS scores are indicated
before and after reweighting between the nominal and variation. The presented variables
are ∆η(B,B) (a), ∆R(B,B) (b), ∆φ(V,h) (c), the hard object scalar sum of pT Ht (d),
the Emiss

T (e), the di-jet invariant mass mbb (f) and the two b-jets pT pb1T (g) and pT pb2T
(h).
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Figure B.3 – Comparison of shapes of the nominal MC generator before (black) and after
reweighting (red) compared to the variation (blue) at truth level. 2tag3jets events with
where the tagged jets are bb flavoured at truth level. The bottom plot shows the ratio of
the nominal with respect to the variation. The statistical uncertainty from the variation
only is represented with the light blue background. The χ2 and KS scores are indicated
before and after reweighting between the nominal and variation. The presented variables
are ∆η(B,B) (a), ∆R(B,B) (b), ∆φ(V,h) (c), the hard object scalar sum of pT Ht (d),
the Emiss

T (e), the di-jet invariant mass mbb (f), the two b-jets pT pb1T (g) and pT pb2T (h),
the invariant mass of the three jets mBB,j3 (i) and the third jet momentum pj3T (j)
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Figure B.4 – Comparison of shapes of the nominal MC generator before (black) and after
reweighting (red) compared to the variation (blue) at truth level. 2tag2jets events with
where the tagged jets are bb flavoured at truth level. The bottom plot shows the ratio of
the nominal with respect to the variation. The statistical uncertainty from the variation
only is represented with the light blue background. The χ2 and KS scores are indicated
before and after reweighting between the nominal and variation. The presented variables
are ∆η(B,B) (a), ∆R(B,B) (b), ∆φ(V,h) (c), the hard object scalar sum of pT Ht (d),
the Emiss

T (e), the di-jet invariant mass mbb (f) and the two b-jets pT pb1T (g) and pT pb2T
(h).
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Figure B.5 – Comparison of shapes of the nominal MC generator before (black) and after
reweighting (red) compared to the variation (blue) at truth level. 2tag3jets events with
where the tagged jets are bb flavoured at truth level. The bottom plot shows the ratio of
the nominal with respect to the variation. The statistical uncertainty from the variation
only is represented with the light blue background. The χ2 and KS scores are indicated
before and after reweighting between the nominal and variation. The presented variables
are ∆η(B,B) (a), ∆R(B,B) (b), ∆φ(V,h) (c), the hard object scalar sum of pT Ht (d),
the Emiss

T (e), the di-jet invariant mass mbb (f), the two b-jets pT pb1T (g) and pT pb2T (h),
the invariant mass of the three jets mBB,j3 (i) and the third jet momentum pj3T (j)
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Figure B.6 – Evolution of the AUC for the bb flavoured events with respect to the number
of trees used in the training. 2tag2jets (2tag3jets) regions events are shown on the left
(right) plots, while the ME (PS) variation is shown on the top (bottom) part of the Figure.
The right (left) axis is presenting the AonA (AonB) scale. Errors are shown for the non
reweighted quantities following the recommendations of [182].

244



B.2 bc flavor

0.4− 0.3− 0.2− 0.1− 0 0.1 0.2
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

N
o

rm
a

lis
e

d
 e

v
e

n
ts

 (
A

.U
.)

Nominal

Variation (ME)

Norm. difference 17.0 %

  
 0L ME 2 jets, bctt

0.4− 0.3− 0.2− 0.1− 0 0.1 0.2
MVA_2j

0.6

0.8

1

1.2

1.4

w
e
ig

h
t

(a)

0.6− 0.5− 0.4− 0.3− 0.2− 0.1− 0 0.1 0.2
0

0.005

0.01

0.015

0.02

0.025

N
o

rm
a

lis
e

d
 e

v
e

n
ts

 (
A

.U
.)

Nominal

Variation (ME)

Norm. difference 13.2 %

  
 0L ME 3 jets, bctt

0.6− 0.5− 0.4− 0.3− 0.2− 0.1− 0 0.1 0.2
MVA_3j

0.6

0.8

1

1.2

1.4

w
e
ig

h
t

(b)

0.4− 0.3− 0.2− 0.1− 0 0.1 0.2 0.3
0

0.005

0.01

0.015

0.02

0.025

N
o

rm
a

lis
e

d
 e

v
e

n
ts

 (
A

.U
.)

Nominal

Variation (PS)

Norm. difference 7.7 %

  
 0L PS 2 jets, bctt

0.4− 0.3− 0.2− 0.1− 0 0.1 0.2 0.3
MVA_2j

0.6

0.8

1

1.2

1.4

w
e
ig

h
t

(c)

0.5− 0.4− 0.3− 0.2− 0.1− 0 0.1 0.2 0.3 0.4
0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

0.018

0.02

N
o

rm
a

lis
e

d
 e

v
e

n
ts

 (
A

.U
.)

Nominal
Variation (PS)

Norm. difference 11.5 %

  
 0L PS 3 jets, bctt

0.5− 0.4− 0.3− 0.2− 0.1− 0 0.1 0.2 0.3 0.4
MVA_3j

0.6

0.8

1

1.2

1.4

w
e
ig

h
t

(d)

Figure B.7 – Distribution of the BDT scores for the bc flavoured events. 2tag2jets
(2tag3jets) regions events are shown on the left (right) plots, while the ME (PS) vari-
ation is shown on the top (bottom) part of the Figure. On each plot the ratio between
the variation and the nominal is shown on the bottom pad.
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Figure B.8 – Comparison of shapes of the nominal MC generator before (black) and after
reweighting (red) compared to the variation (blue) at truth level. 2tag2jets events with
where the tagged jets are bc flavoured at truth level. The bottom plot shows the ratio of
the nominal with respect to the variation. The statistical uncertainty from the variation
only is represented with the light blue background. The χ2 and KS scores are indicated
before and after reweighting between the nominal and variation. The presented variables
are ∆η(B,B) (a), ∆R(B,B) (b), ∆φ(V,h) (c), the hard object scalar sum of pT Ht (d),
the Emiss

T (e), the di-jet invariant mass mbb (f) and the two b-jets pT pb1T (g) and pT pb2T
(h).
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Figure B.9 – Comparison of shapes of the nominal MC generator before (black) and after
reweighting (red) compared to the variation (blue) at truth level. 2tag3jets events with
where the tagged jets are bc flavoured at truth level. The bottom plot shows the ratio of
the nominal with respect to the variation. The statistical uncertainty from the variation
only is represented with the light blue background. The χ2 and KS scores are indicated
before and after reweighting between the nominal and variation. The presented variables
are ∆η(B,B) (a), ∆R(B,B) (b), ∆φ(V,h) (c), the hard object scalar sum of pT Ht (d),
the Emiss

T (e), the two b-jets pT pb1T (g) and pT pb2T (h), the invariant mass of the three
jets mBB,j3 (i) and the third jet momentum pj3T (j)
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Figure B.10 – Comparison of shapes of the nominal MC generator before (black) and after
reweighting (red) compared to the variation (blue) at truth level. 2tag2jets events with
where the tagged jets are bc flavoured at truth level. The bottom plot shows the ratio of
the nominal with respect to the variation. The statistical uncertainty from the variation
only is represented with the light blue background. The χ2 and KS scores are indicated
before and after reweighting between the nominal and variation. The presented variables
are ∆η(B,B) (a), ∆R(B,B) (b), ∆φ(V,h) (c), the hard object scalar sum of pT Ht (d),
the Emiss

T (e), the di-jet invariant mass mbb (f) and the two b-jets pT pb1T (g) and pT pb2T
(h).
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Figure B.11 – Comparison of shapes of the nominal MC generator before (black) and after
reweighting (red) compared to the variation (blue) at truth level. 2tag3jets events with
where the tagged jets are bc flavoured at truth level. The bottom plot shows the ratio of
the nominal with respect to the variation. The statistical uncertainty from the variation
only is represented with the light blue background. The χ2 and KS scores are indicated
before and after reweighting between the nominal and variation. The presented variables
are ∆η(B,B) (a), ∆R(B,B) (b), ∆φ(V,h) (c), the hard object scalar sum of pT Ht (d),
the Emiss

T (e), the two b-jets pT pb1T (g) and pT pb2T (h), the invariant mass of the three
jets mBB,j3 (i) and the third jet momentum pj3T (j)
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B.2.4 Hyper-parameter optimization5124
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Figure B.12 – Evolution of the AUC for the bc flavoured events with respect to the
number of trees used in the training. 2tag2jets (2tag3jets) regions events are shown on
the left (right) plots, while the ME (PS) variation is shown on the top (bottom) part of
the Figure. The right (left) axis is presenting the AonA (AonB) scale. Errors are shown
for the non reweighted quantities following the recommendations of [182].

251



BDT ratio method applied on the tt sample in the 0-lepton channel
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B.3 other flavors
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Figure B.13 – Distribution of the BDT scores for the oth flavoured events. 2tag2jets
(2tag3jets) regions events are shown on the left (right) plots, while the ME (PS) variation
is shown on the top (bottom) part of the Figure. On each plot the ratio between the
variation and the nominal is shown on the bottom pad.
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B.3.2 ME variation5129
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Figure B.14 – Comparison of shapes of the nominal MC generator before (black) and after
reweighting (red) compared to the variation (blue) at truth level. 2tag2jets events with
where the tagged jets are oth flavoured at truth level. The bottom plot shows the ratio of
the nominal with respect to the variation. The statistical uncertainty from the variation
only is represented with the light blue background. The χ2 and KS scores are indicated
before and after reweighting between the nominal and variation. The presented variables
are ∆η(B,B) (a), ∆R(B,B) (b), ∆φ(V,h) (c), the hard object scalar sum of pT Ht (d),
the Emiss

T (e), the di-jet invariant mass mbb (f) and the two b-jets pT pb1T (g) and pT pb2T
(h).
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var KS before KS after
Ht 0.0 0.005
MET 0.0 0.075
dEtaBB 0.146 0.855
dPhiVBB 0.143 0.517
dRBB 0.323 0.966
mBB 0.001 0.036
pTB1 0.0 0.081
pTB2 0.018 0.176

var Chi2 before Chi2 after
Ht 1.34 1.21
MET 1.39 1.46
dEtaBB 1.9 1.25
dPhiVBB 1.19 1.11
dRBB 1.38 1.07
mBB 1.4 1.26
pTB1 1.57 1.43
pTB2 1.32 1.17

5131

3-jets region5132

var KS before KS after
Ht 0.0 0.215
MET 0.0 0.523
dEtaBB 0.483 0.986
dPhiVBB 0.963 0.967
dRBB 0.002 0.119
mBB 0.0 0.033
mBBJ 0.0 0.001
pTB1 0.001 0.485
pTB2 0.752 0.902
pTJ3 0.246 0.688

var Chi2 before Chi2 after
Ht 1.18 0.99
MET 1.29 1.13
dEtaBB 1.62 1.07
dPhiVBB 0.82 0.74
dRBB 1.59 0.96
mBB 1.64 1.28
mBBJ 3.36 1.62
pTB1 1.32 1.11
pTB2 1.25 1.2
pTJ3 1.08 1.01

5133

B.3.3 PS variation5134

2-jets region5135

var KS before KS after
Ht 0.0 0.023
MET 0.003 0.523
dEtaBB 0.0 0.057
dPhiVBB 0.844 1.0
dRBB 0.0 0.021
mBB 0.0 0.845
pTB1 0.0 0.049
pTB2 0.0 0.159

var Chi2 before Chi2 after
Ht 2.26 1.26
MET 1.67 1.11
dEtaBB 2.94 1.57
dPhiVBB 0.88 0.63
dRBB 1.8 0.88
mBB 1.9 1.11
pTB1 1.94 1.25
pTB2 2.29 1.06

5136
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3-jets region5137

var KS before KS after
Ht 0.0 0.28
MET 0.553 1.0
dEtaBB 0.0 0.423
dPhiVBB 0.824 1.0
dRBB 0.0 0.378
mBB 0.0 0.671
mBBJ 0.0 0.001
pTB1 0.0 0.737
pTB2 0.0 0.453
pTJ3 0.0 0.599

var Chi2 before Chi2 after
Ht 2.47 1.18
MET 1.2 1.06
dEtaBB 4.37 1.17
dPhiVBB 0.77 0.53
dRBB 2.9 0.85
mBB 2.77 1.27
mBBJ 12.87 1.43
pTB1 1.56 1.01
pTB2 1.6 1.07
pTJ3 2.85 1.48

5138
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Figure B.15 – Comparison of shapes of the nominal MC generator before (black) and after
reweighting (red) compared to the variation (blue) at truth level. 2tag3jets events with
where the tagged jets are oth flavoured at truth level. The bottom plot shows the ratio of
the nominal with respect to the variation. The statistical uncertainty from the variation
only is represented with the light blue background. The χ2 and KS scores are indicated
before and after reweighting between the nominal and variation. The presented variables
are ∆η(B,B) (a), ∆R(B,B) (b), ∆φ(V,h) (c), the hard object scalar sum of pT Ht (d),
the Emiss

T (e), the two b-jets pT pb1T (g) and pT pb2T (h), the invariant mass of the three
jets mBB,j3 (i) and the third jet momentum pj3T (j)
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Figure B.16 – Comparison of shapes of the nominal MC generator before (black) and after
reweighting (red) compared to the variation (blue) at truth level. 2tag2jets events with
where the tagged jets are oth flavoured at truth level. The bottom plot shows the ratio of
the nominal with respect to the variation. The statistical uncertainty from the variation
only is represented with the light blue background. The χ2 and KS scores are indicated
before and after reweighting between the nominal and variation. The presented variables
are ∆η(B,B) (a), ∆R(B,B) (b), ∆φ(V,h) (c), the hard object scalar sum of pT Ht (d),
the Emiss

T (e), the di-jet invariant mass mbb (f) and the two b-jets pT pb1T (g) and pT pb2T
(h).
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Figure B.17 – Comparison of shapes of the nominal MC generator before (black) and after
reweighting (red) compared to the variation (blue) at truth level. 2tag3jets events with
where the tagged jets are oth flavoured at truth level. The bottom plot shows the ratio of
the nominal with respect to the variation. The statistical uncertainty from the variation
only is represented with the light blue background. The χ2 and KS scores are indicated
before and after reweighting between the nominal and variation. The presented variables
are ∆η(B,B) (a), ∆R(B,B) (b), ∆φ(V,h) (c), the hard object scalar sum of pT Ht (d),
the Emiss

T (e), the two b-jets pT pb1T (g) and pT pb2T (h), the invariant mass of the three
jets mBB,j3 (i) and the third jet momentum pj3T (j)
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B.3.4 Hyper-parameter optimization5139
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Figure B.18 – Evolution of the AUC for the oth flavoured events with respect to the
number of trees used in the training. 2tag2jets (2tag3jets) regions events are shown on
the left (right) plots, while the ME (PS) variation is shown on the top (bottom) part of
the Figure. The right (left) axis is presenting the AonA (AonB) scale. Errors are shown
for the non reweighted quantities following the recommendations of [182].
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5140

C CBA fit results
5141

This chapter presents the fit results obtained with the CBA analysis, comparing5142

the main results with the one obtained in the MVA analysis.5143
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CBA fit results
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Figure C.1 – The mbb post-fit distributions in the 0-lepton channel for 2-btag events,
in the 2-jets (left) and exactly 3-jets (right) low-pV

T bin (top) and high-pV
T bin (bottom)

categories.
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Figure C.2 – The mbb post-fit distributions in the 1-lepton channel for 2-btag events,
in the 2-jets (left) and exactly 3-jets (right) low-pV

T bin (top) and high-pV
T bin (bottom)

categories in the signal region.
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Figure C.3 – The mbb post-fit distributions in the 2-leptons channel for 2-btag events, in
the 2-jets (left) and exactly 3-jets (right) low-pV

T bin (top), medium (middle) and high-pV
T

bin (bottom) categories in the signal region.
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Figure C.4 – The mbb post-fit distributions in the 2-leptons channel for 2-btag events, in
the 2-jets (left) and exactly 3-jets (right) low-pV

T bin (top), high-pV
T bin (bottom) categories

in the top emu control region.
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Figure C.5 – Nuisance parameter pulls and the free parameter scale factors corresponding
to a conditional combined fit performed to the Asimov dataset (black) and to the Run-2
data (red) for the MVA fit (a) and the CBA fit (b)
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Figure C.6 – Correlation matrix from the MVA (a) and CBA (b) fit to the data. Only
variables with at least one correlation with a magnitude greater than 0.25 are shown.
The order of the axis is arbitrary as it comes from the list of systematics inputed by the
analyzer in the framework.

267



CBA fit results

4− 3− 2− 1− 0 1 2 3 4

other)→Single top acceptance (Wt

b-jet tagging efficiency 2

VH 2-to-3 jets acc. (QCD)

c-jet tagging efficiency 0

b-jet tagging efficiency 0

c-jet tagging efficiency 1

 shapebb mt2-lepton t

QCD scale for ggZH

 shapebb mtt

b-jet tagging efficiency 1

VH acceptance (QCD scales)

VH acceptance (PS/UE)

 shapebbDiboson m

 shape
bb

Z+jets m

V

T
W+jets p

0.1− 0.05− 0 0.05 0.1

µ∆

1.5− 1− 0.5− 0 0.5 1 1.5 2

θ∆)/0θ - θPull: (

µ Postfit Impact on σ+1

µ Postfit Impact on σ-1

ATLAS  = 13 TeVs

-179.8 fb

=125 GeVHm

(a)
4− 2− 0 2 4 6

WZ normalisation

alpha_SysttbarNorm_L0

gamma_stat_Region_BMin200_Y4033_DSR_T2_L0_distmBB_J2_bin_10

gamma_stat_Region_BMin200_Y4033_DSR_T2_L0_distmBB_J2_bin_9

V

T
W+jets p

alpha_SysJET_23NP_JET_Flavor_Composition_VV

gamma_stat_Region_BMin200_Y4033_DWhfSR_T2_L1_distmBB_J2_bin_9

c-jet tagging efficiency 0

Light-flavour tagging efficiency 0

QCD scale for ggZH

VH 2-to-3 jets acc. (QCD)

VH acceptance (PS/UE)

V

T
Z+jets p

VH acceptance (QCD scales)

 shape
bb

Diboson m

0.15− 0.1− 0.05− 0 0.05 0.1 0.15 0.2

µ∆

3− 2− 1− 0 1 2 3

θ∆)/
0

θ - θPull: (

Normalisation

µ Postfit Impact on σ+1

µ Postfit Impact on σ-1

 

 

 = 13 TeVs

-1
79.8 fb

=125 GeV
H

m

(b)

Figure C.7 – Ranking of the nuisance parameters based on the impact on the best fit value
µ̂ for the MVA (a) and CBA (b) fit to the data. The hatched and open areas correspond
to the upwards and downwards variations, respectively. The filled circles are representing
the corresponding pulls for the specific NP. Only the 15 firstly ranked NPs based on the
global effect are shown.
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Source of uncertainty σµ
Total 0.259
Statistical 0.161
Systematic 0.203
Experimental uncertainties
Jets 0.035
Emiss

T 0.014
Leptons 0.009

b-tagging
b-jets 0.061
c-jets 0.042
light-flavor jets 0.009
extrapolation 0.008

Pile-up 0.007
Luminosity 0.023
Theoretical and modeling uncertainties
Signal 0.094

Floating normalizations 0.035
Z + jets 0.055
W + jets 0.060
tt 0.050
Single top quark 0.028
Diboson 0.054
Multi-jet 0.005

MC statistical 0.070

Source of uncertainty σµ
Total 0.347
Statistical 0.200
Systematic 0.283
Experimental uncertainties
Jets 0.159
Emiss
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Leptons 0.009
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Floating normalizations 0.155
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Figure C.8 – Breakdown of the contributions to the uncertainty in µ for the MVA (left)
and CBA (right) fit. The sum in quadrature of the systematic uncertainties attached to
the categories differs from the total systematic uncertainty due to correlations.
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