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## Résumé

Une vaste quantité d'outils mathématiques permettant la modélisation et l'analyse des problèmes multi-agents ont récemment été développés dans le cadre de la théorie du transport optimal. Dans cette thèse, nous étendons pour la première fois plusieurs de ces concepts à des problématiques issues de la théorie du contrôle.

Le premier résultat présenté dans ce manuscrit est la généralisation du principe du maximum de Pontryagin aux problèmes de contrôle optimal multi-agent étudiés dans leur approximation par limite de champs moyen. La preuve de ces résultats repose sur la généralisation de techniques du contrôle géométrique au cadre de la structure Riemannienne des espaces de Wasserstein.

Par la suite, nous investiguons des conditions suffisantes de régularité Lipschitz en espace pour les contrôles optimaux. Ces résultats sont généralement cruciaux pour assurer une correspondance stricte entre les modèles microscopiques et leurs approximations macroscopiques. Nous les obtenons en combinant une approximation par limite de champs moyens et un argument d'existence de feedback Lipschitz optimaux pour les modèles microscopiques sous-jacents.

Nous nous intéressons ensuite aux modèles d'alignement. Nous proposons une analyse de convergence de type Lyapunov pour une classe de systèmes coopératifs présentant des défauts aléatoires de communication. Par la suite, nous présentons une stratégie de contrôle parcimonieuse permettant d'assurer la convergence de systèmes faiblement coopératifs vers un état de presque-alignement.

Nous présentons enfin un résultat de qéométrie sous-Riemannienne, dans lequel nous achevons la classification des singularités génériques du lieu conjugué pour les distributions de contact en dimension 3. Ce résultat se base sur des arguments de transversalité appliqués aux jets de la métrique au voisinage de l'origine.

[^0]
#### Abstract

A wealth of mathematical tools allowing to model and analyse multi-agent systems has been brought forth as a consequence of recent developments in optimal transport theory. In this thesis, we extend for the first time several of these concepts to the framework of control theory.

The first result presented in this manuscript is the generalization of the Pontryagin Maximum Principle, both in the absence and presence of constraints, to optimal control problems of multi-agent systems studied in the so-called mean-field approximation framework. The proof of this result relies on the generalization of techniques from geometric control theory to the setting of the Riemannian structure of the Wasserstein spaces.

Subsequently, we investigate sufficient conditions for the Lipschitz-in-space regularity of mean-field optimal control. These results are generally crucial for ensuring the correspondence between the microscopic multi-agent systems and their macroscopic approximations. We obtain them by combining a mean-field approximation argument with an existence result for Lipschitz optimal feedbacks formulated for microscopic multi-agent models.

Later on, we focus our attention on alignment models. We propose a convergence analysis based on Lyapunov-type arguments for cooperative systems subject to random communication failures. We further propose a sparse control strategy which allows to stir weakly-cooperative systems towards a state of almost-alignment.

We finally present a result of sub-Riemannian geometry, in which we complete the classification of the generic singularities of the conjugate locus for contact distributions in dimension 3. This result is based on transversality arguments applied to the jets of the metric in a suitable neighbourhood of the origin.


Keywords : optimal control, multi-agent systems, mean-field limit, optimal transport, Wasserstein spaces, subdifferential calculus in metric spaces, non-smooth analysis, Lipschitz regularity, metric regularity, alignment problems, persistency of excitation, sparse controls, sub-Riemannian geometry, singularity theory, transversality.
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## Introduction

In this thesis, we study several control problems fitting into the broad topic of multiagent systems. The denomination "multi-agent system" encompasses a wide range of mathematical models describing a large number of autonomous and undistinguishable entities interacting together. One of the fascinating aspects of multi-agent systems is their mathematical versatility: they can be studied from various perspectives and with different formalisms, depending on the modelling tools at hand and on the type of results one aims at deriving. While the simplest, direct models evolved from discrete time-space automatons to many-body ensembles described by differential equations, a wide portion of the more recent literature is devoted to the study of these systems in the so-called mean-field limit. In this setting, multi-agent systems are approximated by transport equations describing the evolution of the macroscopic density of agents. The best identified setting for studying such equations is the metric space of probability measures, endowed with the so-called Wasserstein distance. The huge developments undergone by optimal transport theory during the past two decades have brought forth a wide range of powerful mathematical tools for studying such problems.

A first crucial question when it comes to multi-agent systems is the analysis of pattern formations and destructions. Such self-arising motifs come in different forms and shapes, but it is possible to isolate a few of them which have been the object of intensive studies. The so-called aggregation models describe the formation of tight local clusters in a crowd of agents. When there is a single of such clusters, one usually talks about consensus formation. Another broadly studied topic, which is relevant when describing opinion dynamics, is that of alignment models. In this scenario, one aims at understanding under which circumstances a crowd is likely to flock, i.e. to form a consensus in the velocity variable, so that all the agents go in the same direction and "agree" on something.

Most of these patterns were first studied in a strictly finite-dimensional context where the agents are modelled as interacting particles. Yet as mentioned hereabove, it was realized later that infinite-dimensional models were of high relevance for describing large multi-agent systems. A lot of attention was therefore devoted to understand which mechanisms of pattern formations were preserved between discrete and continuous models, how intermediate regimes may behave in the mean-field limit, etc... When a clear picture had emerged on whether these patterns did arise on their own or not, and in which situation, the question of controlling multi-agent systems to promote the emergence of a desired behaviour naturally arose in the literature.

The topics of interest of the community progressively shifted to incorporate classical control-theoretic questions such as reachability and stability analysis, existence of optimal controls, optimality conditions, explicit design of control laws and numerical resolution of optimal control problems. The results presented in this thesis are among the first to tackle in a general and systematic way several central problems in the field of multi-agent control, such as Pontryagin optimality conditions, regularity results for the optimal solutions, and general consensus and flocking formation under communication failures.

For almost a decade now, a lively community at the interface of control theory, computer science, calculus of variations and PDE analysis has been studying control and optimal control problems on multi-agent systems. Let it be noted that these developments were quite parallel to those of the deeply powerful mean-field games theory introduced separately by Lasry and Lions [98] as well as Caines, Huang and Malhamé [92]. Even though it was already sketched at the time that certain classes of mean-field games problems could be reformulated as multi-agent optimal control problems with a central planner, this analogy did not really (to the best of the author's knowledge) play a major role in the development of the latter theory.

In this thesis, we bring innovative answers to several open questions in the analysis and control of multi-agent systems. Our results are exposed in distinct chapters that roughly correspond the publications prepared during this thesis, at the exception of Chapter 1 which deals with preliminary material for our subsequent developments. Throughout the following paragraphs, we provide a detailed summary of the main results presented in this manuscript. We start by providing the reader with an informal introduction to the mathematical modelling of multi-agent systems.

## Mathematical modelling of multi-agent systems

As mentioned previously, when it comes to multi-agent systems one can choose between several possible definitions and formalisms. The more intuitive and direct to manipulate is the following one, which is discrete in space and continuous in time.

## Microscopic multi-agent models

A microscopic multi-agent system is the datum of a family of $N$ curves $t \in \mathbb{R}_{+} \mapsto$ $\left(x_{1}(t), \ldots, x_{N}(t)\right)$ with values in a state space $M$. This state-space can be fairly arbitrary (metric space, smooth manifold, etc...), but in this thesis we will restrict our attention to the case where $M=\mathbb{R}^{d}$. The agents are moreover assumed to be indistinguishable. This means that none of them plays a special role, and that all the agents could theoretically be interchanged without modifying the global behaviour of the system. Besides its relevance in applications, this hypothesis is crucial to perform the mean-field approximation procedures that we are going to sketch in a subsequent paragraph.

The curves $\left(x_{1}(\cdot), \ldots, x_{N}(\cdot)\right)$ are usually defined as solutions of a system of coupled differential equations of the form

$$
\begin{equation*}
\dot{x}_{i}(t)=\boldsymbol{v}_{N}\left[\boldsymbol{x}_{N}(t)\right]\left(t, x_{i}(t)\right) . \tag{1}
\end{equation*}
$$

where $\boldsymbol{x}_{N}=\left(x_{1}, \ldots, x_{N}\right) \in\left(\mathbb{R}^{d}\right)^{N}$. In this case, the indistinguishability of the agents must be encoded in the dynamics as well. Thus, the vector field $(t, x, \boldsymbol{x}) \mapsto \boldsymbol{v}_{N}[\boldsymbol{x}](t, x)$ must satisfy some invariance under permutations property in the $\boldsymbol{x}$ variable, namely

$$
\boldsymbol{v}_{N}[\sigma(\boldsymbol{x})](t, x)=\boldsymbol{v}_{N}[\boldsymbol{x}](t, x),
$$

for any $d$-blockwise permutation $\sigma:\left(\mathbb{R}^{d}\right)^{N} \rightarrow\left(\mathbb{R}^{d}\right)^{N}$. A typical example, which is frequently encountered in applications ranging from theoretical physics to pedestrian
modelling, is that of general interaction kernels of the form

$$
\boldsymbol{v}_{N}[\boldsymbol{x}](t, x)=\frac{1}{N} \sum_{j=1}^{N} K\left(x_{j}-x\right)
$$

However convenient these ODE-based models may be, they do not always capture the global features of the problems at hand. Indeed, be it in social media analysis, robot swarm control or the pedestrian flows, the number $N$ of agents (or particles) is extremely big. Similarly to fluid and gas dynamics, it is then natural to approximate this large finite-dimensional system by a simpler infinite-dimensional one. This is the concept of mean-field limit.

## Mean-field limits and macroscopic multi-agent models

Mean-field approximations of many-particle systems were first introduced in theoretical physics to describe gas dynamics as early as the work of Vlasov [134]. The mean-field approximation of a multi-agent system such as (1) can be formally derived by introducing the curve of empirical density of agents

$$
\mu_{N}(\cdot)=\frac{1}{N} \sum_{i=1}^{N} \delta_{x_{i}(\cdot)}
$$

associated with $\left(x_{1}(\cdot), \ldots, x_{N}(\cdot)\right)$. Here, $\delta_{x}$ denotes the Dirac measure centered at $x \in \mathbb{R}^{d}$. Suppose now that as one lets $N$ grow larger and larger, i.e. $N \rightarrow+\infty$, the sequence of density curves $\left(\mu_{N}(\cdot)\right)$ converges ${ }^{1}$ towards a limit curve of densities $\mu(\cdot)$ which are not necessarily empirical.


Figure 1: Illustration of the mean-field approximation procedure as $N \rightarrow+\infty$.

It is now natural to ask what will be the dynamics of the limit curve $\mu(\cdot)$. Under sufficiently nice assumptions on the agent-based velocity field $\boldsymbol{v}_{N}[\cdot](\cdot, \cdot)$ given in (1), it can be shown in great generality that the limit dynamics for the curve of density is given by a transport equation in divergence form which writes

$$
\begin{equation*}
\partial_{t} \mu(t)+\nabla \cdot(v[\mu(t)](t, \cdot) \mu(t))=0 \tag{2}
\end{equation*}
$$

[^1]Here, $v[\mu](\cdot, \cdot)$ is a non-local vector field satisfying the compatibility ${ }^{2}$ condition

$$
v\left[\mu_{N}\right](\cdot, \cdot)=\boldsymbol{v}_{N}\left[\boldsymbol{x}_{N}\right](\cdot, \cdot)
$$

Transport equations with non-local interaction terms have been intensively studied for decades by various communities. As mentioned previously, they frequently appear as mean-field limits of particle systems, see e.g. [111, 129]. More recently, the study of crowd modelling has stimulated a renewed interest for these equations. Indeed, pedestrians have a long-range perception of their space, and thus choose their path based on long-range interactions. While such interactions do not enjoy action-reaction properties which are typical in physical models, methods connected to mean-field limit approaches have shown their adaptability in this setting too (see e.g. [25, 61, 104, 105]). More generally, the study of other kind of interacting agents, such as opinion dynamics on networks [26, 91], or animal flocks [23, 62], has been conveyed with similar techniques.

As it will be highlighted in Chapter 1, the most natural framework in which one can rigorously derive these mean-field convergence properties and study the resulting equations is the space of probability measures endowed with the Wasserstein distance (see e.g. $[17,125,132]$ ). This class of metric coming from optimal transport theory have proved very powerful in studying mean-field approximations and continuity equations in general. Indeed, such equations have an intrinsic link with the geometric structure of the space of measures endowed with the Wasserstein metric (see e.g. [15] and [17, Chapter 8]), and generalize the notion of ODE in this infinite-dimensional framework.

## Controlled multi-agent dynamics

As explained previously, one may wish to stir a microscopic multi-agent system such as (1) towards a desired configuration or steady state. This can be achieved as in the usual setting of control theory via the addition of control functions to the right-hand side of the equation. In the framework of this manuscript, we focus on linearly controlled dynamics of the form

$$
\left\{\begin{array}{l}
\dot{x}_{i}(t)=\boldsymbol{v}_{N}[\boldsymbol{x}(t)]\left(t, x_{i}(t)\right)+u_{i}(t)  \tag{3}\\
x_{i}(0)=x_{i}^{0}
\end{array}\right.
$$

where $u_{1}(\cdot), \ldots, u_{N}(\cdot) \in L^{\infty}\left(\mathbb{R}_{+}, U\right)$ are control functions. The conceptual model behind (3) is the following : a central planner is designing a control law $u_{i}(\cdot)$ adapted to each agent $x_{i}(\cdot)$ in order to achieve a given goal (reaching a desired configuration, maximizing a certain pay-off, etc...).

Even though practical and useful to some extent in multi-agent modelling (see e.g. Chapter 5), systems such as (3) are not completely satisfactory from a conceptual standpoint. Indeed, when $N$ is very large, it does not make much sense to design individual control laws for each agent. It would be better for the central planner to design a general function $u:(t, x) \in[0, T] \times \mathbb{R}^{d} \rightarrow U$ once and for all and to apply it to each agent.

While it may take some care to make this intuition rigorous - especially when the control laws are not smooth with respect to the space variable - , this idea is the most
2. One could more generally choose $v[\cdot](\cdot, \cdot)$ as the limit of a suitable sequence of maps $\left(v_{N}[\cdot](\cdot, \cdot)\right)$ which are compatible with $\boldsymbol{v}_{N}[\cdot](\cdot, \cdot)$ for each $N$.
natural one when studying multi-agent systems. In the mean-field limit framework, the equivalent formulation of (3) is given by controlled continuity equation of the form

$$
\begin{equation*}
\partial_{t} \mu(t)+\nabla \cdot((v[\mu(t)](t, \cdot)+u(t, \cdot)) \mu(t))=0, \tag{4}
\end{equation*}
$$

where $u(\cdot, \cdot)$ is a Borel velocity field satisfying some adequate integrability properties along the curve $\mu(\cdot)$. There is a large literature devoted to the well-posedness of such equations, see e.g. $[11,12,13,68]$ and references therein.

In this manuscript, we will extensively study control and optimal control problems formulated on continuity equations. Apart from a few recent results about controllability [73, 74], most of the contributions in this direction have considered optimal control problems, i.e. the minimization of a functional where the constraint is a controlled dynamics. Applications of these problems are of great interest, canonical examples being provided e.g. by the minimal escape time problem for a crowd $[10,77,106]$ or the enforcement of consensus in a network by minimizing the variance of the opinions (see e.g. [43, 44, 115]). Existence of optimal controls has been investigated in [31, 80, 81, 82], mostly via $\Gamma$-convergence techniques, as well as in the setting of mean-field control $[1,2]$. While Hamilton-Jacobi optimality conditions in Wasserstein spaces have received some attention, see e.g. the seminal paper [85] and recent developments in the field of control theory $[50,51]$, Pontryagin optimality conditions remain rather unexplored. A first result in this direction was presented in [31], where a coupled PDE-ODE system in which the control acts on the ODE part only was studied. This result was the first step towards our more refined developments [34, 35], presented in Chapter 2 and 3.
In the remainder of the introduction, we summarize the main contributions presented in the different chapters of this manuscript.

## Chapter 1: Analysis in measure spaces and optimal transport theory

In Chapter 1, we present preliminary notions pertaining to measure theory and more specifically to optimal transport. It will mostly contain state-of-the-art material borrowed from $[14,17]$. Some original results dealing with the characterization of the differential of non-local flows exposed in Section 1.4.

The theory of optimal transportation was first introduced by Gaspard Monge in his "Mémoire sur la Théorie des Déblais et des Remblais" [109] in 1781. Written in more modern terms, the Monge problem is the following: given two probability measures $\mu, \nu \in$ $\mathscr{P}_{c}\left(\mathbb{R}^{d}\right)$ (which represent piles of concrete) and a cost function $c: \mathbb{R}^{d} \times \mathbb{R}^{d} \rightarrow[0,+\infty]$ (which represents the cost to pay to move from point A to point B), find a Borel map $T: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} c(x, T(x)) \mathrm{d} \mu(x)=\inf _{T^{\prime}}\left\{\int_{\mathbb{R}^{d}} c\left(x, T^{\prime}(x)\right) \mathrm{d} \mu(x) \text { s.t. } T_{\#}^{\prime} \mu=\nu\right\}, \tag{5}
\end{equation*}
$$

where $T_{\#}^{\prime}: \mathscr{P}\left(\mathbb{R}^{d}\right) \rightarrow \mathscr{P}\left(\mathbb{R}^{d}\right)$ denotes the pushforward operation through $T^{\prime}$.
There are several issues with (5). First, the set of admissible transport maps satisfying the image-measure condition $T_{\#} \mu=\nu$ may be empty, for instance if $\mu=\delta_{0}$ and $\nu=\mathscr{L}_{[0,1]^{d}}$. Second, even in the case where transport maps do exist, the feasible set is not closed or convex in any nice topology, which prevents the application of the direct method of calculus of variations to recover the existence of minimizers. Therefore, the


Figure 2: Illustration of the Monge formulation of the optimal transport problem
fascinating problem formulated by Monge remained mostly unstudied - at the exception of some attempts made during the $19^{\text {th }}$ century, see e.g. [125, Chapter 1] - for a long time due to a deficit in mathematical artillery.

In 1942, the Russian mathematician Leonid Kantorovich - who was then working on the premises of linear programming - introduced a relaxation of Monge's problem in [97]. In his new formulation, he aimed at finding an optimal transport plan $\gamma \in \mathscr{P}_{c}\left(\mathbb{R}^{2 d}\right)$ solution of

$$
\begin{equation*}
\int_{\mathbb{R}^{2 d}} c(x, y) \mathrm{d} \gamma(x, y)=\inf _{\gamma^{\prime}}\left\{\int_{\mathbb{R}^{2 d}} c(x, y) \mathrm{d} \gamma(x, y) \text { s.t. } \pi_{\#}^{1} \gamma=\mu \text { and } \pi_{\#}^{2} \gamma=\nu\right\} . \tag{6}
\end{equation*}
$$



Figure 3: Illustration of the Kantorovich formulation of the optimal transport problem: a generic transport plan (left) and an optimal one concentrated on a graph (right)

It turns out that (6) is a linear optimization problem over a weakly-closed admissible set, so that it always admit solutions under mild assumptions on the cost function $c(\cdot, \cdot)$ (see e.g. [17, 125, 132]). By taking in particular $c(x, y)=|x-y|^{p}$ for a given $p \geq 1$, one can define a distance between probability measures, called the Wasserstein distance.

The development of optimal transport and the use of Wasserstein spaces in general have had enormous repercussions throughout modern analysis. It is at the center of fields as diverse as the study of dissipative PDEs [17, 87, 96, 112], metric geometry [18, 101, 130], mean-field games theory [45, 46, 98], control theory [34, 35, 50, 51, 115], imaging $[55,121,128]$ and machine-learning $[19,56]$. In Chapter 1, we will recall several results of this theory, with a strong emphasis on notions pertaining to the weakRiemannian and differential structures of these spaces introduced in [112] and formalized later on in [17], as well as on the special geometric role played by continuity equations. We provide at the end of Chapter 1 a multi-dimensional chainrule formula along with characterizations of first-order variations of non-local characteristic flows which did not
exist up to now in the literature.

## Chapter 2 : The Pontryagin Maximum Principle in the Wasserstein space

In Chapter 2, we establish a Pontryagin Maximum Principle for unconstrained optimal control problems of continuity equations, written in the general form

$$
(\mathcal{P})\left\{\begin{array}{l}
\min _{u \in \mathcal{U}}\left[\int_{0}^{T} L(\mu(t), u(t)) \mathrm{d} t+\varphi(\mu(T))\right] \\
\text { s.t. }\left\{\begin{array}{l}
\partial_{t} \mu(t)+\nabla \cdot((v[\mu(t)](t, \cdot)+u(t, \cdot)) \mu(t))=0 \\
\mu(0)=\mu^{0} \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right)
\end{array}\right.
\end{array}\right.
$$

Here $(t, x) \mapsto v[\mu](t, x)$ is a non-local velocity field, while the maps $(t, \mu, \omega) \mapsto L(\mu, \omega)$ and $\mu \mapsto \varphi(\mu)$ represent a running and a final cost respectively. The control $(t, x) \mapsto u(t, x)$ is a velocity field which is chosen among a set $\mathcal{U}=L^{\infty}([0, T], U)$ of admissible controls where $U \subset C^{1}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)$ is compact in the $C^{0}$-topology. The choice of essentially bounded admissible controls is very natural in many applications, and it prevents the occurrence of Lavrentiev-type phenomena [100]. This phenomenon, which is well-known in calculus of varitions, has the drawback of invalidating the first-order necessary optimality conditions unless some further structural assumptions are imposed on the problem (see e.g. [59, Chapter 22] and [133, Chapter 11] for detailed accounts in the finite-dimensional case).

The Pontryagin Maximum Principle is a fundamental tool to study optimal control problems. It allows to derive regularity and stability estimates on the optimal controls $[58,70,83,90,93]$ and to compute explicitly optimal syntheses [8, 36]. It is also broadly used in conjunction with the so-called shooting methods for numerical optimal trajectory planning, see e.g. [30, 32, 33]. Let it be noted that, in essence, the only structural assumption required to write a PMP is that the ambient space is endowed with a manifold structure. As it will be shown more explicitly in Chapter 1, this structural prerequisite is available in the setting of Wasserstein spaces. By adapting several tools and ideas of geometric control to the metric spaces of probability measures, we are able to derive the following result, stated precisely in Theorem 2.1.

Theorem (Pontryagin Maximum Principle for $(\mathcal{P}))$. Let $\left(u^{*}(\cdot), \mu^{*}(\cdot)\right)$ be an optimal pair control-trajectory for $(\mathcal{P})$ and assume that hypotheses $(\mathbf{H})$ of Theorem 2.1 hold. Then, there exist a constant $R_{T}>0$ and a curve $\nu^{*}(\cdot) \in \operatorname{Lip}\left([0, T], \mathscr{P}\left(\overline{B_{2 d}\left(0, R_{T}\right)}\right)\right.$, Lipschitz with respect to the $W_{1}$-metric, which satisfies the following conditions.
(i) It solves the forward-backward system of continuity equations

$$
\left\{\begin{array}{l}
\partial_{t} \nu^{*}(t)+\nabla \cdot\left(\mathbb{J}_{2 d} \tilde{\nabla}_{\nu} \mathbb{H}\left(t, \nu^{*}(t), u^{*}(t)\right) \nu^{*}(t)\right)=0 \text { in }[0, T] \times \mathbb{R}^{2 d} \\
\pi_{\#}^{1} \nu^{*}(t)=\mu^{*}(t) \\
\pi_{\#}^{2} \nu^{*}(T)=\left(-\bar{\gamma}_{\varphi}^{\circ}\right)_{\#} \mu^{*}(T)
\end{array}\right.
$$

where $\overline{\boldsymbol{\gamma}}_{\varphi}^{\circ}(\cdot)$ is the barycenter of the minimal selection $\boldsymbol{\partial}^{\circ} \varphi\left(\mu^{*}(T)\right)$ of the final cost $\varphi(\cdot)$ at $\mu^{*}(T)$ and $\mathbb{J}_{2 d}$ is the symplectic matrix in $\mathbb{R}^{2 d}$.

The infinite-dimensional Hamiltonian of the system is defined by

$$
\mathbb{H}(t, \nu, \omega)=\int_{\mathbb{R}^{2 d}}\left\langle r, v\left[\pi_{\#}^{1} \nu\right](t, x)+\omega(x)\right\rangle \mathrm{d} \nu(x, r)-L\left(\pi_{\#}^{1} \nu, \omega\right)
$$

for any $(t, \nu, \omega) \in[0, T] \times \mathscr{P}_{c}\left(\mathbb{R}^{2 d}\right) \times U$, and the vector field $\tilde{\nabla}_{\nu} \mathbb{H}_{c}\left(t, \nu^{*}(t), u^{*}(t)\right)(\cdot, \cdot)$ is "almost" the Wasserstein gradient of this Hamiltonian map with respect to the differential structure of $\left(\mathscr{P}_{2}\left(\mathbb{R}^{2 d}\right), W_{2}\right)$.
(ii) The Pontryagin maximization condition

$$
\mathbb{H}\left(t, \nu^{*}(t), u^{*}(t)\right)=\max _{\omega \in U}\left[\mathbb{H}\left(t, \nu^{*}(t), \omega\right)\right],
$$

holds for $\mathscr{L}^{1}$-almost every $t \in[0, T]$.
The derivation of Pontryagin optimality conditions for problems of the general form ( $\mathcal{P}$ ) remained open during a long time. The first contribution in the setting described in this thesis was obtain in [31], where the authors derived a Pontryagin Maximum Principle for a multi-scale problem similar to $(\mathcal{P})$ but where the control only acted on a finite-dimensional population of leaders. The proof of this result was based on a combination of mean-field limit and $\Gamma$-convergence arguments, and was not straightforwardly generalizable to the more difficult case of $(\mathcal{P})$ in which the control $u(\cdot, \cdot)$ is a vector field driving the measure $\mu(\cdot)$. In [118], the author proved a Pontryagin-type optimality condition, but for simpler instances of $(\mathcal{P})$, and again for controls that were only finite-dimensional.

Among the several strategies to prove the PMP, the technique of needle-like variations, introduced as early as [119], was a promising approach to generalize this result to the setting of Wasserstein spaces where other methods based on convex duality or mean-field limit failed. A needle-like variation $\tilde{u}_{\epsilon}(\cdot)$ of an optimal control $u^{*}(\cdot) \in L^{\infty}([0, T], U)$ is a pointwise perturbation which is defined by

$$
\tilde{u}_{\epsilon}: t \in[0, T] \mapsto\left\{\begin{array}{lr}
u^{*}(t) & \text { if } t \in[\tau-\epsilon, \tau] \\
\omega & \text { otherwise }
\end{array}\right.
$$

where $\epsilon>0$ is a small parameter, $\tau \in[0, T]$ is a Lebesgue point of $t \mapsto v\left[\mu^{*}(t)\right](t, \cdot)+u^{*}(t, \cdot)$ and $\omega \in U$ is an arbitrary admissible control value. This class of perturbation allows for tractable computation of first-order perturbations in the state and can be performed without any a priori assumption on the set of control values $U$.


Figure 4: Illustration of a needle-like perturbation of the optimal control $u^{*}(\cdot)$

The outline of the proof presented in Chapter 2 is the following. We start by computing the first-order variation of the total cost generated by the needle variation using the non-linear semigroup structure of continuity equations. Afterwards, we derive a family of first-order necessary optimality conditions expressed via the differential structure of Wasserstein spaces. We then build a suitable state-costate measure curve solving the Wasserstein Hamiltonian flow, and we finally show that the family of first-order condition can be rewritten as the pointwise maximization condition along the integral curves of this flow.

## Chapter 3 : A Pontryagin Maximum Principle for Constrained Optimal Control Problems in the Wasserstein Space

In Chapter 3, we present an extension of the Pontryagin maximum principle in Wasserstein spaces described hereabove to the case of constrained optimal control problems. Such problems can be written in the general form

In this setting, the maps $(t, \mu) \mapsto \Lambda(t, \mu)$ and $\mu \mapsto \Psi^{I}(\mu), \Psi^{E}(\mu)$ respectively represent running and end-point constraints, the latter incorporating both equality and inequality constraints.

Constraints appear very naturally in the modelling of control problems. End-point constraints are needed e.g. in shortest path and planning problems [36] or when aiming to drive the controlled system in a desired set of final configurations described by a manifold [8, Chapter 12]. On the other hand, running constraints frequently appear in classical control theory where the state variables are confined to time-varying domains, often depending on the control [30]. Constrained problems have also many applications in multi-agent modelling. For instance, end-point constraints arise in the optimal control formulation of the Wasserstein geodesic problem due to Benamou and Brenier [27] or in exit minimal-time problems for crowds [51]. Besides, several papers deal with density constraints in the framework of mean-field games theory [99, 120].

To generalize the Wasserstein PMP to ( $\mathcal{P}_{\text {const }}$ ), we choose to follow a modern methodology proposed in [22], based again on needle-like variations. This proof strategy was further refined in [126] to incorporate state constraints and non-smooth functionals. By adapting and generalizing the ideas introduced in these papers to the setting of Wasserstein, we proved the following result which is presented in details in Theorem 3.1 in Chapter 3.

Theorem (Pontryagin Maximum Principle for $\left(\mathcal{P}_{\text {const }}\right)$ ). Let $\left(u^{*}(\cdot), \mu^{*}(\cdot)\right)$ be an optimal pair control-trajectory for $\left(\mathcal{P}_{\text {const }}\right)$ and assume that the hypotheses $(\mathbf{H})$ of Theorem 3.1 hold. Then there exists a constant $R_{T}^{\prime}>0$, a family of Lagrange multipli-
ers $\left(\lambda_{0}, \ldots, \lambda_{n}, \eta_{1}, \ldots, \eta_{m}, \varpi_{1}, \ldots, \varpi_{l}\right) \in\{0,1\} \times \mathbb{R}_{+}^{n} \times \mathbb{R}^{m} \times \mathcal{M}_{+}([0, T])^{r}$ and a curve $\nu^{*}(\cdot) \in \operatorname{Lip}\left([0, T], \mathscr{P}\left(\overline{B_{2 d}\left(0, R_{T}^{\prime}\right)}\right)\right)$ such that the following holds.
(i) The map $t \mapsto \nu^{*}(t)$ is a solution of the forward-backward Hamiltonian system of continuity equations

$$
\left\{\begin{array}{lr}
\partial_{t} \nu^{*}(t)+\nabla \cdot\left(\mathbb{J}_{2 d} \nabla_{\nu} \mathscr{H}\left(t, \nu^{*}(t), \zeta^{*}(t), u^{*}(t)\right) \nu^{*}(t)\right)=0 & \text { in }[0, T] \times \mathbb{R}^{2 d}, \\
\pi_{\#}^{1} \nu^{*}(t)=\mu^{*}(t), & \text { for all } t \in[0, T], \\
\pi_{\#}^{2} \nu^{*}(T)=\left(-\nabla_{\mu} \mathscr{S}\left(\mu^{*}(T)\right)\right) \neq \mu^{*}(T), &
\end{array}\right.
$$

where $\mathbb{J}_{2 d}$ is the symplectic matrix of $\mathbb{R}^{2 d}$. The augmented infinite-dimensional Hamiltonian $\mathscr{H}(\cdot, \cdot, \cdot, \cdot)$ of the system is defined by

$$
\mathscr{H}(t, \nu, \zeta, \omega)=\int_{\mathbb{R}^{2 d}}\left\langle r, v\left[\pi_{\#}^{1} \nu\right](t, x)+\omega(x)\right\rangle \mathrm{d} \nu(x, r)-L\left(t, \pi_{\#}^{1} \nu, \omega\right)-\mathscr{C}\left(t, \pi_{\#}^{1} \nu, \zeta\right) .
$$

The penalized state constraintsand final gradient maps are given respectively by

$$
\mathscr{C}(t, \mu, \zeta, \omega)=\sum_{l=1}^{r} \zeta_{l}\left(\partial_{t} \Lambda_{l}(t, \mu)+\int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \Lambda_{l}(t, \mu)(x), v[\mu](t, x)+\omega(x)\right\rangle \mathrm{d} \mu(x)\right),
$$

and

$$
\nabla_{\mu} \mathscr{S}(\mu)=\lambda_{0} \nabla_{\mu} \varphi(\mu)+\sum_{i=1}^{n} \lambda_{i} \nabla_{\mu} \Psi_{i}^{I}(\mu)+\sum_{j=1}^{m} \eta_{j} \nabla_{\mu} \Psi_{j}^{E}(\mu) .
$$

For all $l \in\{1, \ldots, r\}$, the map $t \in[0, T] \mapsto \zeta_{l}^{*}(t)$ denotes the cumulated state constraints multiplier, defined by

$$
\zeta_{l}^{*}(t)=\mathbb{1}_{[0, T)}(t) \int_{t}^{T} \mathrm{~d} \varpi_{l}(s),
$$

(ii) The Lagrange multipliers satisfy the non-degeneracy condition

$$
\left(\lambda_{0}, \ldots \lambda_{n}, \eta_{1}, \ldots, \eta_{m}, \varpi_{1}, \ldots, \varpi_{r}\right) \neq 0
$$

as well as the complementary slackness condition

$$
\begin{cases}\lambda_{i} \Psi_{i}^{I}\left(\mu^{*}(T)\right)=0 & \text { for all } i \in\{1, \ldots, n\}, \\ \operatorname{supp}\left(\varpi_{l}\right)=\left\{t \in[0, T] \text { s.t. } \Lambda_{l}(t, \mu(t))=0\right\} & \text { for all } l \in\{1, \ldots, r\}\end{cases}
$$

(iii) The Pontryagin maximization condition

$$
\mathscr{H}\left(t, \nu^{*}(t), \zeta^{*}(t), u^{*}(t)\right)=\max _{\omega \in U}\left[\mathscr{H}\left(t, \nu^{*}(t), \zeta^{*}(t), \omega\right)\right]
$$

holds for $\mathscr{L}^{1}$-almost every $t \in[0, T]$.
There are two main difficulties to overcome in order to adapt the results described in Chapter 2 to constrained problems. The first one is in some sense purely technical, and
has to do with the needle-variations approach. Because of the presence of constraints, one cannot simply write the optimality condition on the length of the needle parameter as the non-negativity of the derivative total cost, which was possible for proving the unconstrained PMP. Instead, one needs to resort to a Lagrange multiplier rule, which multipliers will structurally depend on the needle parameters. To get around this difficulty, the authors proposed in [22] to consider multi-dimensional perturbations and to get rid of this dependence via a limiting process as the number of perturbations goes to infinity.

The second main issue is deeper. It is proven in [17, Theorem 8.3.1] that solutions of continuity equations coincide exactly with absolutely continuous curves of measures in Wasserstein spaces. Yet in the classical formulation of the maximum principle with state-constraints, the costate variables are merely $B V$ with respect to time. In order to be able to write a Wasserstein Hamiltonian flow in the sense of [15, 35], we therefore chose to proove a modified PMP introduced by R.V. Gamkrelidze in [84] (we refer the reader to [21] for a modern treatise on this topic). In this formulation, the natural $B V$-in-time dependence induced by the dualization of the state-constraints is placed on an extra multiplier. The corresponding costates are absolutely continuous in time, which allows to express the state-costate pairs as the solutions of Wasserstein Hamiltonian flows.

## Chapter 4 : Intrinsic Lipschitz Regularity of Mean-Field Optimal Controls

In Chapter 4, we present an intrinsic Lipschitz regularity result for mean-field optimal control problems. As already mentioned in the introduction, Cauchy-Lipschitz regularity is a most desirable property for the vector fields driving continuity equations. It ensures classical well-posedness and uniqueness, and provides a powerful representation formula for the solution as the pushforwards of the initial datum via the characteristic flow, see [13, Part I] and [17, Section 8.1]. Moreover, it is known is the litterature that a strict micro-macro correspondence of the solutions of continuity equations - which is very convenient in applications - , is only available under Cauchy-Lipschitz regularity assumptions (see e.g. [11] and the comments in [78, Theorem 4.1.1]).

Yet, it has been well-known that solutions of Wasserstein optimal control problems are not generically Lipschitz, or even continuous or Sobolev for that matter. Indeed, an astonishingly vast and sophisticated literature has been devoted to the regularity of the solution of Monge's optimal transport problem (see e.g. [66, 67, 79]) mostly via PDE techniques. However, few of these results can be translated into regularity properties on the optimal tangent velocity field $v^{*}(\cdot, \cdot)$ solving the Benamou-Brenier problem

$$
\left(\mathcal{P}_{\mathrm{BB}}\right)\left\{\begin{array}{l}
\min _{v \in L^{2}}\left[\begin{array}{l}
\left.\int_{0}^{T} \int_{\mathbb{R}^{d}} \frac{1}{2}|v(t, x)|^{2} \mathrm{~d} \mu(t)(x) \mathrm{d} t\right] \\
\text { s.t. }\left\{\begin{array}{l}
\partial_{t} \mu(t)+\nabla \cdot(v(t, \cdot) \mu(t))=0, \\
\mu(0)=\mu^{0},
\end{array} \quad \mu(T)=\mu^{1} .\right.
\end{array}\right.
\end{array}\right.
$$

with arbitrary measures $\mu^{0}, \mu^{1}$. For this optimal control problem in Wasserstein spaces, Caffarelli proved in [40] that $v(t, \cdot) \in C_{\text {loc }}^{k-1, \alpha}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)$ for some $\alpha \in(0, \bar{\alpha})$ whenever $\mu^{0}, \mu^{1} \in \mathscr{P}^{a c}\left(\mathbb{R}^{d}\right)$ have densities in $C_{\mathrm{loc}}^{k, \bar{\alpha}}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)$ with respect to the $d$-dimensional Lebesgue measure.

Another context in which the regularity of mean-field optimal controls has been
(indirectly) investigated is that of mean-field games theory. Indeed, there is a large literature devoted to the regularity of the value function $(t, x) \mapsto u^{*}(t, x)$ solving forwardbackward system of Hamilton-Jacobi and continuity equations

$$
\left\{\begin{array}{l}
\partial_{t} u(t, x)+H\left(t, u(t, x), \mathrm{D}_{x} u(t, x)\right)=f(t, x), \quad u(T, x)=g_{T}(x) \\
\partial_{t} \mu(t)-\nabla \cdot\left(\nabla_{p} H(t, u(t, x), \mathrm{D} u(t, x)) \mu(t)\right)=0, \quad \mu(0)=\mu^{0}
\end{array}\right.
$$

We refer the reader e.g. to [47] for Sobolev regularity results and to [48] for Hölderian regularity properties. In the setting of potential mean-field games, the tangent velocity field $v^{*}(t, x)=-\nabla_{p} H\left(t, u^{*}(t, x), \mathrm{D}_{x} u^{*}(t, x)\right)$ is the optimal control associated to a meanfield optimal control problem. Therefore, regularity properties of the optimal control can be recovered from that of the optimal value function, and are expected to have one order of differentiation fewer with respect to the latter.

In our work, we consider general smooth and unconstrained optimal control problems of the form
$(\mathcal{P})\left\{\begin{array}{l}\min _{u \in \mathcal{U}}\left[\int_{0}^{T}\left(L(t, \mu(t))+\int_{\mathbb{R}^{d}} \psi(u(t, x)) \mathrm{d} \mu(t)(x)\right) \mathrm{d} t+\varphi(\mu(T))\right] \\ \text { s.t. }\left\{\begin{array}{l}\partial_{t} \mu(t)+\nabla \cdot((v[\mu(t)](t, \cdot)+u(t, \cdot)) \mu(t))=0, \\ \mu(0)=\mu^{0} .\end{array}\right.\end{array}\right.$
where $u(\cdot, \cdot)$ is a priori an element of $L^{\infty}\left([0, T] \times \mathbb{R}^{d}, U ; \tilde{\mu}\right)$ with $\tilde{\mu} \in \mathscr{P}\left([0, T] \times \mathbb{R}^{d}\right)$ denoting the Young measure lift of the curve $\mu(\cdot)$. Here, $\psi(\cdot)$ is a strictly convex and $C_{\mathrm{loc}}^{2,1}$-regular map. All the datum of the problem are supposed to be smooth, namely at least twice continuously differentiable both with respect to space and measure variables. In this setting, we were able to derive the following result stated precisely in Theorem 4.1.

Theorem (Existence of Lipschitz-in-space optimal controls for $(\mathcal{P}))$. Let $\mu^{0} \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right)$ and assume that hypotheses $\mathbf{( H )}$ and $\left(\mathbf{C O}_{N}\right)$ of Theorem 4.1 hold. Then, there exists an optimal pair control-trajectory $\left(u^{*}(\cdot, \cdot), \mu^{*}(\cdot)\right) \in \mathcal{U} \times \operatorname{Lip}\left([0, T], \mathscr{P}_{c}\left(\mathbb{R}^{d}\right)\right)$ for problem $(\mathcal{P})$. Moreover, the map $x \in \mathbb{R}^{d} \mapsto u^{*}(t, x) \in U$ is $\mathcal{L}_{U}$-Lipschitz for $\mathscr{L}^{1}$-almost every $t \in[0, T]$, where the uniform constant $\mathcal{L}_{U}$ only depends on the datum of the problem $(\mathcal{P})$.

In order to obtain this result, we start by invoking a general existence result of meanfield optimal controls for $(\mathcal{P})$ derived in [80]. Then, we prove that for each of the approximating finite-dimensional multi-agent optimal control problem, there exists an optimal Lipschitz map. To do so, we invoke the main Theorem of [71] which is itself based on a comprehensive study of metrically regular differential generalized equations performed in [58]. These results are essentially quantitative strong metric regularity arguments, which can be carried out under a global coercivity condition on our problem (see hypothesis $\left(\mathbf{C O}_{N}\right)$ in Chapter 4). This assumptions, which is inspired from the seminal work [90], can be seen as a second-order sufficient optimality condition for a suitable linearized problem in a neighbourhood of an optimal pair control-trajectory. It is then possible to obtain a Lipschitz regular optimal control for $(\mathcal{P})$ in the limit by standard compactness arguments.

## Chapter 5 : Convergence Analysis and Sparse Control of Weakly Cooperative Alignment Models

In Chapter 5, we turn our attention to the analysis and control of consensus and alignment models. In Section 5.1, we prove convergence towards consensus and flocking for systems subject to random communication failures. To do so, we require an assumption of persistence of excitations expressed on the Laplacian matrix describing the system. In Section 5.2 , we build an explicit control strategy enabling to drive weakly cooperative kinetic systems towards approximate alignment.

## Consensus and Flocking in Cooperative Systems with Random Communication Failures

Among the family of discrete models for multi-agents described in this introduction, a special class of interest is that of cooperative systems (see e.g. [127]). These systems can be written as

$$
\begin{equation*}
\dot{x}_{i}(t)=\frac{1}{N} \sum_{j=1}^{N} \phi\left(x_{i}(t)-x_{j}(t)\right), \quad x_{i}(0)=x_{i}^{0} \tag{7}
\end{equation*}
$$

for first-order dynamics and

$$
\left\{\begin{array}{l}
\dot{x}_{i}(t)=v_{i}(t), \quad x_{i}(0)=x_{i}^{0}  \tag{8}\\
\dot{v}_{i}(t)=\frac{1}{N} \sum_{j=1}^{N} \psi\left(x_{i}(t)-x_{j}(t), v_{i}(t)-v_{j}(t)\right)
\end{array}\right.
$$

for second-order ones. Here, the "cooperative" part comes from the extra assumption that in both case, $\phi(x)$ and $\psi(x, v)$ are non-positively colinear to $x$ and $v$ respectively. In the case where the interaction kernel is strictly positive, the system is said to be strongly cooperative, otherwise it is said to be weakly cooperative.

First-order cooperative systems are instrumental in the modelling of consensus behaviour [61, 91], while second-order cooperative models have gained a lot of steam since the seminal works of Cucker and Smale [62, 63] on flocking behaviours. They are also used to design centralized control laws for large robot swarms, see e.g. [60], and frequently appear in graph theoretic analysis of discrete automaton systems [24].

While the picture is fairly well understood for consensus and flocking behaviours in the strongly cooperative setting [49, 89], the weakly cooperative one is still largely open. In particular, little works to this day take into account possible communication failures among agents. The seminal contribution [110] in the setting of discrete-state systems has been extended over the years, but few progresses have been made on general continuous multi-agent systems and even less on their kinetic approximations.

In this context, we were able to prove a convergence towards consensus result for randomly failed first order systems, which is described in Theorem 5.1. We were also able to obtain the following more delicate flocking result for weakly-cooperative second order systems, stated in Theorem 5.2.

Theorem (Flocking for randomly failed Cucker-Smale systems). Consider the randomly
failed second-order Cucker-Smale system

$$
\left\{\begin{array}{l}
\dot{x}_{i}(t)=v_{i}(t)  \tag{2}\\
\dot{v}_{i}(t)=\frac{1}{N} \sum_{j=1}^{N} \xi_{i j}(t) \phi\left(\left|x_{i}(t)-x_{j}(t)\right|\right)\left(v_{j}(t)-v_{i}(t)\right)
\end{array}\right.
$$

where $\xi_{i j} \in L^{\infty}\left(\mathbb{R}_{+},[0,1]\right)$ are symmetric weights satisfying the $(\tau, \mu)$-persistence assumption

$$
\begin{equation*}
\frac{1}{2 N^{2}} \sum_{i, j=1}^{N} \int_{t}^{t+\tau} \xi_{i j}(s) \mathrm{d} t\left|v_{i}-v_{j}\right|^{2} \geq \frac{\mu}{2 N^{2}} \sum_{i, j=1}^{N}\left|v_{i}-v_{j}\right|^{2}, \tag{9}
\end{equation*}
$$

for $\mathscr{L}^{1}$-almost every $t \in \mathbb{R}_{+}$and any $\boldsymbol{v} \in\left(\mathbb{R}^{d}\right)^{N}$, and where $\phi: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is an non-increasing, non-summable function such that

$$
\begin{equation*}
\int_{0}^{+\infty} \exp \left(-\sqrt{r} \phi \circ \Phi^{-1}(\sqrt{r})\right) \mathrm{d} r<+\infty \tag{10}
\end{equation*}
$$

where $\Phi(X)=\int_{X(0)}^{X} \phi(r) \mathrm{d} r$. Then every solution of $\left(\mathrm{CSM}_{2}\right)$ converges asymptotically to flocking, i.e.

$$
\sup _{t \geq 0}\left|x_{i}(t)-\overline{\boldsymbol{x}}(t)\right|<+\infty, \quad \lim _{t \rightarrow+\infty}\left|v_{i}(t)-\overline{\boldsymbol{v}}(t)\right|=0 .
$$

In the statement of this result, the maps $\xi_{i j}(\cdot)$ are weights that can vanish on possibly large time intervals, and which account for the possible communication failures between agents. Our proof of this result is based on a novel combination of the Lyapunov methods introduced in [89] with a persistency of excitations hypothesis (see e.g. [53, 54, 102, 103]) expressed in terms of graph Laplacian matrices [41, 44]. We also provide connexions between our hypotheses and existing sufficient convergence conditions expressed in terms of the average connectedness of the interaction graph of the system.

This result illustrates the fact that general convergence to flocking is not granted for weakly cooperative systems. Indeed, the persistency assumption (9) can be interpreted as a lower bound on the average interaction of the agents which are not yet aligned, and this for every time window of the form $[t, t+\tau]$. Moreover, this result is currently limited to the so-called "strong interaction" scenario in which $\phi \notin L^{1}\left(\mathbb{R}_{+}, \mathbb{R}_{+}\right)$. Our method is also limited by the extra constraint given in (10), which is satisfied e.g. when $\phi(r) \sim \frac{1}{r^{\beta}}$ at infinity with $\beta<\frac{1}{2}$, which is not the natural critical exponent to be expected in this setting. In the deterministic case, some sharp bounds are needed on the initial position and velocity supports for flocking to emerge in the case where $\phi \in L^{1}\left(\mathbb{R}_{+}, \mathbb{R}_{+}\right)$(see e.g. [63, 89, 115]).

## Sparse Control of Kinetic Cooperative Systems to Approximate Alignment

The results previously stated illustrate that consensus and flocking may likely fail to arise in weakly-cooperative systems. Whence, several papers have been aiming at designing control laws steering weakly cooperative systems towards flocking [41, 115, 116]. A lot of attention has moreover been devoted to ensure that these control strategies are sparse, i.e. that they act on few agents at each time in a sense to be specified. With this goal in mind, we would like to design a sparse control strategy steering any kinetic
weakly cooperative system of the form

$$
\begin{equation*}
\partial_{t} \mu(t)+\nabla \cdot\left(\left(v, \Psi[\mu(t)](x, v)+\chi_{\omega(t)} u(t, x, v)\right) \mu(t)\right)=0 \tag{11}
\end{equation*}
$$

towards $\epsilon$-approximate alignment around a prescribed velocity $v^{*} \in \mathbb{R}^{d}$. Mathematically speaking, this condition can be expressed as

$$
\operatorname{supp}(\mu(t)) \subset \mathbb{R}^{d} \times \mathrm{B}\left(v^{*}, \epsilon\right)
$$

for a given $M>0$ and for all times $t \geq T_{c}$ where $T_{c} \geq 0$ is the time horizon over which we control the system. Remark that (11) is precisely the kinetic version of (8). Expanding the methodologies developed in $[115,116]$, we obtained the following result, stated in Theorem 5.3.

Theorem. Let $\mu^{0} \in \mathscr{P}_{c}^{a c}\left(\mathbb{R}^{d}\right)$ be a given initial data for (11). For any constant $c>0$, any limit velocity $v^{*} \in \mathbb{R}^{d}$ and any precision $\epsilon>0$, there exists a time $T_{c}$ and a Lipschitz-in-space control strategy $u(\cdot, \cdot, \cdot)$ which support $\omega(\cdot)$ satisfies the constraints

$$
\|u(t, \cdot, \cdot)\|_{L^{\infty}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)} \leq 1, \quad \int_{\omega(t)} \mathrm{d} \mu(t)(x) \leq c,
$$

such that the corresponding solution $\mu \in C^{0}\left([0,+\infty), \mathscr{P}_{c}^{a c}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)\right)$ of (11) is approximately aligned around $v^{*}$ with precision $\epsilon$ for all $t \geq T_{c}$.

The proof strategy is to show that control towards alignment can be performed component by component and around the origin, as a consequence of invariance properties of cooperative systems. Then, we build a piecewise constant control strategy which brings any 1-dimensional cooperative system to approximate alignment in a finite number of steps, and show how the latter can then be generalized to arbitrary dimensions.

## Chapter 6 : Generic Singularities of the 3D-Contact Sub-Riemannian Conjugate Locus

In Chapter 6, we move to a relatively different topic. We present a result about the generic singularities of the conjugate locus for contact sub-Riemannian distributions in $\mathbb{R}^{3}$.

A sub-Riemannian structure over a manifold $M$ is given by the datum of a distribution $\Delta \subset T M$ such that $\operatorname{dim}(\Delta(q))=m<n$ at any point $q \in M$, along with a Riemannian metric $\mathbf{g}$ defined over $\Delta$. The distribution $\Delta(q)$ at a point $q \in M$ represents a prescribed set of admissible directions which a curve passing through $q$ can follow. Curves satisfying these non-holonomic constraints are called admissible, and they can be written as solutions of a control problem of the form

$$
\dot{\gamma}(t)=\sum_{k=1}^{m} u_{k}(t) X_{k}(\gamma(t))
$$

where $X_{1}(\cdot), \ldots, X_{m}(\cdot)$ are smooth vector field spanning $\Delta$ and $\left(u_{1}(\cdot), \ldots, u_{m}(\cdot)\right) \in$ $L^{2}([0, T], \mathbb{R})$ are control functions.

Under the well-known Hörmander condition (see e.g. [5, 8]), any pair of points $q_{0}, q_{1} \in M$ can be connected by such an admissible curve, and it is in particular possible to search for the shortest admissible path between two points. However, since $\Delta$ is a strict sub-bundle of $T M$, the admissible geodesics exhibit uncanny behaviours which do not appear in classical Riemannian geometry. In particular, the sub-Riemannian distance function usually fails to be smooth, even in an arbitrarily small neighbourhood of its base point. This property gives rise to many singularities along several geometric objects generated by the sub-Riemannian distribution, such as the wave fronts and balls.

In this context, we focus on the generic structure of the caustics for 3-dimensional contact distributions. The caustic is defined in the context of $3 D$-contact sub-Riemannian geometry as the critical value set of the exponential map starting from a given point, or in other word as the image of the conjugate locus through the exponential map. The classification of these singularities was initiated in [3] and furthered in [4, 52] and [6], but it was only done for the upper and lower semi-caustics. In Theorem 6.1, we complete this classification and extend it to the whole caustic. This result can be summarized as follows in a non-technical way.

Theorem (Generic singularities of the 3D-contact sub-Riemannian conjugate locus). Let $M$ be a 3-dimensional smooth and connected manifold. For a generic 3D-contact sub-Riemannian distribution over $M$, the following holds.
(i) There exists a smooth curve $\mathscr{C} \subset M$ such that, outside $\mathscr{C}$, the intersections of the caustic with neighbouring horizontal planes are the closed curves exhibiting 4 cusp points exhibited in [3].
(ii) On $\mathscr{C}$, the intersections of the upper and lower semi-caustics with horizontal planes are the closed curves with 6 cusp points exhibited in [6]. Moreover, the semicaustics are independent, and the only obstructions to the pairing of two families of singularities can be expressed in terms of codimension in the corresponding space of jet coefficients.

The proof of this result relies on three key steps. First, one uses sub-Riemannian normal coordinates, introduced in $[6,52]$, which allow to express any 3D-contact sub-Riemannian distribution as a smooth perturbation of the Heisenberg group. Then, one expresses the different singularities of the conjugate locus in the form of a suspension in a privileged set of coordinates. Finally, one resorts to arguments of transversality theory to classify the genericity of these singularities in terms of codimension in the space of jet coefficients of the equations that they must verify.

## 1 Analysis in the Space of Measures and Optimal Transport Theory

In this chapter, we recall useful notions that will be used extensively in the manuscript, and which pertain mainly to analysis in measure spaces and optimal transport theory. Most of the results stated in this chapter are state of the art which is mostly borrowed from [14, 17, 125]. Let it be noted however that the results of Proposition 1.8 and Section 1.4 are new and were first written in [34, 35].

### 1.1 Elements of measure theory and Wasserstein spaces

In this section, we introduce some general tools of measure theory and proceed to recall some of the main definitions of optimal transport theory and Wasserstein spaces. We refer the interested reader to [14] for the former and to [17, Chapter 5-6] for the latter.

### 1.1.1 Elementary notions of measure theory

We denote by $\left(\mathcal{M}\left(\mathbb{R}^{d}, \mathbb{R}^{m}\right),\|\cdot\|_{T V}\right)$ the Banach space of $m$-dimensional vector-valued Borel measures defined on $\mathbb{R}^{d}$ endowed with the total variation norm, defined by $\|\boldsymbol{\nu}\|_{T V}=|\boldsymbol{\nu}|\left(\mathbb{R}^{d}\right) \equiv \sup \left\{\sum_{k=1}^{+\infty}\left|\boldsymbol{\nu}\left(E_{k}\right)\right|\right.$ s.t. $E_{k}$ are disjoint Borel sets and $\left.\bigcup_{k=1}^{+\infty} E_{k}=\mathbb{R}^{d}\right\}$,
for any $\boldsymbol{\nu} \in \mathcal{M}\left(\mathbb{R}^{d}, \mathbb{R}^{m}\right)$. By Riesz Theorem (see e.g. [14, Theorem 1.54]), this space can be identified with the topological dual of the Banach space $\left(C_{c}^{0}\left(\mathbb{R}^{d}, \mathbb{R}^{m}\right),\|\cdot\|_{C^{0}}\right)$ of continuous and compactly supported functions endowed with the duality bracket defined by

$$
\begin{equation*}
\langle\boldsymbol{\nu}, \phi\rangle_{C^{0}}=\sum_{k=1}^{m} \int_{\mathbb{R}^{d}} \phi_{k}(x) \mathrm{d} \nu_{k}(x), \tag{1.1}
\end{equation*}
$$

for any $\boldsymbol{\nu} \in \mathcal{M}\left(\mathbb{R}^{d}, \mathbb{R}^{m}\right)$ and any $\phi \in C_{c}^{0}\left(\mathbb{R}^{d}, \mathbb{R}^{m}\right)$.
Given a Borel measure $\nu \in \mathcal{M}\left(\mathbb{R}^{d}, \mathbb{R}_{+}\right)$and a real number $p \in[1, \infty]$, we denote respectively by $L^{p}\left(\Omega, \mathbb{R}^{m} ; \nu\right)$ and $W^{1, p}\left(\Omega, \mathbb{R}^{m} ; \nu\right)$ the corresponding spaces of $p$-integrable and $p$-Sobolev functions defined over a subset $\Omega \subset \mathbb{R}^{d}$ with values in $\mathbb{R}^{m}$. In the case where $\nu=\mathscr{L}^{d}$ is the standard $d$-dimensional Lebesgue measure, we simply denote these spaces by $L^{p}\left(\Omega, \mathbb{R}^{m}\right)$ and $W^{1, p}\left(\Omega, \mathbb{R}^{m}\right)$.

We denote by $\mathscr{P}\left(\mathbb{R}^{d}\right) \subset \mathcal{M}\left(\mathbb{R}^{d}, \mathbb{R}_{+}\right)$the set of Borel probability measures and for $p \geq 1$, we define $\mathscr{P}_{p}\left(\mathbb{R}^{d}\right) \subset \mathscr{P}\left(\mathbb{R}^{d}\right)$ the subset of measures having finite $p$-th moment, i.e.

$$
\mathscr{P}_{p}\left(\mathbb{R}^{d}\right)=\left\{\mu \in \mathscr{P}\left(\mathbb{R}^{d}\right) \text { s.t. } \int_{\mathbb{R}^{d}}|x|^{p} \mathrm{~d} \mu(x)<+\infty\right\} .
$$

The support of a Borel measure $\boldsymbol{\nu} \in \mathcal{M}\left(\mathbb{R}^{d}, \mathbb{R}^{m}\right)$ is defined as the closed set $\operatorname{supp}(\boldsymbol{\nu})=$ $\left\{x \in \mathbb{R}^{d}\right.$ s.t. $\boldsymbol{\nu}(\mathcal{N}) \neq 0$ for any neighbourhood $\mathcal{N}$ of $\left.x\right\}$. We denote by $\mathscr{P}_{c}\left(\mathbb{R}^{d}\right) \subset \mathscr{P}\left(\mathbb{R}^{d}\right)$ the subset of Borel probability measures with compact support. We say that a sequence $\left(\mu_{n}\right) \subset \mathscr{P}\left(\mathbb{R}^{d}\right)$ of Borel probability measures converges narrowly towards $\mu \in \mathscr{P}\left(\mathbb{R}^{d}\right)$ denoted by $\mu_{n} \rightharpoonup^{*} \mu$ - provided that

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \phi(x) \mathrm{d} \mu_{n}(x) \underset{n \rightarrow+\infty}{\longrightarrow} \int_{\mathbb{R}^{d}} \phi(x) \mathrm{d} \mu(x) \tag{1.2}
\end{equation*}
$$

for all $\phi \in C_{b}^{0}\left(\mathbb{R}^{d}\right)$, where $C_{b}^{0}\left(\mathbb{R}^{d}\right)$ denotes the set of continuous and bounded real-valued functions over $\mathbb{R}^{d}$. This notion of convergence induces a topology over $\mathscr{P}\left(\mathbb{R}^{d}\right)$ which coincides with the restriction of the usual weak-* topology of $\mathcal{M}\left(\mathbb{R}^{d}, \mathbb{R}_{+}\right)$induced by the duality pairing (1.1).

In the following proposition, we recall a useful convergence property on the measures of Borel sets, usually referred to as the Portmanteau Theorem (see e.g. [14, Proposition 1.62]).

Proposition 1.1 (Portmanteau Theorem). Let $\left(\mu_{n}\right) \subset \mathcal{M}_{+}\left(\mathbb{R}^{d}\right)$ be a sequence of measures converging in the weak-* topology towards $\mu \in \mathcal{M}_{+}\left(\mathbb{R}^{d}\right)$. Then for any Borel set $A \subset \mathbb{R}^{d}$ such that $\mu(\partial A)=0$, it holds that $\mu_{n}(A) \underset{n \rightarrow+\infty}{\longrightarrow} \mu(A)$.

Another key notion in measure theory is that of absolute continuity with respect to a given measure, which we recall in the following definition. We also state in Theorem 1.1 the Radon-Nykodym Theorem.

Definition 1.1 (Absolutely continuous measures and Radon-Nikodym derivative). Let $\Omega \subset \mathbb{R}^{m}$ and $U \subset \mathbb{R}^{d}$ be two Borel sets. Given a pair of measures $(\boldsymbol{\nu}, \mu) \in \mathcal{M}(\Omega, U) \times$ $\mathcal{M}\left(\Omega, \mathbb{R}_{+}\right)$, we say that $\boldsymbol{\nu}$ is absolutely continuous with respect to $\mu$ - denoted by $\boldsymbol{\nu} \ll \mu$ - if $\mu(A)=0$ implies that $|\boldsymbol{\nu}|(A)=0$ for any Borel set $A \subset \Omega$.

Theorem 1.1 (Radon-Nykodym). Let $(\boldsymbol{\nu}, \mu) \in \mathcal{M}(\Omega, U) \times \mathcal{M}\left(\Omega, \mathbb{R}_{+}\right)$. Then, $\boldsymbol{\nu} \ll \mu$ if and only if there exists a Borel map $u \in L^{1}(\Omega, U ; \mu)$ such that $\boldsymbol{\nu}=u(\cdot) \mu$. This map is usually referred to as the Radon-Nikodym derivative of $\boldsymbol{\nu}$ with respect to $\mu$, and denoted by $u(\cdot)=\frac{\mathrm{d} \nu}{\mathrm{d} \mu}(\cdot)$.

We recall in the following definition the notions of pushforward of a Borel probability measure through a Borel map.

Definition 1.2 (Pushforward of a measure through a Borel map). Given a measure $\mu \in \mathscr{P}\left(\mathbb{R}^{d}\right)$ and a Borel map $f: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$, the pushforward $f_{\#} \mu$ of $\mu$ through $f(\cdot)$ is defined as the Borel probability measure such that $f_{\#} \mu(B)=\mu\left(f^{-1}(B)\right)$ for any Borel set $B \subset \mathbb{R}^{d}$.

We recall in the following proposition three useful convergence results for sequences of probability measures and functions (see e.g. [17, Chapter 5]).

Proposition 1.2 (Convergence results). Let $\left(\mu_{n}\right) \subset \mathscr{P}\left(\mathbb{R}^{d}\right)$ be a sequence narrowly converging to $\mu \in \mathscr{P}\left(\mathbb{R}^{d}\right)$, $\left(f_{n}\right)$ be a sequence of $\mu$-measurable functions pointwisely converging to $f$ and $g \in C^{0}\left(\mathbb{R}^{d}\right)$. Then the following facts hold.
(i) Suppose that the map $x \mapsto|g(x)|$ is uniformly integrable with respect to the family $\left\{\mu_{n}\right\}_{n=1}^{\infty}$, i.e

$$
\lim _{k \rightarrow+\infty} \int_{\{|g(x)| \geq k\}}|g(x)| \mathrm{d} \mu_{n}(x)=0
$$

for all $n \geq 1$. Then, the sequence $\left(\int_{\mathbb{R}^{d}} g(x) \mathrm{d} \mu_{n}(x)\right) \subset \mathbb{R}$ converges to $\int_{\mathbb{R}^{d}} g(x) \mathrm{d} \mu(x)$ as $n \rightarrow+\infty$.
(ii) The sequence $\left(g_{\#} \mu_{n}\right) \subset \mathscr{P}\left(\mathbb{R}^{d}\right)$ narrowly converges to $g_{\#} \mu$ as $n \rightarrow+\infty$.
(iii) (Vitali convergence theorem) Suppose that the family $x \mapsto\left|f_{n}(x)\right|$ is uniformly integrable with respect to the measure $\mu$, i.e.

$$
\lim _{k \rightarrow+\infty} \int_{\left\{\left|f_{n}(x)\right| \geq k\right\}}\left|f_{n}(x)\right| \mathrm{d} \mu(x)=0
$$

for all $n \geq 1$ and also assume that $|f(x)|<+\infty$ for $\mu$-almost every $x \in \mathbb{R}^{d}$. Then $\left(f_{n}\right)$ converges uniformly to $f$ in $L^{1}\left(\mathbb{R}^{d} ; \mu\right)$ as $n \rightarrow+\infty$.

We end this introductory paragraph by recalling in the following theorem the concept of disintegration of a family of vector-valued probability measures, see e.g. [14, Theorem 2.28].

Theorem 1.2 (Disintegration). Let $\Omega_{1} \subset \mathbb{R}^{m_{1}}, \Omega_{2} \subset \mathbb{R}^{m_{2}}$ and $U \subset \mathbb{R}^{d}$ be arbitrary sets. Let $\boldsymbol{\nu} \in \mathcal{M}\left(\Omega_{1} \times \Omega_{2}, U\right)$ and $\pi^{1}: \mathbb{R}^{m_{1}} \times \mathbb{R}^{m_{2}} \rightarrow \mathbb{R}^{m_{1}}$ be the projection map on the first factor. Denoting $\mu=\pi_{\#}^{1}|\boldsymbol{\nu}| \in \mathcal{M}\left(\Omega_{1}, \mathbb{R}_{+}\right)$, there exists a $\mu$-almost uniquely determined Borel family of measures $\left\{\boldsymbol{\nu}_{x}\right\}_{x \in \Omega_{1}} \subset \mathcal{M}\left(\Omega_{2}, U\right)$ such that

$$
\begin{equation*}
\int_{\Omega_{1} \times \Omega_{2}} f(x, y) \mathrm{d} \boldsymbol{\nu}(x, y)=\int_{\Omega_{1}}\left(\int_{\Omega_{2}} f(x, y) \mathrm{d} \boldsymbol{\nu}_{x}(y)\right) \mathrm{d} \mu(x) \tag{1.3}
\end{equation*}
$$

for any Borel map $f \in L^{1}\left(\Omega_{1} \times \Omega_{2},|\boldsymbol{\nu}|\right)$. This construction is referred to as the disintegration of $\boldsymbol{\nu}$ onto $\mu$ and denoted by $\boldsymbol{\nu}=\int_{\Omega_{1}} \boldsymbol{\nu}_{x} \mathrm{~d} \mu(x)$.

### 1.1.2 The optimal transport problem and Wasserstein spaces

The optimal mass transfer problem was first introduced in 1781 by Gaspard Monge in his "Mémoire sur la Théorie des Déblais et des Remblais". The seminal problem studied by Monge ${ }^{1}$ can be formulated as follows in modern mathematical terms: given two probability measures $\mu, \nu \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right)$, find a Borel map $T: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ such that $T_{\#} \mu=\nu$ and

$$
\int_{\mathbb{R}^{d}} c(x, T(x)) \mathrm{d} \mu(x)=\min _{T^{\prime}}\left\{\int_{\mathbb{R}^{d}} c(x, T(x)) \mathrm{d} \mu(x) \text { s.t. } T_{\#}^{\prime} \mu=\nu\right\}
$$

where $c: \mathbb{R}^{2 d} \rightarrow(-\infty,+\infty]$ is a suitable cost function.
As mentioned in the introduction, this problem is in fact extremely tough mathematically speaking and remained unsolved for a long time. In particular, the image-measure constraint $T_{\#} \mu=\nu$ is badly behaved in the sense that it does not define a nice closed or

[^2]convex set in any reasonable functional topology. In 1942, the Russian mathematician Leonid Kantorovich introduced in [97] a relaxation of this constraint expressed in terms of transport plans.

Definition 1.3 (Transport plan). Let $\mu, \nu \in \mathscr{P}\left(\mathbb{R}^{d}\right)$. We say that $\gamma \in \mathscr{P}\left(\mathbb{R}^{2 d}\right)$ is a transport plan between $\mu$ and $\nu$ - denoted by $\gamma \in \Gamma(\mu, \nu)$ - provided that $\gamma\left(A \times \mathbb{R}^{d}\right)=\mu(A)$ and $\gamma\left(\mathbb{R}^{d} \times B\right)=\nu(B)$ for any pair of Borel sets $A, B \subset \mathbb{R}^{d}$. This property can be equivalently formulated in terms of pushforwards as $\pi_{\#}^{1} \gamma=\mu$ and $\pi_{\#}^{2} \gamma=\nu$.

Transport plans are a much more convenient to study mass transportation problems than transport maps. Indeed, the set $\Gamma(\mu, \nu)$ is never empty and closed in the narrow topology of measures. The optimal mass transportation problem can then be formulated as follows: given two probability measures $\mu, \nu \in \mathscr{P}\left(\mathbb{R}^{d}\right)$ and a cost function $c: \mathbb{R}^{2 d} \rightarrow \mathbb{R}$, one searches for a transport plan $\gamma \in \Gamma(\mu, \nu)$ such that

$$
\int_{\mathbb{R}^{2 d}} c(x, y) \mathrm{d} \gamma(x, y)=\min _{\gamma^{\prime}}\left\{\int_{\mathbb{R}^{2 d}} c(x, y) \mathrm{d} \gamma^{\prime}(x, y) \text { s.t. } \gamma^{\prime} \in \Gamma(\mu, \nu)\right\} .
$$

This problem has been extensively studied in very broad contexts (see e.g. [17, 125, 132]) with high levels of generality on the underlying spaces and cost functions. In the particular case where $c(x, y)=|x-y|^{p}$ for some real number $p \geq 1$, the optimal transport problem can be used to define a distance over the subset $\mathscr{P}_{p}\left(\mathbb{R}^{d}\right) \subset \mathscr{P}\left(\mathbb{R}^{d}\right)$.

Definition 1.4 (Wasserstein distance and Wasserstein spaces). Given two probability measures $\mu, \nu \in \mathscr{P}_{p}\left(\mathbb{R}^{d}\right)$, the $p$-Wasserstein distance between $\mu$ and $\nu$ is defined by

$$
W_{p}(\mu, \nu)=\min _{\gamma}\left\{\left(\int_{\mathbb{R}^{2 d}}|x-y|^{p} \mathrm{~d} \gamma(x, y)\right)^{1 / p} \quad \text { s.t. } \gamma \in \Gamma(\mu, \nu)\right\} .
$$

The set of plans $\gamma \in \Gamma(\mu, \nu)$ achieving this optimal value is denoted ${ }^{2}$ by $\Gamma_{o}(\mu, \nu)$ and referred to as the set of optimal transport plans between $\mu$ and $\nu$. The space $\left(\mathscr{P}_{p}\left(\mathbb{R}^{d}\right), W_{p}\right)$ of probability measures with finite $p$-th moment endowed with the $p$-Wasserstein metric is called the Wasserstein space of order $p$.

We recall some of the interesting properties of these spaces in the following Proposition (see e.g. [17, Chapter 7] or [132, Chapter 6]).

Proposition 1.3 (Elementary properties of the Wasserstein spaces). The Wasserstein spaces $\left(\mathscr{P}_{p}\left(\mathbb{R}^{d}\right), W_{p}\right)$ are separable geodesic spaces. The topology generated by the $p$ Wasserstein metric metrizes the weak-* topology of probability measures induced by the narrow convergence (1.2). More precisely, it holds that

$$
W_{p}\left(\mu, \mu_{n}\right) \underset{n \rightarrow+\infty}{\longrightarrow} 0 \text { if and only if }\left\{\begin{array}{c}
\mu_{n} \xrightarrow{\rightarrow} \stackrel{*}{n \rightarrow+\infty} \mu, \\
\int_{\mathbb{R}^{d}}|x|^{p} \mathrm{~d} \mu_{n}(x) \underset{n \rightarrow+\infty}{\longrightarrow} \int_{\mathbb{R}^{d}}|x|^{p} \mathrm{~d} \mu(x) .
\end{array}\right.
$$

Given $\mu, \nu \in \mathscr{P}\left(\mathbb{R}^{d}\right)$, the Wasserstein distances are ordered, i.e. $W_{p_{1}}(\mu, \nu) \leq W_{p_{2}}(\mu, \nu)$ whenever $p_{1} \leq p_{2}$. Moreover, when $p=1$, the following Kantorovich-Rubinstein duality
2. We omit the dependence on $p$ for clarity and conciseness.
formula holds

$$
\begin{equation*}
W_{1}(\mu, \nu)=\sup _{\phi}\left\{\int_{\mathbb{R}^{d}} \phi(x) \mathrm{d}(\mu-\nu)(x) \text { s.t. } \operatorname{Lip}\left(\phi ; \mathbb{R}^{d}\right) \leq 1\right\} \tag{1.4}
\end{equation*}
$$

where $\operatorname{Lip}\left(\phi ; \mathbb{R}^{d}\right)$ denotes the Lipschitz constant of the map $\phi(\cdot)$ over $\mathbb{R}^{d}$.
In what follows, we shall mainly restrict our considerations to the Wasserstein spaces of order 1 and 2 built over $\mathscr{P}_{c}\left(\mathbb{R}^{d}\right)$. In the particular case of the square Wasserstein distance, optimal transport plans enjoy a fairly explicit characterization that we recall in the following theorem which is a consequence of [17, Theorem 6.1.5].

Theorem 1.3 (Characterization of optimal plans for the square Wasserstein distance). Let $\mu, \nu \in \mathscr{P}_{2}\left(\mathbb{R}^{2 d}\right)$ and $\gamma \in \Gamma(\mu, \nu)$. Then, $\gamma$ is a $W_{2}$-optimal transport plan between $\mu$ and $\nu$ if and only if there exists a convex function $\psi: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ such that $y \in \partial \psi(x)$ for $\gamma$-almost every $(x, y) \in \mathbb{R}^{2 d}$.

This result is based on the necessary and sufficient optimality condition for the optimal optimal transport problem stating that $\gamma$ is concentrated on a $|\cdot|{ }^{2}$-monotone set described in terms of Kantorovich potentials. From this general result, we can deduce the following easy corollary which will prove useful in studying the geometric structure of $\left(\mathscr{P}_{2}\left(\mathbb{R}^{d}\right), W_{2}\right)$.

Corollary 1.1 (Perturbation of the identity by gradients of test functions). For any $\mu \in \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$ and $\xi \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$, there exists $\bar{s}>0$ such that the application $\operatorname{Id}+s \nabla \xi(\cdot)$ is an $W_{2}$-optimal transport map between $\mu$ and $(\operatorname{Id}+s \nabla \xi)_{\#} \mu$ for any $s \in(-\bar{s}, \bar{s})$.

Proof. For any $s \in \mathbb{R}$, the map $\operatorname{Id}+s \nabla \xi(\cdot)$ is the gradient of the application $x \in \mathbb{R}^{d} \mapsto$ $\frac{1}{2}|x|^{2}+s \xi(x)$. This function is smooth, and for $|s|$ smaller than a given $\bar{s}>0$, it is also convex. Whence, $(\operatorname{Id}, \operatorname{Id}+s \nabla \xi)_{\#} \mu$ is concentrated on the subdifferential of a convex function and is therefore $W_{2}$-optimal as a consequence of Theorem 1.3.

We end these introductory paragraphs by recalling the concept barycenter in the context of optimal transport, and by providing an easy estimate for the 1-Wasserstein distance between barycenters.

Definition 1.5 (Disintegration and barycenter). Let $\mu, \nu \in \mathscr{P}_{p}\left(\mathbb{R}^{d}\right)$ and $\gamma \in \Gamma(\mu, \nu)$ be a transport plan between $\mu$ and $\nu$. The barycenter $\bar{\gamma} \in L^{p}\left(\mathbb{R}^{d}, \mathbb{R}^{d} ; \mu\right)$ of the plan $\gamma$ is then defined by

$$
\begin{equation*}
\bar{\gamma}(x)=\int_{\mathbb{R}^{d}} y \mathrm{~d} \gamma_{x}(y) \tag{1.5}
\end{equation*}
$$

for $\mu$-almost every $x \in \mathbb{R}^{d}$, where $\left\{\gamma_{x}\right\}_{x \in \mathbb{R}^{d}}$ is the disintegration of $\gamma$ onto its first marginal $\mu$.

Proposition 1.4 (Wasserstein estimate between disintegrations). Let $\mu \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right)$, $\gamma^{1}=\int \gamma_{x}^{1} \mathrm{~d} \mu(x) \in \mathscr{P}_{c}\left(\mathbb{R}^{2 d}\right)$ and $\gamma^{2}=\int \gamma_{x}^{2} \mathrm{~d} \mu(x) \in \mathscr{P}_{c}\left(\mathbb{R}^{2 d}\right)$. Then, it holds that

$$
\begin{equation*}
W_{1}\left(\gamma^{1}, \gamma^{2}\right) \leq \int_{\mathbb{R}^{d}} W_{1}\left(\gamma_{x}^{1}, \gamma_{x}^{2}\right) \mathrm{d} \mu(x) \tag{1.6}
\end{equation*}
$$

Proof. Take $\xi \in \operatorname{Lip}\left(\mathbb{R}^{2 d}\right)$ with $\operatorname{Lip}\left(\xi ; \mathbb{R}^{2 d}\right) \leq 1$. One has that

$$
\int_{\mathbb{R}^{2 d}} \xi(x, r) \mathrm{d}\left(\gamma^{1}-\gamma^{2}\right)(x, r)=\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \xi(x, r) \mathrm{d}\left(\gamma_{x}^{1}-\gamma_{x}^{2}\right)(r) \mathrm{d} \mu(x) \leq \int_{\mathbb{R}^{d}} W_{1}\left(\gamma_{x}^{1}, \gamma_{x}^{2}\right) \mathrm{d} \mu(x)
$$

by Kantorovich duality (1.4) since the maps $r \mapsto \xi(x, r)$ are 1-Lipschitz for all $x \in \mathbb{R}^{d}$. Taking now the supremum over $\xi \in \operatorname{Lip}\left(\mathbb{R}^{2 d}\right)$ with $\operatorname{Lip}\left(\xi ; \mathbb{R}^{2 d}\right) \leq 1$ yields the desired estimate, again as a consequence of (1.4).

### 1.1.3 Absolutely continuous curves in $\left(\mathscr{P}_{2}\left(\mathbb{R}^{d}\right), W_{2}\right)$ and the analytical tangent space $\operatorname{Tan}_{\mu} \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$

In this section, we recall some structural results concerning continuity equations and absolutely continuous curves in Wasserstein spaces. We also link these concepts with the geometric structure of $\left(\mathscr{P}_{2}\left(\mathbb{R}^{d}\right), W_{2}\right)$, and in particular with its tangent space $\operatorname{Tan}_{\mu} \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$. We restrict our attention to the Wasserstein spaces of order 2 because in the subsequent chapters, we will only deal with compactly supported measures. We can therefore choose to use the squared Wasserstein distance which induces the metric structure which is the best suited to our control-theoretic purposes. Most of the notions presented in this section are borrowed from [17, Chapter 8].

Continuity equation in $\mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$ are hyperbolic equations in divergence form given in the general form

$$
\begin{equation*}
\partial_{t} \mu(t)+\nabla \cdot(\boldsymbol{w}(t, \cdot) \mu(t))=0, \tag{1.7}
\end{equation*}
$$

where $(t, x) \in[0, T] \times \mathbb{R}^{d} \mapsto \boldsymbol{w}(t, x) \in \mathbb{R}^{d}$ is a Borel vector field satisfying the integrability condition

$$
\int_{0}^{T} \int_{\mathbb{R}^{d}}|\boldsymbol{w}(t, x)|^{2} \mathrm{~d} \mu(t)(x) \mathrm{d} t<+\infty
$$

Equation (1.7) has to be understood in the sense of distributions against smooth and compactly supported test functions, i.e.

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{R}^{d}}\left(\partial_{t} \xi(t, x)+\left\langle\nabla_{x} \xi(t, x), \boldsymbol{w}(t, x)\right\rangle\right) \mathrm{d} \mu(t)(x) \mathrm{d} t=0 \tag{1.8}
\end{equation*}
$$

for any $\xi \in C_{c}^{\infty}\left([0, T] \times \mathbb{R}^{d}\right)$, or equivalently

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{R}^{d}} \xi(x) \mathrm{d} \mu(t)(x)=\int_{\mathbb{R}^{d}}\langle\nabla \xi(x), \boldsymbol{w}(t, x)\rangle \mathrm{d} \mu(t)(x), \tag{1.9}
\end{equation*}
$$

for any $\xi \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$.
Continuity equations play a fundamental role in the geometric structure of Wasserstein spaces. Indeed, they are the natural generalization of the concept of ODE to this setting, as supported by the following result which is a simplified statement of [17, Chapter 8.3.1].

Theorem 1.4 (Absolutely continuous curves in $\left.\left(\mathscr{P}_{2}\left(\mathbb{R}^{d}\right), W_{2}\right)\right)$. A curve of measures $t \in[0, T] \mapsto \mu(t) \in \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$ is absolutely continuous in the $W_{2}$-metric if and only if there exists a Borel velocity field $(t, x) \in[0, T] \times \mathbb{R}^{d} \mapsto \boldsymbol{w}(t, x)$ such that $\boldsymbol{w}(t, \cdot) \in L^{2}\left(\mathbb{R}^{d}, \mathbb{R}^{d} ; \mu(t)\right)$ for $\mathscr{L}^{1}$-almost every $t \in[0, T]$ and (1.7) holds in the sense of distributions.

This strict correspondence between absolutely continuous curves of measures and
solutions of continuity equations is what inspired the definition of the analytical tangent space to $\mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$.
Definition 1.6 (Wasserstein tangent space). We define the analytical tangent space $\operatorname{Tan}_{\mu} \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$ to $\mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$ at a measure $\mu \in \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$ by

$$
\begin{equation*}
\operatorname{Tan}_{\mu} \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)=\overline{\left\{\nabla \xi(\cdot) \text { s.t. } \xi \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)\right\}^{L^{2}(\mu)}} . \tag{1.10}
\end{equation*}
$$

This definition can be heuristically understood as follows. As illustrated by (1.8)-(1.9), the velocity field $\boldsymbol{w}(\cdot, \cdot)$ driving a continuity equation only acts on gradients of test functions. Besides, one can check that adding any divergence-free vector field to $\boldsymbol{w}(\cdot, \cdot)$ does not modify the corresponding solution of the continuity equation. It is therefore possible to select a canonical representative of minimum $L^{2}\left(\mathbb{R}^{d}, \mathbb{R}^{d} ; \mu(t)\right)$-norm among the velocity fields generating the same absolutely continuous curve $t \in[0, T] \mapsto \mu(t)$. Such a canonical representative belongs to $\operatorname{Tan}_{\mu} \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$.
Remark 1.1 (On the different notions of tangent spaces to $\left(\mathscr{P}_{2}\left(\mathbb{R}^{d}\right), W_{2}\right)$ ). As illustrated in [17, Chapters 8], it is possible to define several notions of tangent spaces to the Wasserstein space of order 2 . We termed the definition given in (1.10) to be analytical in the sense that it does not stem from any geometric or metric consideration, but only from the structure of continuity equations. Let it be noted however that this definition incorporates indirectly the geometry of $\left(\mathscr{P}_{2}\left(\mathbb{R}^{d}\right), W_{2}\right)$, since we know that gradients of test functions generate optimal transport maps by perturbation of the identity as a consequence of Theorem 1.3 and Corollary 1.1. Whence, gradients of test functions can be thought of as being tangent vectors to $\left(\mathscr{P}_{2}\left(\mathbb{R}^{d}\right), W_{2}\right)$. Moreover, it is proven in [17, Chapter 12] that $\operatorname{Tan}_{\mu} \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$ is the image of the metric tangent space - which is made of transport plans - by the barycentric projection (1.5).

### 1.2 First and second order differential calculus in $\left(\mathscr{P}_{2}\left(\mathbb{R}^{d}\right), W_{2}\right)$

In this section, we recall elements of subdifferential calculus in the Wasserstein space $\left(\mathscr{P}_{2}\left(\mathbb{R}^{d}\right), W_{2}\right)$, along with notions pertaining to second order calculus. For a thorough introduction to Wasserstein subdifferential calculus, we refer the reader [17, Chapters 9-11] where the full theory is developed and applied to the study of gradient flows. Concerning second order calculus, we refer the reader to $[16,88]$ for a comprehensive theoretical study of the topic, and to [57] for hands-on facts on Wasserstein Hessians.

### 1.2.1 Subdifferential calculus in Wasserstein spaces

Throughout this section, we denote by $\phi: \mathscr{P}_{2}\left(\mathbb{R}^{d}\right) \rightarrow(-\infty,+\infty]$ a proper and lowersemicontinuous functional. We denote the effective domain $D(\phi)$ of $\phi(\cdot)$ as the set of points where it is finite, i.e.

$$
D(\phi)=\left\{\mu \in \mathscr{P}_{2}\left(\mathbb{R}^{d}\right) \text { s.t. } \phi(\mu)<+\infty\right\} .
$$

We further assume that for $\tau_{*}>0$ small enough, the Moreau-Yosida relaxation of $\phi(\cdot)$ defined by

$$
\begin{equation*}
\phi_{\mathrm{M}}(\mu, \tau ; \cdot): \nu \mapsto \frac{1}{2 \tau} W_{2}^{2}(\mu, \nu)+\phi(\nu) \tag{1.11}
\end{equation*}
$$

attains a minimum at some $\mu_{\tau} \in D(\phi)$ for any $\tau \in\left(0, \tau_{*}\right)$. This technical assumption is satisfied whenever $\phi(\cdot)$ is bounded from below and at least lower-semicontinuous and is crucial for proving the main results of the theory developed in [17, Chapter 10].

We start by introducing the concept of extended subdifferentials for a functional defined over the Wasserstein space $\left(\mathscr{P}_{2}\left(\mathbb{R}^{d}\right), W_{2}\right)$.

Definition 1.7 (Extended subdifferential). Let $\mu^{1} \in D(\phi)$. We say that a transport plan $\boldsymbol{\gamma} \in \mathscr{P}_{2}\left(\mathbb{R}^{2 d}\right)$ belongs to the extended (Fréchet) subdifferential $\boldsymbol{\partial} \phi\left(\mu^{1}\right)$ of $\phi(\cdot)$ at $\mu^{1}$ provided that
(i) $\pi_{\#}^{1} \boldsymbol{\gamma}=\mu^{1}$,
(ii) for all $\mu^{3} \in \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$ it holds

$$
\phi\left(\mu^{3}\right)-\phi\left(\mu^{1}\right) \geq \inf _{\mu \in \Gamma_{o}^{1,3}\left(\gamma, \mu^{3}\right)}\left[\int_{\mathbb{R}^{3 d}}\left\langle x_{2}, x_{3}-x_{1}\right\rangle \mathrm{d} \mu\left(x_{1}, x_{2}, x_{3}\right)\right]+o\left(W_{2}\left(\mu^{1}, \mu^{3}\right)\right),
$$

where $\Gamma_{o}^{1,3}\left(\gamma, \mu^{3}\right)=\left\{\mu \in \Gamma\left(\gamma, \mu^{3}\right)\right.$ s.t. $\left.\pi_{\#}^{1,3} \mu \mu \Gamma_{o}\left(\mu^{1}, \mu^{3}\right)\right\}$. Moreover, we say that an extended subdifferential $\gamma$ is induced by a plan if there exists $\xi \in L^{2}\left(\mathbb{R}^{d}, \mathbb{R}^{d} ; \mu^{1}\right)$ such that $\gamma=(\operatorname{Id} \times \xi)_{\#} \mu^{1}$.

We say that a transport plan $\gamma \in \mathscr{P}_{2}\left(\mathbb{R}^{2 d}\right)$ belongs to the strong extended subdifferential $\boldsymbol{\partial}_{S} \phi\left(\mu^{1}\right)$ of $\phi(\cdot)$ at $\mu^{1}$ if the following stronger condition

$$
\begin{equation*}
\phi\left(\mu^{3}\right)-\phi\left(\mu^{1}\right) \geq \int_{\mathbb{R}^{3 d}}\left\langle x_{2}, x_{3}-x_{1}\right\rangle \mathrm{d} \mu\left(x_{1}, x_{2}, x_{3}\right)+o\left(W_{2, \mu}\left(\mu^{1}, \mu^{3}\right)\right), \tag{1.12}
\end{equation*}
$$

holds for any $\mu^{3} \in \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$ and $\mu \in \Gamma\left(\gamma, \mu^{3}\right)$. Here for $\mu \in \mathscr{P}\left(\mathbb{R}^{3 d}\right)$, the quantity $W_{2, \mu}\left(\mu^{1}, \mu^{3}\right)$ is defined by

$$
W_{2, \mu}\left(\mu^{1}, \mu^{3}\right)=\left(\int_{\mathbb{R}^{2 d}}\left|x_{1}-x_{3}\right|^{2} \mathrm{~d} \mu\left(x_{1}, x_{2}, x_{3}\right)\right)^{1 / 2} .
$$

We now introduce the technical notions of regularity and metric slope that are instrumental in deriving a sufficient condition for the extended subdifferential of a functional to be non-empty. This result is stated in Theorem 1.5 and its proof can be found in [17, Theorem 10.3.10].

Definition 1.8 (Regular functionals over $\left(\mathscr{P}_{2}\left(\mathbb{R}^{d}\right), W_{2}\right)$ and metric slope). A proper and lower semicontinuous functional $\phi(\cdot)$ is said to be regular provided that whenever $\left(\mu_{n}\right) \subset \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$ and $\left(\gamma_{n}\right) \subset \mathscr{P}_{2}\left(\mathbb{R}^{2 d}\right)$ are taken such that

$$
\left\{\begin{array}{l}
\mu_{n} \xrightarrow{W_{2}} \mu \text { in } \mathscr{P}_{2}\left(\mathbb{R}^{d}\right), \quad \phi\left(\mu_{n}\right) \longrightarrow \tilde{\phi} \text { in } \mathbb{R}, \\
\gamma_{n} \in \boldsymbol{\partial}_{S} \phi\left(\mu_{n}\right) \forall n \geq 1, \gamma_{n} \xrightarrow{W_{2}} \boldsymbol{\gamma} \text { in } \mathscr{P}_{2}\left(\mathbb{R}^{2 d}\right),
\end{array}\right.
$$

it implies that $\boldsymbol{\gamma} \in \boldsymbol{\partial} \phi(\mu)$ and $\tilde{\phi}=\phi(\mu)$.
Furthermore, we define the metric slope $|\partial \phi|(\mu)$ of the functional $\phi(\cdot)$ at $\mu \in D(\phi)$ as

$$
|\partial \phi|(\mu)=\underset{\nu \rightarrow \mu}{\limsup }\left[\frac{(\phi(\mu)-\phi(\nu))^{+}}{W_{2}(\mu, \nu)}\right],
$$

where (•)+ denotes the positive part.
Theorem 1.5 (Link between extended subdifferentials and metric slopes). Let $\phi(\cdot)$ be a proper, lower-semicontinuous, bounded from below and regular functional over $\mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$. Then, the extended subdifferential $\boldsymbol{\partial} \phi(\mu)$ of $\phi(\cdot)$ at some $\mu \in D(\phi)$ is non-empty if and only if its metric slope $|\partial \phi|(\mu)$ at $\mu$ is finite.

In which case, there exists a unique minimal selection in $\boldsymbol{\partial} \phi(\mu)$, denoted by $\boldsymbol{\partial}^{\circ} \phi(\mu)$, satisfying

$$
\begin{aligned}
\left(\int_{\mathbb{R}^{2 d}}|r|^{2} \mathrm{~d}\left(\boldsymbol{\partial}^{\circ} \phi(\mu)\right)(x, r)\right)^{1 / 2} & =\min _{\boldsymbol{\gamma}}\left\{\left(\int_{\mathbb{R}^{2 d}}|r|^{2} \mathrm{~d} \gamma(x, r)\right)^{1 / 2} \text { s.t. } \gamma \in \boldsymbol{\partial} \phi(\mu)\right\} \\
& =|\partial \phi|(\mu)
\end{aligned}
$$

This minimal selection can be explicitly characterized as follows : let $\mu_{\tau}$ be the minimizer of the Moreau-Yosida functional (1.11) for some $\tau \in\left(0, \tau_{*}\right)$. Then there exists a family of strong subdifferentials $\left(\gamma_{\tau}\right) \subset\left(\boldsymbol{\partial}_{S} \phi\left(\mu_{\tau}\right)\right)$ which converges towards $\boldsymbol{\partial}^{\circ} \phi(\mu)$ in the $W_{2}{ }^{-}$ metric along a suitable vanishing sequence $\tau_{n} \downarrow 0$.

As in the more classical theory of subdifferential calculus in Euclidean spaces, it is possible to compute directional derivatives of sufficiently nice functionals by using subgradients. These results can be generalized to smooth Riemannian manifolds to compute directional derivatives along vectors which belong to the tangent space. This analogy still holds in the setting of Wasserstein spaces and gives rise to the following chainrule involving $\operatorname{Tan}_{\mu} \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$, which is a simplified version of [17, Proposition 10.3.18].

Proposition 1.5 (Directional derivative along tangent vectors). Let $\xi \in \operatorname{Tan}_{\mu} \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$, $\bar{s}>0$ and $\phi: \mathscr{P}_{2}\left(\mathbb{R}^{d}\right) \rightarrow(-\infty,+\infty]$ be a lower-semicontinuous and proper functional. Furthermore, suppose that
(i) $|\partial \phi(\mu)|<+\infty$.
(ii) The map $s \in(-\bar{s}, \bar{s}) \mapsto \phi\left((\operatorname{Id}+\epsilon \xi)_{\#} \mu\right)$ is differentiable at $s=0$.

Then, it holds that

$$
\frac{\mathrm{d}}{\mathrm{~d} s} \phi\left((\operatorname{Id}+s \xi)_{\# \mu} \mu\right)_{\mid s=0}=\int_{\mathbb{R}^{2 d}}\langle r, \xi(x)\rangle \mathrm{d} \gamma(x, r)
$$

for any $\boldsymbol{\gamma} \in \boldsymbol{\partial} \phi(\mu)$.
In Chapter 2, our proof of the Pontryagin Maximum Principle by perturbation methods will require a more general Wasserstein chainrule. More precisely, we will need such a chainrule for curves of measures of the form $\epsilon \mapsto \mu(\epsilon)=\mathcal{G}(\epsilon, \cdot)_{\# \mu}$, where $\epsilon \mapsto \mathcal{G}(\epsilon, \cdot)$ is Fréchet differentiable at $\epsilon=0$. In this case, one would a priori need to restrict himself to strong subdifferentials, since $\frac{\mathrm{d}}{\mathrm{d} \epsilon} \mathcal{G}(\epsilon, \cdot)$ is not an optimal transport map in general. Yet, there is generically no reason for the strong subdifferential of a functional be non-empty, except at the points $\mu_{\tau_{n}}$ where the minimum of the Moreau-Yosida relaxation (1.11) is reached.

In Proposition 1.6, we condense some of the results of [17, Chapter 10] in order to provide a chain rule that allows to compute derivatives along smooth vector fields using the minimal selection $\boldsymbol{\partial}^{\circ} \phi(\mu)$. For simplicity, we state this result in the framework of the Wasserstein space $\mathscr{P}_{c}\left(\mathbb{R}^{d}\right)$.

Proposition 1.6 (Minimal selection and chain rule along smooth vector fields). Let $K \subset \mathbb{R}^{d}$ be a compact set, $\mu \in \mathscr{P}(K)$ and $\phi: \mathscr{P}(K) \rightarrow(-\infty,+\infty]$ be Lipschitz in the $W_{2}$-metric, regular in the sense of Definition 1.8, and uniformly bounded over $\mathscr{P}(K)$. Let $\mathcal{G} \in \operatorname{Lip}\left((-\bar{\epsilon}, \bar{\epsilon}), C^{0}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)\right)$ be a function satisfying the following assumptions.
(i) $\mathcal{G}(0, \cdot)=\operatorname{Id}$ and $\epsilon \mapsto \mathcal{G}(\epsilon, x)$ is Fréchet-differentiable at $\epsilon=0$ uniformly with respect to $x \in K$.
(ii) $\operatorname{supp}\left(\mathcal{G}(\epsilon, \cdot)_{\# \mu} \mu\right) \subset K$ for all $\epsilon \in(-\bar{\epsilon}, \bar{\epsilon})$
(iii) The directional derivative map $\mathcal{F}: x \mapsto \frac{\mathrm{~d}}{\mathrm{~d} \epsilon}[\mathcal{G}(\epsilon, x)]_{\epsilon=0}$ is continuous.

Furthermore, suppose that the map $\epsilon \mapsto \phi\left(\mathcal{G}(\epsilon, \cdot)_{\#} \mu\right)$ is differentiable at $\epsilon=0$.
Then, it holds that

$$
\frac{\mathrm{d}}{\mathrm{~d} \epsilon} \phi\left(\mathcal{G}(\epsilon, \cdot)_{\#} \mu\right)_{\epsilon=0}=\int_{\mathbb{R}^{2 d}}\left\langle\bar{\gamma}_{\phi}^{\circ}(x), \mathcal{F}(x)\right\rangle \mathrm{d} \mu(x)
$$

where $\overline{\boldsymbol{\gamma}}_{\phi}^{\circ} \in L^{2}\left(\mathbb{R}^{d}, \mathbb{R}^{d} ; \mu\right)$ is the barycenter of $\boldsymbol{\partial}^{\circ} \phi(\mu)$.

Proof. First remark that it holds for any $\nu \in \mathscr{P}(K)$

$$
(\phi(\mu)-\phi(\nu))^{+} \leq \operatorname{Lip}(\phi, \mathscr{P}(K)) W_{2}(\mu, \nu)
$$

where $\operatorname{Lip}(\phi, \mathscr{P}(K))$ is the Lipschitz constant of $\phi(\cdot)$ on $\mathscr{P}(K)$. Hence, $|\partial \phi|(\mu)$ is uniformly bounded by $\operatorname{Lip}(\phi, \mathscr{P}(K))$. Moreover, the assumption that $\phi(\cdot)$ is bounded from below and Lipschitz on sets of uniformly compactly supported measures implies that for $\tau_{*}>0$ small enough, the Moreau-Yosida functional $\Phi_{\mathrm{M}}(\mu, \tau ; \cdot)$ defined in (1.11) attains a minimum point $\mu_{\tau} \in D(\phi) \subset \mathscr{P}(K)$ for any $\tau \in\left(0, \tau_{*}\right)$. Thus, by Theorem 1.5, $\boldsymbol{\partial} \phi(\mu)$ is non-empty and contains at least the minimal selection $\boldsymbol{\partial}^{\circ} \phi(\mu)$ at any $\mu \in \mathscr{P}(K)$.

Consider a sequence $\left(\tau_{n}\right) \subset\left(0, \tau_{*}\right)$ converging to 0 and the corresponding sequence of strong subdifferentials $\left(\gamma_{\tau_{n}}\right) \subset\left(\boldsymbol{\partial}_{S} \phi\left(\mu_{\tau_{n}}\right)\right)$ converging towards $\boldsymbol{\partial}^{\circ} \phi(\mu)$ in the $W_{2^{-}}$ metric. Pick $\epsilon \in(0, \bar{\epsilon})$ small enough and choose $\mu_{\epsilon}^{\tau_{n}}=\left(\pi^{1}, \pi^{2}, \mathcal{G}(\epsilon, \cdot) \circ \pi^{1}\right)_{\#} \gamma_{\tau_{n}} \in$ $\Gamma\left(\gamma_{\tau_{n}}, \mathcal{G}(\epsilon, \cdot)_{\#} \mu_{\tau_{n}}\right)$. By the definition of strong subdifferentials given in (1.12), it holds that

$$
\begin{equation*}
\frac{\phi\left(\mathcal{G}(\epsilon, \cdot)_{\#} \mu_{\tau_{n}}\right)-\phi\left(\mu_{\tau_{n}}\right)}{\epsilon} \geq \int_{\mathbb{R}^{2 d}}\left\langle r, \frac{\mathcal{G}(\epsilon, x)-x}{\epsilon}\right\rangle \mathrm{d} \gamma_{\tau_{n}}(x, r)+o(1) \tag{1.13}
\end{equation*}
$$

since

$$
o\left(W_{2, \mu \mu}\left(\mathcal{G}(\epsilon, \cdot)_{\#} \mu_{\tau_{n}}, \mu_{\tau_{n}}\right)\right)=o\left(\|\mathcal{G}(\epsilon, \cdot)-\operatorname{Id}\|_{L^{2}\left(\mu_{\tau_{n}}\right)}\right)=o(\epsilon)
$$

for all $n \geq 1$. Remark that the left hand side of $(1.13)$ is bounded over $\mathscr{P}(K)$ uniformly with respect to $n \geq 1$ and $\epsilon \in(0, \bar{\epsilon})$ by Lipschitzianity of $\phi(\cdot)$.

We recall that $\gamma_{\tau_{n}} \xrightarrow{W_{2}} \boldsymbol{\partial}^{\circ} \phi(\mu)$ in $\mathscr{P}_{2}\left(\mathbb{R}^{2 d}\right)$. Notice that the whole sequence $\left(\mu_{\tau_{n}}\right)$ is in $\mathscr{P}(K)$, thus for all $\epsilon \in(0, \bar{\epsilon})$ the maps $x \mapsto|(\mathcal{G}(\epsilon, x)-x) / \epsilon|^{2}$ are uniformly integrable with respect to $\left\{\pi_{\#}^{1} \gamma_{\tau_{n}}\right\}_{n=1}^{+\infty}$. Hence, the maps $(x, r) \mapsto|\langle r,(\mathcal{G}(\epsilon, x)-x) / \epsilon\rangle|$ are uniformly integrable with respect to $\left\{\gamma_{n}\right\}_{n=1}^{+\infty}$ and the application of Proposition 1.2-(i) implies that
for all $\epsilon \in(0, \bar{\epsilon})$,

$$
\begin{align*}
\int_{\mathbb{R}^{2 d}}\left\langle r, \frac{\mathcal{G}(\epsilon, x)-x}{\epsilon}\right\rangle \mathrm{d} \gamma_{\tau_{n}}(x, r) & \underset{\tau_{n} \downarrow 0}{\longrightarrow} \int_{\mathbb{R}^{2 d}}\left\langle r, \frac{\mathcal{G}(\epsilon, x)-x}{\epsilon}\right\rangle \mathrm{d}\left(\boldsymbol{\partial}^{\circ} \phi(\mu)\right)(x, r) \\
& =\int_{\mathbb{R}^{d}}\left\langle\bar{\gamma}_{\phi}^{\circ}(x), \frac{\mathcal{G}(\epsilon, x)-x}{\epsilon}\right\rangle \mathrm{d} \mu(x) \tag{1.14}
\end{align*}
$$

where we used the notion barycenter of a plan introduced in Definition 1.5.
Moreover, the Lipschitz regularity in the $W_{2}$-metric of $\phi(\cdot)$ over $\mathscr{P}(K)$ together with Proposition 1.2-(ii) imply that

$$
\begin{equation*}
\phi\left(\mathcal{G}(\epsilon, \cdot)_{\#} \mu_{\tau_{n}}\right) \longrightarrow \phi\left(\mathcal{G}(\epsilon, \cdot)_{\#} \mu\right) \tag{1.15}
\end{equation*}
$$

Thus, merging $(1.13),(1.14)$ and (1.15), we prove that for any $\epsilon \in(0, \bar{\epsilon})$ with $\bar{\epsilon}>0$ small enough, it holds

$$
\frac{\phi\left(\mathcal{G}(\epsilon, \cdot)_{\#} \mu\right)-\phi(\mu)}{\epsilon} \geq \int_{\mathbb{R}^{d}}\left\langle\bar{\gamma}_{\phi}^{\circ}(x), \frac{\mathcal{G}(\epsilon, x)-x}{\epsilon}\right\rangle \mathrm{d} \mu(x)+o(1)
$$

The family of maps $\left(\left|\left\langle\bar{\gamma}_{\phi}^{\circ}(\cdot),(\mathcal{G}(\epsilon, \cdot)-\mathrm{Id}) / \epsilon\right\rangle\right|\right)_{\epsilon \in(0, \bar{\epsilon})}$ is uniformly integrable with respect to $\mu$ as a consequence of our assumptions made on the functions $\mathcal{G}(\cdot, \cdot)$. It also holds that $\left|\left\langle\bar{\gamma}_{\phi}^{\circ}(\cdot), \mathcal{F}(\cdot)\right\rangle\right|<+\infty \mu$-almost everywhere. Therefore, letting $\epsilon \downarrow 0$ and invoking Proposition 1.2-(iii), we recover that

$$
\lim _{\epsilon \downarrow 0}\left[\frac{\phi\left(\mathcal{G}(\epsilon, \cdot)_{\# \mu)-\phi(\mu)}^{\epsilon}\right.}{\epsilon}\right] \geq \int_{\mathbb{R}^{d}}\left\langle\bar{\gamma}_{\phi}^{\circ}(x), \mathcal{F}(x)\right\rangle \mathrm{d} \mu(x) .
$$

Following the same steps with $\epsilon \in(-\bar{\epsilon}, 0)$, we obtain the converse inequality for $\epsilon \uparrow 0$

$$
\lim _{\epsilon \uparrow 0}\left[\frac{\phi\left(\mathcal{G}(\epsilon, \cdot)_{\#} \mu\right)-\phi(\mu)}{\epsilon}\right] \leq \int_{\mathbb{R}^{d}}\left\langle\bar{\gamma}_{\phi}^{\circ}(x), \mathcal{F}(x)\right\rangle \mathrm{d} \mu(x) .
$$

Since we assumed that $\epsilon \mapsto \phi\left(\mathcal{G}(\epsilon, \cdot)_{\#} \mu\right)$ is differentiable at $\epsilon=0$, both limits coincide and

$$
\frac{\mathrm{d}}{\mathrm{~d} \epsilon}\left[\phi\left(\mathcal{G}(\epsilon, \cdot)_{\#} \mu\right)\right]_{\epsilon=0}=\int_{\mathbb{R}^{d}}\left\langle\bar{\gamma}_{\phi}^{\circ}(x), \mathcal{F}(x)\right\rangle \mathrm{d} \mu(x)
$$

which proves our claim.
Remark 1.2 (The case $\left.\boldsymbol{\partial}_{S} \phi(\mu) \neq \emptyset\right)$. When $\boldsymbol{\partial}_{S} \phi(\mu)$ is non-empty, the previous chain rule can be applied with any strong subdifferential and for more general classes of vector fields, see e.g. [17, Remark 10.3.2].

The interest of proving this kind of result for the minimal selection is twofold. First, as recalled in Theorem 1.5, a minimal selection always exists when the extended subdifferential is non-empty. Second, minimal selections can be computed explicitly even in very general settings for a wide range of functionals, see e.g. [17, Chapter 10.4].

### 1.2.2 Classical subdifferentials and Wasserstein gradients

In Proposition 1.6, we have proven a general chain rule along curves of measures generated by 1-parameter families of smooth vector fields. In Chapter 3, we will also
require such a chain rule for curves of measures generated by multi-dimensional families of vector fields $\mathcal{G}: \mathbb{R}^{N} \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$. In this context however, the subdifferentiability of the functional in the sense of Definition 1.7 is not sufficient to perform such an expansion.

With this goal in mind, we introduce the stronger and simpler notion of classical Wasserstein subdifferential in the followin definition.

Definition 1.9 (Classical Wasserstein subdifferentials and superdifferentials). Let $\mu \in$ $D(\phi)$. We say that a map $\xi \in L^{2}\left(\mathbb{R}^{d}, \mathbb{R}^{d} ; \mu\right)$ belongs to the classical subdifferential $\partial^{-} \phi(\mu)$ of $\phi(\cdot)$ at $\mu$ provided that

$$
\phi(\nu)-\phi(\mu) \geq \sup _{\gamma \in \Gamma_{o}(\mu, \nu)} \int_{\mathbb{R}^{2 d}}\langle\xi(x), y-x\rangle \mathrm{d} \gamma(x, y)+o\left(W_{2}(\mu, \nu)\right)
$$

for all $\nu \in \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$. Similarly, we say that a map $\xi \in L^{2}\left(\mathbb{R}^{d}, \mathbb{R}^{d} ; \mu\right)$ belongs to the classical superdifferential $\partial^{+} \phi(\mu)$ of $\phi(\cdot)$ at $\mu$ if $(-\xi) \in \partial^{-}(-\phi)(\mu)$.

It has been proven recently in [86] that the definition of classical Wasserstein subdifferential involving a supremum taken over the set of optimal transport plans is equivalent to the usual one introduced in [17] and described in Definition 1.7 which involves an infimum. This allows for the elaboration of a convenient notion of differentiability in Wasserstein spaces as detailed below.
Definition 1.10 (Differentiable functionals in $\left.\left(\mathscr{P}_{2}\left(\mathbb{R}^{d}\right), W_{2}\right)\right)$. A functional $\phi: \mathscr{P}_{2}\left(\mathbb{R}^{d}\right) \mapsto$ $\mathbb{R}$ is said to be Wasserstein-differentiable at some $\mu \in D(\phi)$ if $\partial^{-} \phi(\mu) \cap \partial^{+} \phi(\mu) \neq \emptyset$. In this case, there exists a unique element $\nabla_{\mu} \phi(\mu) \in \partial^{-} \phi(\mu) \cap \partial^{+} \phi(\mu) \cap \operatorname{Tan}_{\mu} \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$ called the Wasserstein gradient of $\phi(\cdot)$ at $\mu$, which satisfies

$$
\begin{equation*}
\phi(\nu)-\phi(\mu)=\int_{\mathbb{R}^{2 d}}\left\langle\nabla_{\mu} \phi(\mu)(x), y-x\right\rangle \mathrm{d} \gamma(x, y)+o\left(W_{2}(\mu, \nu)\right) \tag{1.16}
\end{equation*}
$$

for any $\nu \in \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$ and any $\gamma \in \Gamma_{o}(\mu, \nu)$.
Given a Wasserstein-differentiable functional $\phi(\cdot)$, we can define its Lie derivative in a tangent direction $\xi \in \operatorname{Tan}_{\mu} \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$ by

$$
\begin{equation*}
\mathcal{L}_{\xi} \phi(\mu)=\frac{\mathrm{d}}{\mathrm{~d} s} \phi\left((\mathrm{Id}+s \xi)_{\# \mu} \mu\right)_{\mid s=0}=\int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \phi(\mu)(x), \xi(x)\right\rangle \mathrm{d} \mu(x) \tag{1.17}
\end{equation*}
$$

which exists an is uniquely determined as a consequence of Proposition 1.5 and Definition 1.10.

In the following proposition, we show that the Wasserstein gradient introduced in Definition 1.10 coincides - when it exists - with the barycenter of the minimal selection in the extended subdifferential defined in Theorem 1.5.
Proposition 1.7 (Wasserstein gradients are minimal selections). Let $\phi: \mathscr{P}_{2}\left(\mathbb{R}^{d}\right) \rightarrow$ $(-\infty, \infty]$ be differentiable at $\mu \in D(\phi)$ in the sense of Definition 1.10. Then the minimal selection in the extended subdifferential exists and is induced by the Wasserstein gradient, i.e. $\partial^{\circ} \phi(\mu)=\left(\operatorname{Id} \times \nabla_{\mu} \phi(\mu)\right)_{\#} \mu$.

Proof. Since $\phi(\cdot)$ is differentiable at $\mu \in D(\phi)$, it holds that $\left(\operatorname{Id} \times \nabla_{\mu} \phi(\mu)\right)_{\#} \mu \in \boldsymbol{\partial} \phi(\mu)$ so that the extended Fréchet subdifferential of $\phi(\cdot)$ in the sense of Definition 1.7 is non-empty. Therefore by Theorem 1.5, there exists a minimal selection $\boldsymbol{\partial}^{\circ} \phi(\mu)$.

Let $\xi \in \operatorname{Tan}_{\mu} \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$ and $\bar{s}>0$ be a small parameter. As a consequence of (1.16) and (1.17), the map $s \in(-\bar{s}, \bar{s}) \mapsto \phi\left((\operatorname{Id}+s \xi)_{\#} \mu\right)$ is differentiable at $s=0$ with derivative

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} s} \phi\left((\operatorname{Id}+s \xi)_{\#} \mu\right)_{\mid s=0}=\int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \phi(\mu)(x), \xi(x)\right\rangle \mathrm{d} \mu(x) \tag{1.18}
\end{equation*}
$$

Moreover, the chain rule of Proposition 1.5 also implies that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} s} \phi\left((\operatorname{Id}+s \xi)_{\# \mu} \mu\right)_{\mid s=0}=\int_{\mathbb{R}^{d}}\left\langle\bar{\gamma}_{\phi}^{\circ}(x), \xi(x)\right\rangle \mathrm{d} \mu(x) \tag{1.19}
\end{equation*}
$$

where $\overline{\boldsymbol{\gamma}}_{\phi}^{\circ}(\cdot)$ denotes the barycentric projection of $\boldsymbol{\partial}^{\circ} \phi(\mu)$. By merging (1.18) and (1.19), we obtain that

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \phi(\mu)(x)-\bar{\gamma}_{\phi}^{\circ}(x), \xi(x)\right\rangle \mathrm{d} \mu(x)=0 \tag{1.20}
\end{equation*}
$$

for any $\xi \in \operatorname{Tan}_{\mu} \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$.
Recall now that by Definition 1.10, the Wasserstein gradient $\nabla_{\mu} \phi(\mu)(\cdot)$ belongs to the analytical tangent space $\operatorname{Tan}_{\mu} \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$. Choosing in particular $\xi(\cdot)=\nabla_{\mu} \phi(\mu)(\cdot)$ in (1.20) and applying Cauchy-Schwarz inequality, we obtain that

$$
\left(\int_{\mathbb{R}^{d}}\left|\nabla_{\mu} \phi(\mu)(x)\right|^{2} \mathrm{~d} \mu(x)\right)^{1 / 2} \leq\left(\int_{\mathbb{R}^{d}}\left|\bar{\gamma}_{\phi}^{\circ}(x)\right|^{2} \mathrm{~d} \mu(x)\right)^{1 / 2}
$$

There now remains to observe that as a consequence of the definition of barycentric projection (1.5) and Young's inequality, it holds that

$$
\begin{aligned}
\int_{\mathbb{R}^{d}}\left|\bar{\gamma}_{\phi}^{\circ}(x)\right|^{2} \mathrm{~d} \mu(x) & =\int_{\mathbb{R}^{d}}\left|\int_{\mathbb{R}^{d}} r \mathrm{~d}\left(\boldsymbol{\partial}^{\circ} \phi(\mu)\right)_{x}(r)\right|^{2} \mathrm{~d} \mu(x) \\
& \leq \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}|r|^{2} \mathrm{~d}\left(\boldsymbol{\partial}^{\circ} \phi(\mu)\right)_{x}(r) \mathrm{d} \mu(x)=\int_{\mathbb{R}^{d}}|r|^{2} \mathrm{~d}\left(\boldsymbol{\partial}^{\circ} \phi(\mu)\right)(x, r)
\end{aligned}
$$

We can therefore conclude that $\boldsymbol{\partial}^{\circ} \phi(\mu)=\left(\operatorname{Id} \times \nabla_{\mu} \phi(\mu)\right)_{\#} \mu$ since $\left(\operatorname{Id} \times \nabla_{\mu} \phi(\mu)\right)_{\#} \mu \in \boldsymbol{\partial} \phi(\mu)$ and $\left\|\nabla_{\mu} \phi(\mu)\right\|_{L^{2}(\mu)} \leq|\partial \phi|(\mu)$.

Remark 1.3 (Barycenters of minimal selections are tangent). The proof that we gave for Proposition 1.7 is pretty direct, but maybe not the most insightful from a geometric point of view. Another way to look at this is to remark that $\bar{\gamma}_{\phi}^{\circ}(\cdot)$ belongs to $\operatorname{Tan}_{\mu} \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$. This is due to the fact that the minimal selection belongs to the metric tangent space by construction (see the proofs of Theorems 10.3 .10 and 10.3.11), which image under the barycentric projection is $\operatorname{Tan}_{\mu} \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$ (see [17, Theorem 12.4.4]).

We end this primer on first order Wasserstein calculus by generalizing in Proposition 1.8 below the chain rule formula of Proposition 1.6 for Wasserstein differentiable functionals along multi-dimensional families of measures.

Proposition 1.8 (Chain rule along multi-dimensional perturbations by smooth vector fields). Let $K \subset \mathbb{R}^{d}$ be a compact set and $\mu \in \mathscr{P}(K)$. Suppose that $\phi: \mathscr{P}(K) \rightarrow$ $(-\infty,+\infty]$ is Lipschitz in the $W_{2}$-metric, regular in the sense of Definition 1.8 and Wasserstein differentiable over $\mathscr{P}(K)$. Given $N \geq 1$ and a small parameter $\epsilon>0$, suppose that $\mathcal{G} \in C^{0}\left([-\epsilon, \epsilon]^{N} \times K, \mathbb{R}^{d}\right)$ is a function such that the following holds.
(i) $\mathcal{G}(0, \cdot)=\operatorname{Id}$ and $e \mapsto \mathcal{G}(e, x)$ is Fréchet-differentiable at $e=0$ uniformly with respect to $x \in K$.
(ii) $\operatorname{supp}\left(\mathcal{G}(e, \cdot)_{\#} \mu\right) \subset K$ for all $e \in[-\epsilon, \epsilon]^{N}$.
(iii) The directional derivative map

$$
\mathcal{F}_{\sigma}: x \in K \mapsto \mathrm{D}_{e} \mathcal{G}(0, x) \sigma=\sum_{k=1}^{N} \sigma_{k} \mathcal{F}_{k}(x)
$$

is continuous for all $\sigma \in[-\epsilon, \epsilon]^{N}$.
Then, the map $e \in[-\epsilon, \epsilon]^{N} \mapsto \phi\left(\mathcal{G}(e, \cdot)_{\#} \mu\right)$ is Fréchet-differentiable at $e=0$ and

$$
\begin{align*}
\nabla_{e}\left(\phi\left(\mathcal{G}(e, \cdot)_{\#} \mu\right)\right)_{\mid e=0}(\sigma) & =\int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \phi(\mu)(x), \mathrm{D}_{e} \mathcal{G}(0, x) \sigma\right\rangle \mathrm{d} \mu(x) \\
& =\sum_{k=1}^{N} \sigma_{k} \int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \phi(\mu)(x), \mathcal{F}_{k}(x)\right\rangle \mathrm{d} \mu(x) \tag{1.21}
\end{align*}
$$

for any $\sigma \in[-\epsilon, \epsilon]^{N}$.

Proof. Even though the proof relies on the same arguments as that of Proposition 1.6, we include it in the manuscript to highlight where the need of higher differentiability requirements comes into play. By assumption, $\phi(\cdot)$ is Lipschitz over $\mathscr{P}(K)$ in the $W_{2^{-}}$ metric, regular in the sense of Definition 1.8 and Wasserstein-differentiable in the sense of Definition 1.10 at $\mu$. Hence, $|\partial \phi|(\mu)<+\infty$ and $\partial^{\circ} \phi(\mu)=\left(\operatorname{Id} \times \nabla_{\mu} \phi(\mu)\right)_{\#} \mu$ as a consequence of Proposition 1.7.

Let $\left(\tau_{n}\right) \subset\left(0, \tau_{*}\right)$ be a suitable vanishing sequence, $\left(\mu_{\tau_{n}}\right) \subset D(\phi)$ be a sequence of minimizers of the Moreau-Yosida functional (1.11) and $\left(\gamma_{\tau_{n}}\right) \subset\left(\boldsymbol{\partial}_{S} \phi\left(\mu_{\tau_{n}}\right)\right)$ be the corresponding sequence of strong subdifferentials converging in the $W_{2}$-metric towards $\left(\operatorname{Id} \times \nabla_{\mu} \phi(\mu)\right)_{\#} \mu$. For any $\sigma \in[-\epsilon, \epsilon]^{N}$, define the family of 3-plans $\mu_{\sigma}^{\tau_{n}}=\left(\pi^{1}, \pi^{2}, \mathcal{G}(\sigma, \cdot) \circ\right.$ $\left.\pi^{1}\right)_{\#} \gamma_{\tau_{n}}$. By (1.12), it holds that

$$
\frac{\phi\left(\mathcal{G}(\sigma, \cdot)_{\#} \mu_{\tau_{n}}\right)-\phi\left(\mu_{\tau_{n}}\right)}{|\sigma|} \geq \int_{\mathbb{R}^{2 d}}\left\langle r, \frac{\mathcal{G}(\sigma, x)-x}{|\sigma|}\right\rangle \mathrm{d} \gamma_{\tau_{n}}(x, r)+o(1)
$$

since $o\left(W_{2,} \mu_{\sigma}^{\tau_{n}}\left(\mu_{\tau_{n}}, \mathcal{G}(\sigma, \cdot)_{\#} \mu_{\tau_{n}}\right)\right)=o\left(\|\mathcal{G}(\sigma, \cdot)-\operatorname{Id}\|_{L^{2}\left(\mu_{\tau_{n}}\right)}\right)=o(|\sigma|)$. For all $\sigma \in[-\epsilon, \epsilon]^{N}$, the maps $(x, r) \mapsto|\langle r,(\mathcal{G}(\sigma, x)-x) /| \sigma|\rangle \mid$ are continuous and uniformly integrable with respect to the family of measures $\left\{\gamma_{\tau_{n}}\right\}_{n=1}^{+\infty}$. By a classical convergence result for sequences of measures (see e.g. [17, Lemma 5.1.7]), we recover that

$$
\begin{align*}
\int_{\mathbb{R}^{2 d}}\left\langle r, \frac{\mathcal{G}(\sigma, x)-x}{|\sigma|}\right\rangle \mathrm{d} \gamma_{\tau_{n}}(x, r) & \underset{n \rightarrow+\infty}{\longrightarrow} \int_{\mathbb{R}^{2 d}}\left\langle r, \frac{\mathcal{G}(\sigma, x)-x}{|\sigma|}\right\rangle \mathrm{d}\left(\boldsymbol{\partial}^{\circ} \phi(\mu)\right)(x, r) \\
& =\int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \phi(\mu)(x), \frac{\mathcal{G}(\sigma, x)-x}{|\sigma|}\right\rangle \mathrm{d} \mu(x) \tag{1.22}
\end{align*}
$$

Furthermore, the continuity of $x \mapsto \mathcal{G}(\sigma, x)$ uniformly with respect to $\sigma \in[-\epsilon, \epsilon]^{N}$
together with the Lipschitzianity of $\phi(\cdot)$ with respect to the $W_{2}$-topology implies that

$$
\begin{equation*}
\frac{\phi\left(\mathcal{G}(\sigma, \cdot)_{\#} \mu_{\tau_{n}}\right)-\phi\left(\mu_{\tau_{n}}\right)}{|\sigma|} \underset{n \rightarrow+\infty}{\longrightarrow} \frac{\phi\left(\mathcal{G}(\sigma, \cdot)_{\#} \mu_{\tau}\right)-\phi\left(\mu_{\tau}\right)}{|\sigma|} \tag{1.23}
\end{equation*}
$$

Merging together (1.22) and (1.23) and applying Vitali's Convergence Theorem to the $\mu$-uniformly integrable family of maps $\sigma \mapsto\left\langle\nabla_{\mu} \phi(\mu)(\cdot),(\mathcal{G}(\sigma, \cdot)-\mathrm{Id}) /\right| \sigma\rangle$ (see e.g. [14, Exercise 1.18]), we obtain that

$$
\begin{aligned}
\frac{\phi\left(\mathcal{G}(\sigma, \cdot)_{\# \mu} \mu\right)-\phi(\mu)}{|\sigma|} & \geq \int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \phi(\mu)(x), \mathrm{D}_{e} \mathcal{G}(0, x) \sigma\right\rangle \mathrm{d} \mu(x)+o(1) \\
& =\sum_{k=1}^{N} \sigma_{k} \int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \phi(\mu)(x), \mathcal{F}_{k}(x)\right\rangle \mathrm{d} \mu(x)+o(1)
\end{aligned}
$$

Using the fact that $\left(\operatorname{Id} \times\left(-\nabla_{\mu} \phi(\mu)\right)\right)_{\#} \mu$ is the minimal selection in the extended Fréchet subdifferential of $(-\phi(\cdot))$ as a consequence of Proposition 1.7, we recover the converse inequality.

Remark 1.4 (Comparing Proposition 1.6 and Proposition 1.8). Notice that in order to obtain the chain rule formula of Proposition 1.6, we need to posit a priori that the map $\epsilon \mapsto \phi\left(\mathcal{G}(\epsilon, \cdot)_{\#} \mu\right)$ is differentiable at $\epsilon=0$. In Proposition 1.8, this differentiability is recovered a posteriori as a consequence of the stronger Wasserstein differentiability hypothesis made on $\phi(\cdot)$.

### 1.2.3 Second order calculus in Wasserstein spaces

In Chapter 4, we are also going to need a notion of intrinsic second order derivative for functionals defined over $\mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$. We therefore introduce in the following definition the notion of Wasserstein Hessian bilinear form for a sufficiently regular functional $\phi(\cdot)$ defined over $\mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$.

Definition 1.11 (Hessian bilinear form in $\left.\left(\mathscr{P}_{2}\left(\mathbb{R}^{d}\right), W_{2}\right)\right)$. Suppose that $\phi(\cdot)$ is differentiable at $\mu \in D(\phi)$ in the sense of Definition 1.10 and that for any $\xi \in \nabla C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$, the Lie derivative map

$$
\mathcal{L}_{\xi} \phi: \nu \in \mathscr{P}_{2}\left(\mathbb{R}^{d}\right) \mapsto\left\langle\nabla_{\mu} \phi(\nu), \xi\right\rangle_{L^{2}(\nu)}=\int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \phi(\nu)(x), \xi(x)\right\rangle \mathrm{d} \nu(x)
$$

is also differentiable at $\mu$. Then, we define the partial Wasserstein Hessian of $\phi(\cdot)$ at $\mu$ as the bilinear form

$$
\begin{equation*}
\operatorname{Hess} \phi[\mu]\left(\xi_{1}, \xi_{2}\right)=\mathcal{L}_{\xi_{2}}\left(\mathcal{L}_{\xi_{1}} \phi(\mu)\right)-\mathcal{L}_{\mathrm{D} \xi_{1} \xi_{2}} \phi(\mu) \tag{1.24}
\end{equation*}
$$

for any $\xi_{1}, \xi_{2} \in \nabla C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$. If moreover there exists a positive constant $C_{\mu}>0$ such that

$$
\operatorname{Hess} \phi[\mu]\left(\xi_{1}, \xi_{2}\right) \leq C_{\mu}\left\|\xi_{1}\right\|_{L^{2}(\mu)}\left\|\xi_{2}\right\|_{L^{2}(\mu)}
$$

we denote again by Hess $\phi[\mu](\cdot, \cdot)$ its extension to $\operatorname{Tan}_{\mu} \mathscr{P}_{2}\left(\mathbb{R}^{d}\right) \times \operatorname{Tan}_{\mu} \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$ and we say that $\phi(\cdot)$ is twice differentiable at $\mu$.

By definition of the Lie derivative in $\left(\mathscr{P}_{2}\left(\mathbb{R}^{d}\right), W_{2}\right)$, the Wasserstein Hessian can be written more explicitly as
$\operatorname{Hess} \phi[\mu]\left(\xi_{1}, \xi_{2}\right)=\int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \mathcal{L}_{\xi_{1}} \phi(\mu)(x), \xi_{2}(x)\right\rangle \mathrm{d} \mu(x)-\int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \phi(\mu)(x), \mathrm{D} \xi_{1}(x) \xi_{2}(x)\right\rangle \mathrm{d} \mu(x)$.
In the following Proposition, we provide a condensed statement of several listed listed in [57, Section 3]. This allows us to derive an analytical and natural expression for the Hessian bilinear form, as well as a second-order differentiation formula for Wasserstein functionals.

Proposition 1.9 (Expression of the Wasserstein Hessian and second-order expansion). Let $\phi: \mathscr{P}_{2}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{R}$ be a proper and lower-semicontinuous functional differentiable at $\mu \in D(\phi)$ in the sense of Definition 1.10. Furthermore, suppose that the maps $y \in \mathbb{R}^{d} \mapsto \nabla_{\mu} \phi(\mu)(y)$ and $\nu \in \mathscr{P}_{2}\left(\mathbb{R}^{d}\right) \mapsto \nabla_{\mu} \phi(\nu)(x)$ are differentiable at $x \in \mathbb{R}^{d}$ and $\mu \in D(\phi)$ respectively. Then, $\phi(\cdot)$ is twice differentiable in the sense of Definition 1.11, and its Wasserstein Hessian is given explicitly by

$$
\begin{align*}
\operatorname{Hess} \phi[\mu]\left(\xi_{1}, \xi_{2}\right) & =\int_{\mathbb{R}^{d}}\left\langle\mathrm{D}_{x} \nabla_{\mu} \phi(\mu)(x) \xi_{1}(x), \xi_{2}(x)\right\rangle \mathrm{d} \mu(x) \\
& +\int_{\mathbb{R}^{2 d}}\left\langle\mathrm{D}_{\mu}^{2} \phi(\mu)(x, y) \xi_{1}(x), \xi_{2}(y)\right\rangle \mathrm{d} \mu(x) \mathrm{d} \mu(y), \tag{1.25}
\end{align*}
$$

for any $\xi_{1}, \xi_{2} \in \operatorname{Tan}_{\mu} \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$. Here, the map $\mathrm{D}_{x} \nabla_{\mu} \phi(\mu)(x) \in \mathbb{R}^{d \times d}$ is the classical differential of $\nabla_{\mu} \phi(\mu)(\cdot)$ at $x \in \mathbb{R}^{d}$ while $\mathrm{D}_{\mu}^{2} \phi(\mu)(x, \cdot): \mathbb{R}^{d} \rightarrow \mathbb{R}^{d \times d}$ denotes the matrixvalued map which columns are the Wasserstein gradients of the components of $\nabla_{\mu} \phi(\mu)(x)$ defined as in Definition 1.10. Moreover for any $\xi_{1}, \xi_{2} \in \nabla C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$, it holds that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} s} \mathcal{L}_{\xi_{1}} \phi\left(\left(\operatorname{Id}+s \xi_{2}\right)_{\#} \mu\right)=\operatorname{Hess} \phi[\mu]\left(\xi_{1}, \xi_{2}\right)+\mathcal{L}_{\mathrm{D} \xi_{1} \xi_{2}} \phi(\mu) \tag{1.26}
\end{equation*}
$$

Proof. The explicit expression (1.25) can be derived by following the proof of [57, Theorem 3.2 ] which deploys a more general argument. The second order differentiation formula (1.26) can be recovered as a direct consequence of Proposition 1.5 and of the Definition (1.24) of the Wasserstein Hessian.

### 1.3 The continuity equation with non-local velocities in $\mathbb{R}^{d}$

In this section, we introduce several facts obout continuity equations with non-local velocities in $\left(\mathscr{P}_{c}\left(\mathbb{R}^{d}\right), W_{1}\right)$. We refer the reader to $[15,114]$ for a study of non-local equations and to $[11,12,68]$ and $[17$, Chapter 8$]$ for a detailed account on some of the underlying tools developed originally for continuity equations.

Transport equations with non-local velocities can be generally written as

$$
\begin{equation*}
\partial_{t} \mu(t)+\nabla \cdot(v[\mu(t)](t, \cdot) \mu(t))=0 \tag{1.27}
\end{equation*}
$$

where $t \mapsto \mu(t)$ is a narrowly continuous family of probability measures on $\mathbb{R}^{d}$ and $(t, x) \mapsto v[\mu](t, x)$ is a Borel family of vector fields for any $\mu \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right)$, satisfying the
condition

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{R}^{d}}|v[\mu(t)](t, x)| \mathrm{d} \mu(t)(x) \mathrm{d} t<+\infty . \tag{1.28}
\end{equation*}
$$

Equation (1.27) has to be understood in the sense of distributions, i.e.

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{R}^{d}}\left(\partial_{t} \xi(t, x)+\left\langle\nabla_{x} \xi(t, x), v[\mu(t)](t, x)\right\rangle\right) \mathrm{d} \mu(t)(x) \mathrm{d} t=0 \tag{1.29}
\end{equation*}
$$

for all $\xi \in C_{c}^{\infty}\left([0, T] \times \mathbb{R}^{d}\right)$, or alternatively as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{R}^{d}} \xi(x) \mathrm{d} \mu(t)(x)=\int_{\mathbb{R}^{d}}\langle\nabla \xi(x), v[\mu(t)](t, x)\rangle \mathrm{d} \mu(t)(x) \tag{1.30}
\end{equation*}
$$

for all $\xi \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ and $\mathscr{L}^{1}$-almost every $t \in[0, T]$. As highlighted previously, these equations are interesting for a large number of applications in the field of multi-agent dynamics.

We state in the following theorem a general existence result for solutions of continuity equations of the form (1.27) under mere $L^{p}$-integrability of the driving velocity field with $p \geq 1$. We refer the reader to the seminal papers $[11,68]$ as well as to [12, Section 3] and [82, Section 6.1].
Theorem 1.6 (Superposition principle). Let $\mu \in C^{0}\left([0, T], \mathscr{P}_{p}\left(\mathbb{R}^{d}\right)\right)$ be a curve of measures and $v \in C^{0}\left(\mathscr{P}_{p}\left(\mathbb{R}^{d}\right), L^{p}\left([0, T] \times \mathbb{R}^{d}, \mathbb{R}^{d} ; \tilde{\mu}\right)\right)$ be a non-local Borel velocity field. Then, $\mu(\cdot)$ is a solution of (1.27) associated to $v[\cdot](\cdot, \cdot)$ if and only if there exists a probability measure $\boldsymbol{\eta} \in \mathscr{P}_{p}\left(\mathbb{R}^{d} \times \mathrm{AC}\left([0, T], \mathbb{R}^{d}\right)\right)$ such that
(i) $\boldsymbol{\eta}$ is concentrated on the set of pairs $(x, \gamma(\cdot)) \in \mathbb{R}^{d} \times \mathbb{\Gamma}_{T}$ such that $\dot{\gamma}(t)=$ $v[\mu(t)](t, \gamma(t))$ for $\mathscr{L}^{1}$-almost every $t \in[0, T]$ and $\gamma(0)=x$.
(ii) It holds that $\mu(t)=\left(\mathrm{e}_{t}\right)_{\# \boldsymbol{\eta}}$ where for all times $t \in[0, T]$ we introduced the evaluation map $\mathrm{e}_{t}:(x, \gamma(\cdot)) \in \mathbb{R}^{d} \times \mathrm{AC}\left([0, T], \mathbb{R}^{d}\right) \mapsto \gamma(t) \in \mathbb{R}^{d}$.
In the following theorem, we state a stronger classical well-posedness result for (1.27) under additional regularity assumptions on the non-local velocity field $v[\cdot](\cdot, \cdot)$. This result, which was originally derived in [15], incorporates uniqueness properties and representation formula for solutions of (1.27). We adopt here a formalism closer to that of [114] which is more suited to our smooth control-theoretic framework.

Theorem 1.7 (Existence, uniqueness and representation of solutions for (1.27)). Consider a non-local velocity field $v[\cdot](\cdot, \cdot)$ defined as

$$
\begin{equation*}
v: \mu \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right) \mapsto v[\mu](\cdot, \cdot) \in L^{1}\left(\mathbb{R}, C^{1}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)\right), \tag{1.31}
\end{equation*}
$$

and satisfying the following Cauchy-Lipschitz assumptions.
(i) There exists positive constants $L_{1}$ and $M$ such that

$$
|v[\mu](t, x)-v[\mu](t, y)| \leq L_{1}|x-y| \quad \text { and } \quad|v[\mu](t, x)| \leq M(1+|x|)
$$

for every $\mu \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right), t \in \mathbb{R}$ and $(x, y) \in \mathbb{R}^{2 d}$;
(ii) There exists a positive constant $L_{2}$ such that

$$
\|v[\mu](t, \cdot)-v[\nu](t, \cdot)\|_{C^{0}\left(\mathbb{R}^{d}\right)} \leq L_{2} W_{1}(\mu, \nu)
$$

for every $\mu, \nu \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right)$ and $t \in \mathbb{R}$;
Then for every initial datum $\mu^{0} \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right)$, the Cauchy problem

$$
\left\{\begin{array}{l}
\partial_{t} \mu(t)+\nabla \cdot(v[\mu(t)](t, \cdot) \mu(t))=0  \tag{1.32}\\
\mu(0)=\mu^{0},
\end{array}\right.
$$

admits a unique solution $\mu(\cdot)$ in $\operatorname{Lip}_{\text {loc }}\left(\mathbb{R}, \mathscr{P}_{c}\left(\mathbb{R}^{d}\right)\right)$ locally Lipschitz with respect to the $W_{1}$-metric. Besides, if $\mu^{0}$ is absolutely continuous with respect to $\mathscr{L}^{d}$, then $\mu(t)$ is absolutely continuous with respect to $\mathscr{L}^{d}$ as well for all times $t \geq 0$.
Furthermore for every $T>0$ and every $\mu^{0}, \nu^{0} \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right)$, there exists $R_{T}>0$ depending on $\operatorname{supp}\left(\mu^{0}\right)$ and $C_{T}>0$ such that

$$
\operatorname{supp}(\mu(t)) \subset \overline{B\left(0, R_{T}\right)} \text { and } W_{1}(\mu(t), \nu(t)) \leq C_{T} W_{1}\left(\mu^{0}, \nu^{0}\right) \text {, }
$$

for all times $t \in[0, T]$ and any solutions $\mu(\cdot), \nu(\cdot)$ of (1.32).
Let $\left(\Phi_{(0, t)}^{v}\left[\mu^{0}\right](\cdot)\right)_{t \geq 0}$ be the family of flows of diffeomorphisms generated by the non-local vector field $v[\mu(t)](t, \cdot)$, defined as the unique solution of

$$
\left\{\begin{align*}
\partial_{t} \Phi_{(0, t)}^{v}\left[\mu^{0}\right](x) & =v[\mu(t)]\left(t, \Phi_{(0, t)}^{v}\left[\mu^{0}\right](x)\right),  \tag{1.33}\\
\Phi_{(0,0)}^{v}\left[\mu^{0}\right](x) & =x \quad \text { for all } x \text { in } \mathbb{R}^{d} .
\end{align*}\right.
$$

Then, the unique solution of the Cauchy problem (1.32) is given by

$$
\begin{equation*}
\mu(t)=\Phi_{(0, t)}^{v}\left[\mu^{0}\right](\cdot)_{\#} \mu^{0} \tag{1.34}
\end{equation*}
$$

for all times $t \in[0, T]$.
In [11, 78], it is mentioned that the only regularity framework for (1.27) allowing to encompass both discrete and absolutely continuous measures is that of Theorem 1.7. Indeed, the powerful results of Theorem 1.6 are intrinsically macroscopic, and allow for solutions supported on crossing characteristics to exist. In the context of optimal control problems, providing a general sufficient conditions for such a system to be well-posed in the sense of Theorem 1.7 is then of major interest. This is precisely the object of our investigations in Chapter 4.

### 1.4 Directional derivatives of non-local flows

In this section, we prove the existence of directional derivatives along measure curves generated by suitable Lipschitz families of continuous and bounded maps for non-local flows. Such derivatives are characterized as the only solution of a linearized Cauchy
problem. This result can be seen as a generalization to the Wasserstein setting of Proposition 1.10. We recall in the following Proposition a standard result which links the differential of the flow of diffeomorphisms of an ODE at time $t \in[0, T]$ to the solution of a corresponding linearized Cauchy problem (see e.g. [37]).

Proposition 1.10 (Differential of a flow). Let $(t, x) \mapsto v(t, x)$ be measurable in $t$ as well as sublinear and $C^{1}$ in $x$. Define the family of $C^{1}$-flows $\left(\Phi_{t}^{v}(\cdot)\right)_{t \geq 0}$ associated to $v(\cdot, \cdot)$ by (1.33) in the case where $v(\cdot, \cdot)$ is independent from $\mu(\cdot)$.

Then, it holds that the differential $\mathrm{D}_{x} \Phi_{(s, t)}^{v}(x) \cdot h$ of the flow between times $s$ and $t$, evaluated at $x$ and applied to some vector $h \in \mathbb{R}^{d}$ is the unique solution $w(\cdot, x)$ of the linearized Cauchy problem

$$
\begin{equation*}
\partial_{t} w(t, x)=\mathrm{D}_{x} v\left(t, \Phi_{(s, t)}^{v}(x)\right) \cdot w(t, x), w(s, x)=h \tag{1.35}
\end{equation*}
$$

We shall prove in Theorem 1.9 a generalization of this result in the non-local case where the initial measure is perturbed by a continuous family of continuous and bounded maps. Such a result is crucial to study the first order perturbation induced by a needle-like variation on a measure curve in the non-local setting, and is used extensively in the proofs of Theorem 2.1 and Theorem 3.1.

Before stating our result, we recall the classical Banach Fixed Point Theorem with parameter (see e.g. [37, Theorem A.2.1]).

Theorem 1.8 (Banach fixed point theorem with parameter). Let $X$ be a Banach space, $S$ be a metric space and $\Lambda: X \times S \rightarrow X$ be a continuous mapping such that, for some $\kappa<1$,

$$
\|\Lambda(x, s)-\Lambda(y, s)\|_{X} \leq \kappa\|x-y\|_{X} \quad \text { for all } x, y \in X \text { and } s \in S
$$

Then for each $s \in S$, there exists a unique fixed point $x(s) \in X$ of $\Lambda(\cdot, s)$. Moreover, the map $s \mapsto x(s)$ is continuous and for any $(s, y) \in S \times X$, it holds

$$
\begin{equation*}
\|y-x(s)\|_{X} \leq \frac{1}{1-\kappa}\|y-\Lambda(s, y)\|_{X} \tag{1.36}
\end{equation*}
$$

We are now ready to state and prove the main result of this Section.
Theorem 1.9 (Directional derivative of a non-local flow with respect to the initial data). Let $K \subset \mathbb{R}^{d}$ be a compact set and $\mu \in \mathscr{P}(K)$. Let $v[\cdot](\cdot, \cdot)$ be a non-local vector field satisfying hypotheses $\left(\mathrm{H}^{\prime}\right)$ of Theorem $1.7, \Phi_{(0, \cdot)}^{v}[\cdot](\cdot)$ be the corresponding family of nonlocal flows as defined in Theorem 1.7 and $\mu(\cdot)$ be the unique solution of the corresponding Cauchy problem (1.32) starting from $\mu$.

Let $\bar{\epsilon}>0$ be a small parameter and $\mathcal{G}(\cdot, \cdot) \in \operatorname{Lip}\left((-\bar{\epsilon}, \bar{\epsilon}), C^{0}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)\right)$ be a family of bounded maps satisfying the assumptions of Proposition 1.6. Furthermore, assume that the following holds.
(a) For any $i \in\{1, \ldots, d\}$ and $(t, x) \in[0, T] \times \mathbb{R}^{d}$, the component maps $\mu \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right) \mapsto$ $v^{i}[\mu](t, x)$ are regular in the sense of Definition 1.8, and the barycenters $\bar{\gamma}_{(t, x)}^{i, \circ}(\cdot)$ of their minimal subdifferentials at $\mu$ are continuous.
(b) The curves $\epsilon \in(-\bar{\epsilon}, \bar{\epsilon}) \mapsto v^{i}\left[\mathcal{G}(\epsilon, \cdot)_{\# \mu}\right](t, x)$ are differentiable at $\epsilon=0$, uniformly with respect to $(t, x) \in[0, T] \times \mathbb{R}^{d}$.

Then, the map $\epsilon \in(-\bar{\epsilon}, \bar{\epsilon}) \mapsto \Phi_{(0, t)}^{v}\left[\mathcal{G}(\epsilon, \cdot)_{\#} \mu\right](x)$ admits a derivative at $\epsilon=0$ for all $(t, x) \in[0, T] \times \overline{B\left(0, R_{T}\right)}$ that we denote by $w_{\Phi}(t, x)$. It can be characterised as the unique solution of the Cauchy problem

$$
\left\{\begin{array}{l}
\partial_{t} w(t, x)=\mathrm{D}_{x} v[\mu(t)]\left(t, \Phi_{(0, t)}^{v}[\mu](x)\right) w(t, x)  \tag{1.37}\\
+\int_{\mathbb{R}^{d}} \mathbb{T}_{\left(t, \Phi_{(0, t)}^{v}[\mu](x)\right)}^{0}\left(\Phi_{(0, t)}^{v}[\mu](y)\right) \cdot\left[\mathrm{D}_{x} \Phi_{(0, t)}[\mu](y) \mathcal{F}(y)+w(t, y)\right] \mathrm{d} \mu(y), \\
w(0, x)=0 \quad \text { for all } x \in \mathbb{R}^{d},
\end{array}\right.
$$

where for all $(t, z), \mathbb{\Gamma}_{(t, z)}^{\circ}(\cdot)$ is the matrix-valued map made of the barycenters of the minimal selections $\boldsymbol{\partial}_{\mu}^{\circ} v^{i}[\mu(t)](t, z)$ in the extended subdifferential of the components of $\mu \mapsto v^{i}[\mu](t, z)$ at $\mu(t)$.

Proof. We follow a classical scheme of proof used in the finite dimensional setting to show that flows of diffeomorphims admit directional derivatives characterized as the unique solution of a linearized Cauchy problem (see e.g. [37, Theorem 2.3.1]).

We first define $\Omega=\overline{B\left(0, R_{T}\right)}$ where $R_{T}>0$ is defined as in Theorem 1.7, and we introduce the operator $\Lambda_{\Phi}: w \in C^{0}\left([0, T] \times \Omega, \mathbb{R}^{d}\right) \mapsto \Lambda_{\Phi}(w) \in C^{0}\left([0, T] \times \Omega, \mathbb{R}^{d}\right)$ defined for all $(t, x) \in[0, T] \times \Omega$ by

$$
\begin{aligned}
& \Lambda_{\Phi}(w)(t, x)=\int_{0}^{t} \mathrm{D}_{x} v[\mu(s)]\left(s, \Phi_{(0, s)}^{v}[\mu](x)\right) w(s, x) \mathrm{d} s \\
& +\int_{0}^{t} \int_{\mathbb{R}^{d}} \mathbb{T}^{0}{ }_{\left(s, \Phi_{(0, s)}^{v}[\mu](x)\right)}\left(\Phi_{(0, s)}^{v}[\mu](y)\right) \cdot\left[\mathrm{D}_{x} \Phi_{(0, s)}[\mu](y) \mathcal{F}(y)+w(s, y)\right] \mathrm{d} \mu(y) \mathrm{d} s .
\end{aligned}
$$

The right hand side of the previous equation is continuous in $(t, x)$ as a consequence of our standing assumptions ( $\mathbf{H}^{\prime}$ ) of Theorem 1.7 and ( $a$ ). We first show that this operator admits a unique fixed point and afterwards that it coincides with the map which to every $(t, x)$ associates the derivative at $\epsilon=0$ of the family of non-local flows $\epsilon \mapsto \Phi_{(0, t)}^{v}\left[\mathcal{G}(\epsilon, \cdot)_{\# \mu} \mu(x)\right.$. With this goal, we introduce a parameter $\alpha>0$ that will be chosen so that the operator $\Lambda_{\Phi}(\cdot)$ is contracting with respect to the equivalent norm

$$
\begin{equation*}
\|w\|_{C^{0}([0, T] \times \Omega)}^{\alpha}=\sup _{(t, x) \in[0, T] \times \Omega} e^{-2 \alpha t}|w(t, x)| . \tag{1.38}
\end{equation*}
$$

Remark that for any $w_{1}, w_{2} \in C^{0}\left([0, T] \times \Omega, \mathbb{R}^{d}\right)$ and any $(t, x) \in[0, T] \times \Omega$, it holds

$$
\begin{aligned}
&\left|\Lambda_{\Phi}\left(w_{2}\right)(t, x)-\Lambda_{\Phi}\left(w_{1}\right)(t, x)\right| \\
& \leq \int_{0}^{t}\left|D_{x} v[\mu(s)]\left(s, \Phi_{(0, s)}^{v}[\mu](x)\right) \cdot\left(w_{2}(s, x)-w_{1}(s, x)\right)\right| \mathrm{d} s \\
&+\left.\int_{0}^{t} \int_{\mathbb{R}^{d}} \mid \mathbb{T}_{\left(s, \Phi_{(0, s)}^{v}\right.}^{0}[\mu](x)\right) \\
& \leq \int_{0}^{t}\left(\Phi_{(0, s)}^{v}[\mu](y)\right) \cdot\left(w_{2}(s, y)-w_{1}(s, y)\right) \mid \mathrm{d} \mu(y) \mathrm{d} s \\
& \leq\left.\int_{0}^{t}\left(L_{1}+L_{2}\right)-w_{1}(s, x) \mid+L_{2}\left\|w_{2}(s, \cdot)-w_{1}(s, \cdot)\right\|_{L^{1}(\mu)}\right) \mathrm{d} s \\
&
\end{aligned}
$$

since $\mu(\Omega)=1$, and where we introduced

$$
L_{1}=\left\|\mathrm{D}_{x} v[\mu(\cdot)]\left(\cdot, \Phi_{(0,)}^{v}[\mu](\cdot)\right)\right\|_{L^{\infty}\left([0, T] \times \Omega ; \mathscr{L}^{1} \times \mu(\cdot)\right)},
$$

and

$$
L_{2}=\left\|\mathbb{\Gamma}_{\left(\cdot, \Phi_{(0,)}^{v}[\mu](\cdot)\right)}^{0}\left(\Phi_{(0,)}^{v}[\mu](\cdot)\right)\right\|_{L^{\infty}\left([0, T] \times \Omega^{2} ; \mathscr{L}^{1} \times \mu(\cdot) \times \mu(\cdot)\right)}
$$

which exist again as a consequence of the differentiability assumptions on $v[\cdot](\cdot, \cdot)$ described in ( $\mathbf{H}^{\prime}$ ) and (a). It further holds by definition of $\|\cdot\|_{C^{0}([0, T] \times \Omega)}^{\alpha}$ that

$$
\begin{aligned}
\left|\Lambda_{\Phi}\left(w_{2}\right)(t, x)-\Lambda_{\Phi}\left(w_{1}\right)(t, x)\right| & \leq \int_{0}^{t} e^{2 \alpha s}\left(L_{1}+L_{2}\right)\left\|w_{2}(\cdot, \cdot)-w_{1}(\cdot, \cdot)\right\|_{C^{0}([0, T] \times \Omega)}^{\alpha} \mathrm{d} s \\
& \leq \frac{e^{2 \alpha t}-1}{2 \alpha}\left(L_{1}+L_{2}\right)\left\|w_{2}(\cdot, \cdot)-w_{1}(\cdot, \cdot)\right\|_{C^{0}([0, T] \times \Omega)}^{\alpha} .
\end{aligned}
$$

Multiplying both sides of the inequality by $e^{-2 \alpha t}$ and taking the supremum over $(t, x) \in$ $[0, T] \times \Omega$ in the left-hand side yields the desired contractivity with a constant equal to $1 / 2$ provided that $\alpha \geq\left(L_{1}+L_{2}\right)$. It is then possible to apply Theorem 1.8 to obtain the existence of a unique fixed point $w_{\Phi}(\cdot, \cdot) \in C^{0}\left([0, T] \times \Omega, \mathbb{R}^{d}\right)$ of $\Lambda_{\Phi}(\cdot)$.

Define for $\epsilon \in(-\bar{\epsilon}, \bar{\epsilon})$ the parametrized family of operators $\Psi^{\epsilon}: f \in C^{0}\left([0, T] \times \Omega, \mathbb{R}^{d}\right) \mapsto$ $\Psi^{\epsilon}(f) \in C^{0}\left([0, T] \times \Omega, \mathbb{R}^{d}\right)$ defined by

$$
\begin{equation*}
\Psi^{\epsilon}(f)(t, x)=x+\int_{0}^{t} v\left[f(s, \cdot)_{\#}\left(\mathcal{G}(\epsilon, \cdot)_{\#} \mu\right)\right](s, f(s, x)) \mathrm{d} s \tag{1.39}
\end{equation*}
$$

for all $(t, x) \in[0, T] \times \Omega$. Up to defining again the equivalent norm $\|\cdot\|_{C^{0}([0, T] \times \Omega)}^{\alpha}$ as in (1.38) with a suitable $\alpha>0$, it can be shown that this operator is contracting independently from $\epsilon$ as a direct consequence of the Lipschitzianity hypotheses given in hypotheses $\left(\mathbf{H}^{\prime}\right)$. We can thus invoke again Theorem 1.8 to obtain the existence of a unique fixed point of $\Psi^{\epsilon}(\cdot)$ for each $\epsilon \in(-\bar{\epsilon}, \bar{\epsilon})$. Notice that by definition, this family of fixed points is precisely the parametrized family of non-local flows $(t, x) \mapsto \Phi_{(0, t)}^{v}\left[\mathcal{G}(\epsilon, \cdot)_{\#} \mu\right](x)$. As a consequence of Theorem 1.7, we know that these maps are $C^{1}$ with respect to $x$ for all $\epsilon$.

We now define the map $\hat{\Phi}_{(0, \cdot)}^{v, \epsilon}[\mu](\cdot)$ by

$$
\hat{\Phi}_{(0, \cdot)}^{v, \epsilon}[\mu](\cdot):(t, x) \mapsto \Phi_{(0, t)}^{v}[\mu](x)+\epsilon w_{\Phi}(t, x) .
$$

To conclude, we then need to show that

$$
\left.\lim _{\epsilon \rightarrow 0} \| \frac{1}{\epsilon}\left(\hat{\Phi}_{(0, \cdot)}^{v, \epsilon}[\mu](\cdot)-\Phi_{(0, \cdot)}^{v}[\mathcal{G}(\epsilon, \cdot) \not)_{\#} \mu\right](\cdot)\right) \|_{C^{0}([0, T] \times \Omega)}=0
$$

which will directly yield the existence and the characterization of the directional derivative of the flow along $(-\bar{\epsilon}, \bar{\epsilon}) \mapsto \mathcal{G}(\epsilon, \cdot)_{\#} \mu^{0}$. By (1.36) in Theorem 1.8 and the equivalence of the $C^{0}$-norms we introduced, there exists a constant $C>0$ independent from $\epsilon$ such that
it holds

$$
\frac{1}{|\epsilon|}\left\|\hat{\Phi}_{(0, \cdot)}^{v, \epsilon}[\mu](\cdot)-\Phi_{(0, \cdot)}^{v}\left[\mathcal{G}(\epsilon, \cdot)_{\#} \mu\right](\cdot)\right\|_{C^{0}} \leq \frac{2 C}{|\epsilon|}\left\|\hat{\Phi}_{(0, \cdot)}^{v, \epsilon}[\mu](\cdot)-\Psi^{\epsilon}\left(\hat{\Phi}_{(0, \cdot)}^{v, \epsilon}[\mu](\cdot)\right)(\cdot, \cdot)\right\|_{C^{0}}
$$

We now want to perform a first order expansion on $\Psi^{\epsilon}\left(\hat{\Phi}_{(0, s)}^{v, \epsilon}[\mu](\cdot)\right)(\cdot, \cdot)$ with respect to $\epsilon$. Take $(s, x) \in[0, T] \times \Omega$. One has by definition of $\hat{\Phi}_{(0,)}^{v, \epsilon}[\mu](\cdot)$ that

$$
\begin{aligned}
\hat{\Phi}_{(0, s)}^{v, \epsilon}[\mu](\mathcal{G}(\epsilon, x)) & =\Phi_{(0, s)}^{v}[\mu](\mathcal{G}(\epsilon, x))+\epsilon w_{\Phi}(s, \mathcal{G}(\epsilon, x)) \\
& =\Phi_{(0, s)}^{v}[\mu](x)+\epsilon\left(\mathrm{D}_{x} \Phi_{(0, s)}^{v}[\mu](x) \mathcal{F}(x)+w_{\Phi}(s, x)\right)+o(\epsilon)
\end{aligned}
$$

by continuity of $w_{\Phi}(s, \cdot)$ for all $s \in[0, T]$.
As a consequence of the differentiability hypotheses on $v[\cdot](\cdot, \cdot)$ along with assumptions $(a)-(b)$, we can apply the chain rule of Proposition 1.6 component-wise on the $v^{i}$ to obtain that

$$
\begin{align*}
& v\left[\hat{\Phi}_{(0, s)}^{v, \epsilon}[\mu](\cdot) \circ \mathcal{G}(\epsilon, \cdot)_{\#} \mu\right](s, z)=v\left[\Phi_{(0, s)}^{v}[\mu](\cdot)_{\#} \mu\right](s, z) \\
+ & \epsilon \int_{\mathbb{R}^{d}} \Gamma_{(s, z)}^{\circ}\left(\Phi_{(0, s)}^{v}[\mu](y)\right)\left[D_{x} \Phi_{(0, s)}^{v}[\mu](y) \mathcal{F}(y)+w_{\Phi}(s, y)\right] \mathrm{d} \mu(y)+o(\epsilon) \tag{1.40}
\end{align*}
$$

where for all $(s, z)$ the map $y \mapsto \mathbb{T}_{(s, z)}^{\circ}(y)=\left(\bar{\gamma}_{(s, z)}^{i, \circ}(y)\right)_{1 \leq i \leq d} \in \mathbb{R}^{d \times d}$ is made of the barycenters of the minimal selections in the extended subdifferentials of the components $v^{i}$ 's.

Performing a Taylor expansion in the space variable for the non-local velocity field, it also holds that

$$
\begin{array}{r}
v\left[\Phi_{(0, s)}^{v}[\mu](\cdot)_{\#} \mu\right]\left(s, \Phi_{(0, s)}^{v}[\mu](x)+\epsilon w_{\Phi}(s, x)\right)=v\left[\Phi_{(0, s)}^{v}[\mu](\cdot)_{\#} \mu\right]\left(s, \Phi_{(0, s)}^{v}[\mu](x)\right) \\
+\epsilon \mathrm{D}_{x} v\left[\Phi_{(0, s)}^{v}[\mu](\cdot)_{\# \mu} \mu\right]\left(s, \Phi_{(0, s)}^{v}[\mu](x)\right) \cdot w_{\Phi}(s, x)+o(\epsilon) \tag{1.41}
\end{array}
$$

as well as

$$
\begin{equation*}
\mathbb{I}_{\left(s, \Phi_{(0, s)}^{v}[\mu](x)+\epsilon w_{\Phi}(s, x)\right)}^{\circ}\left(\Phi_{(0, s)}^{v}[\mu](y)\right)=\mathbb{\Gamma}_{\left(s, \Phi_{(0, s)}^{v}[\mu](x)\right)}^{\circ}\left(\Phi_{(0, s)}^{v}[\mu](y)\right)+o(1) \tag{1.42}
\end{equation*}
$$

as a consequence of assumption $(a)$ which implies in particular that $z \mapsto \mathbb{\Gamma}_{(t, z)}^{\circ}(x)$ is continuous for all $(s, x) \in[0, T] \times \mathbb{R}^{d}$.

Merging (1.39), (1.40) and (1.41), (1.42) and recalling the definition of $w_{\Phi}(\cdot, \cdot)$, it holds

$$
\begin{aligned}
& \Psi^{\epsilon}\left(\hat{\Phi}_{(0, \cdot)}^{v, \epsilon}[\mu](\cdot)\right)(t, x)=x+\int_{0}^{t} v\left[\Phi_{(0, s)}^{v}[\mu](\cdot)_{\#} \mu\right]\left(s, \Phi_{(0, s)}^{v}[\mu](x)\right) \mathrm{d} s \\
& +\epsilon \int_{0}^{t} \int_{\mathbb{R}^{d}} \mathbb{T}_{\left(s, \Phi_{(0, s)}^{v}[\mu](x)\right)}^{\circ}\left(\Phi_{(0, s)}^{v}[\mu](y)\right)\left[\mathrm{D}_{x} \Phi_{(0, s)}^{v}[\mu](y) \mathcal{F}(y)+w_{\Phi}(s, y)\right] \mathrm{d} \mu(y) \mathrm{d} s \\
& +\epsilon \int_{0}^{t} \mathrm{D}_{x} v\left[\Phi_{(0, s)}^{v}[\mu](\cdot)_{\#} \mu\right]\left(s, \Phi_{(0, s)}^{v}[\mu](x)\right) \cdot w_{\Phi}(s, x) \mathrm{d} s+o(\epsilon) \\
& =\Phi_{(0, t)}^{v}[\mu](x)+\epsilon w_{\Phi}(t, x)+o(\epsilon)
\end{aligned}
$$

Therefore, we finally recover that

$$
\frac{1}{|\epsilon|}\left|\Psi^{\epsilon}\left(\hat{\Phi}_{(0, \cdot)}^{\epsilon}[\mu](\cdot)\right)(t, x)-\hat{\Phi}_{(0, t)}^{\epsilon}[\mu](x)\right| \leq o(1)
$$

as $\epsilon \rightarrow 0$ for all $(t, x) \in[0, T] \times \Omega$, and conclude that

$$
\lim _{\epsilon \rightarrow 0}\left\|\frac{1}{\epsilon}\left(\Phi_{(0, \cdot)}\left[\mathcal{G}(\epsilon, \cdot)_{\#} \mu\right](\cdot)-\hat{\Phi}_{(0, \cdot)}^{\epsilon}[\mu](\cdot)\right)\right\|_{C^{0}([0, T] \times \Omega)}=0
$$

We have thus proven that the derivative of $\epsilon \in(-\bar{\epsilon}, \bar{\epsilon}) \mapsto \Phi_{(0, t)}^{v}\left[\mathcal{G}(\epsilon, \cdot)_{\#} \mu\right](x)$ at $\epsilon=0$ exists for any $(t, x)$ and that it is the only solution of equation (1.37).

In the following proposition, we prove an extension of Theorem 1.9 to the case of multi-dimensional perturbations of the initial measure of a non-local continuity equation. This result is instrumental in the proof of Theorem 3.1.

Proposition 1.11 (Wasserstein differential of a non-local flow of diffeomorphisms). Let $K \subset \mathbb{R}^{d}$ be a compact set, $\mu^{0} \in \mathscr{P}(K), v[\cdot](\cdot, \cdot)$ be a non-local velocity field satisfying hypotheses $\left(\mathbf{H}^{\prime}\right)$ of Theorem 1.7 and $\left(\Phi_{(0, t)}^{v}\left[\mu^{0}\right](\cdot)\right)_{t \in[0, T]}$ be its associated flow of diffeomorphisms. Suppose moreover that the maps $\mu \mapsto v^{i}[\mu](t, x)$ are regular and continuously differentiable over $\mathscr{P}(K)$ uniformly with respect to $(t, x) \in[0, T] \times K$.

Given $N \geq 1$ and a small parameter $\bar{\epsilon}>0$, let $\mathcal{G} \in C^{0}\left([-\bar{\epsilon}, \bar{\epsilon}]^{N} \times K, \mathbb{R}^{d}\right)$ be a function satisfying the hypotheses of Proposition 1.8. Then, the map $e \in[-\epsilon, \epsilon]^{N} \mapsto$ $\Phi_{(s, t)}^{v}\left[\mathcal{G}(e, \cdot)_{\#} \mu\right](x)$ is Fréchet-differentiable at $e=0$ and its differential $w_{\sigma}(\cdot, x)$ in an arbitrary direction $\sigma \in[-\epsilon, \epsilon]^{N}$ can be expressed as

$$
w_{\sigma}(t, x)=\sum_{k=1}^{N} \sigma_{k} w_{k}(t, x)
$$

where for any $k \in\{1, \ldots, N\}$, the map $w_{k}(\cdot, x)$ is the unique solution of the non-local Cauchy problem

$$
\left\{\begin{align*}
\partial_{t} w_{k}(t, x) & =\mathrm{D}_{x} v[\mu(t)]\left(t, \Phi_{(s, t)}^{v}[\mu](x)\right) w_{k}(t, x)  \tag{1.43}\\
& +\int_{\mathbb{R}^{d}} \mathbb{T}^{v}\left(t, \Phi_{(s, t)}^{v}[\mu](x)\right)\left(\Phi_{(s, t)}^{v}[\mu](y)\right)\left(\mathrm{D}_{x} \Phi_{(s, t)}^{v}[\mu](y) \mathcal{F}_{k}(y)+w_{k}(t, y)\right) \mathrm{d} \mu(y) \\
w_{k}(s, x) & =0 \quad \text { for all } x \in \mathbb{R}^{d} .
\end{align*}\right.
$$

Here, $(t, x, y) \mapsto \mathbb{\Gamma}_{(t, x)}^{v}(y)=\left(\mathbb{\Gamma}_{(t, x)}^{v}(y)\right)_{1 \leq i, j \leq d}$ is the matrix-valued map whose rows are the Wasserstein gradients of the components $v^{i}[\cdot](t, x)$ of the non-local velocity field at $\mu(t)$, i.e.

$$
\begin{equation*}
\left(\mathbb{I}_{(t, x)}^{v}(y)\right)_{i, j}=\left(\nabla_{\mu}\left(v^{i}[\cdot](t, x)\right)(\mu(t))(y)\right)_{j} \tag{1.44}
\end{equation*}
$$

for any $i, j \in\{1, \ldots, d\}$.
Proof. By Proposition 1.6 and as a consequence of our hypotheses on $v[\cdot](\cdot, \cdot)$, we know that the map $e \in[-\epsilon, \epsilon]^{N} \mapsto \Phi_{(s, t)}^{v}\left[\mathcal{G}(e, \cdot)_{\#} \mu\right](x)$ is Fréchet-differentiable at $e=0$.

Therefore, the action of its differential on a given direction $\sigma \in[-\epsilon, \epsilon]^{N}$ can be expressed in coordinates using partial derivatives, i.e.

$$
w_{\sigma}(t, x)=\sum_{k=1}^{N} \sigma_{k} \partial_{e_{k}}\left(\Phi_{(s, t)}^{v}\left[\mathcal{G}(e, \cdot)_{\#} \mu\right](x)\right)(0)
$$

Now, it has been proven in Theorem 1.9 that such one-dimensional variations could be characterized as the unique solution of the linearized Cauchy problems (1.43).

## 2 The Pontryagin Maximum Principle in the Wasserstein Space

In this chapter, we present a Pontryagin Maximum Principle for optimal mean-field optimal control problems written in the general form

$$
(\mathcal{P})\left\{\begin{array}{l}
\min _{u \in \mathcal{U}}\left[\int_{0}^{T} L(\mu(t), u(t)) \mathrm{d} t+\varphi(\mu(T))\right],  \tag{2.1}\\
\text { s.t. }\left\{\begin{array}{l}
\partial_{t} \mu(t)+\nabla \cdot((v[\mu(t)](t, \cdot)+u(t, \cdot)) \mu(t))=0, \\
\mu(0)=\mu^{0} \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right) .
\end{array}\right.
\end{array}\right.
$$

Here, the functions $(\mu, \omega) \mapsto L(\mu, \omega)$ and $\mu \mapsto \varphi(\mu)$ describe running and final costs. The velocity field $(t, x, \mu) \mapsto v[\mu](t, x)$ is a general non-local drift. The control $(t, x) \mapsto u(t, x)$ is vector-field which depends on both time and space, as customary in distributed control of partial differential equations (see e.g. [131]).

As discussed in the Introduction, the scheme of proof that we follow is close to that of the finite-dimensional setting (see e.g. [8, 37]). Yet, each step and idea requires a careful adaptation to the specific setting of Wasserstein spaces described in Chapter 1. As a result, this new PMP is formulated in the language of the subdifferential calculus in Wasserstein spaces described in Section 1.2. In this context, the state-costate variables are replaced by a measure on the product of the tangent and cotangent bundle. The dynamics is given by an Hamiltonian system in the space of measures, similar to what studied in [15], where the corresponding Hamiltonian is given by a maximization in an adapted space of controls functions satisfying Lipschitz constraints. This general result is stated in Theorem 2.1 below.

Theorem 2.1 (Pontryagin Maximum Principle for ( $\mathcal{P}$ )). Let $\left(u^{*}(\cdot), \mu^{*}(\cdot)\right) \in \mathcal{U} \times$ $\operatorname{Lip}\left([0, T], \mathscr{P}_{c}\left(\mathbb{R}^{d}\right)\right)$ be an optimal pair control-trajectory for $(\mathcal{P})$ and assume that the following hypotheses $\mathbf{( H )}$ hold.
(H1) The set of admissible controls is $\mathcal{U}=L^{1}([0, T], U)$ where $U \subset C^{1}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)$ is a non-empty and closed subset of $\left\{v \in C^{1}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)\right.$ s.t. $\left.\|v(\cdot)\|_{C^{1}\left(\mathbb{R}^{d}\right)} \leq L_{U}\right\}$ for a given constant $L_{U}>0$.
(H2) The running cost $L:(\mu, \omega) \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right) \times U \mapsto L(\mu, \omega) \in \mathbb{R}$ is Lipschitz in $(\mu, \omega)$ with respect to the product metric $W_{2} \times C^{0}$ over $\mathscr{P}(K) \times U$ for any
compact set $K \subset \mathbb{R}^{d}$. The functional $\mu \in \mathscr{P}(K) \mapsto L(\mu, \omega)$ is proper, regular in the sense of Definition 1.8, bounded for any $\omega \in U$ and $K \subset \mathbb{R}^{d}$ compact.
(H3) The terminal cost $\varphi: \mu \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right) \mapsto \varphi(\mu) \in \mathbb{R}$ is proper, regular in the sense of Definition 1.8, Lipschitz with respect to the $W_{2}$-metric, bounded from below over $\mathscr{P}(K)$ for any compact set $K \subset \mathbb{R}^{d}$.
(H4) The non-local velocity field $v: \mu \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right) \mapsto v[\mu](\cdot, \cdot) \in L^{1}\left([0, T], C^{1}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right) \cap\right.$ $\left.L^{\infty}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)\right)$ satisfies the hypotheses of Theorem 1.7, i.e.

$$
\begin{aligned}
& |v[\mu](t, x)| \leq M(1+|x|),|v[\mu](t, x)-v[\mu](t, y)| \leq L_{1}|x-y|, \\
\text { and } & \|v[\mu](t, \cdot)-v[\nu](t, \cdot)\|_{C^{0}\left(\mathbb{R}^{d}\right)} \leq L_{2} W_{1}(\mu, \nu)
\end{aligned}
$$

for $\mathscr{L}^{1}$-almost every $t \in[0, T]$ and all $(x, y) \in \mathbb{R}^{2 d}$ where $M, L_{1}$ and $L_{2}$ are positive constants. For any compact set $K \subset \mathbb{R}^{d}$ and any $i \in\{1, \ldots, d\}$, the components $\mu \in \mathscr{P}(K) \mapsto v^{i}[\mu](t, x)$ are regular in the sense of Definition 1.8. The differential in space $\mu \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right) \mapsto \mathrm{D}_{x} v[\mu](t, x)$ is narrowly continuous for $\mathscr{L}^{1}$-almost every $t \in[0, T]$ and all $x \in \mathbb{R}^{d}$.
(H5) The barycenter $x \mapsto \overline{\boldsymbol{\gamma}}_{\varphi}^{\circ}(x)$ of the minimal selection $\boldsymbol{\partial}^{\circ} \varphi(\mu)$ in the extended subdifferential of the terminal cost $\varphi(\cdot)$ at some measure $\mu \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right)$ is continuous.
The barycenter $x \mapsto \bar{\gamma}_{L}^{\circ}(x)$ of the minimal selection $\boldsymbol{\partial}_{\mu}^{\circ} L(\mu, \omega)$ in the extended subdifferential of the running cost $L(\cdot, \omega)$ at some $\mu \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right)$ is continuous. The barycenters $(x, y) \mapsto \bar{\gamma}_{(t, x)}^{i, 0}(y)$ of the minimal selections $\boldsymbol{\partial}_{\mu}^{\circ} \nu^{i}[\mu](t, x)$ in the extended subdifferentials of the components $v^{i}$ define continuous mappings for $\mathscr{L}^{1}$-almost every $t \in[0, T]$.
(H6) The maps $\mu \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right) \mapsto \varphi(\mu), \mu \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right) \mapsto L(\mu, \omega)$ and $\mu \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right) \mapsto$ $v[\mu](t, x)$ are differentiable along measure curves generated by Lipschitz-in-time, continuous and bounded perturbations of the identity for $\mathscr{L}^{1} \times \mu$-almost every $(t, x) \in[0, T] \times \mathbb{R}^{d}$ and any $\omega \in U$, i.e.

$$
\begin{aligned}
\frac{d^{+}}{d \epsilon}\left[\phi\left(\mathcal{G}(\epsilon, \cdot)_{\#} \mu\right)\right] & =\frac{d^{-}}{d \epsilon}\left[\phi\left(\mathcal{G}(\epsilon, \cdot)_{\#} \mu\right)\right] \\
\frac{d^{+}}{d \epsilon}\left[L \left(\mathcal{G}(\epsilon, \cdot)_{\# \mu, \omega)}\right.\right. & =\frac{d^{-}}{d \epsilon}\left[L\left(\mathcal{G}(\epsilon, \cdot)_{\# \mu, \omega)}\right]\right.
\end{aligned}
$$

and

$$
\frac{d^{+}}{d \epsilon}\left[v\left[\mathcal{G}(\epsilon, \cdot)_{\# \mu]}\right](t, x)\right]=\frac{d^{-}}{d \epsilon}\left[v\left[\mathcal{G}(\epsilon, \cdot)_{\# \mu]}(t, x)\right],\right.
$$

whenever $(\mathcal{G}(\epsilon, \cdot))_{(-\bar{\epsilon}, \bar{\epsilon})}$ is a Lipschitz family of continuous and bounded maps, differentiable at $\epsilon=0$ and such that $\mathcal{G}(0, \cdot)=\mathrm{Id}$.

Then, there exist a constant $R>0$ depending on $\mu^{0}, T, \mathcal{U}, v[\cdot](\cdot, \cdot), \varphi(\cdot), L(\cdot, \cdot)$ and a curve $\nu^{*}(\cdot) \in \operatorname{Lip}\left([0, T], \mathscr{P}\left(\overline{B_{2 d}(0, R)}\right)\right.$ Lipschitz with respect to the $W_{1}$-metric satisfying the following conditions.
(i) It solves the forward-backward system of continuity equations

$$
\left\{\begin{array}{l}
\partial_{t} \nu^{*}(t)+\nabla \cdot\left(\mathbb{J}_{2 d} \tilde{\nabla}_{\nu} \mathbb{H}_{c}\left(t, \nu^{*}(t), u^{*}(t)\right) \nu^{*}(t)\right)=0 \text { in }[0, T] \times \mathbb{R}^{2 d},  \tag{2.2}\\
\pi_{\#}^{1} \nu^{*}(0)=\mu^{0}, \\
\pi_{\#}^{2} \nu^{*}(T)=\left(-\bar{\gamma}_{\varphi}^{0}\right)_{\#} \mu^{*}(T),
\end{array}\right.
$$

where $\overline{\boldsymbol{\gamma}}_{\varphi}^{\circ}(\cdot)$ is the barycenter of the minimal selection $\boldsymbol{\partial}^{\circ} \varphi\left(\mu^{*}(T)\right)$ and $\mathbb{J}_{2 d}$ is the symplectic matrix in $\mathbb{R}^{2 d}$.
The compactified Hamiltonian of the system $\mathbb{H}_{c}(\cdot, \cdot, \cdot)$ is defined by

$$
\mathbb{H}_{c}(t, \nu, \omega)=\left\{\begin{array}{lr}
\mathbb{H}(t, \nu, \omega) \text { if } \nu \in \mathscr{P}\left(\overline{B_{2 d}(0, R)}\right),  \tag{2.3}\\
+\infty & \text { otherwise },
\end{array}\right.
$$

for any $(t, \nu, \omega) \in[0, T] \times \mathscr{P}_{c}\left(\mathbb{R}^{2 d}\right) \times U$, where

$$
\begin{equation*}
\mathbb{H}(t, \nu, \omega)=\int_{\mathbb{R}^{2 d}}\left\langle r, v\left[\pi_{\#}^{1} \nu\right](t, x)+\omega(x)\right\rangle \mathrm{d} \nu(x, r)-L\left(\pi_{\#}^{1} \nu, \omega\right) \tag{2.4}
\end{equation*}
$$

is the infinite-dimensional Hamiltonian of the system.
The vector field $\tilde{\nabla}_{\nu} \mathbb{H}_{c}\left(t, \nu^{*}(t), u^{*}(t)\right)(\cdot, \cdot)$ is defined by

$$
\begin{aligned}
& \tilde{\nabla}_{\nu} \mathbb{H}_{c}\left(t, \nu^{*}(t), u^{*}(t)\right):(x, r) \in \operatorname{supp}\left(\nu^{*}(t)\right) \mapsto \\
& \binom{\mathrm{D}_{x} u^{*}(t, x)^{\top} r+\mathrm{D}_{x} v\left[\pi_{\#}^{1} \nu^{*}(t)\right](t, x)^{\top} r+\mathbb{T}_{v}^{\circ}\left[\nu^{*}(t)\right](t, x)-\bar{\gamma}_{L}^{\circ}(t, x)}{v\left[\pi_{\#}^{1} \nu^{*}(t)\right](t, x)+u^{*}(t, x)}
\end{aligned}
$$

where $t \in[0, T] \mapsto \bar{\gamma}_{L}^{\circ}(t, \cdot)$ is a measurable selection of the barycenters of the minimal selections $\boldsymbol{\partial}_{\mu}^{\circ} L\left(\mu^{*}(t), u^{*}(t)\right)$.
The map $\mathbb{\Gamma}_{v}^{\circ}[\nu](\cdot, \cdot)$ is defined for any $\nu \in \mathscr{P}\left(\overline{B_{2 d}(0, R)}\right)$ by

$$
\mathbb{\Gamma}_{v}^{\circ}[\nu]:(t, x) \in[0, T] \times \pi^{1}(\overline{B(0, R)}) \mapsto \int_{\mathbb{R}^{2 d}}\left(\mathbb{T}_{(t, y)}^{\circ}(x)\right)^{\top} p \mathrm{~d} \nu(y, p)
$$

where for $\mathscr{L}^{1} \times \pi_{\#}^{1} \nu$-almost every $(t, y) \in[0, T] \times \pi^{1}\left(\overline{B_{2 d}(0, R)}\right)$, we denote by $\mathbb{T}_{(t, y)}^{\circ}: x \in \operatorname{supp}\left(\pi_{\#}^{1} \nu(t)\right) \mapsto\left(\bar{\gamma}_{(t, y)}^{i, \circ}(x)\right)_{1 \leq i \leq d}$ the matrix-valued map made of the barycenters of the minimal selections $\boldsymbol{\partial}_{\mu}^{\circ} v^{i}\left[\pi_{\#}^{1} \nu\right](t, y)$ in the extended subdifferentials of the components ( $v^{i}$ ) of the non-local velocity field.
(ii) It satisfies the Pontryagin maximization condition

$$
\begin{equation*}
\mathbb{H}_{c}\left(t, \nu^{*}(t), u^{*}(t)\right)=\max _{\omega \in U}\left[\mathbb{H}_{c}\left(t, \nu^{*}(t), \omega\right)\right], \tag{2.5}
\end{equation*}
$$

for $\mathscr{L}^{1}$-almost every $t \in[0, T]$.
The general hypotheses (H) are rather cumbersome and can sometimes be hard to
verify. Nevertheless, they are satisfied by a good score of functionals of great interest in various application fields. We present some relevant examples in Section 2.3.

Remark 2.1 (On the smoothness assumption (H1)). The reason why we chose to impose the strong $C^{1,1}$-smoothness assumption on the set of admissible controls is twofold.

First, the main scope of this chapter is to provide first-order optimality conditions for infinite-dimensional problems arising as mean-field limits of finite-dimensional systems. Even though very general existence results à la DiPerna-Lions-Ambrosio [11, 68] are available for Cauchy problems of the form (1.32), they only deal with macroscopic quantities which are related to the underlying microscopic ones only for almost every curve in a suitable space of curves. The desired exact micro-macro correspondence which we aim at preserving can only hold in the presence of Cauchy-Lipschitz smoothness assumptions on the driving vector fields, see [11, 78].

Second, the geometric proof of the maximum principle consisting in performing local-in-time perturbations of optimal trajectories can only be carried out under $C^{1}$-regularity assumptions, due to the non-linearity of the problem studied here. Even though the derivation of a maximum principle under a merely Lipschitz-regularity assumption on the optimal control in the spirit of the non-smooth maximum principle (see e.g. [59]) might be available in this context, it would require a completely different approach and much more technical arguments.

Let it be noted that these assumptions are verified in the classical setting of systems that are linear or affine with respect to the controls, i.e. where the controlled term is of the form $u:(t, x) \mapsto \sum_{k=1}^{m} u_{k}(t) F_{k}(x)$ where the $\left(F_{k}(\cdot)\right)_{1 \leq k \leq m}$ are $C^{1}$ vector fields. They can also be leveraged to incorporate non-linear controlled dynamics of the form $(t, x) \mapsto v(t, x, u(t))$ where $u(t) \in \mathbb{R}^{m}$ for $\mathscr{L}^{1}$-almost every $t \in[0, T]$ ([39, 118, 117]).

Remark 2.2 (Almost-Hamiltonian flow). Observe that in our formulation of the PMP, the vector field $\tilde{\nabla}_{\nu} \mathbb{H}_{c}\left(t, \nu^{*}(t), u^{*}(t)\right)$ is not the Wasserstein gradient of the compactified Hamiltonian $\mathbb{H}_{c}\left(\nu^{*}(t), u^{*}(t)\right)$, since in general the barycenter of a minimal selection is not in the classical subdifferential. However, in any context where the minimal selections of the cost and dynamics functionals are induced by maps - which will automatically be their barycenters -, it can be shown by standard methods that $\tilde{\nabla}_{\nu} \mathbb{H}_{c}\left(t, \nu^{*}(t), u^{*}(t)\right)$ is in fact the Wasserstein gradient of the compactified Hamiltonian at $\left(t, \nu^{*}(t), u^{*}(t)\right)$ for $\mathscr{L}^{1}$-almost every $t \in[0, T]$.

Let it be noted that this "almost-Hamiltonian" flow still has a geometric meaning since $\tilde{\nabla}_{\nu} \mathbb{H}_{c}\left(t, \nu^{*}(t), u^{*}(t)\right) \in \operatorname{Tan}_{\nu^{*}(t)} \mathscr{P}_{2}\left(\mathbb{R}^{2 d}\right)$. Indeed, as it was already mentioned in Remark 1.3, the barycenter of a minimal selection always belongs to the analytical tangent space by construction.

The structure of this chapter in the following. We first describe in Section 2.1 our scheme of proof - and in particular introduce the concept of needle like variation - on a simplified problem $\left(\mathcal{P}_{1}\right)$ where there are neither interaction field $v[\cdot](\cdot, \cdot)$ nor running cost $L(\cdot, \cdot)$. We then proceed to prove the PMP for the more general problem $(\mathcal{P})$ in Section 2.2. In Section 2.3 we discuss more in details the set of hypotheses (H) of Theorem 2.1 and list some relevant examples of classical functionals satisfying them.

### 2.1 A Simpler Pontryagin Maximum Principle with no interaction field and no running cost

We start by proving the Pontryagin Maximum Principle for a simplified version of problem $(\mathcal{P})$ presented in the Introduction. We consider the following optimal control problem in the space of probability measures

$$
\left(\mathcal{P}_{1}\right)\left\{\begin{array}{l}
\min _{u \in \mathcal{U}}[\varphi(\mu(T))],  \tag{2.6}\\
\text { s.t. }\left\{\begin{array}{l}
\partial_{t} \mu(t)+\nabla \cdot(u(t, \cdot) \mu(t))=0, \\
\mu(0)=\mu^{0} \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right),
\end{array}\right.
\end{array}\right.
$$

and show that the Pontryagin-type optimality conditions provided in the following theorem hold.

Theorem 2.2 (Pontryagin Maximum Principle for $\left(\mathcal{P}_{1}\right)$ ).
Let $\left(u^{*}(\cdot), \mu^{*}(\cdot)\right) \in \mathcal{U} \times \operatorname{Lip}\left([0, T], \mathscr{P}_{c}\left(\mathbb{R}^{d}\right)\right)$ be an optimal pair control-trajectory for $\left(\mathcal{P}_{1}\right)$ and assume that the relevant hypotheses of $(\mathbf{H})$ hold. Then, there exists a constant $R>0$ and a curve $\nu^{*}(\cdot) \in \operatorname{Lip}\left([0, T], \mathscr{P}\left(\overline{B_{2 d}(0, R)}\right)\right)$ satisfying the following statements :
(i) It solves the forward-backward system of continuity equations

$$
\left\{\begin{array}{l}
\partial_{t} \nu^{*}(t)+\nabla \cdot\left(\mathbb{J}_{2 d} \nabla_{\nu} \mathbb{H}_{c}\left(\nu^{*}(t), u^{*}(t)\right) \nu^{*}(t)\right)=0, \quad \text { in }[0, T] \times \mathbb{R}^{2 d}  \tag{2.7}\\
\pi_{\#}^{1} \nu^{*}(t)=\mu^{*}(t), \\
\pi_{\#}^{2} \nu^{*}(T)=\left(-\bar{\gamma}_{\varphi}^{\circ}\right) \not \mu^{*}(T),
\end{array}\right.
$$

where $\mathbb{J}_{2 d}$ is the symplectic matrix of $\mathbb{R}^{2 d}$.
The compactified Hamiltonian $\mathbb{H}_{c}(\cdot, \cdot)$ of the system is defined by

$$
\mathbb{H}_{c}:(\nu, \omega) \in \mathscr{P}_{c}\left(\mathbb{R}^{2 d}\right) \times U \mapsto\left\{\begin{array}{cr}
\mathbb{H}(\nu, \omega) & \text { if } \nu \in \mathscr{P}\left(\overline{B_{2 d}(0, R)}\right)  \tag{2.8}\\
+\infty & \text { otherwise }
\end{array},\right.
$$

where

$$
\begin{equation*}
\mathbb{H}:(\nu, \omega) \in \mathscr{P}_{c}\left(\mathbb{R}^{2 d}\right) \times U \mapsto \int_{\mathbb{R}^{2 d}}\langle r, \omega(x)\rangle \mathrm{d} \nu(x, r) \tag{2.9}
\end{equation*}
$$

is the infinite-dimensional Hamiltonian of the system.
The vector field $(x, r) \mapsto \nabla_{\nu} \mathbb{H}_{c}\left(\nu^{*}(t), u^{*}(t)\right)(x, r)=\left(\mathrm{D}_{x} u^{*}(t, x)^{\top} r, u^{*}(t, x)\right)$ is the Wasserstein gradient of the compactified Hamiltonian for $\mathscr{L}^{1}$-almost every $t \in[0, T]$, i.e. $\boldsymbol{\partial}_{\nu}^{\circ} \mathbb{H}_{c}\left(\nu^{*}(t), u^{*}(t)\right)=\left(\operatorname{Id} \times \nabla_{\nu} \mathbb{H}_{c}\left(\nu^{*}(t), u^{*}(t)\right)\right)_{\# \nu^{*}(t)}$.
(ii) It satisfies the Pontryagin maximization condition

$$
\begin{equation*}
\mathbb{H}_{c}\left(\nu^{*}(t), u^{*}(t)\right)=\max _{\omega \in U}\left[\mathbb{H}_{c}\left(\nu^{*}(t), \omega\right)\right] \tag{2.10}
\end{equation*}
$$

for $\mathscr{L}^{1}$-almost every $t \in[0, T]$.
We split the proof of this result into several steps. In Step 1, we introduce the concept of needle-like variation of an optimal control and compute explicitly the corresponding family of perturbed measures. In Step 2 we study the first order perturbation of the
final cost induced by the needle-like variation. We introduce in Step 3 a suitable costate propagating this information backward to the base point of the needle-variation. In Step 4, we show that the curve introduced in Step 3 satisfies the conditions $(i)$ and (ii) of the PMP.

## Step 1 : Needle-like variations

We start by considering an optimal pair control-trajectory $\left(u^{*}(\cdot), \mu^{*}(\cdot)\right) \in \mathcal{U} \times$ $\operatorname{Lip}\left([0, T], \mathscr{P}_{\mathrm{c}}\left(\mathbb{R}^{d}\right)\right)$ along with the constant $R_{T}>0$ such that $\operatorname{supp}(\mu(t)) \subset \overline{B\left(0, R_{T}\right)}$ for all times $t \in[0, T]$. Fix a control $\omega \in U$, a Lebesgue point $\tau \in[0, T]$ of $t \mapsto u^{*}(t) \in$ $C^{0}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)$ in the Bochner sense (see, e.g. [69]) and a parameter $\epsilon \in[0, \bar{\epsilon})$ with $\bar{\epsilon}>0$ small. We define the needle-like variation of parameters $(\omega, \tau, \epsilon)$ of $u^{*}$ as follows

$$
\tilde{u}_{\epsilon}^{\omega, \tau} \equiv \tilde{u}_{\epsilon}: t \mapsto\left\{\begin{array}{lr}
\omega & \text { if } t \in[\tau-\epsilon, \tau]  \tag{2.11}\\
u^{*}(t) & \text { otherwise }
\end{array}\right.
$$

We denote by $t \mapsto \tilde{\mu}_{t}(\epsilon)$ the corresponding solution of the continuity equation starting from $\mu^{0}$ at time $t=0$. Notice that $\tilde{u}_{\epsilon}(\cdot) \in L^{1}\left([0, T], C^{1}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right) \cap L^{\infty}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)\right)$, thus the corresponding continuity equation is still well-posed.


Figure 2.1: Illustration of the effect of a needle-like variation on a measure curve.
The explicit link between the perturbed measure $\tilde{\mu}_{T}(\epsilon)$ and the optimal measure $\mu^{*}(T)$ at time $T$ is given in the following lemma.

Lemma 2.1. There exists a family of functions $\mathcal{G}_{T}^{\omega, \tau}(\cdot, \cdot) \in \operatorname{Lip}\left((-\bar{\epsilon}, \bar{\epsilon}), C^{0}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)\right)$ such that $\mathcal{G}_{T}^{\omega, \tau}(\epsilon, \cdot)$ is a $C^{1}$-diffeomorphisms over $\overline{B\left(0, R_{T}\right)}$ for all $\epsilon \geq 0$ and it holds

$$
\begin{equation*}
\tilde{\mu}_{T}(\epsilon)=\mathcal{G}_{T}^{\omega, \tau}(\epsilon, \cdot)_{\#} \mu^{*}(T) \tag{2.12}
\end{equation*}
$$

Moreover, there exists a constant $R_{T}^{\Phi}>0$ depending on $R_{T}, L_{U}$ and $v[\cdot](\cdot, \cdot)$ such that for all $\epsilon \in(-\bar{\epsilon}, \bar{\epsilon})$ one has $\operatorname{supp}\left(\mathcal{G}_{T}^{\omega, \tau}(\epsilon, \cdot)_{\#} \mu^{*}(T)\right) \subset \overline{B\left(0, R_{T}^{\Phi}\right)}$.

This family of maps satisfies the following Taylor expansion with respect to the $L^{2}\left(\mathbb{R}^{d}, \mathbb{R}^{d} ; \mu^{*}(T)\right)$-norm

$$
\mathcal{G}_{T}^{\omega, \tau}(\epsilon, \cdot)=\operatorname{Id}+\epsilon \mathcal{F}_{T}^{\omega, \tau} \circ \Phi_{(T, \tau)}^{u^{*}}(\cdot)+o(\epsilon)
$$

where

$$
\begin{equation*}
\mathcal{F}_{T}^{\omega, \tau}: x \in \operatorname{supp}\left(\mu^{*}(\tau)\right) \mapsto \mathrm{D}_{x} \Phi_{(\tau, T)}^{u^{*}}(x) \cdot\left[\omega(x)-u^{*}(\tau, x)\right] \tag{2.13}
\end{equation*}
$$

is a $C^{0}$ mapping.
Proof. By definition of $\tilde{u}_{\epsilon}(\cdot, \cdot)$ in (2.11), it holds that

$$
\tilde{\mu}_{T}(\epsilon)=\Phi_{(\tau, T)}^{u^{*}} \circ \Phi_{(\tau-\epsilon, \tau)}^{\omega} \circ \Phi_{(\tau, \tau-\epsilon)}^{u^{*}} \circ \Phi_{(T, \tau)}^{u^{*}}(\cdot)_{\#} \mu^{*}(T)
$$

for all $\epsilon \in[0, \bar{\epsilon})$. Thus, by choosing $\mathcal{G}_{T}^{\omega, \tau}(\epsilon, \cdot)=\Phi_{(\tau, T)}^{u^{*}} \circ \Phi_{(\tau-\epsilon, \tau)}^{\omega} \circ \Phi_{\tau-\epsilon}^{u^{*}} \circ \Phi_{(T, \tau)}^{u^{*}}(\cdot)$, formula (2.12) holds true for $\epsilon \in[0, \bar{\epsilon})$. Moreover, since the definition of $\epsilon \mapsto \mathcal{G}_{T}^{\omega, \tau}(\epsilon, \cdot)$ only involves functions that are continuous and uniformly bounded over $\overline{B\left(0, R_{T}\right)}$, the perturbed measures $\tilde{\mu}_{T}(\cdot)$ are compactly supported in some bigger ball $\overline{B\left(0, R_{T}^{\prime}\right)}$ for all $\epsilon \in[0, \bar{\epsilon})$ as well.

Recalling the definition of the flow $x \mapsto \Phi_{(0, t)}^{v}(x)$, one has by Lebesgue's Differentiation Theorem (see e.g. [14, Corollary 2.23]) that

$$
\left\{\begin{array}{l}
\Phi_{(\tau, \tau-\epsilon)}^{u^{*}}(x)=x-\int_{\tau-\epsilon}^{\tau} u^{*}\left(t, \Phi_{(\tau, t)}^{u^{*}}(x)\right) \mathrm{d} t=x-\epsilon u^{*}(\tau, x)+o(\epsilon) \\
\Phi_{(\tau-\epsilon, \tau)}^{\omega}(x)=x+\int_{\tau-\epsilon}^{\tau} \omega\left(\Phi_{(\tau-\epsilon, t)}^{\omega}(x)\right) \mathrm{d} t=x+\epsilon \omega(x)+o(\epsilon)
\end{array}\right.
$$

since $t \mapsto \Phi_{(\tau-\epsilon, t)}^{u^{*}}(x)$ and $t \mapsto \Phi^{u^{*}}(t, \tau)$ are $C^{0}$ for any $x \in \overline{B\left(0, R_{T}\right)}$ and $\tau \in[0, T]$ Lebesgue point of $t \mapsto u^{*}(t) \in C^{1}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)$. Chaining these two expansions and recalling that $\omega(\cdot)$ and $\Phi_{(\tau, T)}^{u^{*}}(\cdot)$ are $C^{1}$-smooth yields

$$
\Phi_{(\tau, T)}^{u^{*}} \circ \Phi_{(\tau-\epsilon, \tau)}^{\omega} \circ \Phi_{(\tau, \tau-\epsilon)}^{u^{*}}(x)=\Phi_{(\tau, T)}^{u^{*}}(x)+\epsilon \mathrm{D}_{x} \Phi_{(\tau, T)}^{u^{*}}(x) \cdot\left[\omega(x)-u^{*}(\tau, x)\right]+o(\epsilon) .
$$

Thus,

$$
\mathcal{G}_{T}^{\omega, \tau}(\epsilon, x)=x+\epsilon \mathcal{F}_{T}^{\omega, \tau} \circ \Phi_{(T, \tau)}^{u^{*}}(x)+o(\epsilon),
$$

for any $x \in \operatorname{supp}\left(\mu^{*}(T)\right)$ where we choose

$$
\mathcal{F}_{T}^{\omega, \tau}: x \mapsto \mathrm{D}_{x} \Phi_{(\tau, T)}^{u^{*}}(x) \cdot\left[\omega(x)-u^{*}(\tau, x)\right] .
$$

We can now extend $\mathcal{G}_{T}^{\omega, \tau}(\cdot, \cdot)$ from $[0, \bar{\epsilon})$ to $(-\bar{\epsilon}, \bar{\epsilon})$ in such a way that the left and right derivatives at $\epsilon=0$ coincide, by defining e.g.

$$
\mathcal{G}_{T}^{\omega, \tau}(\epsilon, \cdot) \equiv \operatorname{Id}+\epsilon \mathcal{F}_{T}^{\omega, \tau} \circ \Phi_{(T, \tau)}^{u^{*}}(\cdot)
$$

whenever $\epsilon \in(-\bar{\epsilon}, 0]$. Notice that since $\mathcal{F}_{T}^{\omega, \tau} \circ \Phi_{(T, \tau)}^{u^{*}}(\cdot)$ is $C^{0}$, both $x \in \overline{B\left(0, R_{T}\right)} \mapsto$ $\mathcal{G}_{T}^{\omega, \tau}(\epsilon, x)$ and $x \in \overline{B\left(0, R_{T}\right)} \mapsto \frac{\mathrm{d}}{\mathrm{d} \epsilon}\left[\mathcal{G}_{T}^{\omega, \tau}(\epsilon, x)\right]_{\epsilon=0}$ define $C^{0}$ mappings for all $\epsilon \in(-\bar{\epsilon}, \bar{\epsilon})$. Moreover, the continuity and uniform boundedness of $\mathrm{D}_{x} \Phi_{(\tau, T)}^{u^{*}}(\cdot)$ over $\overline{B\left(0, R_{T}\right)}$ along with hypothesis (H1) imply that $\mathcal{F}_{T}^{\omega, \tau}(\cdot)$ is bounded. Hence, there exists a constant $R_{T}^{\Phi}>0$ such that $\operatorname{supp}\left(\mathcal{G}_{T}^{\omega, \tau}(\epsilon, \cdot)_{\#} \mu^{*}(T)\right) \subset \overline{B\left(0, R_{T}^{\Phi}\right)}$ for all $\epsilon \in(-\bar{\epsilon}, \bar{\epsilon})$. Moreover, the fact that $\mathcal{G}(\epsilon, \cdot)$ and $\mathcal{F}_{T}^{\omega, \tau}(\cdot)$ are continuous and bounded yields that they are uniformly integrable with respect to the compactly supported measure $\mu^{*}(T)$. An application of Proposition $1.2-(i i i)$ allows to conclude that this expansion holds in $L^{2}\left(\mathbb{R}^{d}, \mathbb{R}^{d} ; \mu^{*}(T)\right)$,
which achieves the proof.
We end this first step by a lemma which is a direct consequence of Proposition 1.10.
Lemma 2.2. For any $x \in \operatorname{supp}\left(\mu^{*}(\tau)\right)$, the trajectory $t \in[\tau, T] \mapsto \mathcal{F}_{t}^{\omega, \tau}(x)$ is the unique solution of the Cauchy problem

$$
\begin{equation*}
\partial_{t} \mathcal{F}_{t}^{\omega, \tau}(x)=\mathrm{D}_{x} u^{*}\left(t, \Phi_{(\tau, t)}^{u^{*}}(x)\right) \mathcal{F}_{t}^{\omega, \tau}(x), \mathcal{F}_{\tau}^{\omega, \tau}(x)=\omega(x)-u^{*}(\tau, x) \tag{2.14}
\end{equation*}
$$

Proof. It is sufficient to apply Proposition 1.10 with $v[\cdot](\cdot, \cdot) \equiv u^{*}(\cdot, \cdot)$.

## Step 2 : First-order optimality condition

Thanks to the optimality of $u^{*}(\cdot)$, for each $\epsilon \in(0, \bar{\epsilon})$ it holds

$$
\begin{equation*}
\frac{\varphi\left(\tilde{\mu}_{T}(\epsilon)\right)-\varphi\left(\mu^{*}(T)\right)}{\epsilon} \geq 0 \tag{2.15}
\end{equation*}
$$

where $\epsilon \in(0, \bar{\epsilon}) \mapsto \tilde{\mu}_{T}(\epsilon)=\mathcal{G}_{T}^{\omega, \tau}(\epsilon, \cdot)_{\#} \mu^{*}(T)$.
Recalling that the measures $\epsilon \mapsto \tilde{\mu}_{T}(\epsilon)$ are uniformly compactly supported, that $\varphi(\cdot)$ satisfies hypotheses (H3) and that the map $\epsilon \in(-\bar{\epsilon}, \bar{\epsilon}) \mapsto \varphi\left(\tilde{\mu}_{T}(\epsilon)\right)$ is differentiable at $\epsilon=0$ by hypothesis (H6), we can apply the chain rule given in Proposition 1.6 to the endpoint cost :

$$
\begin{equation*}
0 \leq \lim _{\epsilon \downarrow 0}\left[\frac{\varphi\left(\tilde{\mu}_{T}(\epsilon)\right)-\varphi\left(\mu^{*}(T)\right)}{\epsilon}\right]=\int_{\mathbb{R}^{d}}\left\langle\bar{\gamma}_{\varphi}^{\circ}(x), \mathcal{F}_{T}^{\omega, \tau} \circ \Phi_{(T, \tau)}^{u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(T)(x), \tag{2.16}
\end{equation*}
$$

where $\bar{\gamma}_{\varphi}^{\circ} \in L^{2}\left(\mathbb{R}^{d}, \mathbb{R}^{d} ; \mu^{*}(T)\right)$ is the barycenter of the minimal selection $\boldsymbol{\partial}^{\circ} \varphi\left(\mu^{*}(T)\right)$ in the extended subdifferential of $\varphi(\cdot)$ at $\mu^{*}(T)$.

We recover a formula similar to the classical finite-dimensional case. The next step is to introduce a suitable costate along with its backward dynamics that will propagate this first-order information to the base-point $\tau$ of the needle-like variation while generating a Hamiltonian-like dynamical structure.

## Step 3 : Backward dynamics and Pontryagin maximization condition

Equation (2.16) provides us with a first-order optimality condition which involves all the needle parameters $(\omega, \tau) \in U \times[0, T]$. We will show that it implies, along with the choice of a suitable costate, the maximization condition (2.10). To this aim, we build a curve $\nu^{*} \in \operatorname{Lip}\left([0, T], \mathscr{P}_{c}\left(\mathbb{R}^{2 d}\right)\right)$ solution of the forward-backward system of continuity equations

$$
\left\{\begin{array}{lr}
\left.\partial_{t} \nu^{*}(t)+\nabla \cdot\left(\mathcal{V}^{*}(t, \cdot, \cdot)\right) \nu^{*}(t)\right)=0 \quad \text { in }[0, T] \times \mathbb{R}^{2 d}  \tag{2.17}\\
\pi_{\#}^{1} \nu^{*}(t)=\mu^{*}(t) & \text { for all } t \in[0, T] \\
\nu^{*}(T)=\left(\operatorname{Id} \times\left(-\bar{\gamma}_{\varphi}^{\circ}\right)\right)_{\#} \mu^{*}(T), &
\end{array}\right.
$$

associated with the vector field

$$
\begin{equation*}
\mathcal{V}^{*}:(t, x, r) \in[0, T] \times \mathbb{R}^{2 d} \mapsto\left(u^{*}(t, x),-\mathrm{D}_{x} u^{*}(t, x)^{\top} r\right) \tag{2.18}
\end{equation*}
$$

Notice that, contrarily to system (2.7), we impose the more restrictive product structure on the terminal datum.

This system is peculiar in the sense that the driving vector field $\mathcal{V}^{*}(\cdot, \cdot, \cdot)$ does not satisfy verbatim the hypotheses ( $\mathbf{H}^{\prime}$ ) of Theorem 1.7. However, it exhibits a cascade structure, in the sense that one can first determine uniquely $\mu^{*}(\cdot)$ and then build $\nu^{*}(\cdot)$ by disintegration. This fact is underlined by the condition $\pi_{\#}^{1} \nu^{*}(t)=\mu^{*}(t)$ for all times $t \in[0, T]$. We make this statement precise in the next lemma.

Lemma 2.3 (Definition and well-posedness of solutions of (2.17)).
Let $\left(u^{*}(\cdot), \mu^{*}(\cdot)\right)$ be an optimal pair control-trajectory for $\left(\mathcal{P}_{1}\right)$. For $\mu^{*}(T)$-almost every $x \in \mathbb{R}^{d}$, we consider the family of backward flows $\left(\Psi_{(T, t)}^{x}(\cdot)\right)_{t \leq T}$ associated to the Cauchy problems

$$
\begin{equation*}
\partial_{t} w_{x}(t, r)=-\mathrm{D}_{x} u^{*}\left(t, \Phi_{(T, t)}^{u^{*}}(x)\right) w_{x}(t, r), w_{x}(T, r)=r \tag{2.19}
\end{equation*}
$$

and define the associated curves of measures $\sigma_{x}^{*}: t \mapsto \Psi_{(T, t)}^{x}(\cdot)_{\#} \delta_{\left(-\bar{\gamma}_{\varphi}^{\circ}(x)\right)}$.
Then, $\nu^{*}: t \mapsto\left(\Phi_{(T, t)}^{u^{*}}, \mathrm{Id}\right)_{\#} \nu_{T}^{*}(t)$ is the unique solution of (2.17) with ${ }^{1}$

$$
\nu_{T}^{*}(t)=\int_{\mathbb{R}^{d}} \sigma_{x}^{*}(t) \mathrm{d} \mu^{*}(T)(x) \in \mathscr{P}_{c}\left(\mathbb{R}^{2 d}\right)
$$

for all times $t \in[0, T]$. Moreover, there exists two constants $R_{T}^{\prime}, L_{T}^{\prime}>0$ such that

$$
\operatorname{supp}\left(\nu^{*}(t)\right) \subset \overline{B_{2 d}\left(0, R_{T}^{\prime}\right)} \text { and } W_{1}\left(\nu^{*}(t), \nu^{*}(s)\right) \leq L_{T}^{\prime}|t-s|
$$

for all $s, t \in[0, T]$.

Proof. By hypothesis (H1), the elements of $\mathcal{U}$ are uniformly sublinear and Lipschitz in space for $\mathscr{L}^{1}$-almost every times $t \in[0, T]$. We recall that by Theorem 1.7 , this implies the existence of a constant $R_{T}>0$ depending on $\operatorname{supp}\left(\mu^{0}\right), T$ and $L_{U}$ such that $\operatorname{supp}\left(\mu^{*}(\cdot)\right) \subset \overline{B\left(0, R_{T}\right)}$.

For $\mu^{*}(T)$-almost every $x \in \mathbb{R}^{d}$, the Cauchy problem (2.19) has a unique solution and the corresponding curves $t \mapsto \sigma_{x}^{*}(t)$ are uniquely determined. Moreover, the uniform Lipschitzianity of the elements of $\mathcal{U}$ implies that these curves are uniformly compactly supported and Lipschitz in the $W_{1}$-metric uniformly with respect to $x \in \operatorname{supp}\left(\mu^{*}(T)\right)$ with constants $\tilde{R}_{T}, \tilde{L}_{T}$ depending on $L_{U}, T$ and $\varphi(\cdot)$.

We now define the curve $\nu^{*}(\cdot)$ as in the statement of Lemma 2.3 above and show that it is a uniformly compactly supported and Lipschitz solution of the forward-backward system (2.17). The fact that there exists $R_{T}>0$ depending on $R_{T}$ and $\tilde{R}_{T}$ such that $\nu^{*}(\cdot)$ is uniformly compactly supported in $\overline{B_{2 d}\left(0, R_{T}\right)}$ is a direct consequence of its definition. The Lipschitzianity in the $W_{1}$-metric comes from the following computations. For any

[^3]$\xi \in \operatorname{Lip}\left(\mathbb{R}^{2 d}, \mathbb{R}\right)$ with $\operatorname{Lip}\left(\xi, \mathbb{R}^{2 d}\right) \leq 1$, it holds
\[

$$
\begin{aligned}
\int_{\mathbb{R}^{2 d}} \xi(x, r) \mathrm{d}\left(\nu^{*}(t)-\nu^{*}(s)\right)(x, r) & =\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \xi\left(\Phi_{(T, t)}^{u^{*}}(x), r\right) \mathrm{d} \sigma_{x}^{*}(t)(r) \mathrm{d} \mu^{*}(T)(x) \\
& -\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \xi\left(\Phi_{(T, s)}^{u^{*}}(x), r\right) \mathrm{d} \sigma_{x}^{*}(s)(r) \mathrm{d} \mu^{*}(T)(x) \\
& \leq \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|\Phi_{(T, t)}^{u^{*}}(x)-\Phi_{(T, s)}^{u^{*}}(x)\right| \mathrm{d} \sigma_{x}^{*}(t)(r) \mathrm{d} \mu^{*}(T)(x) \\
& +\int_{\mathbb{R}^{d}} \operatorname{Lip}\left(\Phi_{(T, s)}^{u^{*}}, \overline{\left.B\left(0, R_{T}\right)\right)} W_{1}\left(\sigma_{x}^{*}(s), \sigma_{x}^{*}(t)\right) \mathrm{d} \mu^{*}(T)(x)\right. \\
& \leq L_{T}^{\prime}|t-s|
\end{aligned}
$$
\]

where $L_{T}^{\prime}>0$ is a uniform constant depending on the time and space Lipschitz constants of the flows of diffeomorphims $\left(\Phi_{(T, t)}^{u^{*}}(\cdot)\right)_{t \in[0, T]}$ and on $L_{U}$. Taking the supremum over all the 1-Lipschitz functions $\xi(\cdot, \cdot)$ and using the Kantorovich-Rubinstein duality (1.4) yields the Lipschitzianity of $\nu^{*}(\cdot)$ in the $W_{1}$-metric.

Finally, remark that for any $\xi \in C_{c}^{\infty}\left(\mathbb{R}^{2 d}, \mathbb{R}\right)$ it holds

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left[\int_{\mathbb{R}^{2 d}} \xi(x, r) \mathrm{d} \nu^{*}(t)(x, r)\right] \\
= & \frac{\mathrm{d}}{\mathrm{~d} t}\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \xi\left(\Phi_{(T, t)}^{u^{*}}(x), r\right) \mathrm{d} \sigma_{x}^{*}(t)(r) \mathrm{d} \mu^{*}(T)(x)\right] \\
= & \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left\langle\nabla_{x} \xi\left(\Phi_{(T, t)}^{u^{*}}(x), r\right), u^{*}\left(t, \Phi_{(T, t)}^{u^{*}}(x)\right\rangle \mathrm{d} \sigma_{x}^{*}(t)(r) \mathrm{d} \mu^{*}(T)(x)\right. \\
+ & \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left\langle\nabla_{r} \xi\left(\Phi_{(T, t)}^{u^{*}}(x), r\right),-\mathrm{D}_{x} u^{*}\left(t, \Phi_{(T, t)}^{u^{*}}(x)\right)^{\top} r\right\rangle \mathrm{d} \sigma_{x}^{*}(t)(r) \mathrm{d} \mu^{*}(T)(x) \\
= & \int_{\mathbb{R}^{2 d}}\left\langle\nabla_{(x, r)} \xi(x, r),\binom{u^{*}(t, x)}{-\mathrm{D}_{x} u^{*}(t, x)^{\top} r}\right\rangle \mathrm{d} \nu^{*}(t)(x, r)
\end{aligned}
$$

which along with the fact that $\nu^{*}(T)=\nu_{T}^{*}(T)=\left(\operatorname{Id} \times\left(-\bar{\gamma}_{\varphi}^{\circ}\right)\right)_{\#} \mu^{*}(T)$ achieves the proof.

Remark 2.3 (Wasserstein and classical costates). In the finite-dimensional proof of the PMP, the optimal costates $p^{*}(\cdot)$ are defined as the solutions of the backward equations

$$
\begin{equation*}
\dot{p}^{*}(t)=-\nabla_{x} \mathcal{H}\left(t, x^{*}(t), p^{*}(t), u^{*}(t)\right), \quad p^{*}(T)=-\nabla \varphi\left(x^{*}(T)\right) . \tag{2.20}
\end{equation*}
$$

In our statement of the PMP, one should think of $\pi_{\#}^{2} \nu^{*}(\cdot)$ as being concentrated on the characteristic curves of the backward costate dynamics. Indeed in Lemma 2.3, the curves $\sigma_{x}^{*}(\cdot)$ are concentrated on the unique characteristic of the linearized backward non-local dynamics (3.21) starting from $\left(-\bar{\gamma}_{\varphi}^{\circ}(x)\right)$ for $\mu^{*}(T)$-almost every $x \in \mathbb{R}^{d}$. The second marginal of the curve $\nu_{T}^{*}(\cdot)=\int_{\mathbb{R}^{d}} \sigma_{x}^{*}(t)(r) \mu^{*}(T)(x)$ can then be seen as a Lagrangian superposition of integral curves of (2.20) depending on the starting point of the curve in $\operatorname{supp}\left(\mu^{*}(T)\right)$.

We now show that the curve of measures $\nu^{*}(\cdot)$ defined in Lemma 2.3 is such that the
$\operatorname{map} \mathcal{K}_{\omega, \tau}(\cdot)$ defined by

$$
\begin{equation*}
\mathcal{K}_{\omega, \tau}: t \in[\tau, T] \mapsto \int_{\mathbb{R}^{2 d}}\left\langle r, \mathcal{F}_{t}^{\omega, \tau} \circ \Phi_{(t, \tau)}^{u^{*}}(x)\right\rangle \mathrm{d} \nu^{*}(t)(x, r) \tag{2.21}
\end{equation*}
$$

is constant over $[\tau, T]$. We shall see in Step 4 that this is equivalent to the Pontryagin maximization condition (2.10).

Lemma 2.4. The map $t \mapsto \mathcal{K}_{\omega, \tau}(t)$ defined in (2.21) is constant over $[\tau, T]$ for any couple of needle parameters $(\omega, \tau)$.

Proof. Notice that by definition of $\nu^{*}(\cdot)$, the map $\mathcal{K}_{\omega, \tau}(\cdot)$ rewrites

$$
\begin{equation*}
\mathcal{K}_{\omega, \tau}(t)=\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left\langle r, \mathcal{F}_{t}^{\omega, \tau} \circ \Phi_{(T, \tau)}^{u^{*}}(x)\right\rangle \mathrm{d} \sigma_{x}^{*}(t)(r) \mathrm{d} \mu^{*}(T)(x) \tag{2.22}
\end{equation*}
$$

for all $t \in[\tau, T]$. The maps $t \in[\tau, T] \mapsto \mathcal{F}_{t}^{\omega, \tau} \circ \Phi_{(T, \tau)}^{u^{*}}(x)$ and $t \in[\tau, T] \mapsto \sigma_{x}^{*}(t)$ are Lipschitz, uniformly with respect to $x \in \operatorname{supp}\left(\mu^{*}(T)\right)$. The integrand $(x, r) \mapsto$ $\left\langle r, \mathcal{F}_{t}^{\omega, \tau} \circ \Phi_{(T, \tau)}^{u^{*}}(x)\right\rangle$ is bounded with respect to $x$ and Lipschitz with respect to $r$, uniformly with respect to $t \in[\tau, T]$. Hence, $t \mapsto \mathcal{K}_{\omega, \tau}(t)$ is Lipschitz as well. It will therefore be constant provided that its derivative - which exists $\mathscr{L}^{1}$-almost everywhere is equal to zero.

Observe that, using formula (1.30) and the definition of $\mathcal{V}^{*}(\cdot, \cdot, \cdot)$ in (1.39), it holds

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{K}_{\omega, \tau}(t)=\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left\langle r, \partial_{t} \mathcal{F}_{t}^{\omega, \tau} \circ \Phi_{(T, \tau)}^{u^{*}}(x)\right\rangle \mathrm{d} \sigma_{x}^{*}(t)(r) \mathrm{d} \mu^{*}(T)(x)  \tag{2.23}\\
+ & \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left\langle-\mathrm{D}_{x} u^{*}\left(t, \Phi_{(T, t)}^{u^{*}}(x)\right)^{\top} r, \mathcal{F}_{t}^{\omega, \tau} \circ \Phi_{(T, \tau)}^{u^{*}}(x)\right\rangle \mathrm{d} \sigma_{x}^{*}(t)(r) \mathrm{d} \mu^{*}(T)(x)
\end{align*}
$$

Recalling the characterization of $\partial_{t} \mathcal{F}_{t}^{\omega, \tau}(\cdot)$ given in (2.14) and plugging it into (2.23), we obtain that $\frac{\mathrm{d}}{\mathrm{d} t} \mathcal{K}_{\omega, \tau}(t)=0$ for $\mathscr{L}^{1}$-almost every times $t \in[\tau, T]$, and thus that $\mathcal{K}_{\omega, \tau}(\cdot)$ is constant over $[\tau, T]$.

## Step 4 : Proof of the Pontryagin Maximum Principle for $\left(\mathcal{P}_{1}\right)$

We proved in Lemma 2.3 the existence of a constant $R \equiv R_{T}^{\prime}>0$ such that the solution $\nu^{*}(\cdot)$ to $(2.17)$ satisfies $\operatorname{supp}\left(\nu^{*}(\cdot)\right) \subset \overline{B_{2 d}(0, R)}$. We accordingly define the infinite-dimensional Hamiltonian $\mathbb{H}:(\nu, \omega) \in \mathscr{P}_{c}\left(\mathbb{R}^{2 d}\right) \times U \mapsto \int_{\mathbb{R}^{2 d}}\langle r, \omega(x)\rangle \mathrm{d} \nu(x, r)$ of the system and the compactified Hamiltonian $\mathbb{H}_{c}(\cdot, \cdot)$ by (2.8).

In Lemma 2.4 we showed that, with this choice of forward-backward system (2.17), the map $\mathcal{K}_{\omega, \tau}(\cdot)$ defined in (2.21) is constant over $[\tau, T]$ for any choice of $\omega \in U$ and $\tau \in[0, T]$ Lebesgue point of $u^{*}(\cdot)$. This implies in particular that $\mathcal{K}_{\omega, \tau}(\tau)=\mathcal{K}_{\omega, \tau}(T)$. Since we proved in (2.16) that it holds

$$
0 \leq \int_{\mathbb{R}^{d}}\left\langle\bar{\gamma}_{\varphi}^{\circ}(x), \mathcal{F}_{T}^{\omega, \tau} \circ \Phi_{(T, \tau)}^{u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(T)(x)=-K_{\omega, \tau}(T)
$$

it directly follows that

$$
\mathcal{K}_{\omega, \tau}(\tau)=\int_{\mathbb{R}^{2 d}}\left\langle r, \omega(x)-u^{*}(\tau, x)\right\rangle \mathrm{d} \nu^{*}(\tau)(x, r) \leq 0
$$

for all $\omega \in U$ and $\tau \in[0, T]$ Lebesgue point of $u^{*}(\cdot)$.
Recalling that $\mathscr{L}^{1}$-almost $\tau \in[0, T]$ is a Lebesgue point in the Bochner sense for an $L^{1}$-function defined over the real line (see e.g. [69, Chapter II - Theorem 9]), we recover the infinite-dimensional maximization condition

$$
\mathbb{H}_{c}\left(\nu^{*}(t), u^{*}(t)\right)=\max _{\omega \in U}\left[\mathbb{H}_{c}\left(\nu^{*}(t), \omega\right)\right]
$$

for $\mathscr{L}^{1}$-almost every $t \in[0, T]$.
Invoking the $C^{1}$-regularity of the elements of $U$, it can be seen using Proposition 2.1 that the minimal selection $\boldsymbol{\partial}_{\nu}^{\circ} \mathbb{H}_{c}\left(\nu^{*}(t), u^{*}(t)\right)$ in the extended subdifferential of $\mathbb{H}_{c}\left(\cdot, u^{*}(t)\right)$ exists at $\nu^{*}(t) \in \mathscr{P}\left(\overline{B_{2 d}(0, R)}\right)$ for $\mathscr{L}^{1}$-almost every $t \in[0, T]$ and that it is induced by the map

$$
\nabla_{\nu} \mathbb{H}_{c}\left(\nu^{*}(t), u^{*}(t)\right):(x, r) \in \operatorname{supp}\left(\nu^{*}(t)\right) \mapsto\binom{\mathrm{D}_{x} u^{*}(t, x)^{\top} r}{u^{*}(t, x)}
$$

Therefore, we recognize the Wasserstein Hamiltonian structure generated by

$$
\mathcal{V}^{*}(t, \cdot, \cdot)=\mathbb{J}_{2 d} \nabla_{\nu} \mathbb{H}_{c}\left(\nu^{*}(t), u^{*}(t)\right)(\cdot, \cdot)
$$

for $\mathscr{L}^{1}$-almost every $t \in[0, T]$, where $\mathbb{J}_{2 d}$ is the symplectic matrix in $\mathbb{R}^{2 d}$. This ends our proof of Theorem 2.2.

### 2.2 Proof of Theorem 2.1

After having exhibited the main mechanisms of our proof for the Pontryagin Maximum Principle for the simplified problem $\left(\mathcal{P}_{1}\right)$, we are ready to tackle the general case proposed in $(\mathcal{P})$. The latter is a generalization of $\left(\mathcal{P}_{1}\right)$ in the sense that we add a general running cost $L(\cdot, \cdot)$ and a general non-local interaction vector field $v[\cdot](\cdot, \cdot)$.

## Step 1 : Needle-like variations in the non-local case

As in Section 2.1, let us consider an optimal pair control-trajectory $\left(u^{*}(\cdot), \mu^{*}(\cdot)\right)$, a Lebesgue point $\tau \in[0, T]$ of $t \in[0, T] \mapsto v\left[\mu^{*}(t)\right](t, \cdot)+u^{*}(t, \cdot)$ and an element $\omega \in U$. We introduce again the needle-like variation $\tilde{u}_{\epsilon}^{\omega, \tau}(\cdot)$ of $u^{*}(\cdot)$ with parameters $(\omega, \tau, \epsilon)$ for $\epsilon \in[0, \bar{\epsilon})$, as defined in (2.11).

In keeping with the notations introduced in (1.33) for flows associated to transport PDEs with non-local velocities, the family of perturbed measures $\epsilon \in[0, \bar{\epsilon}) \mapsto \tilde{\mu}_{t}(\epsilon)$ are defined for all times $t \in[\tau, T]$ by

$$
\tilde{\mu}_{t}(\epsilon)=\Phi_{(\tau, t)}^{v, u^{*}}\left[\tilde{\mu}_{\tau}(\epsilon)\right] \circ \Phi_{(\tau-\epsilon, \tau)}^{v, \omega}\left[\mu^{*}(\tau-\epsilon)\right] \circ \Phi_{(t, \tau-\epsilon)}^{v, u^{*}}\left[\mu^{*}(t)\right](\cdot)_{\#} \mu^{*}(t)
$$

One can readily check that under the sublinearity and regularity hypotheses imposed in $(\mathbf{H} 1)$ and $(\mathbf{H} 4)$, there exists again a constant $\tilde{R}_{T}>0$ such that $\operatorname{supp}\left(\tilde{\mu}_{t}(\epsilon)\right) \subset \overline{B\left(0, \tilde{R}_{T}\right)}$ for all $(t, \epsilon) \in[0, T] \times[0, \bar{\epsilon})$.

We now derive in Lemma 2.5 the perturbation stemming from the needle-like variation. We prove therein a result akin to Lemma 2.2 giving a precise ODE-type characterization of this perturbation. To do so, we use the results of Theorem 1.9 concerning the directional
derivatives of the non-local flow combined to the classical result stated in Lemma 2.2 and the definition of needle-like variation.

Lemma 2.5 (Perturbation induced by a needle-like variation in the non-local case). Let $\left(u^{*}(\cdot), \mu^{*}(\cdot)\right)$ be an optimal pair control-trajectory for problem $(\mathcal{P})$ and $\tilde{u}_{\epsilon}(\cdot)$ be the needle-like perturbation of $u^{*}(\cdot)$ as introduced in (2.11).

Then, there exists a family of maps $\left(\mathcal{G}_{t}^{\omega, \tau}(\cdot, \cdot)\right)_{t \in[\tau, T]} \subset \operatorname{Lip}\left((-\bar{\epsilon}, \bar{\epsilon}), C^{0}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)\right)$ such that $\mathcal{G}_{t}^{\omega, \tau}(\epsilon, \cdot)$ is a $C^{1}$-diffeomorphisms over $\overline{B\left(0, R_{T}\right)}$ for all $(t, \epsilon) \in[\tau, T] \times[0, \bar{\epsilon})$ and it holds

$$
\tilde{\mu}_{t}(\epsilon)=\mathcal{G}_{t}^{\omega, \tau}(\epsilon, \cdot)_{\#} \mu^{*}(t)
$$

Besides, there exists a constant $R_{T}^{\Phi}>0$ depending on $R_{T}, L_{U}$ and $v[\cdot](\cdot, \cdot)$ such that for all $(t, \epsilon) \in[\tau, T] \times(-\bar{\epsilon}, \bar{\epsilon})$ it holds $\operatorname{supp}\left(\mathcal{G}_{t}^{\omega, \tau}(\epsilon, \cdot)_{\#} \mu^{*}(t)\right) \subset \overline{B\left(0, R_{T}^{\Phi}\right)}$.

This family of maps satisfies the Taylor expansion for all $t \in[\tau, T]$ with respect to the $L^{2}\left(\mathbb{R}^{d}, \mathbb{R}^{d} ; \mu^{*}(t)\right)$ norm :

$$
\mathcal{G}_{t}^{\omega, \tau}(\epsilon, \cdot)=\operatorname{Id}+\epsilon \mathcal{F}_{t}^{\omega, \tau} \circ \Phi_{(t, \tau)}^{v, u^{*}}\left[\mu^{*}(t)\right](\cdot)+o(\epsilon)
$$

with

$$
\mathcal{F}_{t}^{\omega, \tau}: x \in \operatorname{supp}\left(\mu^{*}(\tau)\right) \mapsto \mathrm{D}_{x} \Phi_{(\tau, t)}^{v, u^{*}}\left[\mu^{*}(\tau)\right](x) \cdot\left[\omega(x)-u^{*}(\tau, x)\right]+w_{\Phi}^{\omega, \tau}(t, x)
$$

and where $w_{\Phi}^{\omega, \tau}(t, x)$ is the derivative at $\epsilon=0$ of the map $\epsilon \in(-\bar{\epsilon}, \bar{\epsilon}) \mapsto \Phi_{(\tau, t)}^{v, u^{*}}\left[\tilde{\mu}_{\tau}(\epsilon)\right](x)$ as described in Theorem 1.9.

Moreover, the map $(t, x) \in[\tau, T] \times \operatorname{supp}\left(\mu^{*}(\tau)\right) \mapsto \mathcal{F}_{t}^{\omega, \tau}(x)$ is the unique solution of the Cauchy problem

$$
\left\{\begin{array}{l}
\partial_{t} \mathcal{F}_{t}^{\omega, \tau}(x)=\int_{\mathbb{R}^{d}} \mathbb{\Gamma}_{\left(t, \Phi_{(\tau, t)}^{v, u^{*}}\left[\mu^{*}(\tau)\right](x)\right.}^{0}\left(\Phi_{(\tau, t)}^{v, u^{*}}\left[\mu^{*}(\tau)\right](y)\right) \cdot \mathcal{F}_{t}^{\omega, \tau}(y) \mathrm{d} \mu^{*}(\tau)(y)  \tag{2.24}\\
+\left[\mathrm{D}_{x} u^{*}\left(t, \Phi_{(\tau, t)}^{v, u^{*}}\left[\mu^{*}(\tau)\right](x)\right)+\mathrm{D}_{x} v\left[\mu^{*}(t)\right]\left(t, \Phi_{(\tau, t)}^{v, u^{*}}\left[\mu^{*}(\tau)\right](x)\right)\right] \cdot \mathcal{F}_{t}^{\omega, \tau}(x) \\
\mathcal{F}_{\tau}^{\omega, \tau}(x)=\omega(x)-u^{*}(\tau, x)
\end{array}\right.
$$

Proof. We start by computing the measures $\tilde{\mu}_{\tau}(\epsilon)$ as a function of $\mu^{*}(\tau)$ for all $\epsilon \in[0, \bar{\epsilon})$. By definition of the needle-like variation, it holds

$$
\tilde{\mu}_{\tau}(\epsilon)=\Phi_{(\tau-\epsilon, \tau)}^{v, \omega}\left[\mu^{*}(\tau-\epsilon)\right] \circ \Phi_{(\tau, \tau-\epsilon)}^{v, u^{*}}\left[\mu^{*}(\tau)\right](\cdot)_{\#} \mu^{*}(\tau)
$$

Using Lebesgue's Differentiation Theorem, we obtain the following expansions at the first order with respect to $\epsilon$

$$
\begin{aligned}
& \Phi_{(\tau-\epsilon, \tau)}^{v, \omega}\left[\mu^{*}(\tau-\epsilon)\right](y) \\
= & y+\int_{\tau-\epsilon}^{\tau}\left[v\left[\tilde{\mu}_{t}(\epsilon)\right]\left(t, \Phi_{(\tau-\epsilon, t)}^{v, \omega}\left[\mu^{*}(\tau-\epsilon)\right](y)\right)+\omega\left(\Phi_{(\tau-\epsilon, t)}^{v, \omega}\left[\mu^{*}(\tau-\epsilon)\right](y)\right)\right] \mathrm{d} t \\
= & y+\epsilon\left(v\left[\mu^{*}(\tau)\right](\tau, y)+\omega(y)\right)+o(\epsilon)
\end{aligned}
$$

as well as

$$
\begin{aligned}
& \Phi_{(\tau, \tau-\epsilon)}^{v, u^{*}}\left[\mu^{*}(\tau)\right](y) \\
= & y-\int_{\tau-\epsilon}^{\tau}\left[v\left[\mu^{*}(t)\right]\left(t, \Phi_{(t, \tau-\epsilon)}^{v, u^{*}}\left[\mu^{*}(\tau)\right](y)\right)+u^{*}\left(t, \Phi_{(t, \tau-\epsilon)}^{v, u^{*}}\left[\mu^{*}(\tau)\right](y)\right)\right] \mathrm{d} t, \\
= & y-\epsilon\left(v\left[\mu^{*}(\tau)\right](\tau, y)+u^{*}(\tau, y)\right)+o(\epsilon) .
\end{aligned}
$$

Chaining these two expressions together and recalling that $\omega(\cdot)$ and $v\left[\mu^{*}(\tau)\right](\tau, \cdot)$ are $C^{1}$-smooth, it holds

$$
\Phi_{(\tau-\epsilon, \tau)}^{v, \omega}\left[\mu^{*}(\tau-\epsilon)\right] \circ \Phi_{(\tau, \tau-\epsilon)}^{v, u^{*}}\left[\mu^{*}(\tau)\right](y)=y+\epsilon\left[\omega(y)-u^{*}(\tau, y)\right]+o(\epsilon)
$$

and we deduce the expression that will prove useful in the sequel

$$
\begin{equation*}
\tilde{\mu}_{\tau}(\epsilon)=\left(\operatorname{Id}+\epsilon\left[\omega(\cdot)-u^{*}(\tau, \cdot)\right]+o(\epsilon)\right)_{\#} \mu^{*}(\tau) . \tag{2.25}
\end{equation*}
$$

We now want to obtain a similar expression but at some time $t \in[\tau, T]$. First, recall that $\tilde{\mu}_{t}(\epsilon)=\mathcal{G}_{t}^{\omega, \tau}(\epsilon, \cdot)_{\#} \mu^{*}(t)$ where

$$
\begin{align*}
\mathcal{G}_{t}^{\omega, \tau}(\epsilon, \cdot): x \in \operatorname{supp}\left(\mu^{*}(t)\right) & \mapsto \Phi_{(\tau, t)}^{v, u^{*}}\left[\tilde{\mu}_{\tau}(\epsilon)\right] \circ \Phi_{(\tau-\epsilon, \tau)}^{v, \omega}\left[\mu^{*}(\tau-\epsilon)\right]  \tag{2.26}\\
& \circ \Phi_{(\tau, \tau-\epsilon)}^{v, u^{*}}\left[\mu^{*}(\tau)\right] \circ \Phi_{(t, \tau)}^{v, u^{*}}\left[\mu^{*}(t)\right](x)
\end{align*}
$$

By (2.25), one has the following expansion

$$
\begin{align*}
& \Phi_{(\tau, t)}^{v, u^{*}}\left[\tilde{\mu}_{\tau}(\epsilon)\right] \circ \Phi_{(\tau-\epsilon, \tau)}^{v, \omega}\left[\mu^{*}(\tau-\epsilon)\right] \circ \Phi_{(\tau, \tau-\epsilon)}^{v, u^{*}}\left[\mu^{*}(\tau)\right] \circ \Phi_{(t, \tau)}^{v, u^{*}}\left[\mu^{*}(t)\right](\cdot) \\
= & \Phi_{(\tau, t)}^{v, u^{*}}\left[\tilde{\mu}_{\tau}(\epsilon)\right] \circ\left(\Phi_{(t, \tau)}^{v, u^{*}}\left[\mu^{*}(\tau)\right](\cdot)\right. \\
+ & \left.\epsilon\left[\omega\left(\Phi_{(t, \tau)}^{v, u^{*}}\left[\mu^{*}(\tau)\right](\cdot)\right)-u^{*}\left(\tau, \Phi_{(t, \tau)}^{v, u^{*}}\left[\mu^{*}(\tau)\right](\cdot)\right)\right]+o(\epsilon)\right)  \tag{2.27}\\
= & \Phi_{(\tau, t)}^{v, u^{*}}\left[\tilde{\mu}_{\tau}(\epsilon)\right]\left(\Phi_{(t, \tau)}^{v, u^{*}}\left[\mu^{*}(\tau)\right](\cdot)\right)+\epsilon \mathrm{D}_{x} \Phi_{(\tau, t)}^{v, u^{*}}\left[\mu^{*}(\tau)\right]\left(\Phi_{(t, \tau)}^{v, u^{*}}\left[\mu^{*}(\tau)\right](\cdot)\right) . \\
& \quad\left[\omega\left(\Phi_{(t, \tau)}^{v, u^{*}}\left[\mu^{*}(\tau)\right](\cdot)\right)-u^{*}\left(\tau, \Phi_{(t, \tau)}^{v, u^{*}}\left[\mu^{*}(\tau)\right](\cdot)\right)\right]+o(\epsilon) .
\end{align*}
$$

since $\tilde{\mu}_{\tau}(\epsilon) \xrightarrow{W_{1}} \mu^{*}(\tau)$ as $\epsilon \downarrow 0, \mu \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right) \mapsto \mathrm{D}_{x} \Phi_{(0, t)}^{v, u^{*}}[\mu](x)$ is continuous by (H4), and we are only interested in a Taylor expansion at the first order in $\epsilon$.

It then remains to compute the $O(\epsilon)$ term arising from $\Phi_{(\tau, t)}^{v, u^{*}}\left[\tilde{\mu}_{\tau}(\epsilon)\right](\cdot)$ in (2.27). Due to Theorem 1.9, the derivative of the non-local flow along directions induced by Lipschitz families of continuous and bounded maps exists. Recalling (2.25), this translates into

$$
\Phi_{(\tau, t)}^{v, u^{*}}\left[\tilde{\mu}_{\tau}(\epsilon)\right](y)=\Phi_{(\tau, t)}^{v, u^{*}}\left[\mu^{*}(\tau)\right](y)+\epsilon w_{\Phi}^{\omega, \tau}(t, y)+o(\epsilon),
$$

where $w_{\Phi}^{\omega, \tau}(t, y)$ is defined through (1.37) in the case where the non-local velocity field is given by $(t, x) \mapsto v\left[\mu^{*}(t)\right](t, x)+u^{*}(t, x)$.

Thus, we proved the following pointwise Taylor expansion at the first order with respect to $\epsilon$

$$
\mathcal{G}_{t}^{\omega, \tau}(\epsilon, x)=x+\epsilon \mathcal{F}_{t}^{\omega, \tau} \circ \Phi_{(t, \tau)}^{u^{*}, v}\left[\mu^{*}(t)\right](x)+o(\epsilon)
$$

for $\mu^{*}(t)$-almost every $x \in \mathbb{R}^{d}$, where

$$
\begin{equation*}
\mathcal{F}_{t}^{\omega, \tau}: x \in \operatorname{supp}\left(\mu^{*}(\tau)\right) \mapsto \mathrm{D}_{x} \Phi_{(\tau, t)}^{v, u^{*}}\left[\mu^{*}(\tau)\right](x) \cdot\left[\omega(x)-u^{*}(\tau, x)\right]+w_{\Phi}^{\omega, \tau}(t, x) \tag{2.28}
\end{equation*}
$$

is a continuous mapping for all $t \in[\tau, T]$.
A standard application of Proposition 1.2-(iii) shows that this expansion holds in $L^{2}\left(\mathbb{R}^{d}, \mathbb{R}^{d} ; \mu^{*}(t)\right)$. One can then extend $\mathcal{G}_{t}^{\omega, \tau}(\cdot, \cdot)$ to $(-\bar{\epsilon}, \bar{\epsilon})$ while preserving this expansion around $\epsilon=0$ by defining e.g.

$$
\mathcal{G}_{t}^{\omega, \tau}(\epsilon, \cdot) \equiv \operatorname{Id}+\epsilon \mathcal{F}_{t}^{\omega, \tau} \circ \Phi_{(\tau, t)}^{v, u^{*}}\left[\mu^{*}(\tau)\right](\cdot)
$$

for $\epsilon \in(-\bar{\epsilon}, 0]$. The existence of a constant $R_{T}^{\Phi}$ depending on $R_{T}, L_{U}$ and $v[\cdot](\cdot, \cdot)$ such that

$$
\operatorname{supp}\left(\mathcal{G}_{t}^{\omega, \tau}(\epsilon, \cdot)_{\#} \mu^{*}(t)\right) \subset \overline{B\left(0, R_{T}^{\Phi}\right)}
$$

follows from hypotheses ( $\mathbf{H} 4$ ) and ( $\mathbf{H} 5)$, which ensure the continuity and boundedness of the perturbation functions over $\overline{B\left(0, \tilde{R}_{T}\right)}$.

We finally prove the counterpart of Lemma 2.2 providing an ODE-type characterization for the perturbation induced by the needle-like variation in the non-local case. Recalling the definition of $(t, x) \mapsto \mathcal{F}_{t}^{\omega, \tau}(x)$ given in (2.28) and summing the ODE-type characterization of $t \mapsto w_{\Phi}^{\omega, \tau}(t, \cdot)$ and $\mathrm{D}_{x} \Phi_{(\tau, \cdot)}^{v, u^{*}}\left[\mu^{*}(\tau)\right](\cdot) \cdot\left[\omega(\cdot)-u^{*}(\tau, \cdot)\right]$, we recover

$$
\left\{\begin{array}{l}
\partial_{t} \mathcal{F}_{t}^{\omega, \tau}(x)=\int_{\mathbb{R}^{d}} \mathbb{\Gamma}_{\left(t, \Phi_{(\tau, t)}^{v, u^{*}}\left[\mu^{*}(\tau)\right](x)\right)}^{\circ}\left(\Phi_{(\tau, t)}^{v, u^{*}}\left[\mu^{*}(\tau)\right](y)\right) \cdot \mathcal{F}_{t}^{\omega, \tau}(y) \mathrm{d} \mu^{*}(\tau)(y) \\
+\left[\mathrm{D}_{x} u^{*}\left(t, \Phi_{(\tau, t)}^{v, u^{*}}\left[\mu^{*}(\tau)\right](x)\right)+\mathrm{D}_{x} v\left[\mu^{*}(t)\right]\left(t, \Phi_{(\tau, t)}^{v, u^{*}}\left[\mu^{*}(\tau)\right](x)\right)\right] \cdot \mathcal{F}_{t}^{\omega, \tau}(x) \\
\mathcal{F}_{\tau}^{\omega, \tau}(x)=\omega(x)-u^{*}(\tau, x)
\end{array}\right.
$$

which concludes the proof of our result.
In the development of Steps 2,3 and 4 , we do not need to take into account the explicit dependence of the flows with respect to their starting measures. We shall henceforth write $\Phi_{(\cdot,)}^{v, u^{*}}(\cdot) \equiv \Phi_{(\cdot,)}^{v, u^{*}}\left[\mu^{*}(\cdot)\right](\cdot)$ for clarity and conciseness.

## Step 2 : First-order optimality condition

In the framework of $\operatorname{Problem}(\mathcal{P})$, the optimality of $u^{*}(\cdot)$ writes

$$
\begin{align*}
\frac{\varphi\left(\tilde{\mu}_{T}(\epsilon)\right)-\varphi\left(\mu^{*}(T)\right)}{\epsilon} & +\frac{1}{\epsilon} \int_{\tau-\epsilon}^{\tau}\left[L\left(\tilde{\mu}_{t}(\epsilon), \omega\right)-L\left(\mu^{*}(t), u^{*}(t)\right)\right] \mathrm{d} t \\
& +\frac{1}{\epsilon} \int_{\tau}^{T}\left[L\left(\tilde{\mu}_{t}(\epsilon), u^{*}(t)\right)-L\left(\mu^{*}(t), u^{*}(t)\right)\right] \mathrm{d} t \geq 0 \tag{2.29}
\end{align*}
$$

for all $\epsilon \in[0, \bar{\epsilon})$. The first order perturbation corresponding to the final cost $\varphi(\cdot)$ has already been treated in (2.15)-(2.16), Section 2.1. We study the integral terms arising from the running cost. Remark first that it holds

$$
\lim _{\epsilon \downarrow 0}\left[\frac{1}{\epsilon} \int_{\tau-\epsilon}^{\tau}\left[L\left(\tilde{\mu}_{t}(\epsilon), \omega\right)-L\left(\mu^{*}(t), u^{*}(t)\right)\right] \mathrm{d} t\right]=L\left(\mu^{*}(\tau), \omega\right)-L\left(\mu^{*}(\tau), u^{*}(\tau)\right)
$$

by the Lebesgue Differentiation Theorem, since $\tilde{\mu}_{t}(\epsilon) \xrightarrow{W_{1}} \mu^{*}(t)$ as $\epsilon \downarrow 0$ for all $t \in[0, T]$ and since $\tau$ is a Lebesgue point of $u^{*}(\cdot)$.

Equivalently to the proof of the PMP for Problem $\left(\mathcal{P}_{1}\right)$, the perturbed measures are uniformly supported in a compact set. Thus, under hypotheses (H2) and recalling that the function $\epsilon \in(-\bar{\epsilon}, \bar{\epsilon}) \mapsto L\left(\tilde{\mu}_{t}(\epsilon), u^{*}(t)\right)$ is differentiable at $\epsilon=0$ for $\mathscr{L}^{1}$-almost every $t \in[\tau, T]$ by hypothesis (H6), the chain rule of Proposition 1.6 can be applied to the running cost to obtain

$$
\begin{equation*}
\lim _{\epsilon \downarrow 0}\left[\frac{1}{\epsilon}\left[L\left(\tilde{\mu}_{t}(\epsilon), u^{*}(t)\right)-L\left(\mu^{*}(t), u^{*}(t)\right)\right]\right]=\int_{\mathbb{R}^{d}}\left\langle\bar{\gamma}_{L}^{\circ}(t, x), \mathcal{F}_{t}^{\omega, \tau} \circ \Phi_{(t, \tau)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(t)(x), \tag{2.30}
\end{equation*}
$$

where $\overline{\boldsymbol{\gamma}}_{L}^{\circ}(t, \cdot) \in L^{2}\left(\mathbb{R}^{d}, \mathbb{R}^{d} ; \mu^{*}(t)\right)$ is the barycenter of $\boldsymbol{\partial}_{\mu}^{\circ} L\left(\mu^{*}(t), u^{*}(t)\right)$ for $\mathscr{L}^{1}$-almost every $t \in[0, T]$.

Moreover, the uniform compactness of the supports of the perturbed measures and hypothesis (H2) imply that the left hand side in (2.30) is uniformly bounded by a function in $L^{1}\left([0, T], \mathbb{R}_{+}\right)$for any $\epsilon \in(0, \bar{\epsilon})$. Therefore, it holds by an application of Lebesgue Dominated Convergence Theorem that

$$
\begin{aligned}
\lim _{\epsilon \downarrow 0} & {\left[\frac{1}{\epsilon} \int_{\tau}^{T}\left[L\left(\tilde{\mu}_{t}(\epsilon), u^{*}(t)\right)-L\left(\mu^{*}(t), u^{*}(t)\right)\right] \mathrm{d} t\right] } \\
& =\int_{\tau}^{T} \int_{\mathbb{R}^{d}}\left\langle\bar{\gamma}_{L}^{\circ}(t, x), \mathcal{F}_{t}^{\omega, \tau} \circ \Phi_{(t, \tau)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(t)(x) \mathrm{d} t
\end{aligned}
$$

Thus, the optimality of $\left(u^{*}(\cdot), \mu^{*}(\cdot)\right)$ translates into the first-order condition

$$
\begin{align*}
& \int_{\mathbb{R}^{d}}\left\langle\bar{\gamma}_{\varphi}^{\circ}(x), \mathcal{F}_{T}^{\omega, \tau} \circ \Phi_{(T, \tau)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(T)(x)+\left[L\left(\mu^{*}(\tau), \omega\right)-L\left(\mu^{*}(\tau), u^{*}(\tau)\right)\right] \\
&+\int_{\tau}^{T} \int_{\mathbb{R}^{d}}\left\langle\bar{\gamma}_{L}^{\circ}(t, x), \mathcal{F}_{t}^{\omega, \tau} \circ \Phi_{(t, \tau)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(t)(x) \mathrm{d} t \geq 0, \tag{2.31}
\end{align*}
$$

for any couple of needle parameters $(\omega, \tau)$.

## Step 3 : Backward dynamics and Pontryagin maximization condition

We now build a solution $\nu^{*}(\cdot) \in \operatorname{Lip}\left([0, T], \mathscr{P}_{c}\left(\mathbb{R}^{2 d}\right)\right)$ to the system of continuity equations

$$
\left\{\begin{array}{lr}
\partial_{t} \nu^{*}(t)+\nabla \cdot\left(\mathcal{V}^{*}\left[\nu^{*}(t)\right](t, \cdot, \cdot) \nu^{*}(t)\right)=0 & \text { in }[0, T] \times \mathbb{R}^{2 d},  \tag{2.32}\\
\pi_{\#}^{1} \nu^{*}(t)=\mu^{*}(t) & \text { for all } t \in[0, T], \\
\nu^{*}(T)=\left(\operatorname{Id} \times\left(-\bar{\gamma}_{\varphi}^{\circ}\right)\right)_{\#} \mu^{*}(T), &
\end{array}\right.
$$

associated with the non-local vector field

$$
\begin{aligned}
\mathcal{V}^{*}\left[\nu^{*}(t)\right]: & (t, x, r) \in[0, T] \times \operatorname{supp}(\nu) \mapsto \\
& \binom{v\left[\pi_{\#}^{1} \nu^{*}(t)\right](t, x)+u^{*}(t, x)}{\bar{\gamma}_{L}^{\circ}(t, x)-\mathbb{\Gamma}_{v}^{\circ}\left[\nu^{*}(t)\right](t, x)-\mathrm{D}_{x} u^{*}(t, x)^{\top} r-\mathrm{D}_{x} v\left[\mu^{*}(t)\right](t, x)^{\top} r}
\end{aligned}
$$

where $\mathbb{\Gamma}_{v}^{\circ}[\cdot](\cdot, \cdot)$ is given by

$$
\begin{equation*}
\mathbb{\Gamma}_{v}^{\circ}[\nu](t, x)=\int_{\mathbb{R}^{2 d}}\left(\mathbb{\Gamma}_{(t, y)}^{\circ}(x)\right)^{\top} p \mathrm{~d} \nu(y, p) \tag{2.33}
\end{equation*}
$$

for any $(\nu, t, x) \in \mathscr{P}_{c}\left(\mathbb{R}^{2 d}\right) \times[0, T] \times \operatorname{supp}\left(\pi_{\#}^{1} \nu\right)$. Here, $\mathbb{\Gamma}_{(\cdot,)}^{\circ}(\cdot)$ is defined as in Theorem 2.1.

As in Lemma 2.3 of Section 2.1, we build a solution $\nu^{*}(\cdot)$ of (2.32) by making use of the cascaded structure of the system. We then show that this solution is such that the $\operatorname{map} \mathcal{K}_{\omega, \tau}(\cdot)$ defined in this context by

$$
\left.\begin{array}{rl}
\mathcal{K}_{\omega, \tau}: t \in[\tau, T] & \mapsto
\end{array} \int_{\mathbb{R}^{2 d}}\left\langle r, \mathcal{F}_{t}^{\omega, \tau} \circ \Phi_{(t, \tau)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \nu^{*}(t)(x, r)+\left[L\left(\mu^{*}(\tau), u^{*}(\tau)\right)-L\left(\mu^{*}(\tau), \omega\right)\right]\right\} \text {. }
$$

is constant over $[\tau, T]$.
Lemma 2.6 (Well-posedness of solutions of (2.32)). Let $\left(u^{*}(\cdot), \mu^{*}(\cdot)\right)$ be an optimal pair control-trajectory for $(\mathcal{P})$. We consider the family of maps $(t, x, r) \in[0, T] \times \mathbb{R}^{2 d} \mapsto$ $\Psi_{t}(x, r) \in \mathbb{R}^{d}$, defined to be the solution of

$$
\left\{\begin{align*}
& \partial_{t} w(t, x, r)=\bar{\gamma}_{L}^{\circ}\left(t, \Phi_{(T, t)}^{v, u^{*}}(x)\right)-\mathrm{D}_{x} u^{*}\left(t, \Phi_{(T, t)}^{v, u^{*}}(x)\right)^{\top} w(t, x, r)  \tag{2.35}\\
&-\mathrm{D}_{x} v\left[\mu^{*}(t)\right]\left(t, \Phi_{(T, t)}^{v, u^{*}}(x)\right)^{\top} w(t, x, r) \\
&- \int_{\mathbb{R}^{2 d}} \mathbb{\Gamma}_{\left(t, \Phi_{(T, t)}^{v, u^{*}}(y)\right)}^{\circ}\left(\Phi_{(T, t)}^{v, u^{*}}(x)\right)^{\top} w(t, y, p) \mathrm{d}\left(\operatorname{Id} \times\left(-\bar{\gamma}_{\varphi}^{\circ}\right)\right)_{\#} \mu^{*}(T)(y, p), \\
& w(T, x, r)=r .
\end{align*}\right.
$$

For $\mu^{*}(T)$-almost every $x \in \mathbb{R}^{d}$, we define the curves of measures $\sigma_{x}^{*}: t \mapsto \Psi_{t}(x, \cdot)_{\#} \delta_{\left(-\bar{\gamma}_{\varphi}^{\circ}(x)\right)}$ and denote by $\mathcal{V}_{x}^{*}(\cdot, \cdot)$ the corresponding non-local vector fields describing their evolution.

Then $\nu^{*}: t \mapsto\left(\Phi_{(T, t)}^{v, u^{*}}, \mathrm{Id}\right)_{\#} \nu_{T}^{*}(t)$ solves $(2.32)$ with $\nu_{T}^{*}(t)=\int \sigma_{x}^{*}(t) \mathrm{d} \mu^{*}(T)(x)$. Moreover, there exists two constants $R_{T}^{\prime}, L_{T}^{\prime}>0$ such that

$$
\operatorname{supp}\left(\nu^{*}(t)\right) \subset \overline{B_{2 d}\left(0, R_{T}^{\prime}\right)} \quad \text { and } \quad W_{1}\left(\nu^{*}(t), \nu^{*}(s)\right) \leq L_{T}^{\prime}|t-s|
$$

for all $s, t \in[0, T]$
Proof. We denote by $\Omega$ the compact ${ }^{2}$ subset $\operatorname{supp}\left(\left(\operatorname{Id} \times\left(-\bar{\gamma}_{\varphi}^{\circ}\right) \# \mu^{*}(T)\right)\right.$ of $\mathbb{R}^{2 d}$. We first show that (2.35) admits a unique continuous solution $(t, x, r) \in[0, T] \times \Omega \mapsto \Psi_{t}(x, r) \in \mathbb{R}^{d}$. This can be done by reproducing the strategy of the proof of Theorem 1.9 which consists in defining a weighted $C^{0}([0, T] \times \Omega)$-norm for which the right-hand side of (2.35) is contracting and applying Banach's Fixed Point Theorem. Notice that here, the coupling between the non-local flows arising from the integral term in (2.35) requires us to use explicitly the continuity of the right-hand side with respect to $x$. In Lemma 2.3 , all the backward Cauchy problems were independent and we did not need any regularity assumption on $x$ for the proof to work.

[^4]Since $[0, T] \times \Omega$ is compact, $(t, x, r) \mapsto \Psi_{t}(x, r)$ is bounded. This implies by (2.35) along with hypotheses (H1), (H4) and (H5) that $t \mapsto \Psi_{t}(x, r)$ is Lipschitz for all $(x, r) \in \Omega$. Moreover, a direct application of Grönwall Lemma along with (2.35) allows to show that for all $(t, x) \in[0, T] \times \pi^{1}(\Omega)$, ones has

$$
\left|\Psi_{t}\left(x, r_{2}\right)-\Psi_{t}\left(x, r_{1}\right)\right| \leq C\left|r_{2}-r_{1}\right|
$$

for all $\left(r_{1}, r_{2}\right) \in \pi^{2}(\Omega)$. Hence, we showed that $(t, r) \in[0, T] \times \pi^{2}(\Omega) \mapsto \Psi_{t}(x, r)$ is Lipschitz for all $x \in \pi^{1}(\Omega)$.

Therefore, carrying out same computations as in Lemma 2.3, we show that the curves of measures $t \mapsto \sigma_{x}^{*}(t)=\Psi_{t}(x, \cdot)_{\#} \delta_{-\bar{\gamma}_{\varphi(x)}^{\circ}}^{\circ}$ are well-defined, uniformly compactly supported and Lipschitz in the $W_{1}$-metric for $\mu^{*}(T)$-almost every $x \in \mathbb{R}^{d}$. This implies the existence of two constants $R_{T}^{\prime}, L_{T}^{\prime}>0$ such that it holds

$$
\operatorname{supp}\left(\nu^{*}(t)\right) \subset \overline{B_{2 d}\left(0, R_{T}^{\prime}\right)} \text { and } W_{1}\left(\nu^{*}(t), \nu^{*}(s)\right) \leq L_{T}^{\prime}|t-s|
$$

for all $s, t \in[0, T]$.

Moreover, for any $\xi \in C_{c}^{\infty}\left(\mathbb{R}^{2 d}, \mathbb{R}\right)$, it holds that

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left[\int_{\mathbb{R}^{2 d}} \xi(x, r) \mathrm{d} \nu^{*}(t)(x, r)\right]=\frac{\mathrm{d}}{\mathrm{~d} t}\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \xi\left(\Phi_{(T, t)}^{v, u^{*}}(x), r\right) \mathrm{d} \sigma_{x}^{*}(t)(r) \mathrm{d} \mu^{*}(T)(x)\right] \\
= & \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left\langle\nabla_{x} \xi\left(\Phi_{(T, t)}^{v, u^{*}}(x), r\right), v\left[\mu^{*}(t)\right]\left(t, \Phi_{(T, t)}^{v, u^{*}}(x)\right)\right\rangle \mathrm{d} \sigma_{x}^{*}(t)(r) \mathrm{d} \mu^{*}(T)(x) \\
+ & \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left\langle\nabla_{x} \xi\left(\Phi_{(T, t)}^{v, u^{*}}(x), r\right), u^{*}\left(t, \Phi_{(T, t)}^{v, u^{*}}(x)\right)\right\rangle \mathrm{d} \sigma_{x}^{*}(t)(r) \mathrm{d} \mu^{*}(T)(x) \\
+ & \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left\langle\nabla_{r} \xi\left(\Phi_{(T, t)}^{v, u^{*}}(x), r\right), \bar{\gamma}_{L}^{\circ}\left(t, \Phi_{(T, t)}^{v, u^{*}}(x)\right)\right\rangle \mathrm{d} \sigma_{x}^{*}(t)(r) \mathrm{d} \mu^{*}(T)(x) \\
- & \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left\langle\nabla_{r} \xi\left(\Phi_{(T, t)}^{v, u^{*}}(x), r\right), \mathrm{D}_{x} u^{*}\left(t, \Phi_{(T, t)}^{v, u^{*}}(x)\right)^{\top} r\right\rangle \mathrm{d} \sigma_{x}^{*}(t)(r) \mathrm{d} \mu^{*}(T)(x) \\
- & \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left\langle\nabla_{r} \xi\left(\Phi_{(T, t)}^{v, u^{*}}(x), r\right), \mathrm{D}_{x} v\left[\mu^{*}(t)\right]\left(t, \Phi_{(T, t)}^{v, u^{*}}(x)\right)^{\top} r\right\rangle \mathrm{d} \sigma_{x}^{*}(t)(r) \mathrm{d} \mu^{*}(T)(x) \\
- & \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left\langle\nabla_{r} \xi\left(\Phi_{(T, t)}^{v, u^{*}}(x), r\right), \mathbb{I}_{v}^{\circ}\left[\nu^{*}(t)\right]\left(t, \Phi_{(T, t)}^{v, u^{*}}(x)\right)\right\rangle \mathrm{d} \sigma_{x}^{*}(t)(r) \mathrm{d} \mu^{*}(T)(x) \\
= & \int_{\mathbb{R}^{2 d}}\left\langle\nabla_{x} \xi(x, r), v\left[\mu^{*}(t)\right](t, x)+u^{*}(t, x)\right\rangle \mathrm{d} \nu^{*}(t)(x, r) \\
+ & \int_{\mathbb{R}^{2 d}}\left\langle\nabla_{r} \xi(x, r), \bar{\gamma}_{L}^{\circ}(t, x)-\mathrm{D}_{x} u^{*}(t, x)^{\top} r-\mathrm{D}_{x} v\left[\mu^{*}(t)\right](t, x)^{\top} r\right\rangle \mathrm{d} \nu^{*}(t)(x, r) \\
- & \int_{\mathbb{R}^{2 d}}\left\langle\nabla_{r} \xi(x, r), \mathbb{T}_{v}^{\circ}\left[\nu^{*}(t)\right](t, x)\right\rangle \mathrm{d} \nu^{*}(t)(x, r)
\end{aligned}
$$

where we used the fact that

$$
\begin{array}{r}
\mathbb{\Gamma}_{v}^{\circ}\left[\nu^{*}(t)\right]\left(t, \Phi_{(T, t)}^{v, u^{*}}(x)\right)=\int_{\mathbb{R}^{2 d}} \mathbb{\Gamma}_{\left(t, \Phi_{(T, t)}^{v, u^{*}}(y)\right)}^{\circ}\left(\Phi_{(T, t)}^{v, u^{*}}(x)\right)^{\top} p \mathrm{~d} \nu_{T}^{*}(t)(y, p) \\
=\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \mathbb{\Gamma}_{\left(t, \Phi_{(T, t)}^{v, u^{*}}(y)\right)}^{\circ}\left(\Phi_{(T, t)}^{v, u^{*}}(x)\right)^{\top} p \mathrm{~d} \sigma_{y}^{*}(t)(p) \mathrm{d} \mu^{*}(T)(y) \\
=\int_{\mathbb{R}^{2 d}} \mathbb{\Gamma}_{\left(t, \Phi_{(T, t)}^{v, u^{*}}(y)\right)}^{\circ}\left(\Phi_{(T, t)}^{v, u^{*}}(x)\right)^{\top} \Psi_{t}(y, p) \mathrm{d}\left(\left(\operatorname{Id} \times\left(-\bar{\gamma}_{\varphi}^{\circ}\right) \# \mu^{*}(T)\right)(y, p)\right.
\end{array}
$$

We therefore recover that $t \mapsto \nu^{*}(t)$ solves (2.32), which ends the proof.

Lemma 2.7. The map $t \mapsto \mathcal{K}_{\omega, \tau}(t)$ defined in (2.34) is constant over $[\tau, T]$ for any couple of needle parameters $(\omega, \tau)$.

Proof. This proof follows the same steps as in the proof of Lemma 2.4, the difference lying in the fact that the flows $\left(\Phi_{(0, t)}^{v, u^{*}}(\cdot)\right)_{t \in[0, T]}$ are associated to the non-local PDE. It can be verified again as in the proof of Lemma 2.4 that $t \mapsto \mathcal{K}_{\omega, \tau}(t)$ is Lipschitz. We compute $\frac{\mathrm{d}}{\mathrm{d} t} \mathcal{K}_{\omega, \tau}$ using (1.30) as in (2.23) while plugging in the expressions for $\mathcal{F}_{t}^{\omega, \tau}(\cdot)$ and its time-derivative provided by Lemma 2.5.

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{K}_{\omega, \tau}(t) \\
= & \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left\langle r, \partial_{t} \mathcal{F}_{t}^{\omega, \tau} \circ \Phi_{(T, \tau)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \sigma_{x}^{*}(t)(r) \mathrm{d} \mu^{*}(T)(x) \\
+ & \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left\langle\mathcal{V}_{x}^{*}(t, r), \mathcal{F}_{t}^{\omega, \tau} \circ \Phi_{(T, \tau)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \sigma_{x}^{*}(t)(r) \mathrm{d} \mu^{*}(T)(x) \\
- & \int_{\mathbb{R}^{2 d}}\left\langle\bar{\gamma}_{L}^{\circ}\left(t, \Phi_{(T, t)}^{v, u^{*}}(x)\right), \mathcal{F}_{t}^{\omega, \tau} \circ \Phi_{(T, \tau)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(T)(x) \\
= & \int_{\mathbb{R}^{2 d}}\left\langle r, \int_{\mathbb{R}^{d}} \mathbb{I}_{\left(t, \Phi_{(T, t)}^{v, u^{*}}(x)\right)}^{\circ}\left(\Phi_{(T, t)}^{v, u^{*}}(y)\right) \mathcal{F}_{t}^{\omega, \tau} \circ \Phi_{(T, \tau)}^{v, u^{*}}(x) \mathrm{d} \mu^{*}(T)(y)\right\rangle \mathrm{d} \nu_{T}^{*}(t)(x, r) \\
= & \int_{\mathbb{R}^{2 d}}\left\langle\int_{\mathbb{R}^{2 d}} \mathbb{I}_{\left(t, \Phi_{(T, t)}^{v, u^{*}}(y)\right)}^{\circ}\left(\Phi_{(T, t)}^{v, u^{*}}(x)\right)^{\top} p \mathrm{~d} \nu_{T}^{*}(t)(y, p), \mathcal{F}_{t}^{\omega, \tau} \circ \Phi_{(T, \tau)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \nu_{T}^{*}(t)(x, r) \\
= & 0
\end{aligned}
$$

by plugging in the expressions of $\partial_{t} \mathcal{F}_{t}^{\omega, \tau}(\cdot)$ and $\mathcal{V}_{x}^{*}(t, \cdot)$. The two quantities are shown to be equal due to the uniform boundedness of the integrands given by (H5) and FubiniTonelli theorem. This altogether leads to $\frac{\mathrm{d}}{\mathrm{d} t} \mathcal{K}_{\omega, \tau}(t)=0$ for $\mathscr{L}^{1}$-almost every $t \in[\tau, T]$ and thus to $\mathcal{K}_{\omega, \tau}(\cdot)$ being constant over $[\tau, T]$.

## Step 4: Proof of the Pontryagin Maximum Principle for $(\mathcal{P})$

We proved in Lemma 2.6 that there exists a curve $\nu^{*} \in \operatorname{Lip}\left([0, T], \mathscr{P}_{c}\left(\mathbb{R}^{2 d}\right)\right)$ solution of (2.32) along with a constant $R \equiv R_{T}^{\prime}>0$ such that $\operatorname{supp}\left(\nu^{*}(\cdot)\right) \subset \overline{B_{2 d}(0, R)}$. The non-local velocity field $\mathcal{V}^{*}\left[\nu^{*}(\cdot)\right](\cdot, \cdot, \cdot)$ is given in this context for $\mathscr{L}^{1} \times \nu^{*}(\cdot)$-almost every

$$
\begin{aligned}
& (t, x, r) \in[0, T] \times \overline{B_{2 d}(0, R)} \text { by } \\
& \qquad \mathcal{V}^{*}\left[\nu^{*}(t)\right](t, x, r)= \\
& \binom{\bar{\gamma}_{L}^{\circ}(t, x)-\mathrm{D}_{x} u^{*}(t, x)^{\top} r-\mathrm{D}_{x} v\left[\pi_{\#}^{1} \nu^{*}(t)\right](t, x)^{\top} r-\mathbb{I}_{v}^{\circ}\left[\nu^{*}(t)\right](t, x)}{v\left[\pi_{\#}^{1} \nu^{*}(t)\right](t, x)+u^{*}(t, x)} .
\end{aligned}
$$

We also define the infinite-dimensional Hamiltonian $\mathbb{H}(\cdot, \cdot, \cdot)$ of the system by

$$
\mathbb{H}:(t, \nu, \omega) \in[0, T] \times \mathscr{P}_{c}\left(\mathbb{R}^{2 d}\right) \times U \mapsto \int_{\mathbb{R}^{2 d}}\langle r, \omega(x)\rangle \mathrm{d} \nu(x, r)-L\left(\pi_{\#}^{1} \nu, \omega\right) .
$$

along with its compactification $\mathbb{H}_{c}(\cdot, \cdot, \cdot)$ given by (2.3).
We proved in Lemma 2.7 that the solution $\nu^{*}(\cdot)$ that we built is such that the map $\mathcal{K}_{\omega, \tau}(\cdot)$ defined in (2.34) is constant over $[\tau, T]$ for any couple of needle parameters $(\omega, \tau)$. Hence, it holds in particular that $\mathcal{K}_{\omega, \tau}(\tau)=\mathcal{K}_{\omega, \tau}(T)$ which is a non-positive quantity by the first-order optimality condition (2.31). This fact implies that

$$
\int_{\mathbb{R}^{2 d}}\left\langle r, \omega(x)-u^{*}(\tau, x)\right\rangle \mathrm{d} \nu^{*}(\tau)(x, r)-\left[L\left(\mu^{*}(t), \omega\right)-L\left(\mu^{*}(t), u^{*}(t)\right)\right] \leq 0
$$

for all $\omega \in U$ and $\tau \in[0, T]$ Lebesgue point of $t \in[0, T] \mapsto v\left[\mu^{*}(t)\right](t, \cdot)+u^{*}(t, \cdot)$. This inequality straightforwardly rewrites as the Pontryagin Maximization condition (2.5), i.e.

$$
\mathbb{H}_{c}\left(t, \nu^{*}(t), u^{*}(t)\right)=\max _{\omega \in U}\left[\mathbb{H}_{c}\left(t, \nu^{*}(t), \omega\right]\right.
$$

for $\mathscr{L}^{1}$-almost every $t \in[0, T]$.
Finally, one recognizes the pseudo-Hamiltonian structure generated by

$$
\mathcal{V}^{*}\left[\nu^{*}(t)\right](t, x, r)=\mathbb{J}_{2 d} \tilde{\nabla}_{\nu} \mathbb{H}_{c}\left(t, \nu^{*}(t), u^{*}(t)\right)
$$

for $\mathscr{L}^{1} \times \nu^{*}(\cdot)$-almost every $(t, x, r) \in[0, T] \times \overline{B_{2 d}(0, R)}$ where one can check that the $\operatorname{map} \tilde{\nabla}_{\nu} \mathbb{H}_{c}\left(t, \nu^{*}(t), u^{*}(t)\right)(\cdot, \cdot)$ is precisely the non-local velocity field $\mathbb{J}_{2 d} \mathcal{V}^{*}\left[\nu^{*}\right](t, \cdot, \cdot)$ for $\mathscr{L}^{1}$-almost every $t \in[0, T]$. This concludes our proof of Theorem 2.1.

### 2.3 Examples of functionals satisfying hypotheses (H) of Theorem 2.1

The aim of the general result stated in Theorem 2.1 is to provide first-order necessary optimality conditions that are adapted to a wide range of functionals. We give in the following Propositions some examples of classical functionals that are encompassed in hypotheses (H) and compute the minimal selection in their Wasserstein subdifferential.

Proposition 2.1 (Subdifferential of a smooth integral functional).
Let $V \in C^{1}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ and $K \subset \mathbb{R}^{d}$ be a compact set. Define $\mathscr{V}: \mu \in \mathscr{P}(K) \mapsto$ $\int_{\mathbb{R}^{d}} V(x) \mathrm{d} \mu(x)$. Then the functional $\mathscr{V}(\cdot)$ is regular at any $\mu \in \mathscr{P}(K)$ in the sense of Definition 1.8, Lipschitz in the $W_{1}$-metric. Moreover, the minimal selection $\boldsymbol{\partial}^{\circ} \mathscr{V}(\mu)$ in its extended subdifferential at $\mu$ is a classical strong subdifferential induced by a map and given explicitly by $\partial^{\circ} \mathscr{V}(\mu)=(\operatorname{Id} \times \nabla V)_{\#} \mu$.

Proof. See e.g. [17, Proposition 10.4.2].

Remark 2.4. Taking any power $\alpha>0$ of $\mathscr{V}(\cdot)$ yields the same results provided that the functional $x \mapsto x^{\alpha}$ is differentiable at $\mathscr{V}(\mu)$. In which case, the minimal selection in the extended subdifferential is induced by the map

$$
\begin{equation*}
\nabla_{\mu}\left(\mathscr{V}^{\alpha}\right)(\mu): x \in \operatorname{supp}(\mu) \mapsto \alpha \mathscr{V}(\mu)^{\alpha-1} \nabla V(x) \tag{2.36}
\end{equation*}
$$

Proposition 2.2 (Subdifferential of the variance functional). Let $K \subset \mathbb{R}^{d}$ be a compact set and define the variance functional by

$$
\operatorname{Var}: \mu \in \mathscr{P}(K) \mapsto \frac{1}{2} \int_{\mathbb{R}^{d}}|x-\bar{\mu}|^{2} \mathrm{~d} \mu(x)=\frac{1}{2} \int_{\mathbb{R}^{d}}|x|^{2} \mathrm{~d} \mu(x)-\frac{1}{2}|\bar{\mu}|^{2}
$$

where $\bar{\mu}=\int_{\mathbb{R}^{d}} x \mathrm{~d} \mu(x)$ denotes the average of the measure $\mu$.
Then, the functional $\operatorname{Var}(\cdot)$ is regular at any $\mu \in \mathscr{P}(K)$, Lipschitz in the $W_{1}$-metric and the minimal selection $\boldsymbol{\partial}^{\circ} \operatorname{Var}(\mu)$ in its extended subdifferential is a classical strong subdifferential induced by the map $\nabla_{\mu} \operatorname{Var}(\mu): x \in \operatorname{supp}(\mu) \mapsto x-\bar{\mu}$.

Proof. It is clear by definition of the variance functional that it is bounded from below over $\mathscr{P}(K)$. Moreover, an application of the Kantorovich-Rubinstein duality formula (1.4) yields the Lipschitzianity in the $W_{1}$-metric. The regularity in the sense of Definition 1.8 is a consequence of the convexity along Wasserstein geodesics of the variance functional (see [17, Lemma 10.3.8]).

We now show that $x \mapsto x-\bar{\mu}$ is in the classical strong subdifferential of the variance functional at $\mu \in \mathscr{P}(K)$. For any $\nu \in \mathscr{P}(K)$ and $\mu \in \Gamma(\mu, \nu)$, it holds that

$$
\begin{aligned}
& \int_{\mathbb{R}^{2 d}}\left\langle x_{1}-\bar{\mu}, x_{2}-x_{1}\right\rangle \mathrm{d} \mu\left(x_{1}, x_{2}\right) \\
= & \int_{\mathbb{R}^{2 d}}\left\langle x_{1}, x_{2}\right\rangle \mathrm{d} \mu\left(x_{1}, x_{2}\right)-\int_{\mathbb{R}^{d}}\left|x_{1}\right|^{2} \mathrm{~d} \mu\left(x_{1}\right)+|\bar{\mu}|^{2}-\langle\bar{\mu}, \bar{\nu}\rangle \\
\leq & \frac{1}{2} \int_{\mathbb{R}^{d}}\left|x_{2}\right|^{2} \mathrm{~d} \nu\left(x_{2}\right)-\frac{1}{2} \int_{\mathbb{R}^{d}}\left|x_{1}\right|^{2} \mathrm{~d} \mu\left(x_{1}\right)+|\bar{\mu}|^{2}-\langle\bar{\mu}, \bar{\nu}\rangle \\
\leq & \operatorname{Var}(\nu)-\operatorname{Var}(\mu)+\frac{1}{2}|\bar{\mu}-\bar{\nu}|^{2} .
\end{aligned}
$$

Moreover, one can estimate the quantity $|\bar{\mu}-\bar{\nu}|^{2}$ as follows

$$
\begin{aligned}
|\bar{\mu}-\bar{\nu}|^{2} & \leq\left(\int_{\mathbb{R}^{2 d}}\left|x_{1}-x_{2}\right| \mathrm{d} \mu\left(x_{1}, x_{2}\right)\right)^{2} \\
& \leq \int_{\mathbb{R}^{2 d}}\left|x_{1}-x_{2}\right|^{2} \mathrm{~d} \mu\left(x_{1}, x_{2}\right)=W_{2, \mu}^{2}(\mu, \nu)=o\left(W_{2, \mu}(\mu, \nu)\right)
\end{aligned}
$$

since $\mu \in \Gamma(\mu, \nu)$, invoking Jensen's inequality and the definition of $W_{2, \mu}(\cdot, \cdot)$ given in Definition 1.7. Therefore, we conclude that for any $\nu \in \mathscr{P}(K)$ and any $\mu \in \Gamma(\mu, \nu)$ it holds

$$
\operatorname{Var}(\nu)-\operatorname{Var}(\mu) \geq \int_{\mathbb{R}^{2 d}}\left\langle x_{1}-\bar{\mu}, x_{2}-x_{1}\right\rangle \mathrm{d} \mu\left(x_{1}, x_{2}\right)+o\left(W_{2, \mu}(\mu, \nu)\right)
$$

which is equivalent to $x \in \operatorname{supp}(\mu) \mapsto x-\bar{\mu}$ being a classical strong subdifferential at $\mu$.

Now, take in particular $\nu \equiv \nu_{s}=(\operatorname{Id}+s \xi)_{\# \mu}$ for some small $s>0$ and $\xi \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ such that $\operatorname{supp}\left(\nu_{s}\right) \subset \mathscr{P}(K)$. It then holds

$$
+\infty>\lim _{s \downarrow 0}\left[\frac{\operatorname{Var}\left((\operatorname{Id}+s \xi)_{\#} \mu\right)-\operatorname{Var}(\mu)}{s}\right] \geq \int_{\mathbb{R}^{d}}\left\langle x_{1}-\bar{\mu}, \xi\left(x_{1}\right)\right\rangle \mathrm{d} \mu\left(x_{1}\right) .
$$

Furthermore, one can check that it holds

$$
\begin{aligned}
& \lim _{s \downarrow 0}\left[\frac{\operatorname{Var}\left((\operatorname{Id}+s \xi)_{\#} \mu\right)-\operatorname{Var}(\mu)}{s}\right] \\
\leq & \limsup _{s \downarrow 0}\left[\frac{\left(\operatorname{Var}\left((\operatorname{Id}+s \xi)_{\#} \mu\right)-\operatorname{Var}(\mu)\right)^{+}}{W_{2}\left(\mu,(\operatorname{Id}+s \xi)_{\#} \mu\right)}\right] \limsup _{s \downarrow 0}\left[\frac{W_{2}\left(\mu,(\operatorname{Id}+s \xi)_{\#} \mu\right)}{s}\right] \\
\leq & |\partial \operatorname{Var}|(\mu)\|\xi\|_{L^{2}(\mu)},
\end{aligned}
$$

so that, for any $\xi \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ with $\|\xi\|_{L^{2}(\mu)} \leq 1$, one has

$$
\int_{\mathbb{R}^{d}}\left\langle x_{1}-\bar{\mu}, \xi\left(x_{1}\right)\right\rangle \mathrm{d} \mu\left(x_{1}\right) \leq|\partial \operatorname{Var}|(\mu) .
$$

By applying a density argument for test functions in the space $L^{2}\left(\mathbb{R}^{d}, \mathbb{R}^{d} ; \mu\right)$ and using the dual characterization of the $L^{2}$-norm of a functional, it finally holds that $\|\operatorname{Id}-\bar{\mu}\|_{L^{2}(\mu)} \leq|\partial \operatorname{Var}|(\mu)$, which amounts to state by Theorem 1.5 that the strong subdifferential $x \in \operatorname{supp}(\mu) \mapsto x-\bar{\mu}$ is the minimal selection in the classical subdifferential $\partial \operatorname{Var}(\mu)$ of the variance functional at $\mu$.

Remark 2.5 (Possible extensions). The analysis carried out in the previous Proposition for the variance functional can be applied in a similar fashion to integral functionals of the form

$$
\left\{\begin{array}{l}
\mathscr{W}^{k}: \mu \in \mathscr{P}(K) \mapsto \int_{\mathbb{R}^{d}} W\left(x_{1}, \ldots, x_{k}\right) \mathrm{d}(\mu \times \ldots \times \mu)\left(x_{1}, \ldots, x_{k}\right) \\
\mathscr{V}_{m}: \mu \in \mathscr{P}(K) \mapsto \int_{\mathbb{R}^{d}} V\left(x, \int_{\mathbb{R}^{d}} m(y) \mathrm{d} \mu(y)\right) \mathrm{d} \mu(x)
\end{array}\right.
$$

for any $k \geq 1$, $W \in C^{1}\left(\mathbb{R}^{d \times k}, \mathbb{R}\right)$, $V \in C^{2}\left(\mathbb{R}^{d} \times \mathbb{R}^{n}, \mathbb{R}\right)$ and $m \in C^{2}\left(\mathbb{R}^{d}, \mathbb{R}^{n}\right)$ for some $n \geq 1$.

Proposition 2.3 (Subdifferential of a smooth convolution interaction). Let $K \subset \mathbb{R}^{d}$ be a compact set, $H(\cdot, \cdot) \in C^{1}\left(\mathbb{R}^{2 d}, \mathbb{R}^{d}\right)$ be a function with sublinear growth and consider the non-local velocity field $v[\cdot](\cdot):(\mu, x) \in \mathscr{P}_{c}(K) \times \mathbb{R}^{d} \mapsto \int_{\mathbb{R}^{d}} H(x, y) \mathrm{d} \mu(y)$.

Then, $v[\cdot](\cdot, \cdot)$ satisfies (H4), (H5) and (H6) and the first order variations $x \in$ $\operatorname{supp}(\mu) \mapsto \mathrm{D}_{x} v[\mu](x)$ and $x \in \operatorname{supp}(\mu) \mapsto \int_{\mathbb{R}^{d}} \Gamma_{x}^{\circ}(y) \mathrm{d} \mu(y)$ can be computed explicitly as

$$
\mathrm{D}_{x} v[\mu](x)=\int_{\mathbb{R}^{d}} \mathrm{D}_{x} H(x, y) \mathrm{d} \mu(y), \quad \int_{\mathbb{R}^{d}} \mathbb{\Gamma}_{x}^{\circ}(y) \mathrm{d} \mu(y)=\int_{\mathbb{R}^{d}} \mathrm{D}_{y} H(x, y) \mathrm{d} \mu(y) .
$$

where $\mathbb{\Gamma}_{x}^{\circ}(\cdot)$ is defined as in Theorem 2.1.
Proof. The Lipschitz estimates and the regularity in the sense of Definition 1.8 can be derived using Kantorovich duality and the results of Proposition 2.1. For the first order
variations, one can simply apply a classical differentiation under the integral sign result for the first one and Proposition 2.1 to the components $\mu \mapsto \int_{\mathbb{R}^{d}} H^{i}(x, y) \mathrm{d} \mu(y)$ for the second one.

We summarize these results in the form of an overview of possible functions satisfying $(\mathbf{H})$ in the following corollaries.

Corollary 2.1 (Example of terminal costs satisfying the hypotheses of Theorem 2.1). If $\varphi: \mathscr{P}(K) \mapsto \mathbb{R}$ is either a (suitable) power of a smooth integral functional or the variance functional, then it satisfies hypotheses $\mathbf{( H 3 ) , ~ ( H 5 ) ~ a n d ~ ( H 6 ) . ~}$

Corollary 2.2 (Example of running costs satisfying the hypotheses of Theorem 2.1). Let $l:(x, v) \in \mathbb{R}^{2 d} \mapsto l(x, v) \in \mathbb{R}$ be a $C^{1}$, function $K \subset \mathbb{R}^{d}$ be compact, and define the running cost $L:(\mu, \omega) \in \mathscr{P}(K) \times U \mapsto \mathbb{R}$ by

$$
L(\mu, \omega)=\int_{\mathbb{R}^{d}} l(x, \omega(x)) \mathrm{d} \mu(x)
$$

Then, $L(\cdot, \cdot)$ satisfies hypotheses (H2), (H5) and (H6). Moreover, the barycenter of the minimal selection in its extended subdifferential $\boldsymbol{\partial}_{\mu}^{\circ} L(\mu, \omega)$ is determined at any $\mu \in \mathscr{P}(K)$ by

$$
\bar{\gamma}_{L}^{\circ} \equiv \nabla_{\mu} L(\mu, \omega): x \in \operatorname{supp}(\mu) \mapsto \nabla_{x} l(x, \omega(x))+\mathrm{D}_{x} \omega(x)^{\top} \nabla_{v} l(x, \omega(x))
$$

Proof. The proof only involves elementary Lipschitz-type estimates and the use of Proposition 2.1.

Notice again that it is possible to take any power $\alpha \geq 1$ of the previous cost and any power $\alpha>0$ provided that the functional does not vanish along the optimal pair control-trajectory $\left(u^{*}(\cdot), \mu^{*}(\cdot)\right) \in \operatorname{Lip}\left([0, T], \mathscr{P}_{c}\left(\mathbb{R}^{d}\right)\right) \times \mathcal{U}$.

The following result shows that functionals based on kernels are regular. They appear in several mean-field models for interaction, see e.g. $[25,26,61,82,111,129,134]$.

Corollary 2.3 (Non-local vector field satisfying hypotheses (H)). If $v[\cdot](\cdot, \cdot): \mathscr{P}(K) \times$ $[0, T] \times K \rightarrow \mathbb{R}^{d}$ is defined for any $(\mu, t, x)$ by

$$
v[\mu](t, x)=(H(t, \cdot) \star \mu(t))(x)+v_{l}(t, x)
$$

for some sublinear interaction kernel $H \in L^{\infty}\left([0, T], C^{1}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)\right)$ and vector field $v_{l}(\cdot, \cdot)$ measurable in $t$ as well as sublinear and Lipschitz in $x$, then it satisfies hypotheses $(\mathbf{H} 4)$, (H5) and (H3).

## 3 A Pontryagin Maximum Principle for Constrained Optimal Control Problems in Wasserstein Spaces

In this chapter, we further the line of research presented in Chapter 2 by extending the Wasserstein PMP of Theorem 2.1 to constrained problems. We will therefore study constrained optimal control problems in Wasserstein spaces, given in the general form

$$
\left(\mathcal{P}_{\text {const }}\right)\left\{\begin{array}{l}
\min _{u \in \mathcal{U}}\left[\begin{array}{l}
\left.\int_{0}^{T} L(t, \mu(t), u(t)) \mathrm{d} t+\varphi(\mu(T))\right] \\
\text { s.t. }\left\{\begin{array}{l}
\partial_{t} \mu(t)+\nabla \cdot((v[\mu(t)](t, \cdot)+u(t, \cdot)) \mu(t))=0 \\
\mu(0)=\mu^{0} \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right)
\end{array}\right. \\
\text { and }\left\{\begin{array}{l}
\Psi^{I}(\mu(T)) \leq 0, \Psi^{E}(\mu(T))=0, \\
\Lambda(t, \mu(t)) \leq 0 \text { for all } t \in[0, T]
\end{array}\right.
\end{array}, \begin{array}{l}
\end{array}\right.
\end{array}\right.
$$

Compared to problem $(\mathcal{P})$, we added here the maps $(t, \mu) \mapsto \Lambda(t, \mu)$ and $\mu \mapsto \Psi^{I}(\mu), \Psi^{E}(\mu)$ which are running and end-point constraints respectively, written in the form of functional equalities and inequalities.

Theorem 3.1 (Pontryagin Maximum Principle for $\left.\left(\mathcal{P}_{\text {const }}\right)\right)$. Let $\left(u^{*}(\cdot), \mu^{*}(\cdot)\right) \in \mathcal{U} \times$ $\operatorname{Lip}\left([0, T], \mathscr{P}_{c}\left(\mathbb{R}^{d}\right)\right)$ be an optimal pair control-trajectory for $\left(\mathcal{P}_{\text {const }}\right)$ and assume that the set of hypotheses $\mathbf{( H )}$ below holds.
(H)
(H1) The set of admissible controls is defined as $\mathcal{U}=L^{\infty}([0, T], U)$ where $U$ is any $C^{0}$-closed subset of $\left\{\omega \in C^{1}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)\right.$ s.t. $\left.\|\omega(\cdot)\|_{C^{0}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)}+\operatorname{Lip}\left(\omega(\cdot), \mathbb{R}^{d}\right) \leq L_{U}\right\}$ for a given constant $L_{U}>0$.
(H2) The non-local velocity field $\mu \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right) \mapsto v[\mu] \in L^{1}\left([0, T], C^{1}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)\right)$ satisfies the classical Cauchy-Lipschitz assumptions in Wasserstein spaces, i.e. there exists positive constants $M, L_{1}$ and $L_{2}$ such that

$$
\begin{gathered}
|v[\mu](t, x)| \leq M(1+|x|),|v[\mu](t, x)-v[\mu](t, y)| \leq L_{1}|x-y| \\
\|v[\mu](t, \cdot)-v[\nu](t, \cdot)\|_{C^{0}\left(\mathbb{R}^{d}\right)} \leq L_{2} W_{1}(\mu, \nu)
\end{gathered}
$$

for all $(x, y) \in \mathbb{R}^{d}$ and $\mathscr{L}^{1}$-almost every $t \in[0, T]$.
(H3) The maps $\mu \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right) \mapsto v^{i}[\mu](t, x)$ are regular in the sense of Definition 1.8 and Wasserstein-differentiable at $\mu^{*}(t)$ for all $i \in\{1, \ldots, d\}$, uniformly with respect to $(t, x) \in[0, T] \times \mathbb{R}^{d}$. The maps $\mu \mapsto \mathrm{D}_{x} v[\mu](t, x)$ and $(y, z) \mapsto \nabla_{\mu}\left(v^{i}[\cdot](t, y)\right)(\mu)(z)$ are continuous for all $i \in\{1, \ldots, d\}$, uniformly with respect to $(t, x) \in[0, T] \times \mathbb{R}^{d}$.
(H4) The final cost $\mu \mapsto \varphi(\mu)$ and the boundary constraints maps $\mu \mapsto\left(\Psi_{i}^{I}(\mu), \Psi_{j}^{E}(\mu)\right)_{i, j} \in \mathbb{R}^{n+m}$ are bounded and Lipschitz continuous in the $W_{2}$-metric over $\mathscr{P}(K)$ for any compact set $K \subset \mathbb{R}^{d}$. They are furthermore regular in the sense of Definition 1.8 and Wasserstein-differentiable at $\mu^{*}(T)$. The Wasserstein gradients $\nabla_{\mu} \varphi\left(\mu^{*}(T)\right)(\cdot), \nabla_{\mu} \Psi_{i}^{I}\left(\mu^{*}(T)\right)(\cdot)$ and $\nabla_{\mu} \Psi_{j}^{E}\left(\mu^{*}(T)\right)(\cdot)$ are continuous for any $(i, j) \in\{1, \ldots, n\} \times\{1, \ldots, m\}$.
(H5) The running cost $(t, \mu, \omega) \mapsto L(t, \mu, \omega) \in \mathbb{R}$ is $\mathscr{L}^{1}$-measurable with respect to $t \in[0, T]$, bounded, and Lipschitz continuous with respect to the product $W_{2} \times C^{0}$-metric defined over $\mathscr{P}(K) \times U$ for any compact set $K \subset \mathbb{R}^{d}$. It is furthermore regular in the sense of Definition 1.8 and Wasserstein-differentiable at $\mu^{*}(t)$ for any $(t, \omega) \in[0, T] \times U$, and its Wasserstein gradient $\nabla_{\mu} L\left(t, \mu^{*}(t), \omega\right)(\cdot)$ is continuous.
(H6) The state constraints maps $(t, \mu) \mapsto\left(\Lambda_{l}(t, \mu)\right)_{l} \in \mathbb{R}^{r}$ are bounded and Lipschitzcontinuous over $[0, T] \times \mathscr{P}(K)$ for any compact set $K \subset \mathbb{R}^{d}$. Moreover, the maps $(t, \mu) \mapsto \partial_{t} \Lambda_{l}(t, \mu)$ and $(t, \mu) \mapsto \nabla_{\mu} \Lambda_{l}(t, \mu)(\cdot)$ are well-defined and continuously differentiable at $\left(t, \mu^{*}(t)\right)$ with

$$
\begin{gathered}
\nabla_{\mu} \partial_{t} \Lambda_{l}\left(t, \mu^{*}(t)\right)(\cdot)=\partial_{t} \nabla_{\mu} \Lambda_{l}\left(t, \mu^{*}(t)\right)(\cdot) \in C^{0}\left(K, \mathbb{R}^{d}\right), \\
\mathrm{D}_{x} \nabla_{\mu} \Lambda_{l}\left(t, \mu^{*}(t)\right)(\cdot) \in C^{0}\left(K, \mathbb{R}^{d}\right), \quad \nabla_{\mu}\left[\nabla_{\mu} \Lambda_{l}\left(t, \mu^{*}(t)\right)(\cdot)\right](\cdot) \in C^{0}\left(K^{2}, \mathbb{R}^{d}\right) .
\end{gathered}
$$

Then there exists a constant $R_{T}^{\prime}>0$, a family of Lagrange multipliers $\left(\lambda_{0}, \ldots, \lambda_{n}, \eta_{1}, \ldots\right.$, $\left.\eta_{m}, \varpi_{1}, \ldots, \varpi_{l}\right) \in\{0,1\} \times \mathbb{R}_{+}^{n} \times \mathbb{R}^{m} \times \mathcal{M}_{+}([0, T])^{r}$ and a Lipschitzian curve $\nu^{*}(\cdot) \in$ $\operatorname{Lip}\left([0, T], \mathscr{P}\left(\overline{B_{2 d}\left(0, R_{T}^{\prime}\right)}\right)\right)$ such that the following holds.
(i) The map $t \mapsto \nu^{*}(t)$ is a solution of the forward-backward Hamiltonian system of continuity equations

$$
\left\{\begin{array}{lr}
\partial_{t} \nu^{*}(t)+\nabla \cdot\left(\mathbb{J}_{2 d} \nabla_{\nu} \mathscr{H}\left(t, \nu^{*}(t), \zeta^{*}(t), u^{*}(t)\right) \nu^{*}(t)\right)=0 & \text { in }[0, T] \times \mathbb{R}^{2 d},  \tag{3.1}\\
\pi_{\#}^{1} \nu^{*}(t)=\mu^{*}(t), & \text { for all } t \in[0, T], \\
\pi_{\#}^{2} \nu^{*}(T)=\left(-\nabla_{\mu} \mathscr{S}\left(\mu^{*}(T)\right)\right) \neq \mu^{*}(T), &
\end{array}\right.
$$

where $\mathbb{J}_{2 d}$ is the symplectic matrix of $\mathbb{R}^{2 d}$. The augmented infinite-dimensional

Hamiltonian $\mathscr{H}(\cdot, \cdot, \cdot, \cdot)$ of the system is defined by

$$
\begin{equation*}
\mathscr{H}(t, \nu, \zeta, \omega)=\int_{\mathbb{R}^{2 d}}\left\langle r, v\left[\pi_{\#}^{1} \nu\right](t, x)+\omega(x)\right\rangle \mathrm{d} \nu(x, r)-L\left(t, \pi_{\#}^{1} \nu, \omega\right)-\mathscr{C}\left(t, \pi_{\#}^{1} \nu, \zeta\right), \tag{3.2}
\end{equation*}
$$

for any $(t, \nu, \zeta, \omega) \in[0, T] \times \mathscr{P}\left(\overline{B_{2 d}\left(0, R_{T}^{\prime}\right)}\right) \times \mathbb{R}^{r} \times U$. The penalized state constraints and final gradient maps are given respectively by

$$
\begin{equation*}
\mathscr{C}(t, \mu, \zeta, \omega)=\sum_{l=1}^{r} \zeta_{l}\left(\partial_{t} \Lambda_{l}(t, \mu)+\int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \Lambda_{l}(t, \mu)(x), v[\mu](t, x)+\omega(x)\right\rangle \mathrm{d} \mu(x)\right), \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla_{\mu} \mathscr{S}(\mu)=\lambda_{0} \nabla_{\mu} \varphi(\mu)+\sum_{i=1}^{n} \lambda_{i} \nabla_{\mu} \Psi_{i}^{I}(\mu)+\sum_{j=1}^{m} \eta_{j} \nabla_{\mu} \Psi_{j}^{E}(\mu) . \tag{3.4}
\end{equation*}
$$

For all $l \in\{1, \ldots, r\}$, the map $t \in[0, T] \mapsto \zeta_{l}^{*}(t)$ denotes the cumulated state constraints multiplier, defined by

$$
\zeta_{l}^{*}(t)=\mathbb{1}_{[0, T)}(t) \int_{t}^{T} \mathrm{~d} \varpi_{l}(s),
$$

(ii) The Lagrange multipliers satisfy the Non-Degeneracy condition

$$
\begin{equation*}
\left(\lambda_{0}, \ldots \lambda_{n}, \eta_{1}, \ldots, \eta_{m}, \varpi_{1}, \ldots, \varpi_{r}\right) \neq 0 \tag{3.5}
\end{equation*}
$$

as well as the Complementary Slackness condition

$$
\begin{cases}\lambda_{i} \Psi_{i}^{I}\left(\mu^{*}(T)\right)=0 & \text { for all } i \in\{1, \ldots, n\}, \\ \operatorname{supp}\left(\varpi_{l}\right)=\left\{t \in[0, T] \text { s.t. } \Lambda_{l}(t, \mu(t))=0\right\} & \text { for all } l \in\{1, \ldots, r\}\end{cases}
$$

(iii) The Pontryagin maximization condition

$$
\begin{equation*}
\mathscr{H}\left(t, \nu^{*}(t), \zeta^{*}(t), u^{*}(t)\right)=\max _{\omega \in U}\left[\mathscr{H}\left(t, \nu^{*}(t), \zeta^{*}(t), \omega\right)\right] \tag{3.6}
\end{equation*}
$$

holds for $\mathscr{L}^{1}$-almost every $t \in[0, T]$.
Remark 3.1 (The Gamkrelidze Maximum Principle). The so-called Gamkrelidze formulation of the PMP corresponds to the case in which one includes the derivative of the state constraints inside the Hamiltonian function. The consequence of this choice is that the costate variables are absolutely continuous in time instead of being merely $B V$ as it is the case in the more classical formulation of the constrained PMP (see e.g. [133, Chapter 9]).

As already mentioned in the Introduction, this fact is crucial for our purpose since absolutely continuous curves in Wasserstein spaces are exactly those curves which solve a continuity equation. Hence, one cannot derive a Hamiltonian system such as (3.1) by sticking to the classical formulation of the PMP.

Remark 3.2 (On the regularity hypothesis (H1)). The considerations and comments of Remark 2.1 concerning the regularity of the admissible controls still apply in the context

## of Theorem 3.1.

The methodology that we follow relies on the technique of packages of needle-variations, combined with a Lagrange multiplier rule. In essence, this method allows to recover the maximum principle from a family of finite dimensional first-order optimality conditions by means of the introduction of a suitable costate. Even though classical in the unconstrained case, this direct approach does require some care to be translated to constrained problem. Indeed, the presence of constraints induces an unwanted dependency between the Lagrange multipliers and the needle-parameters. This extra difficulty can be circumvented by considering $N$-dimensional perturbations of the optimal trajectory instead of a single one, and by performing a limiting procedure as $N$ goes to infinity. Originally introduced in [22] for smooth optimal control problems with end-point constraints, this approach was extended in [126] to the case of non-smooth and state-constrained problems. When trying to further adapt this method to the setting of Wasserstein spaces, one is faced with an extra structural difficulty. In the classical statement of the maximum principle, the presence of state constraints implies a mere $B V$ regularity in time for the covectors. However, a deep structural result in optimal transport theory which we recalled in Theorem 1.4 states that solutions of continuity equations in Wasserstein spaces coincide exactly with absolutely continuous curves. Whence, in order to write a well-defined Wasserstein Hamiltonian flow in the spirit of $[15,35]$, we choose to formulate a maximum principle in the so-called Gamkrelidze form (see e.g. [21]), which allows to recover a stronger absolute continuity of the costates at the price of an extra regularity assumption on the state constraints.

The structure of the chapter is the following. In Section 3.1, we introduce several tools of non-smooth analysis including a general Lagrange multiplier rule formulated in terms of Michel-Penot subdifferentials. In Section 3.2, we state and prove our main result, that is Theorem 3.1. The argument is again split into four steps which loosely follow the methodology already introduced in Chapter 2. In Section 3.3, we provide the analytical expression of the Wasserstein gradient of a functional involved in the statement of Theorem 3.1. We then exhibit in Section 3.4 a series of examples of functionals satisfying the structural assumptions (H) of Theorem 3.1.

### 3.1 Non-smooth multiplier rule and differentiable extension of functions

In this section, we recall some facts of non-smooth analysis, for which we refer the reader to the excellent monographs [59, 133], as well as a non-smooth Lagrange multiplier rule which is instrumental in the proof of our main result. This multiplier rule is expressed in terms of the so-called Michel-Penot subdifferential, see e.g. [113, 94]. In the sequel, we denote by $\left(X,\|\cdot\|_{X}\right)$ a separable Banach space and by $X^{*}$ its topological dual associated with the duality bracket $\langle\cdot, \cdot\rangle_{X}$. Given a map $f: X \rightarrow \mathbb{R}$, we denote by $D(f)=\{x \in X$ s.t. $f(x)<+\infty\}$ its effective domain.

Definition 3.1 (Michel-Penot subdifferential). Given a map $f: X \rightarrow \mathbb{R}$, the MichelPenot subdifferential (MP-subdifferential in the sequel) of $f(\cdot)$ at some $x \in D(f)$ is
defined by

$$
\partial_{\mathrm{MP}} f(x)=\left\{\xi \in X^{*} \text { s.t. }\langle\xi, h\rangle_{X} \leq d_{\mathrm{MP}} f(x ; h) \text { for all } h \in X\right\}
$$

where

$$
d_{\mathrm{MP}} f(x ; h)=\sup _{e \in X} \limsup _{t \downarrow 0}\left[\frac{f(x+t(e+h))-f(x+t e)}{t}\right]
$$

denotes the Michel-Penot derivative of $f(\cdot)$ at $x$ in the direction $h$. Moreover, if $f: X \rightarrow \mathbb{R}$ is locally convex around $x \in X$, then its Michel-Penot and convex subdifferentials coincide, i.e. $\partial_{\mathrm{MP}} f(x)=\partial f(x)$.

The MP-subdifferential - smaller than the Clarke subdifferential - bears the nice property of shrinking to a singleton whenever the functional $f(\cdot)$ is merely Fréchetdifferentiable. It also enjoys a summation rule and a chained-derivative formula for compositions of locally Lipschitz and Fréchet-differentiable maps. We list these properties in the following proposition.

Proposition 3.1 (Properties of the Michel-Penot subdifferentials). Let $x \in X, f, g$ : $X \rightarrow \mathbb{R}$ and $\mathcal{G}: \mathbb{R}^{N} \rightarrow \mathbb{R}$.
(a) If $f(\cdot)$ is Fréchet-differentiable at $x$, then $\partial_{\mathrm{MP}} f(x)=\{\nabla f(x)\}$.
(b) If $d_{\mathrm{MP}} f(x ; h)<+\infty$ and $d_{\mathrm{MP}} g(x ; h)<+\infty$ for any $h \in X$, it holds that

$$
\partial_{\mathrm{MP}}(f+g)(x) \subseteq\left(\partial_{\mathrm{MP}} f(x)+\partial_{\mathrm{MP}} g(x)\right)
$$

(c) If $\mathcal{G}(\cdot)$ is Fréchet-differentiable at $0 \in \mathbb{R}^{N}$ and $f(\cdot)$ is Lipschitz in a neighbourhood of $\mathcal{G}(0)$, one has that

$$
\begin{equation*}
d_{\mathrm{MP}}(f \circ \mathcal{G})(0 ; \sigma)=\langle\xi, \mathrm{D} \mathcal{G}(0) \sigma\rangle_{X} \tag{3.7}
\end{equation*}
$$

for some $\xi \in \partial_{\mathrm{MP}} f(\mathcal{G}(0))$. In other words, $\partial_{\mathrm{MP}}(f \circ \mathcal{G})(0) \subseteq \mathrm{D} \mathcal{G}(0)^{*} \circ \partial_{\mathrm{MP}} f(\mathcal{G}(0))$.
These propositions can be verified easily by computing explicitly the Michel-Penot derivatives of the corresponding maps and using the definition of the set $\partial_{\mathrm{MP}}(\bullet)$, see e.g. [126]. Another useful feature of this notion of subdifferential is that it allows to write Lagrange multiplier rules for locally Lipschitz functions. This family of optimality conditions was initially derived in [94] and refined in [126] where the author extended the result to the class of so-called calm functions.

Definition 3.2 (Calm functions). A map $f: X \rightarrow \mathbb{R}$ is said to be calm at $x \in X$ provided that
(i) There exists a constant $L>0$ such that for any $\delta \in X$ with $\|\delta\|_{X}$ sufficiently small, it holds that

$$
\|f(x+\delta)-f(x)\|_{X} \leq L\|\delta\|_{X}
$$

(ii) $d_{\mathrm{MP}} f(x ; h)<+\infty$ for any $h \in X$.

Theorem 3.2 (Multiplier rule for Michel-Penot subdifferentials). Let $f_{0}, \ldots, f_{n}, g_{1}, \ldots$, $g_{m}: X \rightarrow \mathbb{R}$ and $\Omega \subset X$ be a closed and convex set. Suppose that $x_{*}$ is a local solution
of the non-linear optimization problem

$$
\left\{\begin{array}{l}
\min _{x \in \Omega}\left[f_{0}(x)\right] \\
\text { s.t. }\left\{\begin{array}{l}
f_{i}(x) \leq 0 \quad \text { for all } i \in\{1, \ldots, n\}, \\
g_{j}(x)=0
\end{array} \quad \text { for all } j \in\{1, \ldots, m\},\right.
\end{array}\right.
$$

and that the maps $f_{0}(\cdot), \ldots, f_{n}(\cdot), g_{1}(\cdot), \ldots, g_{m}(\cdot)$ are calm at $x_{*}$. Then, there exists Lagrange multipliers $\left(\lambda_{0}, \ldots, \lambda_{n}, \eta_{1}, \ldots, \eta_{m}\right) \in\{0,1\} \times \mathbb{R}_{+}^{n} \times \mathbb{R}^{m}$ such that the following Stationarity (S), Non-Triviality (NT) and Complementary-Slackness (CS) conditions hold

$$
\left\{\begin{array}{l}
0 \in \partial_{\mathrm{MP}}\left(\lambda_{0} f_{0}(\cdot)+\sum_{i=1}^{n} \lambda_{i} f_{i}(\cdot)+\sum_{j=1}^{m} \eta_{j} g_{j}(\cdot)\right)\left(x_{*}\right)+\mathscr{N}\left(\Omega, x_{*}\right)  \tag{S}\\
\lambda_{0}+\sum_{i=1}^{n} \lambda_{i}+\sum_{j=1}^{m}\left|\eta_{j}\right|=1 \\
\lambda_{i} f_{i}\left(x_{*}\right)=0 \text { for all } i \in\{1, \ldots, n\}
\end{array}\right.
$$

where $\mathscr{N}\left(\Omega, x_{*}\right)$ denotes the normal cone of convex analysis to $\Omega$ at $x_{*}$.
We end this introductory section by stating a Lusin-type lemma for vector valued functions and a derivative-preserving continuous extension result that will both prove to be useful in the sequel.

Lemma 3.1 (Pointwise convergence and restriction). Let $f:[0, T] \rightarrow X$ be an $L^{1}$ function in the sense of Bochner (see e.g. [69]) and $\mathscr{T}$ be any subset of $[0, T]$ with full Lebesgue measure. Then, there exists $\mathscr{A}, \mathscr{M} \subset \mathscr{T}$ respectively with null and full Lebesgue measure satisfying the property that for any $\tau \in \mathscr{M}$, there exists $\left(\tau_{k}\right) \subset \mathscr{A}$ such that

$$
\tau_{k} \underset{k \rightarrow+\infty}{\longrightarrow} \tau \quad \text { and } \quad\left\|f(\tau)-f\left(\tau_{k}\right)\right\|_{X} \underset{k \rightarrow+\infty}{\longrightarrow} 0
$$

Proof. This result is a consequence of Lusin's Theorem applied to vector valued maps (see e.g. [69]).

Lemma 3.2 (A continuous extension preserving the derivative). Let $\epsilon>0$ and $f$ : $[0, \epsilon]^{N} \rightarrow X$ be a continuous map differentiable at $e=0$ relatively to $\mathbb{R}_{+}^{N}$. Then, there exists a continuous extension $\tilde{f}:\left[-\bar{\epsilon}_{N}, \bar{\epsilon}_{N}\right]^{N} \rightarrow X$ of $f(\cdot)$ which is Fréchet differentiable at $e=0$ and such that $\mathrm{D}_{e} \tilde{f}(0)=\mathrm{D}_{e} f(0)$.

Proof. We adapt here a simple proof that can be found e.g. in [126, Lemma 2.11]. Define the map

$$
g: e \in \mathbb{R}_{+}^{N} \mapsto \frac{1}{|e|}\left(f(e)-f(0)-\mathrm{D}_{e} f(0) e\right) \in X
$$

By definition, $g(\cdot)$ is continuous over $\mathbb{R}_{+}^{N} \backslash\{0\}$ and can be extended to $\mathbb{R}_{+}^{N}$ by imposing that $g(0)=0$ since $f(\cdot)$ is differentiable at $e=0$ relatively to $\mathbb{R}_{+}^{N}$. Invoking Dugundji's extension theorem (see [72]), we can define a continuous extension $\tilde{g}(\cdot)$ of $g(\cdot)$ on the whole of $\mathbb{R}^{N}$.

We now define the auxiliary map $\tilde{f}: e \in \mathbb{R}^{N} \mapsto f(0)+\mathrm{D}_{e} f(0) e+|e| \tilde{g}(e)$. By construction, $\tilde{f}(\cdot)$ is continuous and coincides with $f(\cdot)$ over $\mathbb{R}_{+}^{N}$. Moreover, one has for any $e \in \mathbb{R}^{N}$ that

$$
\tilde{f}(e)-\tilde{f}(0)=\mathrm{D}_{e} f(0) e+|e| \tilde{g}(e)=\mathrm{D}_{e} f(0) e+o(|e|)
$$

by continuity of $\tilde{g}(\cdot)$ at 0 . Therefore, the map $\tilde{f}(\cdot)$ is Fréchet-differentiable at $e=0$ with $\mathrm{D}_{e} \tilde{f}(0)=\mathrm{D}_{e} f(0)$.

### 3.2 Proof of Theorem 3.1

In this section we prove the main result of this article, that is Theorem 3.1. We divide the proof of this result into 4 steps. In Step 1, we introduce the concept of packages of needle-like variations of an optimal control and compute the corresponding perturbations induced on the optimal trajectory. In Step 2, we apply the non-smooth Lagrange multiplier rule of Theorem 3.2 to the sequence of finite-dimensional optimization problem formulated on the length of the needle variations, to obtain a family of finite-dimensional optimality conditions at time $T$. We introduce in Step 3 a suitable notion of costate, allowing to propagate this family of optimality condition backward in time, yielding the PMP with a relaxed maximization condition restricted to a countable subset of needle parameters. The full result is then recovered in Step 4 through a limiting procedure combined with several approximation arguments.

## Step 1 : Packages of needle-like variations

We start by considering an optimal pair control-trajectory $\left(u^{*}(\cdot), \mu^{*}(\cdot)\right) \in \mathcal{U} \times$ $\operatorname{Lip}\left([0, T], \mathscr{P}\left(\overline{B\left(0, R_{T}\right)}\right)\right)$ where $R_{T}>0$ is given by Theorem 1.7. Let $\mathscr{T} \subset[0, T]$ be the set of Lebesgue points of $t \in[0, T] \mapsto\left(v\left[\mu^{*}(t)\right](t, \cdot), u^{*}(t, \cdot), L\left(t, \mu^{*}(t), \cdot\right) \in\right.$ $C^{0}\left(\overline{B\left(0, R_{T}\right)}, \mathbb{R}^{d}\right) \times U \times C^{0}(U, \mathbb{R})$ in the sense of Bochner's integral (see e.g. [69, Chapter II - Theorem 9]). This set has full Lebesgue measure in [0,T], and Lemma 3.1 implies the existence of two subsets $\mathscr{A}, \mathscr{M} \subset \mathscr{T}$, having respectively null and full Lebesgue measure, such that for any $\tau \in \mathscr{M}$, there exists $\left(\tau_{k}\right) \subset \mathscr{A}$ converging towards $\tau$ and such that

$$
\left\{\begin{array}{l}
\left\|u^{*}(\tau, \cdot)-u^{*}\left(\tau_{k}, \cdot\right)\right\|_{C^{0}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)} \underset{k \rightarrow+\infty}{\longrightarrow} 0, \\
\left\|L\left(\tau, \mu^{*}(\tau), \cdot\right)-L\left(\tau_{k}, \mu^{*}\left(\tau_{k}\right), \cdot\right)\right\|_{C^{0}(U, \mathbb{R})} \underset{k \rightarrow+\infty}{\longrightarrow} 0
\end{array}\right.
$$

We further denote by $U_{D}$ a countable and dense subset of the set of admissible control values $U$ which is compact and separable in the $C^{0}$-topology as a consequence of (H1).

Definition 3.3 (Package of needle variations). $\operatorname{Let}\left(u^{*}(\cdot), \mu^{*}(\cdot)\right) \in \mathcal{U} \times \operatorname{Lip}\left([0, T], \mathscr{P}_{c}\left(\mathbb{R}^{d}\right)\right)$ be an optimal pair control-trajectory. Given $N \geq 1$, a family of elements $\left\{\left(\omega_{k}, \tau_{k}\right)\right\}_{k=1}^{N} \subset$ $U_{D} \times \mathscr{A}$ and $e=\left(e_{1}, \ldots, e_{N}\right) \in\left[0, \bar{\epsilon}_{N}\right]^{N}$ such that $\left[\tau_{i}-e_{i}, \tau_{i}\right] \cap\left[\tau_{j}-e_{j}, \tau_{j}\right]=\emptyset$ for all distinct pairs $i, j \in\{1, \ldots, N\}$, we define the $N$-package of needle-like variations of $u^{*}(\cdot, \cdot)$ by

$$
\tilde{u}_{e}^{N} \equiv \tilde{u}_{e}: t \mapsto\left\{\begin{array}{lr}
\omega_{k} & \text { if } t \in\left[\tau_{k}-e_{k}, \tau_{k}\right]  \tag{3.8}\\
u^{*}(t) & \text { otherwise } .
\end{array}\right.
$$

We also denote by $t \mapsto \tilde{\mu}_{e}(\cdot)$ the corresponding perturbed trajectory, i.e. the solution of (1.32) associated with the controlled non-local velocity field $v[\cdot](\cdot, \cdot)+\tilde{u}_{e}(\cdot, \cdot)$.

The reader can check that Definition 3.3 of a package of needle-like variation is a direct generalization of that given in (2.11) in Chapter 2. In the following lemma, we make use of the geometric structure of solutions to non-local transport equations presented in Theorem 1.7 together with some notations borrowed from Proposition 1.11 to express $\tilde{\mu}_{e}(t)$ as a function of $\mu^{*}(t)$ for all times $t \in[0, T]$. In the sequel, we denote by $\Phi_{(s, t)}^{v, u}[\mu(s)](\cdot)$ the flow map generated by the non-local velocity field $v[\cdot](\cdot, \cdot)+u(\cdot, \cdot)$ between times $s$ and $t$, as defined by (1.33) in Theorem 1.7.

Lemma 3.3 (First-order perturbation induced by a package of needle-like variations in the non-local case). There exists a family of maps $\left.\left(\mathcal{G}_{t}^{N}(\cdot, \cdot)\right)_{t \in[0, T]} \subset C^{0}\left(\left[-\bar{\epsilon}_{N}, \bar{\epsilon}_{N}\right]^{N} \times \mathbb{R}^{d}, \mathbb{R}^{d}\right)\right)$ such that
(i) For all $(t, e) \in[0, T] \times\left[0, \bar{\epsilon}_{N}\right]^{N}$, the perturbed measures $\tilde{\mu}_{e}(t)$ satisfy

$$
\begin{equation*}
\tilde{\mu}_{e}(t)=\mathcal{G}_{t}^{N}(e, \cdot)_{\#} \mu^{*}(t) . \tag{3.9}
\end{equation*}
$$

(ii) For all $(t, e) \in[0, T] \times\left[0, \bar{\epsilon}_{N}\right]^{N}$, the maps $\mathcal{G}_{t}^{N}(e, \cdot)$ are $C^{1}$-diffeomorphisms over $\overline{B\left(0, R_{T}\right)}$.
(iii) There exists a constant $R_{T}^{\Phi}>0$ depending on $R_{T}, L_{U}$ such that for all $(t, e) \in$ $[0, T] \times\left[-\bar{\epsilon}_{N}, \bar{\epsilon}_{N}\right]^{N}$ one has $\operatorname{supp}\left(\mathcal{G}_{t}^{N}(e, \cdot) \not \mu^{*}(T)\right) \subset \overline{B\left(0, R_{T}^{\Phi}\right)}$
(iv) The map $e \in\left[-\bar{\epsilon}_{N}, \bar{\epsilon}_{N}\right]^{N} \mapsto \mathcal{G}_{t}^{N}(e, \cdot)$ is Fréchet-differentiable at $e=0$ with respect to the $C^{0}\left(\overline{B\left(0, R_{T}\right)}, \mathbb{R}^{d}\right)$-norm uniformly with respect to $t \in[0, T]$. The corresponding Taylor expansion can be written explicitly as

$$
\begin{equation*}
\mathcal{G}_{t}^{N}(e, \cdot)=\operatorname{Id}+\sum_{k=1}^{\iota(t)} e_{l} \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(t, \tau_{k}\right)}^{v, u^{*}}\left[\mu^{*}(t)\right](\cdot)+o(|e|), \tag{3.10}
\end{equation*}
$$

where $\iota(t) \in\{1, \ldots, N\}$ is the biggest index such that $\tau_{\iota(t)} \leq t \leq \tau_{\iota(t)+1}-e_{\iota(t)+1}$. For all $x \in \overline{B\left(0, R_{T}\right)}$ and $k \in\{1, \ldots, N\}$, the map $t \in\left[\tau_{k}, T\right] \mapsto \mathcal{F}_{t}^{\omega_{k}, \tau_{k}}(x)$ is the unique solution of the non-local Cauchy problem

$$
\left\{\begin{align*}
\partial_{t} \mathcal{F}_{t}^{\omega_{k}, \tau_{k}}(x) & =\left[\mathrm{D}_{x} u^{*}\left(t, \Phi_{\left(\tau_{k}, t\right)}^{v, u^{*}}(x)\right)+\mathrm{D}_{x} v\left[\mu^{*}(t)\right]\left(t, \Phi_{\left(\tau_{k}, t\right)}^{v, u^{*}}(x)\right)\right] \mathcal{F}_{t}^{\omega_{k}, \tau_{k}}(x)  \tag{3.11}\\
& +\int_{\mathbb{R}^{d}} \mathbb{\Gamma}_{\left(t, \Phi_{\left(\tau_{k}, t\right)}^{v, u^{*}}(x)\right)}^{v}\left(\Phi_{\left(\tau_{k}, t\right)}^{v, u^{*}}(y)\right) \mathcal{F}_{t}^{\omega_{k}, \tau_{k}}(y) \mathrm{d} \mu^{*}\left(\tau_{k}\right)(y) \\
\mathcal{F}_{\tau_{k}}^{\omega_{k}, \tau_{k}}(x) & =\omega_{k}(x)-u^{*}\left(\tau_{k}, x\right)
\end{align*}\right.
$$

Proof. The proof of this result is similar to that of Lemma 2.5 in Chapter 2, with some extra technicalities arising from the induction argument performed on the non-local terms. By definition of a package of needle-like variations, the perturbed controls $\tilde{u}_{e}(\cdot, \cdot)$ generate well-defined flows of diffeomorphismes $\left(\Phi_{(0, t)}^{v, \tilde{u}_{e}}\left[\mu^{0}\right](\cdot)\right)_{t \in[0, T]}$ which are such that

$$
\left.\tilde{\mu}_{e}(t)=\Phi_{(0, t)}^{\tilde{u}_{e}, v}\left[\mu^{0}\right] \circ \Phi_{(t, 0)}^{u^{*}, v}\left[\mu^{*}(t)\right](\cdot)\right)_{\#} \mu^{*}(t),
$$

so that items $(i),(i i)$ and (iii) hold for any $e \in\left[0, \epsilon_{N}\right]^{N}$ with $\mathcal{G}_{t}^{N}(e, \cdot)=\Phi_{(0, t)}^{\tilde{u}_{e}, v}\left[\mu^{0}\right] \circ$ $\Phi_{(t, 0)}^{u^{*}, v}\left[\mu^{*}(t)\right](\cdot)$.

We focus our attention on the proof by induction of (iv). Let $t \in[0, T]$ be such that $\iota(t)=1$. By (3.8), one has that

$$
\begin{aligned}
\tilde{\mu}_{e}(t) & =\Phi_{\left(\tau_{1}, t\right)}^{v, u^{*}}\left[\tilde{\mu}_{e}\left(\tau_{1}\right)\right] \circ \Phi_{\left(\tau_{1}-e_{1}, \tau_{1}\right)}^{v, \omega_{1}}\left[\mu^{*}\left(\tau_{1}-e_{1}\right)\right] \circ \Phi_{\left(t, \tau_{1}-e_{1}\right)}^{v, u^{*}}\left[\mu^{*}(t)\right](\cdot)_{\#} \mu^{*}(t) \\
& =\Phi_{\left(\tau_{1}, t\right)}^{v, u^{*}}\left[\tilde{\mu}_{e}\left(\tau_{1}\right)\right] \circ \Phi_{\left(\tau_{1}-e_{1}, \tau_{1}\right)}^{v, \omega_{1}}\left[\mu^{*}\left(\tau_{1}-e_{1}\right)\right] \circ \Phi_{\left(\tau_{1}, \tau_{1}-e_{1}\right)}^{v, u^{*}}\left[\mu^{*}\left(\tau_{1}\right)\right] \circ \Phi_{\left(t, \tau_{1}\right)}^{v, u^{*}}\left[\mu^{*}(t)\right](\cdot)_{\#} \mu^{*}(t)
\end{aligned}
$$

Invoking Lebesgue's Differentiation Theorem along with the continuity of $e \mapsto v\left[\tilde{\mu}_{e}(t)\right](t, \cdot)$ in the $C^{0}$-norm topology, it holds that

$$
\begin{aligned}
& \Phi_{\left(\tau_{1}-e_{1}, \tau_{1}\right)}^{v, \omega_{1}}\left[\mu^{*}\left(\tau_{1}-e_{1}\right)\right](x) \\
= & x+\int_{\tau_{1}-e_{1}}^{\tau_{1}}\left(v\left[\tilde{\mu}_{e}(t)\right]\left(t, \Phi_{\left(\tau_{1}-e_{1}, t\right)}^{v, \omega_{1}}\left[\mu^{*}\left(\tau_{1}-e_{1}\right)\right](x)\right)+\omega_{1}\left(\Phi_{\left(\tau_{1}-e_{1}, t\right)}^{v, \omega_{1}}\left[\mu^{*}\left(\tau_{1}-e_{1}\right)\right](x)\right)\right) \mathrm{d} t \\
= & \left.x+e_{1}\left(v\left[\mu^{*}\left(\tau_{1}\right)\right]\left(\tau_{1}, x\right)\right)+\omega_{1}(x)\right)+o\left(e_{1}\right)
\end{aligned}
$$

as well as

$$
\begin{aligned}
& \Phi_{\left(\tau_{1}, \tau_{1}-e_{1}\right)}^{v, u^{*}}\left[\mu^{*}\left(\tau_{1}\right)\right](x) \\
= & x-\int_{\tau_{1}-e_{1}}^{\tau_{1}}\left(v\left[\tilde{\mu}_{e}(t)\right]\left(t, \Phi_{\left(\tau_{1}, t\right)}^{v, u^{*}}\left[\mu^{*}\left(\tau_{1}\right)\right](x)\right)+u^{*}\left(t, \Phi_{\left(\tau_{1}, t\right)}^{v, u^{*}}\left[\mu^{*}\left(\tau_{1}\right)\right](x)\right)\right) \mathrm{d} t \\
= & \left.x-e_{1}\left(v\left[\mu^{*}\left(\tau_{1}\right)\right]\left(\tau_{1}, x\right)\right)+u^{*}\left(\tau_{1}, x\right)\right)+o\left(e_{1}\right) .
\end{aligned}
$$

Chaining these two expansions, we obtain that

$$
\begin{aligned}
\tilde{\mu}_{e}\left(\tau_{1}\right) & =\Phi_{\left(\tau_{1}-e_{1}, \tau_{1}\right)}^{v, \omega_{1}}\left[\mu^{*}\left(\tau_{1}-e_{1}\right)\right] \circ \Phi_{\left(\tau_{1}, \tau_{1}-e_{1}\right)}^{v, u^{*}}\left[\mu^{*}\left(\tau_{1}\right)\right](\cdot)_{\#} \mu^{*}\left(\tau_{1}\right) \\
& =\left(\operatorname{Id}+e_{1}\left[\omega_{1}(\cdot)-u^{*}\left(\tau_{1}, \cdot\right)\right]+o\left(e_{1}\right)\right)_{\#} \mu^{*}\left(\tau_{1}\right)
\end{aligned}
$$

We can now proceed to compute the induced first-order expansion on the non-local flows $\Phi_{\left(\tau_{1}, t\right)}^{v, u^{*}}\left[\tilde{\mu}_{e}\left(\tau_{1}\right)\right](\cdot)$ as follows

$$
\begin{aligned}
& \Phi_{\left(\tau_{1}, t\right)}^{v, u^{*}}\left[\tilde{\mu}_{e}\left(\tau_{1}\right)\right]\left(x+e_{1}\left[\omega_{1}(x)-u^{*}\left(\tau_{1}, x\right)\right]+o\left(e_{1}\right)\right) \\
= & \Phi_{\left(\tau_{1}, t\right)}^{v, u^{*}}\left[\tilde{\mu}_{e}\left(\tau_{1}\right)\right](x)+e_{1} \mathrm{D}_{x} \Phi_{\left(\tau_{1}, t\right)}^{v, u^{*}}\left[\tilde{\mu}_{e}\left(\tau_{1}\right)\right](x) \cdot\left[\omega_{1}(x)-u^{*}\left(\tau_{1}, x\right)\right]+o\left(e_{1}\right) \\
= & \Phi_{\left(\tau_{1}, t\right)}^{v, u^{*}}\left[\mu^{*}\left(\tau_{1}\right)\right](x)+e_{1}\left(\mathrm{D}_{x} \Phi_{\left(\tau_{1}, t\right)}^{v, u^{*}}\left[\mu^{*}\left(\tau_{1}\right)\right](x) \cdot\left[\omega_{1}(x)-u^{*}\left(\tau_{1}, x\right)\right]+w_{1}(t, x)\right)+o\left(e_{1}\right)
\end{aligned}
$$

where $w_{1}(\cdot, \cdot)$ is defined as in Proposition 1.11, and where we used the fact that the $e \mapsto$ $\mathrm{D}_{x} \Phi_{\left(\tau_{1}, \cdot\right)}^{v, u^{*}}\left[\tilde{\mu}_{e}(\cdot)\right](\cdot)$ is continuous as a consequence of hypothesis (H1)-(H2). Introducing for all times $t \in\left[\tau_{1}, T\right]$ the map

$$
\mathcal{F}_{t}^{\omega_{1}, \tau_{1}}: x \in \overline{B\left(0, R_{T}\right)} \mapsto \mathrm{D}_{x} \Phi_{\left(\tau_{1}, t\right)}^{v, u^{*}}\left[\mu^{*}\left(\tau_{1}\right)\right](x)\left[\omega_{1}(x)-u^{*}\left(\tau_{1}, x\right)\right]+w_{1}(t, x)
$$

and invoking the statements of Proposition 1.10 and Theorem 1.9, we have that both (3.10) and (3.11) hold for any $e_{1} \in\left[0, \bar{\epsilon}_{N}\right]$ and all times $t \in[0, T]$ such that $\iota(t)=1$.

Let us now assume that (3.10) and (3.11) hold for all times $t \in[0, T]$ such that $\iota(t)=k-1$, i.e.

$$
\begin{equation*}
\tilde{\mu}_{e}(t)=\mathcal{G}_{t}^{N}(e, \cdot)_{\#} \mu^{*}(t)=\left(\operatorname{Id}+\sum_{l=1}^{k-1} e_{l} \mathcal{F}_{t}^{\omega_{l}, \tau_{k}} \circ \Phi_{\left(t, \tau_{l}\right)}^{v, u^{*}}\left[\mu^{*}(t)\right](\cdot)+o(|e|)\right) \# \mu^{*}(t), \tag{3.12}
\end{equation*}
$$

for $e \in\left[0, \bar{\epsilon}_{N}\right]^{N}$. By definition (3.8) of an $N$-package of needle-like variations, we have that

$$
\tilde{\mu}_{e}\left(\tau_{k}\right)=\Phi_{\left(\tau_{k}-e_{k}, \tau_{k}\right)}^{v, \omega_{k}}\left[\tilde{\mu}_{e}\left(\tau_{k}-e_{k}\right)\right] \circ \Phi_{\left(\tau_{k}, \tau_{k}-e_{k}\right)}^{v, u^{*}}\left[\tilde{\mu}_{e}\left(\tau_{k}\right)\right] \circ \Phi_{\left(\tau_{k-1}, \tau_{k}\right)}^{v, u^{*}}\left[\tilde{\mu}_{e}\left(\tau_{k-1}\right)\right](\cdot) \not \tilde{\mu}_{e}\left(\tau_{k-1}\right)
$$

As in the initialization step, we can write using Lebesgue's Differentiation Theorem that

$$
\begin{equation*}
\Phi_{\left(\tau_{k}-e_{k}, \tau_{k}\right)}^{v, \omega_{k}}\left[\tilde{\mu}_{e}\left(\tau_{k}-e_{k}\right)\right] \circ \Phi_{\left(\tau_{k}, \tau_{k}-e_{k}\right)}^{v, u^{*}}\left[\tilde{\mu}_{e}\left(\tau_{k}\right)\right](x)=x+e_{k}\left[\omega_{k}(x)-u^{*}\left(\tau_{k}, x\right)\right]+o\left(e_{k}\right) . \tag{3.13}
\end{equation*}
$$

Furthermore, invoking the induction hypothesis (3.12) and the results of Proposition 1.8, we obtain that

$$
\begin{align*}
& \Phi_{\left(\tau_{k-1}, \tau_{k}\right)}^{v, u^{*}}\left[\tilde{\mu}_{e}\left(\tau_{k-1}\right)\right]\left(x+\sum_{l=1}^{k-1}\left(e_{l} \mathcal{F}_{\tau_{k-1}}^{\omega_{l}, \tau_{l}} \circ \Phi_{\left(\tau_{k-1}, \tau_{l}\right)}^{v, u^{*}}(x)+o\left(e_{l}\right)\right)\right) \\
= & \Phi_{\left(\tau_{k-1}, \tau_{k}\right)}^{v, u^{*}}\left[\tilde{\mu}_{e}\left(\tau_{k-1}\right)\right](x)+\sum_{l=1}^{k-1}\left(e_{l} \mathrm{D}_{x} \Phi_{\left(\tau_{k-1}, \tau_{k}\right)}^{v, u^{*}}\left[\tilde{\mu}_{e}\left(\tau_{k-1}\right)\right](x) \mathcal{F}_{\tau_{k-1}}^{\omega_{l}, \tau_{l}} \circ \Phi_{\left(\tau_{k-1}, \tau_{l}\right)}^{v, u^{*}}(x)+o\left(e_{l}\right)\right) \\
= & \Phi_{\left(\tau_{k-1}, \tau_{k}\right)}^{v, u^{*}}\left[\mu^{*}\left(\tau_{k-1}\right)\right](x)+\sum_{l=1}^{k-1} e_{l}\left(\mathrm{D}_{x} \Phi_{\left(\tau_{k-1}, \tau_{k}\right)}^{v, u^{*}}\left[\mu^{*}\left(\tau_{k-1}\right)\right](x) \mathcal{F}_{\tau_{k-1}}^{\omega_{l}, \tau_{l}} \circ \Phi_{\left(\tau_{k-1}, \tau_{l}\right)}^{v, u^{*}}(x)\right. \\
& \left.+w_{l}\left(\tau_{k}, x\right)+o\left(e_{l}\right)\right) \tag{3.14}
\end{align*}
$$

where the maps $\left(w_{l}(\cdot, \cdot)\right)_{1 \leq l \leq k-1}$ are defined as in Proposition 1.11 with $\mathcal{F}_{l}(\cdot) \equiv \mathcal{F}_{\tau_{k}-1}^{w_{l}, \tau_{l}} \circ$ $\Phi_{\left(\tau_{k-1}, \tau_{l}\right)}^{u^{*}}\left[\mu^{*}\left(\tau_{k-1}\right)\right](\cdot)$. Plugging together equation (1.35) of Proposition 1.10 and equation (1.37) of Theorem 1.9, one can see that the maps

$$
t \mapsto \mathrm{D}_{x} \Phi_{\left(\tau_{k-1}, t\right)}^{v, u^{*}}\left[\mu^{*}\left(\tau_{k-1}\right)\right]\left(\Phi_{\left(\tau_{l}, \tau_{k-1}\right)}^{v, u^{*}}\left[\mu^{*}\left(\tau_{l}\right)\right](x)\right) \mathcal{F}_{\tau_{k-1}}^{\omega_{l}, \tau_{l}}(x)+w_{l}\left(t, \Phi_{\left(\tau_{l}, \tau_{k-1}\right)}^{v, u^{*}}\left[\mu^{*}\left(\tau_{l}\right)\right](x)\right)
$$

are solutions of (3.11) on $\left[\tau_{k-1}, \tau_{k}\right]$ with initial condition $\mathcal{F}_{\tau_{k-1}}^{\omega_{l}, \tau_{l}}(\cdot)$ at time $\tau_{k-1}$ for any $l \in\{1, \ldots, k-1\}$. By Cauchy-Lipschitz uniqueness, we can therefore extend the definition of the maps $t \mapsto \mathcal{F}_{t}^{\omega_{l}, \tau_{l}}(x)$ to the whole of $\left[\tau_{l}, \tau_{k}\right]$ for any $l \in\{1, \ldots, k-1\}$.

Chaining the expansions (3.13) and (3.14) along with our previous extension argument, we obtain that both (3.10) and (3.11) hold up to time $\tau_{k}$, i.e.

$$
\mathcal{G}_{\tau_{k}}^{N}(e, \cdot)=\operatorname{Id}+\sum_{l=1}^{k} e_{l} \mathcal{F}_{\tau_{k}}^{\omega_{l}} \tau_{l} \circ \Phi_{\left(\tau_{k}, \tau_{l}\right)}^{u^{*}}\left[\mu^{*}\left(\tau_{k}\right)\right](\cdot)+o(|e|)
$$

for any $e \in\left[0, \bar{\epsilon}_{N}\right]^{N}$. Performing yet another coupled Taylor expansion of the same form on the expression

$$
\left.\tilde{\mu}_{e}(t)=\Phi_{\left(\tau_{k}, t\right)}^{v, u^{*}}\left[\tilde{\mu}_{e}\left(\tau_{k}\right)\right](\cdot) \not\right)_{\#} \tilde{\mu}_{e}\left(\tau_{k}\right),
$$

and invoking the same extension argument yields the full induction step for all times $t \in[0, T]$ such that $\iota(t)=k$. Hence, we have proven that item (iv) holds for all $e \in\left[0, \bar{\epsilon}_{N}\right]^{N}$. Using Lemma 3.2, we can now extend the map $e \in\left[0, \bar{\epsilon}_{N}\right]^{N} \mapsto \mathcal{G}_{t}^{N}(e, \cdot) \in C^{0}\left(\overline{B\left(0, R_{T}\right)}, \mathbb{R}^{d}\right)$ to the whole of $\left[-\bar{\epsilon}_{N}, \bar{\epsilon}_{N}\right]^{N}$ in a continuous and bounded way, uniformly with respect to $t \in[0, T]$, while preserving its differential at $e=0$. This achieves the proof of Lemma 3.3 .

In the sequel, we drop the explicit dependence of the flow maps on their starting measures and adopt the simplified notation $\Phi_{(s, t)}^{v, u^{*}}(x) \equiv \Phi_{(s, t)}^{v, u^{*}}[\mu(s)](x)$ for clarity and conciseness.

## Step 2 : First-order optimality condition

In Lemma 3.3, we derived the analytical expression of the first-order perturbation induced by a $N$-package of needle-like variations on the solution of a controlled non-local continuity equation. By the very definition of an $N$-package of needle-like variations, we know that the finite-dimensional optimization problem

$$
\left(\mathcal{P}_{N}\right)\left\{\begin{array}{l}
\min _{e \in\left[0, \tilde{\epsilon}_{N}\right]}\left[\int_{0}^{T} L\left(t, \tilde{\mu}_{e}(t), \tilde{u}_{e}(t)\right) \mathrm{d} t+\varphi\left(\tilde{\mu}_{e}(T)\right)\right] \\
\text { s.t. }\left\{\begin{array}{l}
\Psi^{I}\left(\tilde{\mu}_{e}(T)\right) \leq 0, \\
\max _{t \in[0, T]} \Lambda\left(t, \tilde{\mu}_{e}(t)\right) \leq 0
\end{array}\right.
\end{array}\right.
$$

admits $e=0$ as an optimal solution in $\left[0, \bar{\epsilon}_{N}\right]^{N}$ for $\bar{\epsilon}_{N}$ small enough.
In the following lemma, we check that the functionals involved in $\left(\mathcal{P}_{N}\right)$ meet the requirements of the Lagrange multiplier rule stated in Theorem 3.2. We also compute their first-order variation induced by the package of needle-like variations at $e=0$.

Lemma 3.4 (Differentiability and calmness of the functionals involved in $\left(\mathcal{P}_{N}\right)$ ). The maps $e \in\left[-\bar{\epsilon}_{N}, \bar{\epsilon}_{N}\right]^{N} \mapsto \varphi\left(\tilde{\mu}_{e}(T)\right), \Psi^{E}\left(\tilde{\mu}_{e}(T)\right), \Psi^{I}\left(\tilde{\mu}_{e}(T)\right)$ and $e \in\left[-\bar{\epsilon}_{N}, \bar{\epsilon}_{N}\right]^{N} \mapsto$ $\int_{0}^{T} L\left(t, \tilde{\mu}_{e}(t), \tilde{u}_{e}(t)\right) \mathrm{d} t$ are calm and Fréchet differentiable at $e=0$. Their Fréchet derivative in a direction $\sigma \in\left[0, \bar{\epsilon}_{N}\right]^{N}$ are respectively given by

$$
\left\{\begin{array}{c}
\nabla_{e}\left(\varphi\left(\tilde{\mu}_{e}(T)\right)\right)_{\mid e=0}(\sigma)=\sum_{k=1}^{N} \sigma_{k} \int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \varphi\left(\mu^{*}(T)\right)(x), \mathcal{F}_{T}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(T, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(T)(x),  \tag{3.15}\\
\nabla_{e}\left(\Psi_{i}^{I}\left(\tilde{\mu}_{e}(T)\right)\right)_{\mid e=0}(\sigma)=\sum_{k=1}^{N} \sigma_{k} \int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \Psi_{i}^{I}\left(\mu^{*}(T)\right)(x), \mathcal{F}_{T}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(T, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(T)(x), \\
\nabla_{e}\left(\Psi_{j}^{E}\left(\tilde{\mu}_{e}(T)\right)\right)_{\mid e=0}(\sigma)=\sum_{k=1}^{N} \sigma_{k} \int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \Psi_{j}^{E}\left(\mu^{*}(T)\right)(x), \mathcal{F}_{T}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(T, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(T)(x),
\end{array}\right.
$$

for any $(i, j) \in\{1, \ldots, n\} \times\{1, \ldots, m\}$ and

$$
\begin{array}{r}
\nabla_{e}\left(\int_{0}^{T} L\left(t, \tilde{\mu}_{e}(t), \tilde{u}_{e}(t)\right) \mathrm{d} t\right)_{\mid e=0}(\sigma)=\sum_{k=1}^{N} \sigma_{k}\left(L\left(\tau_{k}, \mu^{*}\left(\tau_{k}\right), u^{*}\left(\tau_{k}\right)\right)-L\left(\tau_{k}, \mu^{*}\left(\tau_{k}\right), \omega_{k}\right)\right) \\
\quad+\sum_{k=1}^{N} \sigma_{k} \int_{\tau_{k}}^{T} \int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} L\left(t, \mu^{*}(t), u^{*}(t)\right)(x), \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(t, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(t)(x) \mathrm{d} t \tag{3.16}
\end{array}
$$

The maps $e \in\left[-\bar{\epsilon}_{N}, \bar{\epsilon}_{N}\right]^{N} \mapsto \max _{t \in[0, T]} \Lambda_{1}\left(t, \tilde{\mu}_{e}(t)\right), \ldots, \max _{t \in[0, T]} \Lambda_{r}\left(t, \tilde{\mu}_{e}(t)\right)$ are calm and locally Lipschitz around $e=0$. Their Michel-Penot derivatives in a direction $\sigma \in\left[0, \bar{\epsilon}_{N}\right]^{N}$ are given by

$$
\begin{align*}
& \left.d_{\mathrm{MP}}\left(\max _{t \in[0, T]} \Lambda_{l}\left(t, \tilde{\mu}_{e}(t)\right)\right]\right)(0 ; \sigma) \\
= & \sum_{k=1}^{N} \sigma_{k} \int_{0}^{T} \int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \Lambda_{l}\left(t, \mu^{*}(t)\right)(x), \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(t, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(t) \mathrm{d} \varpi_{l}^{N}(t), \tag{3.17}
\end{align*}
$$

where the Borel measures $\varpi_{l}^{N} \in \mathcal{M}_{+}([0, T])$ satisfy the support condition $\operatorname{supp}\left(\varpi_{l}^{N}\right)=$ $\left\{t \in[0, T]\right.$ s.t. $\left.\Lambda_{l}\left(t, \mu^{*}(t)\right)=0\right\}$ and also $\left\|\varpi_{l}^{N}\right\|_{T V}=1$ for any $l \in\{1, \ldots, r\}$.

Proof. The calmness property of the maps $e \mapsto \varphi\left(\tilde{\mu}_{e}(T)\right), \Psi^{E}\left(\tilde{\mu}_{e}(T)\right), \Psi^{I}\left(\tilde{\mu}_{T}(e)\right)$ and $e \mapsto \int_{0}^{T} L\left(t, \tilde{\mu}_{e}(t), \tilde{u}_{e}(t)\right) \mathrm{d} t$ at $e=0$ stems from the fact that they are compositions of Fréchet-differentiable and locally Lipschitz mappings as a by-product of hypotheses (H4),(H5) and Lemma 3.3. The differentials of the final cost and boundary constraints can be computed with a direct application of Proposition 1.8.

We split the computation of the first-order variation at $e=0$ of the running cost functional into two parts. One can first derive that

$$
\begin{aligned}
& \int_{0}^{T}\left(L\left(t, \tilde{\mu}_{e}(t), \tilde{u}_{e}(t)\right)-L\left(t, \tilde{\mu}_{e}(t), u^{*}(t)\right)\right) \mathrm{d} t \\
= & \sum_{k=1}^{N} \int_{\tau_{k}-e_{k}}^{\tau_{k}}\left(L\left(t, \tilde{\mu}_{e}(t), \omega_{k}\right)-L\left(t, \tilde{\mu}_{e}(t), u^{*}(t)\right)\right) \mathrm{d} t \\
= & \sum_{k=1}^{N} e_{k}\left(L\left(\tau_{k}, \tilde{\mu}_{e}\left(\tau_{k}\right), \omega_{k}\right)-L\left(\tau_{k}, \tilde{\mu}_{e}\left(\tau_{k}\right), u^{*}\left(\tau_{k}\right)\right)\right)+o(|e|) \\
= & \sum_{k=1}^{N} e_{k}\left(L\left(\tau_{k}, \mu^{*}\left(\tau_{k}\right), \omega_{k}\right)-L\left(\tau_{k}, \mu^{*}\left(\tau_{k}\right), u^{*}\left(\tau_{k}\right)\right)\right)+o(|e|),
\end{aligned}
$$

by Lebesgue's Differentiation Theorem (see e.g. [14, Corollary 2.23]), since $\tau_{k}$ is a Lebesgue points of $t \in[0, T] \mapsto L\left(t, \mu^{*}(t), \cdot\right)$ and the maps $e \mapsto L\left(\tau_{k}, \tilde{\mu}_{e}\left(\tau_{k}\right), u^{*}\left(\tau_{k}\right)\right)$ and $e \mapsto L\left(\tau_{k}, \tilde{\mu}_{e}\left(\tau_{k}\right), \omega_{k}\right)$ are continuous for all $k \in\{1, \ldots, N\}$. Furthermore, invoking the Wasserstein chainrule of Proposition 1.8 along with the results of Lemma 3.3, we have
that

$$
\begin{aligned}
& L\left(t, \tilde{\mu}_{e}(t), u^{*}(t)\right)-L\left(t, \mu^{*}(t), u^{*}(t)\right) \\
= & \sum_{k=1}^{N} e_{k} \int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} L\left(t, \mu^{*}(t), u^{*}(t)\right)(x), \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(t, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(t)(x)+o(|e|) .
\end{aligned}
$$

for $\mathscr{L}^{1}$-almost every $t \in[0, T]$. Combining these expansions with an application of Lebesgue's Dominated Convergence Theorem yields (3.16).

We now turn our attention to the state constraints functionals. By hypothesis (H6) and Proposition 1.8, the maps $e \mapsto \Lambda_{l}\left(t, \tilde{\mu}_{e}(t)\right)$ are Fréchet-differentiable at $e=0$ for any $l \in\{1, \ldots, r\}$, uniformly with respect to $t \in[0, T]$. Moreover, the functional

$$
\gamma \in C^{0}([0, T], \mathbb{R}) \mapsto \max _{t \in[0, T]} \gamma(t)
$$

is locally convex and therefore locally Lipschitz over $C^{0}([0, T], \mathbb{R})$. Hence, the maps $e \mapsto \max _{t \in[0, T]} \Lambda_{l}\left(t, \tilde{\mu}_{e}(t)\right)$ are calm at $e=0$ as compositions of Fréchet-differentiable and locally Lipschitz mappings. By Proposition 3.1-(c), we can compute their Michel-Penot derivatives in a direction $\sigma \in\left[0, \bar{\epsilon}_{N}\right]^{N}$ as follows

$$
d_{\mathrm{MP}}\left(\max _{t \in[0, T]} \Lambda_{l}\left(t, \tilde{\mu}_{e}(t)\right)\right)(0 ; \sigma)=\int_{0}^{T} \nabla_{e}\left(\Lambda_{l}\left(t, \tilde{\mu}_{e}(t)\right)\right)_{\mid e=0}(\sigma) \mathrm{d} \varpi_{l}^{N}(t)
$$

where $\varpi_{l}^{N} \in \mathcal{M}_{+}([0, T])$ belongs to the convex subdifferential of the $C^{0}([0, T], \mathbb{R})$-norm evaluated at $\Lambda_{l}\left(\cdot, \mu^{*}(\cdot)\right)$. This subdifferential can be classically characterized (see e.g. [95, Section 4.5.1]) as the set of Borel regular measures such that

$$
\left\|\varpi_{l}^{N}\right\|_{T V}=1 \text { and } \operatorname{supp}\left(\varpi_{l}^{N}\right)=\left\{t \in[0, T] \text { s.t. } \Lambda_{l}\left(t, \mu^{*}(t)\right)=0\right\} .
$$

Invoking again Proposition 1.8 and Lemma 3.3, we can write the differential of $e \mapsto$ $\Lambda\left(t, \tilde{\mu}_{e}(t)\right)$ at $e=0$ evaluated in a direction $\sigma \in\left[0, \bar{\epsilon}_{N}\right]^{N}$ as

$$
\nabla_{e}\left(\Lambda_{l}\left(t, \tilde{\mu}_{e}(t)\right)\right)_{\mid e=0}(\sigma)=\sum_{k=1}^{N} \sigma_{k} \int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \Lambda_{l}\left(t, \mu^{*}(t)\right)(x), \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(t, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(t)(x)
$$

for all times $t \in[0, T]$. Using the measure-theoretic version of Lebesgue's Dominated Convergence Theorem (see e.g. [14, Theorem 1.21]), we conclude that (3.17) holds as well, which ends the proof of Lemma 3.4.

Using the results of Lemma 3.4, we can apply the Lagrange multiplier rule of Theorem 3.2 to $\left(\mathcal{P}_{N}\right)$ and obtain the existence of scalar multipliers $\left(\lambda_{0}^{N}, \lambda_{1}^{N}, \ldots, \lambda_{n}^{N}, \eta_{1}^{N}, \ldots, \eta_{m}^{N}, \theta_{1}^{N}\right.$,
$\left.\ldots, \theta_{r}^{N}\right) \in\{0,1\} \times \mathbb{R}_{+}^{n} \times \mathbb{R}^{m} \times \mathbb{R}_{+}^{r}$ such that

$$
\left\{\begin{array}{l}
0 \in \partial_{\mathrm{MP}}\left(\lambda_{0}^{N} \varphi\left(\tilde{\mu}_{e}(T)\right)+\lambda_{0}^{N} \int_{0}^{T} L\left(t, \tilde{\mu}_{e}(t), \tilde{u}_{e}(t)\right) \mathrm{d} t+\sum_{l=1}^{r} \theta_{l}^{N} \max _{t \in[0, T]} \Lambda_{l}\left(t, \tilde{\mu}_{e}(t)\right)\right.  \tag{S}\\
\left.\quad+\sum_{i=1}^{n} \lambda_{i}^{N} \Psi_{i}^{I}\left(\tilde{\mu}_{e}(T)\right)+\sum_{j=1}^{m} \eta_{j}^{N} \Psi_{j}^{E}\left(\tilde{\mu}_{e}(T)\right)\right)_{l e=0}+\mathscr{N}\left(\left[0, \bar{\epsilon}_{N}\right]^{N}, 0\right), \\
\lambda_{0}^{N}+\sum_{i=1}^{n} \lambda_{i}^{N}+\sum_{j=1}^{m}\left|\eta_{j}^{N}\right|+\sum_{l=1}^{r} \theta_{l}^{N}=1, \\
\theta_{l}^{N} \max _{t \in[0, T]} \Lambda_{l}\left(t, \mu^{*}(t)\right)=0 \text { for all } l \in\{1, \ldots, r\}, \\
\lambda_{i}^{N} \Psi_{i}^{I}\left(\mu^{*}(T)\right)=0 \text { for all } i \in\{1, \ldots, n\} .
\end{array}\right.
$$

Since all the functions involved in the subdifferential inclusion (S) are calm, we can use the summation rule of Proposition 3.1-(b) along with the characterization of MPsubdifferentials for Fréchet differentiable stated in Proposition 3.1-(a) to obtain that

$$
\begin{aligned}
& -\nabla_{e}\left(\lambda_{N}^{0} \varphi\left(\tilde{\mu}_{e}(T)\right)+\lambda_{0}^{N} \int_{0}^{T} L\left(t, \tilde{\mu}_{e}(t), \tilde{u}_{e}(t)\right) \mathrm{d} t+\sum_{i=1}^{n} \lambda_{i}^{N} \Psi_{i}^{I}\left(\tilde{\mu}_{e}(T)\right)\right. \\
& \left.+\sum_{j=1}^{m} \eta_{j}^{N} \Psi_{j}^{E}\left(\tilde{\mu}_{e}(T)\right)\right)_{\mid e=0} \in \sum_{l=1}^{r} \theta_{l}^{N} \partial_{\mathrm{MP}}\left(\max _{t \in[0, T]} \Lambda_{l}\left(t, \tilde{\mu}_{e}(t)\right)\right)_{\mid e=0}+\mathscr{N}\left(\left[0, \bar{\epsilon}_{N}\right]^{N}, 0\right) .
\end{aligned}
$$

By combining the expressions of the gradients (3.15), (3.16) and the MP-derivative (3.17) derived in Lemma 3.4, along with the composition rule of Proposition 3.1-(c) for MP-subdifferentials, we obtain that

$$
\begin{aligned}
& \sum_{k=1}^{N} \sigma_{k} \int_{\mathbb{R}^{d}}\left\langle-\nabla_{\mu} \mathscr{S}_{N}\left(\mu^{*}(T)\right)(x), \mathcal{F}_{T}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(T, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(T)(x) \\
- & \sum_{k=1}^{N} \sigma_{k} \lambda_{0}^{N}\left(L\left(\tau_{k}, \mu^{*}\left(\tau_{k}\right), u^{*}\left(\tau_{k}\right)\right)-L\left(\tau_{k}, \mu^{*}\left(\tau_{k}\right), \omega_{k}\right)\right) \\
- & \sum_{k=1}^{N} \sigma_{k} \int_{\tau_{k}}^{T} \int_{\mathbb{R}^{d}}\left\langle\lambda_{0}^{N} \nabla_{\mu} L\left(t, \mu^{*}(t), u^{*}(t)\right)(x), \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(t, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(t)(x) \mathrm{d} t \\
- & \sum_{k=1}^{N} \sigma_{k} \sum_{l=1}^{r} \theta_{l}^{N} \int_{\tau_{k}}^{T} \int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \Lambda_{l}\left(t, \mu^{*}(t)\right)(x), \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(t, \tau_{k}\right)}^{v, u_{k}^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(t)(x) \mathrm{d} \varpi_{l}^{N}(t) \leq 0
\end{aligned}
$$

for any direction $\sigma \in\left[0, \bar{\epsilon}_{N}\right]^{N}$ where $\nabla_{\mu} \mathscr{S}_{N}\left(\mu^{*}(T)\right)(\cdot)$ is defined as in (3.4). By choosing in particular vectors $\sigma \in\left[0, \bar{\epsilon}_{N}\right]^{N}$ which have all their components except one equal to 0 ,
this family of inequalities can be rewritten as

$$
\begin{align*}
& \int_{\mathbb{R}^{d}}\left\langle-\nabla_{\mu} \mathscr{S}_{N}\left(\mu^{*}(T)\right)(x), \mathcal{F}_{T}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(T, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(T)(x) \\
- & \lambda_{0}^{N}\left(L\left(\tau_{k}, \mu^{*}\left(\tau_{k}\right), u^{*}\left(\tau_{k}\right)\right)-L\left(\tau_{k}, \mu^{*}\left(\tau_{k}\right), \omega_{k}\right)\right) \\
- & \int_{\tau_{k}}^{T} \int_{\mathbb{R}^{d}}\left\langle\lambda_{0}^{N} \nabla_{\mu} L\left(t, \mu^{*}(t), u^{*}(t)\right)(x), \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(t, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(t)(x) \mathrm{d} t  \tag{3.18}\\
- & \sum_{l=1}^{r} \int_{\tau_{k}}^{T} \int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \Lambda_{l}\left(t, \mu^{*}(t)\right)(x), \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(t, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(t)(x) \mathrm{d} \varpi_{l}^{N}(t) \leq 0
\end{align*}
$$

for all $k \in\{1, \ldots, N\}$, where we redefined the notation $\varpi_{l}^{N} \equiv \theta_{l}^{N} \varpi_{l}^{N}$.

## Step 3 : Backward dynamics and partial Pontryagin maximization condition

The next step of our proof is to introduce a suitable notion of state-costate variable transporting the family of inequalities (3.18) derived at time $T$ to the base points $\left(\tau_{1}, \ldots, \tau_{N}\right)$ of the needle-like variations while generating a Hamiltonian dynamical structure. To this end, we build for all $N \geq 1$ a curve $\nu_{N}^{*}(\cdot) \in \operatorname{Lip}\left([0, T], \mathscr{P}_{c}\left(\mathbb{R}^{2 d}\right)\right)$ solution of the forward-backward system of continuity equations

$$
\left\{\begin{array}{lc}
\partial_{t} \nu_{N}^{*}(t)+\nabla \cdot\left(\mathcal{V}_{N}^{*}\left[\nu_{N}^{*}(t)\right](t, \cdot, \cdot) \nu_{N}^{*}(t)\right)=0 \quad \text { in }[0, T] \times \mathbb{R}^{2 d}  \tag{3.19}\\
\pi_{\#}^{1} \nu_{N}^{*}(t)=\mu^{*}(t) & \text { for all } t \in[0, T] \\
\nu_{N}^{*}(T)=\left(\operatorname{Id} \times\left(-\nabla_{\mu} \mathscr{S}_{N}\left(\mu^{*}(T)\right)\right)\right)_{\#} \mu^{*}(T) &
\end{array}\right.
$$

Here, the non-local velocity field $\mathcal{V}_{N}^{*}[\cdot](\cdot, \cdot, \cdot)$ is given for $\mathscr{L}^{1}$-almost every $t \in[0, T]$ any $(x, r, \nu) \in \mathbb{R}^{2 d} \times \mathscr{P}_{c}\left(\mathbb{R}^{2 d}\right)$ by

$$
\mathcal{V}_{N}^{*}[\nu](t, x, r)=\left(\begin{array}{c}
v\left[\pi_{\#}^{1} \nu\right](t, x)+u^{*}(t, x) \\
\lambda_{0}^{N} \nabla_{\mu} L\left(t, \pi_{\#}^{1} \nu, u^{*}(t)\right)(x)+\nabla_{\mu} \mathscr{C}\left(t, \pi_{\#}^{1} \nu, \zeta_{N}^{*}(t), u^{*}(t)\right)(x) \\
-\mathbb{\Gamma}^{v}[\nu](t, x)-\mathrm{D}_{x} v\left[\pi_{\#}^{1} \nu\right](t, x)^{\top} r-\mathrm{D}_{x} u^{*}(t, x)^{\top} r
\end{array}\right),
$$

where we introduce the notation

$$
\begin{equation*}
\mathbb{\Gamma}^{v}[\nu](t, x)=\int_{\mathbb{R}^{2 d}}\left(\mathbb{\Gamma}_{(t, y)}^{v}(x)\right)^{\top} p \mathrm{~d} \nu(y, p) \tag{3.20}
\end{equation*}
$$

Notice that the transport equation (3.19) does not satisfy the classical hypotheses of Theorem 1.7. Following the methodology introduced in Lemma 2.3 and 2.6 of Chapter 2 , it is possible to circumvent this difficulty by building explicitly a solution of (3.19) relying on the cascade structure of the equations.

Lemma 3.5 (Definition and well-posedness of solutions of (3.19)). Let $\left(u^{*}(\cdot), \mu^{*}(\cdot)\right)$ be an optimal pair control-trajectory for $\left(\mathcal{P}_{\text {const }}\right)$. For $\mu^{*}(T)$-almost every $x \in \mathbb{R}^{d}$, we consider the family of backward flows $\left(\Psi_{(T, t)}^{x, N}(\cdot)\right)_{t \leq T}$ solution of the non-local Cauchy
problems
$\left\{\begin{array}{l}\partial_{t} w_{x}(t, r)=\lambda_{0}^{N} \nabla_{\mu} L\left(t, \mu^{*}(t), u^{*}(t)\right)\left(\Phi_{(T, t)}^{v, u^{*}}(x)\right)+\nabla_{\mu} \mathscr{C}\left(t, \mu^{*}(t), \zeta_{N}^{*}(t), u^{*}(t)\right)\left(\Phi_{(T, t)}^{v, u^{*}}(x)\right) \\ \quad-\mathrm{D}_{x} u^{*}\left(t, \Phi_{(T, t)}^{v, u^{*}}(x)\right)^{\top} w_{x}(t, r)-\mathrm{D}_{x} v\left[\mu^{*}(t)\right]\left(t, \Phi_{(T, t)}^{v, u^{*}}(x)\right)^{\top} w_{x}(t, r) \\ \quad-\int_{\mathbb{R}^{2 d}} \mathbb{T}_{\left(t, \Phi_{(T, t)}^{v}(y)\right)}^{v}\left(\Phi_{(T, t)}^{v, u^{*}}(x)\right)^{\top} w_{y}(t, p) \mathrm{d}\left(\left(\operatorname{Id} \times\left(-\nabla_{\mu} \mathscr{S}_{N}\left(\mu^{*}(T)\right)\right)\right) \# \mu^{*}(T)\right)(y, p) \\ w_{x}(T, r)=r,\end{array}\right.$
and consider the associated curves of measures

$$
\sigma_{x, N}^{*}: t \mapsto \Psi_{(T, t)}^{x, N}(\cdot)_{\#} \delta_{\left(-\nabla_{\mu} \mathscr{S}_{N}\left(\mu^{*}(T)\right)(x)\right)}
$$

Define the map $\nu_{T, N}^{*}: t \in[0, T] \mapsto \int \sigma_{x, N}^{*}(t) \mathrm{d} \mu^{*}(T)(x) \in \mathscr{P}_{c}\left(\mathbb{R}^{2 d}\right)$. Then, the curve $\nu_{N}^{*}: t \in[0, T] \mapsto\left(\Phi_{(T, t)}^{u^{*}}(\cdot), \mathrm{Id}\right)_{\#} \nu_{T, N}^{*}(t)$ is the unique solution of (3.19). Moreover, there exists two constants $R_{T}^{\prime}, L_{T}^{\prime}>0$ such that

$$
\operatorname{supp}\left(\nu_{N}^{*}(t)\right) \subset \overline{B_{2 d}\left(0, R_{T}^{\prime}\right)} \text { and } W_{1}\left(\nu_{N}^{*}(t), \nu_{N}^{*}(s)\right) \leq L_{T}^{\prime}|t-s|
$$

for all $s, t \in[0, T]$.
Proof. Let us denote by $\Omega \subset \mathbb{R}^{2 d}$ a compact set such that

$$
\bigcup_{N \geq 1} \operatorname{supp}\left(\operatorname{Id} \times\left(-\nabla_{\mu} \mathscr{S}_{N}\left(\mu^{*}(T)\right)_{\#} \mu^{*}(T) \subseteq \Omega\right.\right.
$$

Such a set exists since the maps $\left(\nabla_{\mu} \mathscr{S}_{N}\left(\mu^{*}(T)\right)(\cdot)\right)$ are continuous by (H4), as well as uniformly bounded as a consequence of the non-triviality condition (NT) on the Lagrange multipliers $\left(\lambda_{1}^{N}, \ldots, \lambda_{n}^{N}, \eta_{1}^{N}, \ldots, \eta_{m}^{N}\right)$.

The existence and uniqueness of the maps $(t, x, r) \mapsto w_{x}(t, r)$ solving the family of nonlocal Cauchy problems (3.21) can be obtained under hypotheses (H), as a consequence of Banach fixed point Theorem in the spirit of Theorem 1.9. In this context, the Banach space under consideration is that of all maps $w:[0, T] \times \Omega \rightarrow \mathbb{R}^{d}$ endowed with the norm $\|w .(\cdot, \cdot)\|_{*}=\inf \left\{M>0\right.$ s.t. $\left\|w_{x}(\cdot, \cdot)\right\|_{C^{0}\left([0, T] \times \mathbb{R}^{d}\right)} \leq M$ for $\mu^{*}(T)$-almost every $\left.x \in \mathbb{R}^{d}\right\}$.

By an application of Grönwall's Lemma to (3.21), it holds that $(t, r) \in[0, T] \times \pi^{2}(\Omega) \mapsto$ $\Psi_{(T, t)}^{x, N}(r)$ is bounded by a positive constant, uniformly with respect to $x \in \operatorname{supp}\left(\mu^{*}(T)\right)$ and $N \geq 1$. This follows in particular from the uniform boundedness of the sequences of multipliers $\left(\lambda_{N}^{0}\right)$ and $\left(\zeta_{N}^{*}(\cdot)\right)$. Therefore, there exists a uniform constant $R_{T}^{\prime}>0$ such that

$$
\operatorname{supp}\left(\nu_{N}^{*}(t)\right) \subset \overline{B_{2 d}\left(0, R_{T}^{\prime}\right)}
$$

for all $t \in[0, T]$. This in turn implies that the right-hand side of (3.21) is uniformly bounded, so that the maps $t \in[0, T] \mapsto \Psi_{(T, t)}^{x, N}(r)$ are Lispchitz, uniformly with respect to $(x, r) \in \Omega$ and $N \geq 1$. By applying again Gröwall's Lemma to the difference $\left|\Psi_{(T, t)}^{x, N}\left(r_{2}\right)-\Psi_{(T, t)}^{x, N}\left(r_{1}\right)\right|$ with $r_{1}, r_{2} \in \pi^{2}(\Omega)$, we further obtain that $(t, r) \in[0, T] \in$ $\pi^{2}(\Omega) \mapsto \Psi_{(T, t)}^{x, N}(r)$ is also Lipschitz regular, uniformly with respect to $x \in \operatorname{supp}\left(\mu^{*}(T)\right)$
and $N \geq 1$. It can be checked by leveraging Kantorovich duality in the spirit of Lemma 2.6 that this in turn yields the Lipschitz regularity of $t \in[0, T] \mapsto \sigma_{x, N}^{*}(t)$ uniformly with respect to $x \in \operatorname{supp}\left(\mu^{*}(T)\right)$ and $N \geq 1$. An application of Proposition 1.4 to $\nu_{N}^{*}(\cdot)$ combined with the uniform Lipschitz regularity of $(t, x) \in[0, T] \times \pi^{1}(\Omega) \mapsto \Phi_{(T, t)}^{v, u^{*}}(x)$ provides the existence of a uniform constant $L_{T}^{\prime}>0$ such that

$$
W_{1}\left(\nu_{N}^{*}(t), \nu_{N}^{*}(s)\right) \leq L_{T}^{\prime}|t-s|,
$$

for any $s, t \in[0, T]$.
In order to prove that $\nu_{N}^{*}(\cdot)$ is indeed a solution of (3.19), take $\xi \in C_{c}^{\infty}\left(\mathbb{R}^{2 d}\right)$ and compute the time derivative

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{R}^{2 d}} \xi(x, r) \mathrm{d} \nu_{N}^{*}(t)(x, r) \\
= & \frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \xi\left(\Phi_{(T, t)}^{v, u^{*}}(x), r\right) \mathrm{d} \sigma_{x, N}^{*}(t)(r) \mathrm{d} \mu^{*}(T)(x) \\
= & \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left\langle\nabla_{x} \xi\left(\Phi_{(T, t)}^{v, u^{*}}(x), r\right), v\left[\mu^{*}(t)\right]\left(t, \Phi_{(T, t)}^{v, u^{*}}(x)\right)\right\rangle \mathrm{d} \sigma_{x, N}^{*}(t)(r) \mathrm{d} \mu^{*}(T)(x) \\
+ & \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left\langle\nabla_{x} \xi\left(\Phi_{(T, t)}^{v, u^{*}}(x), r\right), u^{*}\left(t, \Phi_{(T, t)}^{v, u^{*}}(x)\right)\right\rangle \mathrm{d} \sigma_{x, N}^{*}(t)(r) \mathrm{d} \mu^{*}(T)(x) \\
+ & \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left\langle\nabla_{r} \xi\left(\Phi_{(T, t)}^{v, u^{*}}(x), r\right), \lambda_{0}^{N} \nabla_{\mu} L\left(t, \mu^{*}(t), u^{*}(t)\right)\left(\Phi_{(T, t)}^{v, u^{*}}(x)\right)\right\rangle \mathrm{d} \sigma_{x, N}^{*}(t)(r) \mathrm{d} \mu^{*}(T)(x) \\
+ & \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left\langle\nabla_{r} \xi\left(\Phi_{(T, t)}^{v, u^{*}}(x), r\right), \nabla_{\mu} \mathscr{C}\left(t, \mu^{*}(t), \zeta_{N}^{*}(t), u^{*}(t)\right)\left(\Phi_{(T, t)}^{v, u^{*}}(x)\right)\right\rangle \mathrm{d} \sigma_{x, N}^{*}(t)(r) \mathrm{d} \mu^{*}(T)(x) \\
- & \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left\langle\nabla_{r} \xi\left(\Phi_{(T, t)}^{v, u^{*}}(x), r\right), \mathrm{D}_{x} v\left[\mu^{*}(t)\right]\left(t, \Phi_{(T, t)}^{v, u^{*}}(x)\right)^{\top} r\right\rangle \mathrm{d} \sigma_{x, N}^{*}(t)(r) \mathrm{d} \mu^{*}(T)(x) \\
- & \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left\langle\nabla_{r} \xi\left(\Phi_{(T, t)}^{v, u^{*}}(x), r\right), \mathrm{D}_{x} u^{*}\left(t, \Phi_{(T, t)}^{v, u^{*}}(x)\right)^{\top} r\right\rangle \mathrm{d} \sigma_{x, N}^{*}(t)(r) \mathrm{d} \mu^{*}(T)(x) \\
- & \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left\langle\nabla_{r} \xi\left(\Phi_{(T, t)}^{v, u^{*}}(x), r\right), \mathbb{T}^{v}\left[\nu_{N}^{*}(t)\right]\left(t, \Phi_{(T, t)}^{v, u^{*}}(x)\right)\right\rangle \mathrm{d} \sigma_{x, N}^{*}(t)(r) \mathrm{d} \mu^{*}(T)(x)
\end{aligned}
$$

where we used the fact that by Fubini's Theorem

$$
\begin{array}{r}
\mathbb{T}^{v}\left[\nu_{N}^{*}(t)\right]\left(t, \Phi_{(T, t)}^{v, u^{*}}(x)\right)=\int_{\mathbb{R}^{2 d}} \mathbb{T}_{(t, y)}^{v}\left(\Phi_{(T, t)}^{v, u^{*}}(x)\right)^{\top} p \mathrm{~d} \nu_{N}^{*}(t)(y, p) \\
\left.=\int_{\mathbb{R}^{2 d}} \mathbb{T}_{\left(t, \Phi_{(T, t)}^{v} v u^{*}\right.}^{v}(y)\right)\left(\Phi_{(T, t)}^{v, u^{*}}(x)\right)^{\top} p \mathrm{~d} \nu_{T, N}^{*}(t)(y, p) \\
=\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \mathbb{T}_{\left.\left(t, \Phi_{(T, t)}^{v} v\right)\right)}^{v}\left(\Phi_{(T, t)}^{v, u^{*}}(x)\right)^{\top} p \mathrm{~d} \sigma_{y, N}^{*}(t)(p) \mathrm{d} \mu^{*}(T)(y) \\
=\int_{\mathbb{R}^{2 d}} \mathbb{\Gamma}_{\left(t, \Phi_{(T, t)}^{v}(y)\right)}^{v}\left(\Phi_{(T, t)}^{v, u^{*}}(x)\right)^{\top} \Psi_{(T, t)}^{y, N}(p) \mathrm{d}\left(\left(\operatorname{Id} \times\left(-\nabla_{\mu} \mathscr{S}_{N}\left(\mu^{*}(T)\right)\right)\right) \# \mu^{*}(T)\right)(y, p) .
\end{array}
$$

This can in turn be reformulated into the more concise expression

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{R}^{2 d}} \xi(x, r) \mathrm{d} \nu_{N}^{*}(t)(x, r) \\
& =\int_{\mathbb{R}^{2 d}}\left\langle\nabla_{x} \xi(x, r), v\left[\mu^{*}(t)\right](t, x)+u^{*}(t, x)\right\rangle \mathrm{d} \nu_{N}^{*}(t)(x, r)
\end{aligned}
$$

$$
\begin{aligned}
& +\int_{\mathbb{R}^{2 d}}\left\langle\nabla_{r} \xi(x, r), \lambda_{0}^{N} \nabla_{\mu} L\left(t, \mu^{*}(t), u^{*}(t)\right)(x)+\nabla_{\mu} \mathscr{C}\left(t, \mu^{*}(t), \zeta_{N}^{*}(t), u^{*}(t)\right)(x)\right\rangle \mathrm{d} \nu_{N}^{*}(t)(x, r) \\
& -\int_{\mathbb{R}^{2 d}}\left\langle\nabla_{r} \xi(x, r), \mathrm{D}_{x} v\left[\mu^{*}(t)\right](t, x)^{\top} r+\mathrm{D}_{x} u^{*}(t, x)^{\top} r+\mathbb{T}^{v}\left[\nu_{N}^{*}(t)\right](t, x)\right\rangle \mathrm{d} \nu_{N}^{*}(t)(x, r),
\end{aligned}
$$

which by (1.30) precisely corresponds to the fact that $\nu_{N}^{*}(\cdot)$ is a solution of (3.19).
Now that we have built a suitable notion of solution for (3.19), let us prove that $\nu_{N}^{*}(\cdot)$ is such that the PMP holds with a relaxed maximization condition formulated over the collection of needle parameters $\left\{\left(\omega_{k}, \tau_{k}\right)\right\}_{k=1}^{N} \subset U_{D} \times \mathscr{A}$.

Lemma 3.6 (A partial Pontryagin Maximum Principle). For any $N \geq 1$, the curve of measures $\nu_{N}^{*}(\cdot)$ introduced in Lemma 3.5 is a solution of the Hamiltonian flow (3.1) associated to the Lagrange multipliers $\left(\lambda_{0}^{N}, \ldots, \lambda_{n}^{N}, \ldots, \eta_{1}^{N}, \ldots, \eta_{m}^{N}, \varpi_{1}^{N}, \ldots, \varpi_{r}^{N}\right) \in$ $\{0,1\} \times \mathbb{R}_{+}^{n} \times \mathbb{R}^{m} \times \mathcal{M}_{+}([0, T])^{r}$. Moreover, the relaxed maximization condition

$$
\begin{align*}
& \mathscr{H}\left(\tau_{k}, \nu_{N}^{*}\left(\tau_{k}\right), \zeta_{N}^{*}\left(\tau_{k}\right), \omega_{k}\right)-\sum_{l=1}^{r} \varpi_{l}^{N}\left(\left\{\tau_{k}\right\}\right) \int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \Lambda_{l}\left(\tau_{k}, \mu^{*}\left(\tau_{k}\right)\right)(x), \omega_{k}\right\rangle \mathrm{d} \mu^{*}\left(\tau_{k}\right)(x) \\
\leq & \mathscr{H}\left(\tau_{k}, \nu_{N}^{*}\left(\tau_{k}\right), \zeta_{N}^{*}\left(\tau_{k}\right), u^{*}\left(\tau_{k}\right)\right) \\
- & \sum_{l=1}^{r} \varpi_{l}^{N}\left(\left\{\tau_{k}\right\}\right) \int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \Lambda_{l}\left(\tau_{k}, \mu^{*}\left(\tau_{k}\right)\right)(x), u^{*}\left(\tau_{k}, x\right)\right\rangle \mathrm{d} \mu^{*}\left(\tau_{k}\right)(x) \tag{3.22}
\end{align*}
$$

holds for all $\left\{\left(\omega_{k}, \tau_{k}\right)\right\}_{k=1}^{N} \subset U_{D} \times \mathscr{A}$.
Proof. Using the expression (3.2) of the augmented infinite-dimensional Hamiltonian $\mathscr{H}(\cdot, \cdot, \cdot, \cdot)$ along with the definition of the Wasserstein gradient (1.16) and its characterization given e.g. in Proposition 3.4 for general integral functionals, one can check that

$$
\mathcal{V}_{N}^{*}\left[\nu_{N}^{*}(t)\right](t, x, r)=\mathbb{J}_{2 d} \nabla_{\nu} \mathscr{H}\left(t, \nu_{N}^{*}(t), \zeta_{N}^{*}(t), u^{*}(t)\right)(x, r),
$$

for $\mathscr{L}^{1}$-almost every $t \in[0, T]$ and every $(x, r) \in \overline{B_{2 d}\left(0, R_{T}^{\prime}\right)}$.
For $k \in\{1, \ldots, N\}$, we introduce the collection of maps $\mathcal{K}_{\omega_{k}}^{N}, \tau_{k}(\cdot)$ defined for $\mathscr{L}^{1}$-almost all $t \in\left[\tau_{k}, T\right]$ by

$$
\begin{align*}
\mathcal{K}_{\omega_{k}, \tau_{k}}^{N}(t) & =\left[L\left(\tau_{k}, \mu^{*}\left(\tau_{k}\right), \omega_{k}\right)-L\left(\tau_{k}, \mu^{*}\left(\tau_{k}\right), u^{*}\left(\tau_{k}\right)\right)\right] \\
& +\int_{\mathbb{R}^{2 d}}\left\langle r, \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(t, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \nu^{*}(t)(x, r) \\
& -\int_{\tau_{k}}^{t} \int_{\mathbb{R}^{d}}\left\langle\lambda_{0}^{N} \nabla_{\mu} L\left(s, \mu^{*}(s), u^{*}(s)\right)(x), \mathcal{F}_{s}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(s, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(s)(x) \mathrm{d} s \\
& -\sum_{l=1}^{r} \int_{\tau_{k}}^{t} \int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \Lambda_{l}\left(s, \mu^{*}(s)\right)(x), \mathcal{F}_{s}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(s, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(s)(x) \mathrm{d} \varpi_{l}^{N}(s) \\
& -\sum_{l=1}^{r} \zeta_{l, N}^{*}(t) \int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \Lambda_{l}\left(t, \mu^{*}(t)\right)(x), \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(t, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(t)(x) . \tag{3.23}
\end{align*}
$$

By construction, the maps $\mathcal{K}_{\omega_{k}, \tau_{k}}^{N}(\cdot)$ satisfy

$$
\begin{equation*}
\mathcal{K}_{\omega_{k}, \tau_{k}}^{N}(T) \leq 0, \tag{3.24}
\end{equation*}
$$

since it can be verified that the evaluation of $\mathcal{K}_{\omega_{k}, \tau_{k}}^{N}(\cdot)$ at $T$ coincides with the left-hand side of (3.18), which has been shown to be non-positive for all $k \in\{1, \ldots, N\}$. Moreover, the evaluation of the maps $\mathcal{K}_{\omega_{k}, \tau_{k}}^{N}(\cdot)$ at $\tau_{k}$ can be written explicitly as

$$
\begin{align*}
\mathcal{K}_{\omega_{k}, \tau_{k}}^{N}\left(\tau_{k}\right) & =\mathscr{H}\left(\tau_{k}, \nu_{N}^{*}\left(\tau_{k}\right), \zeta_{N}^{*}\left(\tau_{k}\right), \omega_{k}\right)-\mathscr{H}\left(\tau_{k}, \nu_{N}^{*}\left(\tau_{k}\right), \zeta_{N}^{*}\left(\tau_{k}\right), u^{*}\left(\tau_{k}\right)\right) \\
& -\sum_{l=1}^{r} \varpi_{l}^{N}\left(\left\{\tau_{k}\right\}\right) \int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \Lambda_{l}\left(\tau_{k}, \mu^{*}\left(\tau_{k}\right)\right), \omega_{k}(x)-u^{*}\left(\tau_{k}, x\right)\right\rangle \mathrm{d} \mu^{*}\left(\tau_{k}\right)(x) \tag{3.25}
\end{align*}
$$

We now aim to show that the maps $\mathcal{K}_{\omega_{k}, \tau_{k}}^{N}(\cdot)$ are constant over $\left[\tau_{k}, T\right]$. By definition, these functions are in $B V([0, T], \mathbb{R})$ and therefore admit a distributional derivative in the form of a finite Borel regular measure (see e.g. [14, Chapter 3]). A simple computation of the time derivatives of the last two terms in (3.23) shows that the non-absolutely continuous parts of the derivatives of the maps $\mathcal{K}_{\omega_{k}, \tau_{k}}^{N}(\cdot)$ cancel each other out, since $\mathrm{d} \zeta_{N, l}^{*}(t)=-\varpi_{l}^{N}(t)$ on $[0, T)$. Hence, the maps $\mathcal{K}_{\omega_{k}, \tau_{k}}^{N}(\cdot)$ are absolutely continuous and therefore differentiable $\mathscr{L}^{1}$-almost everywhere. One can then compute their derivative at $\mathscr{L}^{1}$-almost every $t \in\left[\tau_{k}, T\right]$ as follows.

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{K}_{\omega_{k}, \tau_{k}}^{N}(t) \\
= & \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left\langle r, \partial_{t} \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(T, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \sigma_{x, N}^{*}(t)(r) \mathrm{d} \mu^{*}(T)(x) \\
+ & \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left\langle\mathcal{V}_{N}^{*}\left[\nu_{N}^{*}(t)\right](t, x, r), \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(T, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \sigma_{x, N}^{*}(t)(r) \mathrm{d} \mu^{*}(T)(x) \\
- & \int_{\mathbb{R}^{d}}\left\langle\lambda_{0}^{N} \nabla_{\mu} L\left(t, \mu^{*}(t), u^{*}(t)\right)\left(\Phi_{(T, t)}^{v, u^{*}}(x)\right), \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(T, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(T)(x) \\
- & \sum_{l=1}^{r} \zeta_{l, N}^{*}(t) \frac{\mathrm{d}}{\mathrm{~d} t}\left[\int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \Lambda_{l}\left(t, \mu^{*}(t)\right)\left(\Phi_{(T, t)}^{v, u^{*}}(x)\right), \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(T, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(T)(x)\right] \tag{3.26}
\end{align*}
$$

The time-derivatives of the summands of the last term can be computed as follows using Proposition 1.8 and the geometric structure (1.33) of solutions of (1.32) associated with the non-local velocity field $v\left[\mu^{*}(t)\right](t, \cdot)+u^{*}(t, \cdot)$.

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left[\int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \Lambda_{l}\left(t, \mu^{*}(t)\right)\left(\Phi_{(T, t)}^{v, u^{*}}(x)\right), \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(T, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(T)(x)\right] \\
= & \int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \Lambda_{l}\left(t, \mu^{*}(t)\right)\left(\Phi_{(T, t)}^{v, u^{*}}(x)\right), \partial_{t} \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(T, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(T)(x) \\
+ & \int_{\mathbb{R}^{d}}\left\langle\partial_{t} \nabla_{\mu} \Lambda_{l}\left(t, \mu^{*}(t)\right)\left(\Phi_{(T, t)}^{v, u^{*}}(x)\right), \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(T, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(T)(x) \\
+ & \int_{\mathbb{R}^{d}}\left\langle\mathrm{D}_{x} \nabla_{\mu} \Lambda_{l}\left(t, \mu^{*}(t)\right)\left(\Phi_{(T, t)}^{v, u^{*}}(x)\right) v\left[\mu^{*}(t)\right]\left(t, \Phi_{(T, t)}^{v, u^{*}}(x)\right), \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(T, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(T)(x) \\
+ & \int_{\mathbb{R}^{d}}\left\langle\mathrm{D}_{x} \nabla_{\mu} \Lambda_{l}\left(t, \mu^{*}(t)\right)\left(\Phi_{(T, t)}^{v, u^{*}}(x)\right) u^{*}\left(t, \Phi_{(T, t)}^{v, u^{*}}(x)\right), \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(T, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(T)(x)
\end{aligned}
$$

$$
\begin{aligned}
& +\int_{\mathbb{R}^{d}}\left\langle\int_{\mathbb{R}^{d}} \mathbb{T}_{\left(t, \Phi_{(T, t)}^{v, u^{*}}(x)\right)}^{\nabla_{\mu} \Lambda_{l}}\left(\Phi_{(T, t)}^{v, u^{*}}(y)\right) v\left[\mu^{*}(t)\right]\left(t, \Phi_{(T, t)}^{v, u^{*}}(y)\right) \mathrm{d} \mu^{*}(T)(y),\right. \\
& \left.\mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(T, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(T)(x) \\
& +\int_{\mathbb{R}^{d}}\left\langle\int_{\mathbb{R}^{d}} \mathbb{F}_{\left(t, \Phi_{(T, t)}^{v, u^{*}}(x)\right)} \nabla_{\mu}^{\nabla_{\mu} \Lambda_{l}}\left(\Phi_{(T, t)}^{v, u^{*}}(y)\right) u^{*}\left(t, \Phi_{(T, t)}^{v, u^{*}}(y)\right) \mathrm{d} \mu^{*}(T)(y),\right. \\
& \left.\mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(T, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(T)(x) \\
& =\int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \mathscr{C}_{l}\left(t, \mu^{*}(t), u^{*}(t)\right)\left(\Phi_{(T, t)}^{v, u^{*}}(x)\right), \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(T, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(T)(x)
\end{aligned}
$$

by applying Fubini's Theorem and identifying the analytical expressions of the Wasserstein gradients of the summands $\mathscr{C}_{l}\left(t, \mu^{*}(t), u^{*}(t)\right)$ of $\mathscr{C}\left(t, \mu^{*}(t), \zeta^{*}(t), u^{*}(t)\right)$, which computation is postponed to Proposition (3.2) below. Plugging this expression into (3.26) along with the characterization (3.11) of $\partial_{t} \mathcal{F}_{t}^{\omega_{k}, \tau_{k}}(\cdot)$ derived in Lemma 3.3, we obtain that

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{K}_{\omega_{k}, \tau_{k}}^{N}(t) & =\int_{\mathbb{R}^{2 d}}\left\langle\mathrm{D}_{x} u^{*}(t, x)^{\top} r+\mathrm{D}_{x} v\left[\mu^{*}(t)\right](t, x)^{\top} r, \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(t, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \nu_{N}^{*}(t)(x, r) \\
& +\int_{\mathbb{R}^{2 d}}\left\langle\mathbb{\Gamma}^{v}\left[\nu_{N}^{*}(t)\right](t, x), \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(t, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \nu_{N}^{*}(t)(x, r) \\
& +\int_{\mathbb{R}^{2 d}}\left\langle\mathcal{V}_{N}^{*}\left[\nu_{N}^{*}(t)\right](t, x, r), \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(t, \tau_{k}\right)}^{v *}(x)\right\rangle \mathrm{d} \nu_{N}^{*}(t)(x) \\
& -\int_{\mathbb{R}^{d}}\left\langle\lambda_{0}^{N} \nabla_{\mu} L\left(t, \mu^{*}(t), u^{*}(t)\right)(x), \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(t, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(t)(x) \\
& -\sum_{l=1}^{r} \zeta_{l, N}^{*}(t) \int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \mathscr{C}_{l}\left(t, \mu^{*}(t), u^{*}(t)\right)(x), \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{(T, t)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(t)(x)
\end{aligned}
$$

where in the first line we used the fact that

$$
\begin{aligned}
& \int_{\mathbb{R}^{d}}\left\langle r, \int_{\mathbb{R}^{d}} \mathbb{\Gamma}_{(t, x)}^{v}(y) \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(t, \tau_{k}\right)}^{v, u^{*}}(y) \mathrm{d} \mu^{*}(t)(y)\right\rangle \mathrm{d} \nu_{N}^{*}(t)(x, r) \\
= & \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{2 d}}\left\langle\mathbb{T}_{(t, y)}^{v}(x)^{\top} p, \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(t, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \nu_{N}^{*}(t)(x, r) \mathrm{d} \mu^{*}(t)(y) \\
= & \int_{\mathbb{R}^{d}}\left\langle\mathbb{\Gamma}^{v}\left[\nu_{N}^{*}(t)\right](t, x), \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(t, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(t)(x),
\end{aligned}
$$

as a consequence of Fubini's Theorem, where $\mathbb{\Gamma}^{v}\left[\nu_{N}^{*}(\cdot)\right](\cdot, \cdot)$ is defined as in (3.20). Recalling the definition of the vector field $\mathcal{V}_{N}^{*}[\cdot](,,,$,$) given in (3.19), we therefore observe$ that $\frac{\mathrm{d}}{\mathrm{d} t} \mathcal{K}_{\omega_{k}, \tau_{k}}^{N}(t)=0$ for $\mathscr{L}^{1}$-almost every $t \in\left[\tau_{k}, T\right)$, so that it is constant over this time interval. Merging this fact with (3.24) and (3.25) yields (3.22) and concludes the proof of our claim.

## Step 4 : Limiting procedure

In Step 3, we have built for any $N \geq 1$ a suitable state-costate curve $\nu_{N}^{*}(\cdot)$ solution of the Hamiltonian system (3.1), and such that the relaxed Pontryagin maximization
condition (3.22) holds on an $N$-dimensional subset of needle parameters. The last step in the proof of Theorem 3.1 is to take the limit as $N$ goes to infinity of the previous optimality conditions in order to recover the PMP formulated on the whole set of needle parameters.

## The PMP for absolutely continuous state constraints multipliers

By the Non-Triviality condition (NT), the sequence of Lagrange multipliers ( $\lambda_{0}^{N}, \ldots, \lambda_{n}^{N}$, $\left.\eta_{1}^{N}, \ldots, \eta_{m}^{N}\right) \subset\{0,1\} \times \mathbb{R}_{+}^{n} \times \mathbb{R}^{m}$ is bounded uniformly with respect to $N$. Hence, we can extract a subsequence of multipliers such that

$$
\left(\lambda_{0}^{N}, \ldots, \lambda_{n}^{N}, \eta_{1}^{N}, \ldots, \eta_{m}^{N}\right) \underset{N \rightarrow+\infty}{\longrightarrow}\left(\lambda_{0}, \ldots, \lambda_{n}, \eta_{1}, \ldots, \eta_{m}\right)
$$

A straightforward passage to the limit shows that these limit multipliers satisfy the Complementary Slackness condition

$$
\lambda_{i} \Psi_{i}^{I}\left(\mu^{*}(T)\right)=0 \quad \text { for all } i \in\{1, \ldots, n\}
$$

Similarly, the sequence of measures $\left(\varpi_{1}^{N}, \ldots, \varpi_{r}^{N}\right) \subset \mathcal{M}_{+}([0, T])^{r}$ is uniformly bounded with respect to the total variation norm as a consequence of Lemma 3.4. By BanachAlaoglu's Theorem (see e.g. [38, Theorem 3.16]), it therefore admits a weakly-* converging subsequence to some $\left(\varpi_{1}, \ldots, \varpi_{r}\right) \in \mathcal{M}_{+}([0, T])^{r}$. Moreover for any $l \in\{1, \ldots, r\}$, the measures $\left(\varpi_{l}^{N}\right)$ are equi-supported in the sets $\left\{t \in[0, T]\right.$ s.t. $\left.\Lambda_{l}\left(t, \mu^{*}(t)\right)=0\right\}$. It can then be shown by standard convergence properties on the supports of sequences of measures (see e.g. [17, Proposition 5.1.8]) that the limit measures $\left(\varpi_{1}, \ldots, \varpi_{r}\right)$ are supported on these sets as well. Therefore, it holds that

$$
\operatorname{supp}\left(\varpi_{l}\right) \subseteq\left\{t \in[0, T] \text { s.t. } \Lambda_{l}\left(t, \mu^{*}(t)\right)=0\right\}
$$

for any $l \in\{1, \ldots, r\}$. Furthermore, if all the scalar Lagrange multipliers $\left(\lambda_{0}^{N}, \ldots, \lambda_{n}^{N}, \eta_{1}^{N}\right.$, $\ldots, \eta_{m}^{N}$ ) vanish for large $N$, it follows from the Non-Triviality condition (NT) that $\left\|\varpi_{l}^{N}\right\|_{T V}>0$ so that $\varpi_{l} \neq 0$ in the limit, at least for some $l \in\{1, \ldots, r\}$. Hence, we recover the Non-Degeneracy condition (3.5), i.e.

$$
\left(\lambda_{0}, \ldots, \lambda_{n}, \eta_{1}, \ldots, \eta_{m}, \varpi_{1}, \ldots, \varpi_{r}\right) \neq 0
$$

In Lemma 3.5, we have shown that the curves of measures $\nu_{N}^{*}(\cdot)$ are uniformly equicompactly supported and equi-Lipschitz. Hence, $\left(\nu_{N}^{*}(\cdot)\right)$ admits converging subsequences in the $C^{0}$-topology by Ascoli-Arzelà Theorem (see e.g. [123, Theorem 11.28]).

We now prove that there exists an accumulation point $\nu^{*}(\cdot)$ of $\left(\nu_{N}^{*}(\cdot)\right)$ which solves the system of equations (3.1) associated with the limit multipliers $\left(\lambda_{0}, \ldots, \lambda_{n}, \eta_{1}, \ldots, \eta_{m}, \varpi_{1}\right.$, $\left.\ldots, \varpi_{r}\right)$. To this end, we start by making an extra simplifying assumption on the state constraints multipliers.
(H7) The measures $\left(\varpi_{1}, \ldots, \varpi_{r}\right)$ are absolutely continuous with respect to $\mathscr{L}_{\llcorner[0, T]}^{1}$.

We shall see in the sequel how this extra assumption can be lifted at the price of an extra approximation argument by absolutely continuous measures. Let $\nu^{*}(\cdot) \in$ $\operatorname{Lip}\left([0, T], \mathscr{P}\left(\overline{B_{2 d}\left(0, R_{T}^{\prime}\right)}\right)\right.$ be an accumulation point of $\left(\nu_{N}^{*}(\cdot)\right)$ along a suitable subsequence. As a direct consequence of the convergence of the scalar Lagrange multipliers, one recovers the uniform convergence of the final gradient map

$$
\nabla_{\mu} \mathscr{S}_{N}\left(\mu^{*}(T)\right) \underset{N \rightarrow+\infty}{\stackrel{C^{0}}{\rightarrow}} \nabla_{\mu} \mathscr{S}\left(\mu^{*}(T)\right) .
$$

This implies by standard convergence results for pushforwards of measures, see e.g. Proposition 1.2-(ii), that $\nu^{*}(\cdot)$ satisfies the boundary condition

$$
\pi_{\#}^{2} \nu^{*}(T)=\left(-\nabla_{\mu} \mathscr{S}\left(\mu^{*}(T)\right)\right)_{\#} \mu^{*}(T)
$$

Moreover, the weak-* convergence of $\left(\varpi_{1}^{N}, \ldots, \varpi_{r}^{N}\right)$ towards $\left(\varpi_{1}, \ldots, \varpi_{r}\right)$ along with (H7) implies by Proposition 1.1 that

$$
\zeta_{l, N}^{*}(t)=\mathbb{1}_{[0, T)}(t) \int_{t}^{T} \mathrm{~d} \varpi_{l}^{N}(s) \underset{N \rightarrow+\infty}{\longrightarrow} \mathbb{1}_{[0, T)}(t) \int_{t}^{T} \mathrm{~d} \varpi_{l}(s)=\zeta_{l}^{*}(t)
$$

for all times $t \in[0, T]$. By definition (1.29) of distributional solutions to transport equations, the fact that $\nu_{N}^{*}(\cdot)$ is a solution of $(3.19)$ can be written as

$$
\begin{align*}
& \int_{0}^{T} \int_{\mathbb{R}^{2 d}} \partial_{t} \xi(t, x, r) \mathrm{d} \nu_{N}^{*}(t)(x, r) \mathrm{d} t \\
+ & \int_{0}^{T} \int_{\mathbb{R}^{2 d}}\left\langle\nabla \xi(t, x, r), \mathbb{J}_{2 d} \nabla_{\nu} \mathscr{H}\left(t, \nu_{N}^{*}(t), \zeta_{N}^{*}(t), u^{*}(t)\right)(x, r)\right\rangle \mathrm{d} \nu_{N}^{*}(t)(x, r) \mathrm{d} t=0 \tag{3.27}
\end{align*}
$$

for any $\xi \in C_{c}^{\infty}\left([0, T] \times \mathbb{R}^{2 d}\right)$. Since all the functionals involved in the definition of the Wasserstein gradient of the augmented infinite-dimensional Hamiltonian are continuous and bounded, we have that

$$
\nabla_{\nu} \mathscr{H}\left(t, \nu_{N}^{*}(t), \zeta_{N}^{*}(t), u^{*}(t)\right)(\cdot, \cdot) \underset{N \rightarrow+\infty}{C^{0}} \nabla_{\nu} \mathscr{H}\left(t, \nu^{*}(t), \zeta^{*}(t), u^{*}(t)\right)(\cdot, \cdot)
$$

uniformly with respect to $t \in[0, T]$. By using this fact along with the uniform equicompactness of the supports of $\left(\nu_{N}^{*}(\cdot)\right)$, we can take the limit as $N \rightarrow+\infty$ in (3.27) an apply Lebesgue's Dominated Convergence Theorem to recover that
$\int_{0}^{T} \int_{\mathbb{R}^{2 d}}\left(\partial_{t} \xi(t, x, r)+\left\langle\nabla \xi(t, x, r), \mathbb{J}_{2 d} \nabla_{\nu} \mathscr{H}\left(t, \nu^{*}(t), \zeta^{*}(t), u^{*}(t)\right)(x, r)\right\rangle\right) \mathrm{d} \nu^{*}(t)(x, r) \mathrm{d} t=0$,
for any $\xi \in C_{c}^{\infty}\left([0, T] \times \mathbb{R}^{2 d}\right)$. Hence, the accumulation point $\nu^{*}(\cdot)$ of $\left(\nu_{N}^{*}(\cdot)\right)$ in the $C^{0}{ }^{-}$ topology is a solution of the Hamiltonian flow (3.19) associated with the limit multipliers $\left(\lambda_{0}, \ldots, \lambda_{n}, \eta_{1}, \ldots, \eta_{m}, \varpi_{1}, \ldots, \varpi_{r}\right)$.

In order to complete our proof of Theorem 3.1, there remains to show that the limit curve $\nu^{*}(\cdot)$ is such that the maximization condition (3.6) holds for $\mathscr{L}^{1}$-almost every $t \in[0, T]$. We know that for any $\left(\omega_{k}, \tau_{k}\right) \in U_{D} \times \mathscr{A}$, the modified maximization condition (3.22) holds. By the preliminary assumption (H7) that the limit measures $\left(\varpi_{1}, \ldots, \varpi_{r}\right)$ are absolutely continuous with respect to $\mathscr{L}^{1}$, we can apply Proposition 1.1 to recover
that

$$
\varpi_{l}^{N}\left(\left\{\tau_{k}\right\}\right) \underset{N \rightarrow+\infty}{\longrightarrow} \varpi_{l}\left(\left\{\tau_{k}\right\}\right)=0
$$

for any $l \in\{1, \ldots, r\}$. Since the infinite-dimensional Hamiltonian is continuous with respect to its second argument in the $W_{1}$-metric and linear with respect to its third argument, it holds that

$$
\mathscr{H}\left(\tau_{k}, \nu_{N}^{*}\left(\tau_{k}\right), \zeta_{N}^{*}\left(\tau_{k}\right), \omega_{k}\right) \underset{N \rightarrow+\infty}{\longrightarrow} \mathscr{H}\left(\tau_{k}, \nu^{*}\left(\tau_{k}\right), \zeta^{*}\left(\tau_{k}\right), \omega_{k}\right)
$$

and

$$
\mathscr{H}\left(\tau_{k}, \nu_{N}^{*}\left(\tau_{k}\right), \zeta_{N}^{*}\left(\tau_{k}\right), u^{*}\left(\tau_{k}\right)\right) \underset{N \rightarrow+\infty}{\longrightarrow} \mathscr{H}\left(\tau_{k}, \nu^{*}\left(\tau_{k}\right), \zeta^{*}\left(\tau_{k}\right), u^{*}\left(\tau_{k}\right)\right)
$$

uniformly with respect to $k \leq N$. We can therefore pass to the limit as $N \rightarrow+\infty$ in the partial maximization condition (3.22) to obtain that

$$
\begin{equation*}
\mathscr{H}\left(\tau_{k}, \nu^{*}\left(\tau_{k}\right), \zeta^{*}\left(\tau_{k}\right), \omega_{k}\right) \leq \mathscr{H}\left(\tau_{k}, \nu^{*}\left(\tau_{k}\right), \zeta^{*}\left(\tau_{k}\right), u^{*}\left(\tau_{k}\right)\right) \tag{3.28}
\end{equation*}
$$

for any $\left(\omega_{k}, \tau_{k}\right) \in U_{D} \times \mathscr{A}$.
Given an arbitrary pair $(\omega, \tau) \in U \times \mathscr{M}$, it is possible to choose a sequence of elements $\left\{\left(\omega_{k}, \tau_{k}\right)\right\}_{k} \subset U_{D} \times \mathscr{A}$ such that

$$
\tau_{k} \underset{k \rightarrow+\infty}{\longrightarrow} \tau, \omega_{k} \xrightarrow[k \rightarrow+\infty]{C^{0}} \omega
$$

and

$$
\left\{\begin{array}{l}
\left\|u^{*}(\tau, \cdot)-u^{*}\left(\tau_{k}, \cdot\right)\right\|_{C^{0}\left(\overline{B\left(0, R_{T}\right)}, \mathbb{R}^{d}\right)} \underset{k \rightarrow+\infty}{\longrightarrow} 0  \tag{3.29}\\
\left\|L\left(\tau, \mu^{*}(\tau), \cdot\right)-L\left(\tau_{k}, \mu^{*}\left(\tau_{k}\right), \cdot\right)\right\|_{C^{0}(U, \mathbb{R})} \underset{k \rightarrow+\infty}{\longrightarrow} 0
\end{array}\right.
$$

Remark first that under assumption (H7), the maps $t \rightarrow \zeta_{l}^{*}(t)$ are continuous on $[0, T)$. By (3.29) along with the continuity of the augmented infinite-dimensional Hamiltonian in the $C^{0}$-norm topology with respect to its fourth argument, we can pass to the limit as $k \rightarrow+\infty$ in (3.28). This yields the Pontryagin Maximization condition

$$
\mathscr{H}\left(\tau, \nu^{*}(\tau), \zeta^{*}(\tau), \omega\right) \leq \mathscr{H}\left(\tau, \nu^{*}(\tau), \zeta^{*}(\tau), u^{*}(\tau)\right)
$$

for any pair $(\omega, \tau) \in U \times \mathscr{M}$.

## Lifting the absolute continuity hypothesis (H7)

In order to recover the full statement of Theorem 3.1, we now show how to relax the absolute continuity assumption (H7) made on the state constraints multipliers. For a given small parameter $\epsilon>0$, we consider a sequence of mollifiers $\rho_{\epsilon}: t \in[0, T] \mapsto \epsilon^{-1} \rho(t / \epsilon)$ where $\rho \in C_{c}^{\infty}([0, T])$ is such that $\int_{0}^{T} \rho(t) \mathrm{d} t=1$. Given $N \geq 1$, we define the mollified measure $\left(\varpi_{1}^{N, \epsilon}, \ldots, \varpi_{r}^{N, \epsilon}\right)$ by

$$
\varpi_{l}^{N, \epsilon}=\left(\rho_{\epsilon} \star \varpi_{l}^{N}\right) \cdot \mathscr{L}^{1}
$$

where for any $l \in\{1, \ldots, r\}$, the convolution maps are defined by $\rho_{\epsilon} \star \varpi_{l}^{N}: t \in[0, T] \mapsto$ $\int_{0}^{T} \rho_{\epsilon}(t-s) \mathrm{d} \varpi_{l}^{N}(s)$. Using the fact that the functions

$$
t \in\left[\tau_{k}, T\right] \mapsto \int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \Lambda_{l}\left(t, \mu^{*}(t)\right)(x), \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(t, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(t)(x)
$$

are Lipschitz and bounded as a by-product of (H6) and Lemma 3.3, one can assert using the definition of the dual norm in the Banach space $\mathcal{M}_{+}([0, T])$ that

$$
\begin{aligned}
& -\int_{\tau_{k}}^{T} \int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \Lambda_{l}\left(t, \mu^{*}(t)\right)(x), \mathcal{F}_{t}^{w_{k}, \tau_{k}} \circ \Phi_{\left(t, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(t)(x) \mathrm{d} \varpi_{l}^{N}(t) \\
\geq & -\int_{\tau_{k}}^{T} \int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \Lambda_{l}\left(t, \mu^{*}(t)\right)(x), \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(t, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(t)(x) \mathrm{d} \varpi_{l}^{N, \epsilon}(t)-C \epsilon
\end{aligned}
$$

for some uniform constant $C>0$. This allows us to rewrite the optimality conditions (3.18) derived at time $T$ as

$$
\begin{align*}
& \int_{\mathbb{R}^{d}}\left\langle-\nabla_{\mu} \mathscr{S}_{N}\left(\mu^{*}(T)\right)(x), \mathcal{F}_{T}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(,, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(T)(x) \\
- & \lambda_{N}^{0}\left(L\left(\tau_{k}, \mu^{*}\left(\tau_{k}\right), u^{*}\left(\tau_{k}\right)\right)-L\left(\tau_{k}, \mu^{*}\left(\tau_{k}\right), \omega_{k}\right)\right) \\
- & \int_{\tau_{k}}^{T} \int_{\mathbb{R}^{d}}\left\langle\lambda_{N}^{0} \nabla_{\mu} L\left(t, \mu^{*}(t), u^{*}(t)\right)(x), \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(t, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(t)(x) \mathrm{d} t  \tag{3.30}\\
- & \sum_{l=1}^{r} \int_{\tau_{k}}^{T} \int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \Lambda_{l}\left(t, \mu^{*}(t)\right)(x), \mathcal{F}_{t}^{\omega_{k}, \tau_{k}} \circ \Phi_{\left(t, \tau_{k}\right)}^{v, u^{*}}(x)\right\rangle \mathrm{d} \mu^{*}(t)(x) \mathrm{d} \varpi_{l}^{N, \epsilon}(t) \leq C \epsilon
\end{align*}
$$

By defining the family of measure curves $\left(\nu_{N, \epsilon}^{*}(\cdot)\right)$ as in Lemma 3.5, we can prove that the corresponding maps $\mathcal{K}_{\omega_{k}, \tau_{k}}^{N, \epsilon}(\cdot)$ defined as in (3.26) are constant over $\left[\tau_{k}, T\right]$ and that the partial maximization conditions

$$
\mathscr{H}\left(\tau_{k}, \nu_{N, \epsilon}^{*}\left(\tau_{k}\right), \zeta_{N, \epsilon}^{*}\left(\tau_{k}\right), \omega_{k}\right) \leq \mathscr{H}\left(\tau_{k}, \nu_{N, \epsilon}^{*}\left(\tau_{k}\right), \zeta_{N, \epsilon}^{*}\left(\tau_{k}\right), u^{*}\left(\tau_{k}\right)\right)+C \epsilon
$$

hold for any $\epsilon>0$. Performing again the limiting arguments of Step 4 as $N \rightarrow+\infty$ and remarking that

$$
\varpi_{l}^{N, \epsilon} \underset{N \rightarrow+\infty}{\stackrel{*}{*}} \varpi_{l}^{\epsilon}=\left(\rho_{\epsilon} \star \varpi_{l}\right) \cdot \mathscr{L}^{1}
$$

we recover the statement of the PMP with a measure curve $\nu_{\epsilon}^{*}(\cdot)$ associated to the Lagrange multipliers $\left(\lambda_{0}, \ldots, \lambda_{n}, \eta_{1}, \ldots, \eta_{m}, \varpi_{1}^{\epsilon}, \ldots, \varpi_{r}^{\epsilon}\right)$. This limit curve is such that the relaxed maximization condition

$$
\begin{equation*}
\mathscr{H}\left(\tau, \nu_{\epsilon}^{*}(\tau), \zeta_{\epsilon}^{*}(\tau), \omega\right) \leq \mathscr{H}\left(\tau_{k}, \nu_{\epsilon}^{*}(\tau), \zeta_{\epsilon}^{*}(\tau), u^{*}(\tau)\right)+C \epsilon \tag{3.31}
\end{equation*}
$$

holds for any $(\omega, \tau) \in U \times \mathscr{M}$. There now remains to perform a last limiting argument as $\epsilon \downarrow 0$ to recover the full maximum principle.

By Lebesgue's Decomposition Theorem for finite Borel measures on the real line (see e.g. [14, Remark 3.32, Corollary 3.33]), the sets $\left\{t \in[0, T]\right.$ s.t. $\left.\varpi_{l}(\{t\})>0\right\}$ are at most countable for all $l \in\{1, \ldots, r\}$. Therefore, the set $\mathscr{M}^{\circ}=\mathscr{M} \backslash \bigcup_{l=1}^{r}\{t \in$ $[0, T]$ s.t. $\left.\varpi_{l}(\{t\})>0\right\}$ has full Lebesgue measure in $[0, T]$, and by Proposition 1.1 it is
such that

$$
\zeta_{l, \epsilon}^{*}(\tau)=\int_{\tau}^{T} \mathrm{~d} \varpi_{l}^{\epsilon}(s) \underset{\epsilon \downarrow 0}{\longrightarrow} \int_{\tau}^{T} \mathrm{~d} \varpi_{l}(s)=\zeta_{l}^{*}(\tau)
$$

for any $\tau \in \mathscr{M}^{\circ}$. By Ascoli-Arzelà Theorem, it holds that $\nu_{\epsilon}^{*}(\cdot) \rightarrow \nu^{*}(\cdot)$ in the $C^{0}$-topology and it can be checked that this limit curve solves the forward-backward Hamiltonian continuity equations (3.1) associated with the multipliers $\left(\lambda_{0}, \ldots, \lambda_{n}, \eta_{1}, \ldots, \eta_{m}, \varpi_{1}, \ldots, \varpi_{r}\right)$. Moreover, letting $\epsilon \downarrow 0$ in (3.31) implies that the Pontryagin maximization condition (3.6) holds on the restricted subset $U \times \mathscr{M}^{\circ}$.

### 3.3 Wasserstein differential of the running constraint penalization

In this section, we give the analytical expression of the Wasserstein differential of the running constraint penalization $\operatorname{map}(t, \mu, \zeta, \omega) \mapsto \mathscr{C}(t, \mu, \zeta, \omega)$ defined in (3.3). We chose to postpone this result since its proof is quite heavy proof and gives no further insight on the methodology that we develop in this chapter.

Proposition 3.2 (Wasserstein differential of the state constraints penalization map). Let $K \subset \mathbb{R}^{d}$ be a compact set and $\omega \in U$. Under hypotheses $(\mathbf{H} 6)$, the map $\mu \in \mathscr{P}(K) \mapsto$ $\mathscr{C}\left(t, \mu, \zeta^{*}(t), \omega\right)$ defined by

$$
\begin{aligned}
\mathscr{C}\left(t, \mu, \zeta^{*}(t), \omega\right) & =\sum_{l=1}^{r} \zeta_{l}^{*}(t) \mathscr{C}_{l}(t, \mu, \omega) \\
& =\sum_{l=1}^{r} \zeta_{l}^{*}(t)\left(\partial_{t} \Lambda_{l}(t, \mu)+\int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \Lambda_{l}(t, \mu)(x), v[\mu](t, x)+\omega(x)\right\rangle \mathrm{d} \mu(x)\right)
\end{aligned}
$$

is regular and Wasserstein differentiable at at any $\mu \in \mathscr{P}(K)$. The Wasserstein gradients of its summands $\mathscr{C}_{l}(t, \cdot, \omega)$ can be computed explicitly as

$$
\begin{align*}
\nabla_{\mu} \mathscr{C}_{l}(t, \mu, \omega)(x) & =\partial_{t} \nabla_{\mu} \Lambda(t, \mu)(x)+\mathrm{D}_{x} \nabla_{\mu} \Lambda_{l}(t, \mu)(x)^{\top}(v[\mu](t, x)+\omega(x)) \\
& +\left(\mathrm{D}_{x} v[\mu](t, x)^{\top}+\mathrm{D}_{x} u^{*}(t, x)^{\top}\right) \nabla_{\mu} \Lambda_{l}(t, \mu)(x) \\
& +\int_{\mathbb{R}^{d}} \Gamma_{(t, y)}^{v}(x)^{\top} \nabla_{\mu} \Lambda_{l}(t, \mu)(y) \mathrm{d} \mu(y)  \tag{3.32}\\
& +\int_{\mathbb{R}^{d}} \Gamma_{(t, y)}^{\nabla_{\mu} \Lambda_{l}}(x)^{\top}\left(v[\mu](t, y)+u^{*}(t, y)\right) \mathrm{d} \mu(y)
\end{align*}
$$

where $(t, x, y) \mapsto \mathbb{\Gamma}_{(t, y)}^{\nabla_{\mu} \Lambda_{l}}(x)=\left(\mathbb{\Gamma}_{(t, y)}^{\nabla_{\mu} \Lambda_{l}, i}(x)\right)_{1 \leq i \leq d}$ are the matrix-valued maps which rows are the Wasserstein gradients of the components of $\nabla_{\mu} \Lambda_{l}^{i}(t, \mu)(x)$, i.e.

$$
\mathbb{\Gamma}_{(t, y)}^{\nabla_{\mu} \Lambda_{l}, i}(x)=\nabla_{\mu}\left[\nabla_{\mu} \Lambda_{l}^{i}(t, \cdot)(y)\right](\mu)(x)
$$

Proof. In order to lighten the coming computations, we introduce the auxiliary functions

$$
\mathscr{C}_{l}^{1}(t, \mu)=\partial_{t} \Lambda_{l}(t, \mu), \quad \mathscr{C}_{l}^{2}(t, \mu, \omega)=\int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \Lambda_{l}(t, \mu)(x), v[\mu](t, x)+\omega(x)\right\rangle \mathrm{d} \mu(x) .
$$

Let $t \in[0, T]$ and $\mu \in \mathscr{P}(K)$. The Wasserstein gradient of $\mathscr{C}_{l}^{1}(t, \cdot)$ at $\mu$ is given by

$$
\begin{equation*}
\nabla_{\mu} \mathscr{C}_{l}^{1}(t, \mu)=\nabla \mu\left(\partial_{t} \Lambda_{l}(t, \cdot)\right)(\mu)=\partial_{t} \nabla_{\mu} \Lambda_{l}(t, \mu) \tag{3.33}
\end{equation*}
$$

We turn our attention to $\mathscr{C}_{l}^{2}(t, \cdot, \omega)$. For any $\nu \in \mathscr{P}(K)$ and $\gamma \in \Gamma_{o}(\mu, \nu)$, it holds that

$$
\begin{align*}
& \mathscr{C}_{l}^{2}(t, \nu)-\mathscr{C}_{l}^{2}(t, \mu) \\
= & \int_{\mathbb{R}^{2 d}}\left(\left\langle\nabla_{\mu} \Lambda_{l}(t, \nu)(y), v[\nu](t, y)+u^{*}(t, y)\right\rangle-\left\langle\nabla_{\mu} \Lambda_{l}(t, \mu)(x), v[\mu](t, x)+\omega(x)\right\rangle\right) \mathrm{d} \gamma(x, y) \\
= & \int_{\mathbb{R}^{d}}\left(\left\langle\nabla_{\mu} \Lambda_{l}(t, \nu)(x), v[\nu](t, x)+\omega(x)\right\rangle-\left\langle\nabla_{\mu} \Lambda_{l}(t, \mu)(x), v[\mu](t, x)+\omega(x)\right\rangle\right) \mathrm{d} \mu(x) \\
+ & \int_{\mathbb{R}^{2 d}}\left\langle\mathrm{D}_{x} \nabla_{\mu} \Lambda_{l}(t, \mu)(x)^{\top}(v[\mu](x)+\omega(x)), y-x\right\rangle \mathrm{d} \gamma(x, y) \\
+ & \int_{\mathbb{R}^{2 d}}\left\langle\left(\mathrm{D}_{x} v[\mu](t, x)^{\top}+\mathrm{D}_{x} \omega(x)^{\top}\right) \nabla_{\mu} \Lambda_{l}(t, \mu)(x), y-x\right\rangle \mathrm{d} \gamma(x, y) \\
+ & \int_{\mathbb{R}^{2 d}} o(|x-y|) \mathrm{d} \gamma(x, y) \tag{3.34}
\end{align*}
$$

By definition of the Landau notation $o(\cdot)$, for any $\epsilon>0$ there exists $\eta>0$ such that whenever $|x-y| \leq \eta$, one has that $o(|x-y|) \leq \epsilon|x-y|$. Therefore,

$$
\begin{aligned}
\int_{\mathbb{R}^{2 d}} o(|x-y|) \mathrm{d} \gamma(x, y) & \leq \epsilon \int_{\{|x-y| \leq \eta\}}|x-y| \mathrm{d} \gamma(x, y)+C \int_{\{|x-y|>\eta\}}|x-y| \mathrm{d} \gamma(x, y) \\
& \leq \epsilon W_{2}(\mu, \nu)+2 C \operatorname{diam}(K) \gamma\left(\left\{(x, y) \in \mathbb{R}^{2 d} \text { s.t. }|x-y|>\eta\right\}\right) \\
& \leq \epsilon W_{2}(\mu, \nu)+\frac{2 C}{\eta^{2}} \operatorname{diam}(K) W_{2}^{2}(\mu, \nu)
\end{aligned}
$$

by Chebyshev's inequality and where the constant $C>0$ exists because $o(|x-y|)$ is in particular a $O(|x-y|)$ on the compact set $\operatorname{supp}(\gamma) \subset \mathbb{R}^{2 d}$ for $|x-y|>\eta$. Upon choosing $\eta^{\prime}=\eta^{2} \epsilon /(2 C \operatorname{diam}(K))$, we recover that

$$
\int_{\mathbb{R}^{2 d}} o(|x-y|) \mathrm{d} \gamma(x, y) \leq 2 \epsilon W_{2}(\mu, \nu) .
$$

whenever $W_{2}(\mu, \nu) \leq \eta^{\prime}$. By definition, this estimate precisely amounts to the fact that $\int_{\mathbb{R}^{2 d}} o(|x-y|) \mathrm{d} \gamma(x, y)=o\left(W_{2}(\mu, \nu)\right)$ as $W_{2}(\mu, \nu) \rightarrow 0$.

We further compute the first-order variations arising from the remaining measure terms as follows

$$
\begin{align*}
& \int_{\mathbb{R}^{d}}\left(\left\langle\nabla_{\mu} \Lambda_{l}(t, \nu)(x), v[\nu](t, x)+\omega(x)\right\rangle-\left\langle\nabla_{\mu} \Lambda_{l}(t, \mu)(x), v[\mu](t, x)+\omega(x)\right\rangle\right) \mathrm{d} \mu(x) \\
= & \int_{\mathbb{R}^{d}}\left\langle\int_{\mathbb{R}^{2 d}} \mathbb{T}_{(t, x)}^{\nabla_{\mu} \Lambda_{l}}\left(x^{\prime}\right)\left(y^{\prime}-x^{\prime}\right) \mathrm{d} \gamma^{\prime}\left(x^{\prime}, y^{\prime}\right), v[\mu](t, x)+\omega(x)\right\rangle \mathrm{d} \mu(x) \\
+ & \int_{\mathbb{R}^{d}}\left\langle\int_{\mathbb{R}^{2 d}} \mathbb{\Gamma}_{(t, x)}^{v}\left(x^{\prime}\right)\left(y^{\prime}-x^{\prime}\right) \mathrm{d} \gamma^{\prime}\left(x^{\prime}, y^{\prime}\right), \nabla_{\mu} \Lambda_{l}(t, \mu)(x)\right\rangle \mathrm{d} \mu(x)+o\left(W_{2}(\mu, \nu)\right) \tag{3.35}
\end{align*}
$$

$$
\begin{aligned}
& =\int_{\mathbb{R}^{2 d}}\left\langle\int_{\mathbb{R}^{d}} \mathbb{T}_{\left(t, y^{\prime}\right)}^{v}(x)^{\top} \nabla_{\mu} \Lambda_{l}(t, \mu)\left(y^{\prime}\right) \mathrm{d} \mu\left(y^{\prime}\right), y-x\right\rangle \mathrm{d} \gamma(x, y) \\
& +\int_{\mathbb{R}^{2 d}}\left\langle\int_{\mathbb{R}^{d}} \mathbb{\Gamma}_{\left(t, y^{\prime}\right)}^{\nabla_{\mu} \Lambda_{l}}(x)^{\top} \nabla_{\mu} \Lambda_{l}(t, \mu)\left(y^{\prime}\right) \mathrm{d} \mu\left(y^{\prime}\right), y-x\right\rangle \mathrm{d} \gamma(x, y)+o\left(W_{2}(\mu, \nu)\right)
\end{aligned}
$$

by a standard application of Fubini's Theorem. Merging equations (3.33), (3.34) and (3.35), we recover the characterization (1.16) of the Wasserstein gradient $\nabla_{\mu} \mathscr{C}_{l}(t, \mu, \omega)(\cdot)$ of $\mathscr{C}_{l}(t, \cdot, \omega)$ at $\mu$ given by (3.32).

### 3.4 Examples of functionals satisfying hypotheses (H)

In this section, we show that the rather long list of hypotheses $(\mathbf{H})$ is not too restrictive and that a good score of relevant functionals for applications fit into the framework of Theorem 3.1. This list of examples has a non-empty intersection with that of Section 2.3.

Proposition 3.3 (Example of non-local velocity field). Let $(t, x, y) \mapsto H(t, x, y) \in \mathbb{R}^{d}$ be measurable with respect to $t \in[0, T]$, sublinear and $C^{1}$-with respect to $(x, y) \in \mathbb{R}^{2 d}$. Then, the map $\mu \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right) \mapsto v[\mu](\cdot, \cdot)$ defined by

$$
v[\mu](t, x)=\int_{\mathbb{R}^{d}} H(t, x, y) \mathrm{d} \mu(y)
$$

for $\mathscr{L}^{1}$-almost every $t \in[0, T]$ and any $x \in \mathbb{R}^{d}$ satisfies the hypotheses $\mathbf{( H 2 ) - ( H 3 ) ~ o f ~}$ Theorem 3.1. Moreover, its first-order variations $\mathrm{D}_{x} v[\mu](t, x)$ and $\int_{\mathbb{R}^{d}} \Gamma_{(t, x)}^{v}(y) \mathrm{d} \mu(y)$ are given by

$$
\mathrm{D}_{x} v[\mu](t, x)=\int_{\mathbb{R}^{d}} \mathrm{D}_{x} H(t, x, y) \mathrm{d} \mu(y) \quad, \quad \int_{\mathbb{R}^{d}} \mathbb{\Gamma}_{(t, x)}^{v}(y) \mathrm{d} \mu(y)=\int_{\mathbb{R}^{d}} \mathrm{D}_{y} H(t, x, y) \mathrm{d} \mu(y)
$$

Proposition 3.4 (Example of cost and constraint functions). Let $n \geq 1$ and $W \in$ $C^{1}\left(\mathbb{R}^{n d}, \mathbb{R}\right)$. Then, the functional

$$
\varphi: \mu \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right) \mapsto \int_{\mathbb{R}^{k d}} W\left(x_{1}, \ldots, x_{n}\right) \mathrm{d} \mu^{\otimes n}\left(x_{1}, \ldots, x_{n}\right)
$$

with $\mu^{\otimes n}=\mu \times \cdots \times \mu$ satisfies (H4) of Theorem 3.1 and its Wasserstein gradient at some $\mu \in \mathscr{P}(K)$ is given by

$$
\nabla_{\mu} \varphi(\mu)\left(x_{1}, \ldots, x_{n}\right)=\sum_{j=1}^{n} \nabla_{x_{j}} W\left(x_{1}, \ldots, x_{n}\right) .
$$

Let $m \in C^{1}\left(\mathbb{R}^{d}, \mathbb{R}^{n}\right)$ and $(t, x, v, r) \mapsto l(t, x, v, r) \in \mathbb{R}$ be $\mathscr{L}^{1}$-measurable with respect to $t \in[0, T]$ and $C^{1}$-smooth with respect to $(x, v, r) \in \mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{R}^{n}$. Then, the functional

$$
L:(t, \mu, \omega) \in[0, T] \times \mathscr{P}(K) \times U \mapsto \int_{\mathbb{R}^{d}} l\left(t, x, \omega(x), \int m \mathrm{~d} \mu\right) \mathrm{d} \mu(x),
$$

satisfies the hypotheses (H5) of Theorem 3.1 and its Wasserstein gradient is given by

$$
\begin{aligned}
\nabla_{\mu} L(t, \mu, \omega)(x)=\nabla_{x} l\left(t, x, \omega(x), \int m \mathrm{~d} \mu\right) & +\mathrm{D}_{x} \omega(x)^{\top} \nabla_{v} l\left(t, x, \omega(x), \int m \mathrm{~d} \mu\right) \\
& +\mathrm{D}_{x} m(x)^{\top} \int_{\mathbb{R}^{d}} \nabla_{r} l\left(t, y, \omega(y), \int m \mathrm{~d} \mu\right) \mathrm{d} \mu(y)
\end{aligned}
$$

Proposition 3.5 (Example of state constraints). Let $m \in C^{2}\left(\mathbb{R}^{d}, \mathbb{R}^{k}\right)$ and $\lambda \in C^{2}([0, T] \times$ $\left.\mathbb{R}^{d} \times \mathbb{R}^{k}, \mathbb{R}^{r}\right)$. Then for any $l \in\{1, \ldots, r\}$, the functionals

$$
\Lambda_{l}(t, \mu) \in[0, T] \times \mathscr{P}(K) \mapsto \int_{\mathbb{R}^{d}} \lambda_{l}\left(t, x, \int m \mathrm{~d} \mu\right) \mathrm{d} \mu(x)
$$

satisfy the hypotheses (H6) of Theorem 3.1 and their derivatives can be computed using Propositions 3.4.

Remark 3.3. Particular cases of functionals which are of great interest for applications are for instance the variance functional $\mu \mapsto \int_{\mathbb{R}^{d}}|x-\bar{\mu}|^{2} \mathrm{~d} \mu(x)$ where $\bar{\mu}=\int y \mathrm{~d} \mu(y)$ or the target-support map to a closed set $S \subset \mathbb{R}^{d} \mu \mapsto \frac{1}{2} \int_{\mathbb{R}^{d}} d_{S}(x)^{2} \mathrm{~d} \mu(x)$.

## 4 Intrinsic Lipschitz Regularity of Mean-Field Optimal Controls

In this chapter, we investigate the intrinsic Lipschitz-in-space regularity of the solutions of general mean-field optimal control problems of the form

$$
\left\{\begin{array}{l}
\min _{u \in \mathcal{U}}\left[\int_{0}^{T}\left(L(t, \mu(t))+\int_{\mathbb{R}^{d}} \psi(u(t, x)) \mathrm{d} \mu(t)(x)\right) \mathrm{d} t+\varphi(\mu(T))\right]  \tag{P}\\
\text { s.t. }\left\{\begin{array}{l}
\partial_{t} \mu(t)+\nabla \cdot((v[\mu(t)](t, \cdot)+u(t, \cdot)) \mu(t))=0, \\
\mu(0)=\mu^{0} .
\end{array}\right.
\end{array}\right.
$$

The set of admissible controls for $(\mathcal{P})$ is defined by $\mathcal{U}=L^{1}\left([0, T], L^{1}\left(\mathbb{R}^{d}, U ; \mu(t)\right)\right)$ where $U \subset \mathbb{R}^{d}$ is a convex and compact set. Remark that since we do not impose any a priori regularity assumptions on the control vector fields $u(\cdot, \cdot)$, there may not exist solutions to the non-local transport equation driving problem $(\mathcal{P})$. Moreover, even if they do exist, these solution will not be classically well-posed and only defined in a weak sense (see Theorem 1.6).

As already discussed in the Introduction, the main motivation to study multi-agent systems in the mean-field setting is to be able to design scalable control laws that can in turn be applied to discrete systems. In general, such a procedure is only applicable in the case in which the controls are sufficiently regular with respect to the space variable.

The main contribution of this chapter is an existence result of intrinsically Lipschitz optimal controls for $(\mathcal{P})$ stated in Theorem 4.1 below. The proof of the latter is built around two main ingredients. The first one is an existence result for mean-field optimal controls which was derived in [80] and stated in Theorem 4.2 below. In this article, the authors prove under very general assumptions that there exist optimal solutions of problem ( $\mathcal{P}_{\text {meas }}$ ) which can be recovered as $\Gamma$-limits in a suitable topology of sequences of solutions of the discrete problems

$$
\left(\mathcal{P}_{N}\right)\left\{\begin{aligned}
\min _{\boldsymbol{u}(\cdot) \in \mathcal{U}_{N}} & {\left[\int_{0}^{T}\left(\boldsymbol{L}_{N}(t, \boldsymbol{x}(t))+\frac{1}{N} \sum_{i=1}^{N} \psi\left(u_{i}(t)\right)\right) \mathrm{d} t+\boldsymbol{\varphi}_{N}(\boldsymbol{x}(T))\right] } \\
\text { s.t. } & \left\{\begin{array}{l}
\dot{x}_{i}(t)=\boldsymbol{v}_{N}[\boldsymbol{x}(t)]\left(t, x_{i}(t)\right)+u_{i}(t), \\
x_{i}(0)=x_{i}^{0} .
\end{array}\right.
\end{aligned}\right.
$$

Here, $\mathcal{U}_{N}=L^{\infty}\left([0, T], U^{N}\right)$, and the functionals $(t, x, \boldsymbol{x}) \in[0, T] \times \mathbb{R}^{d} \times\left(\mathbb{R}^{d}\right)^{N} \mapsto$ $\boldsymbol{v}_{N}[\boldsymbol{x}](t, x),(t, \boldsymbol{x}) \in[0, T] \times\left(\mathbb{R}^{d}\right)^{N} \mapsto \boldsymbol{L}_{N}(t, \boldsymbol{x})$ and $\boldsymbol{x} \in\left(\mathbb{R}^{d}\right)^{N} \mapsto \boldsymbol{\varphi}(\boldsymbol{x})$ are discrete approximating sequences (see Definition 4.1 below) for $v[\cdot](\cdot, \cdot), L(\cdot, \cdot)$ and $\varphi(\cdot)$ respectively. To obtain this convergence result, it is necessary to introduce an intermediate relaxed
problem which encompasses both $(\mathcal{P})$ and the sequence $\left(\mathcal{P}_{N}\right)$. This problem is defined by

$$
\left(\mathcal{P}_{\text {meas }}\right)\left\{\begin{array}{l}
\min _{\boldsymbol{\nu} \in \mathscr{U}}\left[\int_{0}^{T}(L(t, \mu(t))+\Psi(\boldsymbol{\nu}(t) \mid \mu(t))) \mathrm{d} t+\varphi(\mu(T))\right] \\
\text { s.t. }\left\{\begin{array}{l}
\partial_{t} \mu(t)+\nabla \cdot((v[\mu(t)](t, \cdot) \mu(t)+\boldsymbol{\nu}(t))=0, \\
\mu(0)=\mu^{0} .
\end{array}\right.
\end{array}\right.
$$

where $\mathscr{U}=\mathcal{M}\left([0, T] \times \mathbb{R}^{d}, U\right)$ is the set of generalized measure controls, $t \in[0, T] \mapsto$ $\boldsymbol{\nu}(t) \in \mathcal{M}\left(\mathbb{R}^{d}, U\right)$ is a curve of control measure and $\Psi(\cdot \mid \mu)$ is an internal energy functional of the form

$$
\Psi(\cdot \mid \mu): \boldsymbol{\sigma} \in \mathcal{M}\left(\mathbb{R}^{d}, U\right) \mapsto\left\{\begin{array}{lr}
\int_{\mathbb{R}^{d}} \psi\left(\frac{\mathrm{~d} \boldsymbol{\sigma}}{\mathrm{~d} \mu}(x)\right) \mathrm{d} \mu(x) & \text { if } \boldsymbol{\sigma} \ll \mu, \\
+\infty & \text { otherwise. }
\end{array}\right.
$$

As discussed more precisely in Section 4.1.2, the discrete problems $\left(\mathcal{P}_{N}\right)$ are linked to ( $\mathcal{P}_{\text {meas }}$ ) via the empirical state and control measures defined by

$$
\mu_{N}(t)=\frac{1}{N} \sum_{i=1}^{N} \delta_{x_{i}(t)} \text { and } \boldsymbol{\nu}_{N}(t)=\frac{1}{N} \sum_{i=1}^{N} u_{i}(t) \delta_{x_{i}(t)},
$$

for $\mathscr{L}^{1}$-almost every $t \in[0, T]$.
The second key component of our approach is to adapt to the family of problems ( $\mathcal{P}_{N}$ ) a methodology developed in $[58,71]$ which provides general metric regularity results (see Definition 4.4 below) for a large class of dynamical differential inclusion. This part relies crucially on the following uniform mean-field coercivity estimate $\left(\mathbf{C O}_{N}\right)$ for the sequence of problems $\left(\mathcal{P}_{N}\right)$

$$
\begin{aligned}
\boldsymbol{H e s s}_{x} \boldsymbol{\varphi}_{N}\left[\boldsymbol{x}_{N}^{*}(T)\right](\boldsymbol{y}(T), \boldsymbol{y}(T)) & -\int_{0}^{T} \boldsymbol{\operatorname { H e s s }}_{\boldsymbol{x}} \mathbb{H}_{N}\left[t, \boldsymbol{x}_{N}^{*}(t), \boldsymbol{r}_{N}^{*}(t), \boldsymbol{u}_{N}^{*}(t)\right](\boldsymbol{y}(t), \boldsymbol{y}(t)) \mathrm{d} t \\
& -\int_{0}^{T} \boldsymbol{H e s s}_{\boldsymbol{u}} \mathbb{H}_{N}\left[t, \boldsymbol{x}_{N}^{*}(t), \boldsymbol{r}_{N}^{*}(t), \boldsymbol{u}_{N}^{*}(t)\right](\boldsymbol{w}(t), \boldsymbol{w}(t)) \mathrm{d} t \\
& \geq \rho_{T} \int_{0}^{T}|\boldsymbol{w}(t)|_{N}^{2} \mathrm{~d} t,
\end{aligned}
$$

along optimal mean-field Pontryagin triples $\left(\boldsymbol{u}_{N}^{*}(\cdot), \boldsymbol{x}_{N}^{*}(\cdot), \boldsymbol{r}_{N}^{*}(\cdot)\right)$ (see Proposition 4.3 below), and where $(\boldsymbol{w}(\cdot), \boldsymbol{y}(\cdot))$ are control-trajectory pairs solution of a suitable linearized problem. In this context, Hess $(\bullet)[\cdot](\cdot, \cdot)$ denotes the discretization of the Wasserstein Hessian bilinear form (see e.g. [57, 88]), which construction is detailed in Section 4.1. In essence, this uniform coercivity assumption allows one to inverse the maximization condition stemming from an application of the PMP to $\left(\mathcal{P}_{N}\right)$, with a uniform control on the Lipschitz constant of this inverse. The main subtlety lies in the fact that we need these estimates to be uniform with respect to $N$. Whence, we apply an adapted mean-field Pontryagin Maximum Principle to $\left(\mathcal{P}_{N}\right)$ in the spirit of [31], which is in essence the discrete counterpart of the Wasserstein PMP studied in Chapter 2 and 3. We then express the coercivity condition in terms of Wasserstein calculus.

By following this strategy of proof, we are able to obtain the following result.

Theorem 4.1 (Existence of Lipschitz-in-space optimal controls for $(\mathcal{P})$ ). Let $\mu^{0} \in$ $\mathscr{P}_{c}\left(\mathbb{R}^{d}\right),\left(\mu_{N}^{0}\right) \subset \mathscr{P}_{c}\left(\mathbb{R}^{d}\right)$ be a sequence of empirical measures narrowly converging towards $\mu^{0}$, and suppose that the set of hypotheses $(\mathbf{H})$ below hold.

## Hypotheses (H)

$\left(\mathbf{H 1 )}\right.$ The set of admissible control values $U \subset \mathbb{R}^{d}$ is a convex and compact set containing a neighbourhood of the origin.
(H2) The control cost $v \mapsto \psi(v) \in[0,+\infty]$ is coercive, $C_{\mathrm{loc}}^{2,1}$-regular, and strictly convex.
(H3) The non-local velocity field $(t, x, \mu) \mapsto v[\mu](t, x) \in \mathbb{R}^{d}$ is Lipschitz with respect to $t \in[0, T]$ and continuous in the product $|\cdot| \times W_{2}$-topology with respect to $(x, \mu) \in \mathbb{R}^{d} \times \mathscr{P}_{c}\left(\mathbb{R}^{d}\right)$. For all times $t \in[0, T]$, it is such that

$$
|v[\mu](t, x)| \leq M\left(1+|x|+\left(\int_{\mathbb{R}^{d}}|y|^{2} \mathrm{~d} \mu(y)\right)^{1 / 2}\right)
$$

for a given constant $M>0$ and any $(x, \mu) \in \mathbb{R}^{d} \times \mathscr{P}_{c}\left(\mathbb{R}^{d}\right)$. It further satisfies the Cauchy-Lipschitz properties
$|v[\mu](t, x)-v[\mu](t, y)| \leq L_{1}^{K}|x-y|, \quad\|v[\mu](t, \cdot)-v[\nu](t, \cdot)\|_{C^{0}(K)} \leq L_{2}^{K} W_{2}(\mu, \nu)$
on any compact set $K \subset \mathbb{R}^{d}$ and for any pairs $x, y \in K$ and $\mu, \nu \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right)$.
$(\mathbf{H} 4)$ The map $v[\cdot](t, x)$ is $C_{\mathrm{loc}}^{2,1}$-Wasserstein regular in the sense of Definition 4.2, uniformly with respect to $(t, x) \in[0, T] \times K$ where $K \subset \mathbb{R}^{d}$ is compact.
(H5) The running cost $(t, \mu) \mapsto L(t, \mu)$ is Lipschitz with respect to $t \in[0, T]$ and $C_{\mathrm{loc}}^{2,1}$-Wasserstein regular with respect to $\mu \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right)$ in the sense of Definition 4.2.
(H6) The final cost $\mu \mapsto \varphi(\mu)$ is $C_{\mathrm{loc}}^{2,1}$-Wasserstein regular in the sense of Definition 4.2, uniformly with respect to $t \in[0, T]$.

Furthermore, assume that the mean-field coercivity assumption ( $\mathbf{C O}_{N}$ ) described in Section 4.2 holds. Then, there exists an optimal pair control-trajectory $\left(u^{*}(\cdot, \cdot), \mu^{*}(\cdot)\right) \in$ $\mathcal{U} \times \operatorname{Lip}\left([0, T], \mathscr{P}_{c}\left(\mathbb{R}^{d}\right)\right)$ for problem $(\mathcal{P})$. Moreover, the map $x \in \mathbb{R}^{d} \mapsto u^{*}(t, \cdot) \in U$ is $\mathcal{L}_{U}$-Lipschitz for $\mathscr{L}^{1}$-almost every $t \in[0, T]$, where the uniform constant $\mathcal{L}_{U}$ only depends on the datum of the problem $(\mathcal{P})$.

This chapter is structured as follows. In Section 4.1, we recall several general prerequisites dealing with the mean-field approximation of problem $(\mathcal{P})$ that will prove useful in the sequel. We also provide a precise statement of the existence result of locally optimal feedbacks for finite-dimensional optimal control problems. In Section 4.2, we introduce the mean-field coercivity estimate $\left(\mathbf{C O}_{N}\right)$ and prove Theorem 4.1. We provide a discussion of the coercivity assumptions in Section 4.3, by presenting in particular a sufficient condition for its validity as well as an example on which it is sharp.

### 4.1 Preliminary material

In this section, we introduce some tools which are specific to the combination that we make of mean-field limit approaches and optimal control in order to prove Theorem '4.1. In Section 4.1.1 we introduce an adapted differential structure for discrete mean-field optimal control problems along with the existence result of [80] in Section 4.1.2. We state a general result on locally optimal Lipschitz feedbacks in the context of finite-dimensional optimal control problems in Section 4.1.3.

### 4.1.1 Mean-field adapted structures and discrete measures

In this section, we introduce the notion of mean-field approximating sequence for a functional defined on measures, along with a discretized version of the differential structure described in Section 1.2.

We define the set $\mathscr{P}_{N}\left(\mathbb{R}^{d}\right)=\left\{\frac{1}{N} \sum_{i=1}^{N} \delta_{x_{i}}\right.$ s.t. $\left.\left(x, \ldots, x_{N}\right) \in\left(\mathbb{R}^{d}\right)^{N}\right\}$ of $N$-empirical probability measures. It is a standard result in optimal transport theory (see e.g. [17, Chapter 7]) that $\cup_{N} \mathscr{P}_{N}\left(\mathbb{R}^{d}\right)$ is a dense and countable subset of $\mathscr{P}\left(\mathbb{R}^{d}\right)$ with respect to the narrow topology. For any $N \geq 1$, we denote by $\boldsymbol{x}=\left(x_{1}, \ldots, x_{N}\right)$ a given element of $\left(\mathbb{R}^{d}\right)^{N}$ and by $\mu[\boldsymbol{x}]=\frac{1}{N} \sum_{i=1}^{N} \delta_{x_{i}} \in \mathscr{P}_{N}\left(\mathbb{R}^{d}\right)$ its associated empirical measure. A map $\phi:\left(\mathbb{R}^{d}\right)^{N} \rightarrow \mathbb{R}^{m}$ is said to be symmetric if $\phi \circ \sigma(\cdot)=\phi(\cdot)$ for any $d$-blockwise permutation $\sigma:\left(\mathbb{R}^{d}\right)^{N} \rightarrow\left(\mathbb{R}^{d}\right)^{N}$. This symmetry under permutation encodes the indistinguishability of the discrete particles $\left(x_{1}, \ldots, x_{N}\right)$ and is therefore needed to perform mean-field approximations. In the following definition, we recall the notion of mean-field approximating sequence for a continuous functional $\phi(\cdot)$ defined over $\mathscr{P}_{c}\left(\mathbb{R}^{d}\right)$.

Definition 4.1 (Mean-field approximating sequence). Let $\phi \in C^{0}\left(\mathscr{P}_{c}\left(\mathbb{R}^{d}\right), \mathbb{R}^{m}\right)$. The mean-field approximating sequence of $\phi(\cdot)$ is the sequence $\left(\phi_{N}(\cdot)\right) \subset C^{0}\left(\left(\mathbb{R}^{d}\right)^{N}, \mathbb{R}^{m}\right)$ of symmetric maps such that

$$
\begin{equation*}
\phi(\mu[\boldsymbol{x}])=\phi_{N}(\boldsymbol{x}), \tag{4.1}
\end{equation*}
$$

for any $N \geq 1$ and $\boldsymbol{x} \in\left(\mathbb{R}^{d}\right)^{N}$. Given an integer $n \geq 1$ and a set $\Omega \subset \mathbb{R}^{n}$, we similarly define the mean-field approximating sequence of a functional $F \in C^{0}\left(\Omega \times \mathscr{P}_{c}\left(\mathbb{R}^{d}\right), \mathbb{R}^{m}\right)$ as the family of symmetric maps $\left(\boldsymbol{F}_{N}(\cdot, \cdot)\right) \subset C^{0}\left(\Omega \times\left(\mathbb{R}^{d}\right)^{N}, \mathbb{R}^{m}\right)$ such that

$$
F(x, \mu[\boldsymbol{x}])=\boldsymbol{F}_{N}(x, \boldsymbol{x})
$$

for any $N \geq 1$ and $(x, \boldsymbol{x}) \in \Omega \times\left(\mathbb{R}^{d}\right)^{N}$.
Remark 4.1 (A more general definition of mean-field adaptedness). In [80] and several other references in the literature, the authors consider an alternative definition of mean-field adaptedness which is valid for functionals $\phi(\cdot)$ that are only semicontinuous. This more general definition requires the existence of a sequence of maps $\left(\phi_{N}(\cdot)\right) \in C^{0}\left(\mathscr{P}_{N}\left(\mathbb{R}^{d}\right), \mathbb{R}^{m}\right)$ such that

$$
\phi_{N}(\mu[\boldsymbol{x}])=\phi_{N}(\boldsymbol{x}), \quad\left|\phi(\mu)-\phi_{N}\left(\mu_{N}\right)\right| \underset{N \rightarrow+\infty}{\longrightarrow} 0,
$$

whenever $\left(\mu_{N}\right) \subset \mathscr{P}_{N}\left(\mathbb{R}^{d}\right)$ is narrowly converging towards $\mu \in \mathscr{P}_{1}\left(\mathbb{R}^{d}\right)$. This notion is
useful e.g. to encompass sequences of internal energy functionals of the form

$$
\phi: \mu \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right) \mapsto\left\{\begin{array}{lr}
\int_{\mathbb{R}^{d}} F\left(\frac{\mathrm{~d} \mu}{\mathrm{~d} \nu_{N}}(x)\right) \mathrm{d} \nu_{N}(x) & \text { if } \mu \ll \nu_{N} \\
+\infty & \text { otherwise } .
\end{array}\right.
$$

where $\left(\nu_{N}\right) \subset \mathscr{P}_{N}\left(\mathbb{R}^{d}\right)$ is a sequence of empirical measures. To lighten the computations throughout the article, we restricted the notion presented in Definition 4.1 to the particular cases in which $\phi(\cdot)$ is continuous, so that one automatically has that $\phi_{N}(\cdot) \equiv \phi(\cdot)$. Let it be noted that the conclusions of Theorem 4.1 still hold provided that the relevant notions presented in the remainder of the paper - in particular the estimates of Definition 4.2 below - apply to the approximating sequence $\left(\phi_{N}(\cdot)\right)$ uniformly with respect to $N$.

In what follows, we leverage the formalism of Wasserstein differential calculus described in Section 1.2 to define an adapted notion of differentiability for mean-field approximating sequences. We start by introducing the notion of $C_{\mathrm{loc}}^{2,1}$-Wasserstein regularity.
Definition 4.2 ( $C_{\text {loc }}^{2,1}$-Wasserstein regularity). A functional $\phi: \mathscr{P}_{c}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{R}^{m}$ is said to be $C_{\mathrm{loc}}^{2,1}$-Wasserstein regular if for any compact set $K \subset \mathbb{R}^{d}$ the map $\phi(\cdot)$ is twice differentiable over $\mathscr{P}(K)$ in the sense of Definition 1.11 and such that

$$
\begin{align*}
\phi(\mu) & +\left\|\nabla_{\mu} \phi(\mu)(\cdot)\right\|_{C^{0}(K)}+\left\|\mathrm{D}_{x} \nabla_{\mu} \phi(\mu)(\cdot)\right\|_{C^{0}(K)}+\left\|\mathrm{D}_{\mu}^{2} \phi(\mu)(\cdot, \cdot)\right\|_{C^{0}(K \times K)}  \tag{4.2}\\
& +\operatorname{Lip}\left(\mathrm{D}_{x} \nabla_{\mu} \phi(\cdot)(\cdot) ; \mathscr{P}(K) \times K\right)+\operatorname{Lip}\left(\mathrm{D}_{\mu}^{2} \phi(\cdot)(\cdot, \cdot) ; \mathscr{P}(K) \times K \times K\right) \leq C_{K}
\end{align*}
$$

for all $\mu \in \mathscr{P}(K)$, where $C_{K}>0$ is a constant depending on $K$.
We provide in what follows a series of examples of classical $C_{\text {loc }}^{2,1}$ - MF functionals that can be frequently encountered in applications.

Example 4.1 (Potential functionals). Let $V \in C_{\mathrm{loc}}^{2,1}\left(\mathbb{R}^{d}, \mathbb{R}\right)$. Then, the functional on measures $\mathscr{V}: \mu \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right) \mapsto \int_{\mathbb{R}^{d}} V(x) \mathrm{d} \mu(x)$ has a mean-field approximating sequence given by $\boldsymbol{V}_{N}: \boldsymbol{x} \in\left(\mathbb{R}^{d}\right)^{N} \mapsto \frac{1}{N} \sum_{i=1}^{N} V\left(x_{i}\right)$. It is twice differentiable in the sense of Definition 1.11, and its first and second order Wasserstein derivatives can be computed explicitly as

$$
\nabla_{\mu}^{\mathscr{V}}(\mu)(x)=\nabla V(x), \quad \mathrm{D}_{x} \nabla_{\mu} \mathscr{V}(\mu)(x)=\nabla^{2} V(x), \quad \mathrm{D}_{\mu}^{2} \mathscr{V}(\mu)(x, y)=0,
$$

for any $(\mu, x, y) \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right) \times \mathbb{R}^{2 d}$. Whence, we deduce that $\mathscr{V}(\cdot)$ is $C_{\mathrm{loc}}^{2,1}$-Wasserstein whenever $V \in C_{\text {loc }}^{2,1}\left(\mathbb{R}^{d}, \mathbb{R}\right)$. The same conclusion still holds for more general functionals $\mathscr{W}, \mathscr{F}: \mathscr{P}_{c}\left(\mathbb{R}^{d}\right) \rightarrow(-\infty,+\infty]$ of the form

$$
\mathscr{W}(\mu)=\int_{\mathbb{R}^{d}} W\left(x_{1}, \ldots, x_{n}\right) \mathrm{d}(\mu \times \cdots \times \mu)(x), \quad \mathscr{F}(\mu)=\int_{\mathbb{R}^{d}} L\left(x, \int_{\mathbb{R}^{d}} m(y) \mathrm{d} \mu(y)\right) \mathrm{d} \mu(x),
$$

provided that $W \in C_{\mathrm{loc}}^{2,1}\left(\left(\mathbb{R}^{d}\right)^{n}, \mathbb{R}\right), m \in C_{\mathrm{loc}}^{2,1}\left(\mathbb{R}^{d}, \mathbb{R}^{m}\right)$ and $L \in C_{\mathrm{loc}}^{2,1}\left(\mathbb{R}^{d} \times \mathbb{R}^{m}, \mathbb{R}\right)$.
Example 4.2 (Variance functional). We define the variance functional over $\mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$ by $\operatorname{Var}(\mu)=\frac{1}{2} \int_{\mathbb{R}^{d}}|x-\bar{\mu}|^{2} \mathrm{~d} \mu(x)$ where $\bar{\mu}=\int_{\mathbb{R}^{d}} y \mathrm{~d} \mu(y)$. Its approximating sequence writes $\operatorname{Var}_{N}: \boldsymbol{x} \in\left(\mathbb{R}^{d}\right)^{N} \mapsto \frac{1}{2 N} \sum_{i=1}^{N}\left|x_{i}-\overline{\boldsymbol{x}}\right|^{2}$. The variance functional is again twice
differentiable in the sense of Definition 1.11 at any $\mu \in \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$, and its first and second order derivatives can be computed explicitly as

$$
\nabla_{\mu} \operatorname{Var}(\mu)(x)=x-\bar{\mu}, \quad \mathrm{D}_{x} \nabla_{\mu} \operatorname{Var}(\mu)(x)=\mathrm{Id}, \quad \mathrm{D}_{\mu}^{2} \operatorname{Var}(\mu)(x, y)=-\mathrm{Id}
$$

It moreover satisfies the $C_{\mathrm{loc}}^{2,1}$-Wasserstein regularity assumption (4.2).

In the sequel, we endow the Euclidean space $\left(\mathbb{R}^{d}\right)^{N}$ with the rescaled inner product $\langle\cdot, \cdot\rangle_{N}$, defined by

$$
\begin{equation*}
\langle\boldsymbol{x}, \boldsymbol{y}\rangle_{N}=\frac{1}{N} \sum_{i=1}^{N}\left\langle x_{i}, y_{i}\right\rangle \tag{4.3}
\end{equation*}
$$

for any $\boldsymbol{x}, \boldsymbol{y} \in\left(\mathbb{R}^{d}\right)^{N}$, where $\langle\cdot, \cdot\rangle$ is the standard Euclidean inner product of $\mathbb{R}^{d}$. We denote by $|\cdot|_{N}=\sqrt{\langle\cdot, \cdot\rangle_{N}}$ the rescaled Euclidean norm induced by $\langle\cdot, \cdot\rangle_{N}$ over $\left(\mathbb{R}^{d}\right)^{N}$, and remark that $\left(\left(\mathbb{R}^{d}\right)^{N},\langle\cdot, \cdot\rangle_{N}\right)$ has the structure of a Hilbert space.

In the following proposition, we show that the Wasserstein differential structure described in Section 1.2 for functionals defined on measures induces a natural differential structure on $\left(\mathbb{R}^{d}\right)^{N}$ adapted to the rescaled inner product $\langle\cdot, \cdot\rangle_{N}$.

Proposition 4.1 (Mean-field derivatives of symmetric maps). Let $\phi \in C^{0}\left(\mathscr{P}_{c}\left(\mathbb{R}^{d}\right), \mathbb{R}\right)$ be a $C_{\mathrm{loc}}^{2,1}$-Wasserstein regular map with mean-field approximating sequence $\left(\phi_{N}(\cdot)\right) \subset$ $C^{0}\left(\left(\mathbb{R}^{d}\right)^{N}, \mathbb{R}\right)$. Then one has that $\phi_{N} \in C_{\operatorname{loc}}^{2,1}\left(\left(\mathbb{R}^{d}\right)^{N}, \mathbb{R}\right)$ for any $N \geq 1$, and the following Taylor expansion holds

$$
\begin{equation*}
\boldsymbol{\phi}_{N}(\boldsymbol{x}+\boldsymbol{h})=\boldsymbol{\phi}_{N}(\boldsymbol{x})+\left\langle\boldsymbol{\operatorname { G r a d }} \boldsymbol{\phi}_{N}(\boldsymbol{x}), \boldsymbol{h}\right\rangle_{N}+\frac{1}{2} \operatorname{Hess} \boldsymbol{\phi}_{N}[\boldsymbol{x}](\boldsymbol{h}, \boldsymbol{h})+o\left(|\boldsymbol{h}|_{N}^{2}\right) \tag{4.4}
\end{equation*}
$$

for any $\boldsymbol{x}, \boldsymbol{h} \in\left(\mathbb{R}^{d}\right)^{N}$, where we introduced the mean-field gradient $\operatorname{Grad} \boldsymbol{\phi}_{N}(\cdot)$ and mean-field Hessian Hess $\phi_{N}[\cdot]$ of $\phi_{N}(\cdot)$, defined respectively by

$$
\begin{equation*}
\boldsymbol{\operatorname { G r a d }} \phi_{N}(\boldsymbol{x})=\left(\nabla_{\mu} \phi(\mu[\boldsymbol{x}])\left(x_{i}\right)\right)_{1 \leq i \leq N} \tag{4.5}
\end{equation*}
$$

and
$\operatorname{Hess} \boldsymbol{\phi}_{N}[\boldsymbol{x}](\boldsymbol{h}, \boldsymbol{h})=\frac{1}{N} \sum_{i=1}^{N}\left\langle\mathrm{D}_{x} \nabla_{\mu} \phi(\mu[\boldsymbol{x}])\left(x_{i}\right) h_{i}, h_{i}\right\rangle_{N}+\frac{1}{N^{2}} \sum_{i, j=1}^{N}\left\langle\mathrm{D}_{\mu}^{2} \phi(\mu[\boldsymbol{x}])\left(x_{i}, x_{j}\right) h_{i}, h_{j}\right\rangle$.
Moreover for any compact set $K \subset \mathbb{R}^{d}$, there exists a constant $C_{K}>0$ such that for any $N \geq 1$, one has that

$$
\begin{equation*}
\left\|\phi_{N}(\cdot)\right\|_{C^{2}\left(K^{N}\right)}+\operatorname{Lip}\left(\operatorname{Hess} \phi_{N}[\cdot], K^{N}\right) \leq C_{K} \tag{4.7}
\end{equation*}
$$

where the $C^{2}$-norm here is defined by

$$
\begin{equation*}
\left\|\boldsymbol{\phi}_{N}(\cdot)\right\|_{C^{2}(\boldsymbol{K})}=\max _{\boldsymbol{x} \in \boldsymbol{K}} \boldsymbol{\phi}_{N}(\boldsymbol{x})+\max _{\boldsymbol{x} \in \boldsymbol{K}}\left|\boldsymbol{G r a d} \boldsymbol{\phi}_{N}(\boldsymbol{x})\right|_{N}+\max _{\boldsymbol{x} \in \boldsymbol{K}} \sup _{|\boldsymbol{h}|_{N} \leq 1} \operatorname{Hess} \boldsymbol{\phi}_{N}[\boldsymbol{x}](\boldsymbol{h}, \boldsymbol{h}), \tag{4.8}
\end{equation*}
$$

for any set $\boldsymbol{K} \subset\left(\mathbb{R}^{d}\right)^{N}$.

Proof. Let $\boldsymbol{x}, \boldsymbol{h} \in\left(\mathbb{R}^{d}\right)^{N}, \epsilon=\frac{1}{4} \min _{x_{i} \neq x_{j}}\left|x_{i}-x_{j}\right|$ and $\zeta_{N}(\cdot)$ be the map defined by

$$
\zeta_{N}: x \in \mathbb{R}^{d} \mapsto\left\{\begin{array}{cr}
\left\langle x, h_{i}\right\rangle & \text { if } x \in \mathrm{~B}\left(x_{i}, 2 \epsilon\right) \\
0 & \text { otherwise }
\end{array}\right.
$$

Let $\eta \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ be a symmetric mollifier centered at the origin and supported on the closure of $\mathrm{B}(0, \epsilon)$. We define the tangent vector $\xi_{N} \in \nabla C_{c}^{\infty}\left(\mathbb{R}^{d}\right) \subset \operatorname{Tan}_{\mu[x]} \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$ at $\mu[\boldsymbol{x}]$ by

$$
\begin{equation*}
\xi_{N}: x \in \mathbb{R}^{d} \mapsto \nabla\left(\eta * \zeta_{N}\right)(x) \tag{4.9}
\end{equation*}
$$

Remark that by construction it holds that

$$
\begin{equation*}
\xi_{N}\left(x_{i}\right)=h_{i}, \quad \mathrm{D}_{x} \xi_{N}\left(x_{i}\right)=0 \tag{4.10}
\end{equation*}
$$

so that in particular $\mu[\boldsymbol{x}+s \boldsymbol{h}]=\left(\operatorname{Id}+s \xi_{N}\right)_{\#} \mu[\boldsymbol{x}]$ for any $s \in \mathbb{R}$.

By assumption, the maps $\phi(\cdot)$ are differentiable at $\mu[\boldsymbol{x}] \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right)$. We can therefore apply the first-order chainrule derived in Proposition 1.5 along tangent vectors to recover that

$$
\lim _{s \rightarrow 0}\left[\frac{\phi(\mu[\boldsymbol{x}+s \boldsymbol{h}])-\phi(\mu[\boldsymbol{x}])}{s}\right]=\mathcal{L}_{\xi_{N}} \phi(\mu[\boldsymbol{x}])=\int_{\mathbb{R}^{d}}\left\langle\nabla_{\mu} \phi(\mu[\boldsymbol{x}])(x), \xi_{N}(x)\right\rangle \mathrm{d} \mu[\boldsymbol{x}](x) .
$$

We can now conclude by recalling the definition of the symmetric maps $\phi_{N}(\cdot)$ given in (4.1) that

$$
\begin{equation*}
\lim _{s \rightarrow 0}\left[\frac{\phi_{N}(\boldsymbol{x}+s \boldsymbol{h})-\boldsymbol{\phi}_{N}(\boldsymbol{x})}{s}\right]=\boldsymbol{\phi}_{N}^{\prime}(\boldsymbol{x} ; \boldsymbol{h})=\frac{1}{N} \sum_{i=1}^{N}\left\langle\nabla_{\mu} \phi(\mu[\boldsymbol{x}])\left(x_{i}\right), h_{i}\right\rangle, \tag{4.11}
\end{equation*}
$$

where we used (4.10) along with the fact that $\mu[\boldsymbol{x}]=\frac{1}{N} \sum_{i=1}^{N} \delta_{x_{i}}$. It is straightforward to check that the directional derivative $\boldsymbol{h} \mapsto \boldsymbol{\phi}_{N}^{\prime}(\boldsymbol{x} ; \boldsymbol{h})$ of $\phi_{N}(\cdot)$ defined in (4.11) is a linear form and that it is continuous with respect to the rescaled Euclidean metric $|\cdot|_{N}$. We therefore obtain that $\phi_{N}(\cdot)$ is Fréchet differentiable at $\boldsymbol{x}$ and that its differential can be represented in $\left(\left(\mathbb{R}^{d}\right)^{N},\langle\cdot, \cdot\rangle_{N}\right)$ by the mean-field gradient Grad $\phi_{N}(\boldsymbol{x})=\left(\nabla_{\mu} \phi(\mu[\boldsymbol{x}])\left(x_{i}\right)\right)_{1 \leq i \leq N}$ as a consequence of Riesz's Theorem [38, Theorem 5.5].

Consider now two elements $\boldsymbol{h}^{1}, \boldsymbol{h}^{2} \in\left(\mathbb{R}^{d}\right)^{N}$ and the corresponding tangent vectors $\xi_{N}^{1}, \xi_{N}^{2} \in \nabla C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ built as in (4.9). Since the maps $\phi(\cdot)$ are twice differentiable in the sense of Definition 1.11, we can use the the second-order differentiation formula (1.26) to obtain that

$$
\begin{equation*}
\lim _{s \rightarrow 0}\left[\frac{\mathcal{L}_{\xi_{N}^{1}} \phi\left(\left(\operatorname{Id}+s \xi_{N}^{2}\right)_{\#} \mu[\boldsymbol{x}]\right)-\mathcal{L}_{\xi_{N}^{1}} \phi(\mu[\boldsymbol{x}])}{s}\right]=\operatorname{Hess} \phi[\mu[\boldsymbol{x}]]\left(\xi_{N}^{1}, \xi_{N}^{2}\right)+\mathcal{L}_{\mathrm{D} \xi_{N}^{1} \xi_{N}^{2}} \phi(\mu[\boldsymbol{x}]) \tag{4.12}
\end{equation*}
$$

Recall now that by construction (4.9) of $\xi_{N}^{1}(\cdot)$, it holds that $\mathrm{D} \xi_{N}^{1}(x)=0$ for $\mu[\boldsymbol{x}]$-almost every $x \in \mathbb{R}^{d}$, so that consequentially $\mathcal{L}_{\mathrm{D} \xi_{N}^{1} \xi_{N}^{2}} \phi(\mu[\boldsymbol{x}])=0$. Furthermore by definition of the symmetric maps $\phi_{N}(\cdot)$ along with that of their mean-field gradients $\boldsymbol{\nabla} \boldsymbol{\phi}_{N}(\cdot)$,
equation (4.12) can be equivalently written as

$$
\begin{aligned}
\lim _{s \rightarrow 0}\left[\frac{\left\langle\boldsymbol{\nabla} \boldsymbol{\phi}_{N}\left(\boldsymbol{x}+s \boldsymbol{h}^{2}\right)-\boldsymbol{\nabla} \boldsymbol{\phi}_{N}(\boldsymbol{x}), \boldsymbol{h}^{1}\right\rangle_{N}}{s}\right] & =\frac{1}{N} \sum_{i=1}^{N}\left\langle\mathrm{D}_{x} \nabla_{\mu} \phi(\mu[\boldsymbol{x}])\left(x_{i}\right) h_{i}^{1}, h_{i}^{2}\right\rangle \\
& +\frac{1}{N^{2}} \sum_{i, j=1}^{N}\left\langle\mathrm{D}_{\mu}^{2} \phi(\mu[\boldsymbol{x}])\left(x_{i}, x_{j}\right) h_{i}^{1}, h_{j}^{2}\right\rangle
\end{aligned}
$$

where we used the analytical expression (1.25) of the Wasserstein Hessian. We accordingly introduce the mean-field Hessian of $\boldsymbol{\phi}_{N}(\cdot)$ at $\boldsymbol{x}$, defined by

$$
\text { Hess } \begin{align*}
\boldsymbol{\phi}_{N}[\boldsymbol{x}]\left(\boldsymbol{h}^{1}, \boldsymbol{h}^{2}\right) & =\operatorname{Hess} \phi[\mu[\boldsymbol{x}]]\left(\xi_{N}^{1}, \xi_{N}^{2}\right) \\
& =\frac{1}{N} \sum_{i=1}^{N}\left\langle\mathrm{D}_{x} \nabla_{\mu} \phi(\mu[\boldsymbol{x}])\left(x_{i}\right) h_{i}^{1}, h_{i}^{2}\right\rangle  \tag{4.13}\\
& +\frac{1}{N^{2}} \sum_{i, j=1}^{N}\left\langle\mathrm{D}_{\mu}^{2} \phi(\mu[\boldsymbol{x}])\left(x_{i}, x_{j}\right) h_{i}^{1}, h_{j}^{2}\right\rangle .
\end{align*}
$$

It is again possible to verify that Hess $\boldsymbol{\phi}_{N}[\boldsymbol{x}](\cdot, \cdot)$ defines a continuous bilinear form with respect to the rescaled metric $|\cdot|_{N}$, so that the map $\phi_{N}(\cdot)$ is twice Fréchet differentiable over $\left(\mathbb{R}^{d}\right)^{N}$.

The Taylor expansion formula (4.4) can be derived directly by expanding $\boldsymbol{\phi}_{N}(\boldsymbol{x}+\boldsymbol{h})$ using the classical Taylor theorem in $\left(\mathbb{R}^{d}\right)^{N}$ along with (4.11) and (4.13). Defining the $C^{2}$-norm of a functional $\phi_{N}(\cdot)$ as in (4.8), it follows directly from the uniform bounds (4.2) stemming from the $C_{\text {loc }}^{2,1}$ MF regularity of $\phi(\cdot)$ that for any compact set $K \subset \mathbb{R}^{d}$, there exists a constant $C_{K}>0$ such that

$$
\left\|\phi_{N}(\cdot)\right\|_{C^{2}\left(K^{N}\right)}+\operatorname{Lip}\left(\operatorname{Hess} \phi_{N}[\cdot] ; K^{N}\right) \leq C_{K}
$$

which ends the proof of our claim.

Remark 4.2 (Link between mean-field and classical derivatives). The notion of first and second order mean-field derivatives for a functional $\phi_{N}(\cdot)$ that we introduced in Proposition 4.1 can be linked to the classical derivatives in $\left(\mathbb{R}^{d}\right)^{N}$ endowed with its standard Euclidean product as follows

$$
\left\{\begin{align*}
\nabla_{x_{i}} \boldsymbol{\phi}_{N}(\boldsymbol{x}) & =\frac{1}{N} \mathbf{G r a d}_{x_{i}} \boldsymbol{\phi}_{N}(\boldsymbol{x})=\frac{1}{N} \nabla_{\mu} \phi(\mu[\boldsymbol{x}])\left(x_{i}\right)  \tag{4.14}\\
\nabla_{x_{i}, x_{j}}^{2} \boldsymbol{\phi}_{N}(\boldsymbol{x}) & =\frac{1}{N^{2}} \mathrm{D}_{\mu}^{2} \phi(\mu[\boldsymbol{x}])\left(x_{i}, x_{j}\right), \\
\nabla_{x_{i}, x_{i}}^{2} \boldsymbol{\phi}_{N}(\boldsymbol{x}) & =\frac{1}{N} \mathrm{D}_{x} \nabla_{\mu} \phi(\mu[\boldsymbol{x}])\left(x_{i}\right)+\frac{1}{N^{2}} \mathrm{D}_{\mu}^{2} \phi(\mu[\boldsymbol{x}])\left(x_{i}, x_{i}\right)
\end{align*}\right.
$$

for any pair of indices $i, j \in\{1, \ldots, N\}$ with $i \neq j$. While the formula linking the classical and mean-field gradients can be recovered by simple rescaling arguments, the formulas involving second-order derivatives can only be derived rigorously as a discrete counterpart of the Wasserstein differential structure.

Remark 4.3 (Matrix representation of the mean-field Hessian in $\left.\left(\mathbb{R}^{d}\right)^{N}\right)$. The rescaled inner product $\langle\cdot, \cdot\rangle_{N}$ defined over $\left(\mathbb{R}^{d}\right)^{N}$ in (4.3) induces a rescaled matrix-vector product
given by

$$
\boldsymbol{A} \boldsymbol{x}=\left(\frac{1}{N} \sum_{j=1}^{N} A_{i j} x_{j}\right)_{1 \leq i \leq N}
$$

for any matrix $\boldsymbol{A} \in \mathbb{R}^{d N \times d N}$ and any vector $\boldsymbol{x} \in\left(\mathbb{R}^{d}\right)^{N}$. By Riesz Theorem applied in the Hilbert space $\left.\left(\left(\mathbb{R}^{d}\right)^{N}\right),\langle\cdot, \cdot\rangle_{N}\right)$ (see e.g. [38, Theorem 5.5]), it is possible to represent the action of the Hessian bilinear form Hess $\boldsymbol{\phi}_{N}[\boldsymbol{x}](\cdot, \cdot)$ by using introducing the Hessian matrix defined by

$$
\begin{equation*}
\operatorname{Hess} \phi_{N}[\boldsymbol{x}]\left(\boldsymbol{h}^{1}, \boldsymbol{h}^{2}\right)=\left\langle\operatorname{Hess} \phi_{N}(\boldsymbol{x}) \boldsymbol{h}^{1}, \boldsymbol{h}^{2}\right\rangle_{N} \tag{4.15}
\end{equation*}
$$

for any $\boldsymbol{x}, \boldsymbol{h}^{1}, \boldsymbol{h}^{2} \in\left(\mathbb{R}^{d}\right)^{N}$. Moreover, we know by equation (4.14) in Remark 4.2 that the components of $\operatorname{Hess} \boldsymbol{\phi}_{N}(\boldsymbol{x})$ are given explicitly by

$$
\left\{\begin{array}{l}
\left(\boldsymbol{H e s s} \boldsymbol{\phi}_{N}(\boldsymbol{x})\right)_{i, j}=\mathrm{D}_{\mu}^{2} \phi(\mu[\boldsymbol{x}])\left(x_{i}, x_{j}\right) \\
\left(\boldsymbol{\operatorname { H e s s }} \boldsymbol{\phi}_{N}(\boldsymbol{x})\right)_{i, i}=\mathrm{ND}_{x} \nabla_{\mu} \phi(\mu[\boldsymbol{x}])\left(x_{i}\right)+\mathrm{D}_{\mu}^{2} \phi(\mu[\boldsymbol{x}])\left(x_{i}, x_{j}\right)
\end{array}\right.
$$

for any pair of indices $i, j \in\{1, \ldots, N\}$ such that $i \neq j$.

### 4.1.2 Existence of mean-field optimal controls for problem $(\mathcal{P})$

In this section, we show how problem $(\mathcal{P})$ can be reformulated so as to encompass both the measure theoretic formulation and its sequence of approximating problems. We subsequently recall a powerful existence result derived in [80] for general multi-agent optimal control problems formulated in the Wasserstein space $\left(\mathscr{P}_{1}\left(\mathbb{R}^{d}\right), W_{1}\right)$. Its main feature is to show that under mild structural conditions, there exist optimal solutions for $(\mathcal{P})$ which can be recovered as weak limits in a suitable topology of sequences of optimal solutions for finite dimensional problems.

Let us start by fixing an integer $N \geq 1$, an initial datum $\boldsymbol{x}_{N}^{0} \in\left(\mathbb{R}^{d}\right)^{N}$ and the associated discrete measure $\mu_{N}^{0}=\mu\left[\boldsymbol{x}_{N}^{0}\right]$ as defined in Section 4.1.1. As already sketched in the introduction, we are naturally brought to consider the family of discrete problems

$$
\left(\mathcal{P}_{N}\right)\left\{\begin{aligned}
\min _{\boldsymbol{u}(\cdot) \in \mathcal{U}_{N}} & {\left[\int_{0}^{T}\left(\boldsymbol{L}_{N}(t, \boldsymbol{x}(t))+\frac{1}{N} \sum_{i=1}^{N} \psi\left(u_{i}(t)\right)\right) \mathrm{d} t+\boldsymbol{\varphi}_{N}(\boldsymbol{x}(T))\right] } \\
\text { s.t. } & \left\{\begin{array}{l}
\dot{x}_{i}(t)=\boldsymbol{v}_{N}[\boldsymbol{x}(t)]\left(t, x_{i}(t)\right)+u_{i}(t) \\
x_{i}(0)=x_{i}^{0}
\end{array}\right.
\end{aligned}\right.
$$

where $\mathcal{U}_{N}=L^{\infty}\left([0, T], U^{N}\right)$ and where we introduced the mean-field approximating functionals

$$
\boldsymbol{v}_{N}[\boldsymbol{x}](\cdot, \cdot)=v[\mu[\boldsymbol{x}]](\cdot, \cdot), \quad \boldsymbol{L}_{N}(\cdot, \boldsymbol{x})=L(t, \mu[\boldsymbol{x}]), \quad \boldsymbol{\varphi}_{N}(\boldsymbol{x})=\varphi(\mu[\boldsymbol{x}]),
$$

in the sense of Definition 4.1. It can be checked that as a consequence of hypotheses $(\mathbf{H})$ displayed in Theorem 4.1, the problems $\left(\mathcal{P}_{N}\right)$ satisfy in particular the set of hypotheses $\left(\mathbf{H}_{\mathbf{o c}}\right)$ of Section 4.1.3. We can then deduce the following lemma.

Lemma 4.1 (Existence of solutions for problem $\left(\mathcal{P}_{N}\right)$ ). Under hypotheses $(\mathbf{H})$, there
exist optimal pairs control-trajectory $\left(\boldsymbol{u}_{N}^{*}(\cdot), \boldsymbol{x}_{N}^{*}(\cdot)\right) \in L^{\infty}\left([0, T], U^{N}\right) \times \operatorname{Lip}\left([0, T],\left(\mathbb{R}^{d}\right)^{N}\right)$ for $\left(\mathcal{P}_{N}\right)$ for all $N \geq 1$.

Proof. This result is a direct consequence of Proposition 4.2.

We proceed by recasting problem $(\mathcal{P})$ into a framework which also encompasses the sequence of problems $\left(\mathcal{P}_{N}\right)$. Let us consider a narrowly continuous curve of measures $\mu(\cdot) \in C^{0}\left([0, T], \mathscr{P}_{1}\left(\mathbb{R}^{d}\right)\right)$ and its canonical lift $\tilde{\mu} \in \mathscr{P}_{1}\left([0, T] \times \mathbb{R}^{d}\right)$. Recall that by Definition 1.1, a vector-valued measure $\boldsymbol{\nu} \in \mathcal{M}\left([0, T] \times \mathbb{R}^{d}, U\right)$ is absolutely continuous with respect to $\tilde{\mu}$ if and only if there exists a map $u(\cdot, \cdot) \in L^{1}\left([0, T] \times \mathbb{R}^{d}, U ; \tilde{\mu}\right)$ such that $\boldsymbol{\nu}=u(\cdot, \cdot) \tilde{\mu}$. Moreover the absolute continuity of $\boldsymbol{\nu}$ with respect to $\tilde{\mu}=\int_{[0, T]} \mu(t) \mathrm{d} \lambda(t)$ implies the existence of a $\lambda$-almost unique measurable family of measures $\{\boldsymbol{\nu}(t)\}_{t \in[0, T]}$ such that

$$
\boldsymbol{\nu}=\int_{[0, T]} \boldsymbol{\nu}(t) \mathrm{d} \lambda(t) .
$$

in the sense of disintegration for vector-valued measures recalled in Theorem 1.2.
Bearing this in mind, problem $(\mathcal{P})$ can be relaxed as

$$
\left(\mathcal{P}_{\text {meas }}\right)\left\{\begin{array}{l}
\min _{\boldsymbol{\nu} \in \mathscr{U}}\left[\begin{array}{l}
\left.\int_{0}^{T}(L(t, \mu(t))+\Psi(\boldsymbol{\nu}(t) \mid \mu(t))) \mathrm{d} t+\varphi(\mu(T))\right] \\
\text { s.t. }\left\{\begin{array}{l}
\partial_{t} \mu(t)+\nabla \cdot(v[\mu(t)](t, \cdot) \mu(t)+\boldsymbol{\nu}(t))=0, \\
\mu(0)=\mu^{0} .
\end{array}\right.
\end{array} .\right.
\end{array}\right.
$$

where we denote the set of generalized measure controls by $\mathscr{U}=\mathcal{M}\left([0, T] \times \mathbb{R}^{d}, U\right)$ and where the map $\boldsymbol{\sigma} \in \mathcal{M}\left(\mathbb{R}^{d}, U\right) \mapsto \Psi(\boldsymbol{\sigma} \mid \mu) \in[0,+\infty]$ is defined by

$$
\Psi(\boldsymbol{\sigma} \mid \mu)=\left\{\begin{array}{lr}
\int_{\mathbb{R}^{d}} \psi\left(\frac{\mathrm{~d} \boldsymbol{\sigma}}{\mathrm{~d} \mu}(x)\right) \mathrm{d} \mu(x) & \text { if } \boldsymbol{\sigma} \ll \mu  \tag{4.16}\\
+\infty & \text { otherwise }
\end{array}\right.
$$

This functional can be furthermore lifted back to a functional $\tilde{\Psi}(\cdot \mid \tilde{\mu}): \mathcal{M}\left([0, T] \times \mathbb{R}^{d}, U\right) \rightarrow$ $[0,+\infty]$ as a consequence of the common disintegration of $\tilde{\mu}$ and $\boldsymbol{\nu}$ onto $\lambda$. This type of relaxation appears frequently in variational problems involving integral functional on measures. Indeed, functionals of the form of $\Psi(\cdot \mid \tilde{\mu})$ as defined in (4.16) possess a wide range of useful features, such as weak-* lower-semicontinuity, while also imposing an absolute continuity property on the measure. We refer the reader to [17, Section 9.4] for a detailed account on their properties.

Consider now an optimal pair control-trajectory $\left(\boldsymbol{u}_{N}^{*}(\cdot), \boldsymbol{x}_{N}^{*}(\cdot)\right) \in \mathcal{U}_{N} \times \operatorname{Lip}\left([0, T],\left(\mathbb{R}^{d}\right)^{N}\right)$ for $\left(\mathcal{P}_{N}\right)$. One can canonically associate to any such solution the discrete measure curve $\mu_{N}^{*}(\cdot) \in \operatorname{Lip}\left([0, T], \mathscr{P}_{N}\left(\mathbb{R}^{d}\right)\right)$ defined by

$$
\begin{equation*}
\mu_{N}^{*}(\cdot)=\mu\left[\boldsymbol{x}_{N}^{*}(\cdot)\right]=\frac{1}{N} \sum_{i=1}^{N} \delta_{x_{i}^{*}(\cdot)} \tag{4.17}
\end{equation*}
$$

for all times $t \in[0, T]$, along with the discrete control-measure

$$
\begin{equation*}
\boldsymbol{\nu}_{N}^{*}=\boldsymbol{\nu}\left[\boldsymbol{x}_{N}^{*}(\cdot), \boldsymbol{u}_{N}^{*}(\cdot)\right]=\int_{[0, T]}\left(\frac{1}{N} \sum_{i=1}^{N} u_{i}^{*}(t) \delta_{x_{i}^{*}(t)}\right) \mathrm{d} \lambda(t) \tag{4.18}
\end{equation*}
$$

In the following theorem, we state a condensed version of the main result of [80] which shows that this relaxation allows to prove the convergence of the discrete problems $\left(\mathcal{P}_{N}\right)$ towards $(\mathcal{P})$. This convergence result has to be understood both in terms of mean-field limit of the functional describing the dynamics and of $\Gamma$-convergence of the corresponding minimizers.

Theorem 4.2 (Existence of mean-field optimal controls for $(\mathcal{P}))$. Let $\mu^{0} \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right)$, $\left(\mu_{N}^{0}\right) \subset \mathscr{P}_{c}\left(\mathbb{R}^{d}\right)$ be a sequence of empirical measures associated with $\left(\boldsymbol{x}_{N}^{0}\right) \subset\left(\mathbb{R}^{d}\right)^{N}$ such that $W_{1}\left(\mu_{N}^{0}, \mu^{0}\right) \rightarrow 0$, and assume that hypotheses $(\mathbf{H})$ hold. For any $N \geq 1$, denote by $\left(\boldsymbol{u}_{N}^{*}(\cdot), \boldsymbol{x}_{N}^{*}(\cdot)\right) \in \mathcal{U}_{N} \times \operatorname{Lip}\left([0, T],\left(\mathbb{R}^{d}\right)^{N}\right)$ an optimal pair control-trajectory for $\left(\mathcal{P}_{N}\right)$ and by $\left(\boldsymbol{\nu}_{N}^{*}, \mu_{N}^{*}(\cdot)\right) \in \mathscr{U} \times \operatorname{Lip}\left([0, T], \mathscr{P}_{N}\left(\mathbb{R}^{d}\right)\right)$ the corresponding pair of measure control-trajectory defined as in (4.17)-(4.18).

Then, there exists $\left(\boldsymbol{\nu}^{*}, \mu^{*}(\cdot)\right) \in \mathscr{U} \times \operatorname{Lip}\left([0, T], \mathscr{P}_{c}\left(\mathbb{R}^{d}\right)\right)$ such that

$$
\boldsymbol{\nu}_{N}^{*} \underset{N \rightarrow+\infty}{*} \boldsymbol{\nu}^{*} \quad \text { and } \quad \sup _{t \in[0, T]} W_{1}\left(\mu_{N}^{*}(t), \mu^{*}(t)\right) \underset{N \rightarrow+\infty}{\longrightarrow} 0,
$$

along a suitable subsequence. Moreover, the classical pair control-trajectory $\left(\frac{\mathrm{d} \nu^{*}}{\mathrm{~d} \tilde{\mu}^{*}}(\cdot, \cdot), \mu^{*}(\cdot)\right) \in$ $L^{\infty}\left([0, T] \times \mathbb{R}^{d}, U ; \tilde{\mu}\right) \times \operatorname{Lip}\left([0, T], \mathscr{P}_{c}\left(\mathbb{R}^{d}\right)\right)$ is optimal for problem $(\mathcal{P})$.

### 4.1.3 Existence of locally optimal Lipschitz feedbacks in finite-dimensional optimal control problems

In this section, we recall some classical facts about finite-dimensional optimal control problems, and we describe in Theorem 4.3 a result described in [71] providing sufficient conditions for the existence of locally optimal Lipschitz feedbacks in a neighbourhood of an optimal trajectory. The latter is based on deep metric regularity properties for dynamical differential inclusions explored recently in [58]. Throughout this section, we consider the finite-dimensional optimal control problem

$$
\left(\mathcal{P}_{\text {oc }}\right)\left\{\begin{array}{l}
\min _{u \in \mathcal{U}}\left[\int_{0}^{T}(l(t, x(t))+\psi(u(t))) \mathrm{d} t+g(x(T))\right] \\
\text { s.t. }\left\{\begin{array}{l}
\dot{x}(t)=f(t, x(t))+u(t) \\
x(0)=x^{0} \in \mathbb{R}^{d},
\end{array}\right.
\end{array}\right.
$$

under the following structural assumptions.

## $\left(\mathrm{H}_{\mathrm{oc}}\right)$

1. The set of admissible controls is defined by $\mathcal{U}=L^{\infty}([0, T], U)$ where $U \subset \mathbb{R}^{d}$ is a compact and convex set.
2. The control cost $u \mapsto \psi(u)$ is $C_{\mathrm{loc}}^{2,1}$-regular and strictly convex.
3. The map $(t, x) \mapsto f(t, x)$ is Lipschitz with respect to $t \in[0, T]$, sublinear and $C_{\text {loc }}^{2,1}$-regular with respect to $x \in \mathbb{R}^{d}$.
4. The running cost $(t, x) \mapsto l(t, x)$ is Lipschitz with respect to $t \in[0, T]$ and $C_{\text {loc }}^{2,1}$-regular with respect to $x \in \mathbb{R}^{d}$. Similarly, the final cost $x \mapsto g(x)$ is $C_{\text {loc }}^{2,1}$-regular.

As a direct consequence of our regularity hypotheses and of the compactness of the set of admissible control values $U$, we can derive a uniform compactness estimate on the admissible trajectories which we state in the following lemma.

Lemma 4.2 (Uniform compactness of admissible trajectories). There exists a compact set $K \subset \mathbb{R}^{d}$ such that any admissible curve $x(\cdot)$ for $\left(\mathcal{P}_{\text {oc }}\right)$ associated with a control map $u(\cdot)$ satisfies $x(\cdot) \in \operatorname{Lip}([0, T], K)$.

The proof of this result is a direct consequence of Grönwall's Lemma. From now on, we fix such a compact set $K \subset \mathbb{R}^{d}$.

Proposition 4.2 (Existence of solutions for problem ( $\mathcal{P}_{\mathrm{oc}}$ )). Under hypotheses $\left(\mathbf{H}_{o c}\right)$, there exists an optimal pair control-trajectory $\left(u^{*}(\cdot), x^{*}(\cdot)\right) \in L^{\infty}([0, T], U) \times \operatorname{Lip}([0, T], K)$ for problem ( $\mathcal{P}_{\text {oc }}$ ).

This result is standard in optimal control theory under our working hypotheses and can be found e.g. in [59, Theorem 23.11]). We can further define the Hamiltonian associated to ( $\mathcal{P}_{\text {oc }}$ ) by

$$
H:(t, x, p, u) \in[0, T] \times\left(\mathbb{R}^{d}\right)^{3} \mapsto\langle p, f(t, x)+u\rangle-(l(t, x)+\psi(u)) .
$$

Given an optimal pair control-trajectory $\left(u^{*}(\cdot), x^{*}(\cdot)\right)$ for $\left(\mathcal{P}_{\text {oc }}\right)$, there exists by Pontryagin's Maximum Principle (see e.g. [59, Theorem 22.2]) a curve $p^{*}(\cdot) \in \operatorname{Lip}\left([0, T], \mathbb{R}^{d}\right)$ such that the couple $\left(x^{*}(\cdot), p^{*}(\cdot)\right)$ is a solution of the forward-backward Hamiltonian system

$$
\left\{\begin{array}{l}
\dot{x}^{*}(t)=\nabla_{p} H\left(t, x^{*}(t), p^{*}(t), u^{*}(t)\right), x^{*}(0)=x^{0},  \tag{4.19}\\
\dot{p}^{*}(t)=-\nabla_{x} H\left(t, x^{*}(t), p^{*}(t), u^{*}(t)\right), p^{*}(T)=-\nabla g\left(x^{*}(T)\right) .
\end{array}\right.
$$

Moreover, the Pontryagin maximization condition

$$
\begin{equation*}
H\left(t, x^{*}(t), p^{*}(t), u^{*}(t)\right)=\max _{v \in U}\left[H\left(t, x^{*}(t), p^{*}(t), v\right)\right], \tag{4.20}
\end{equation*}
$$

holds along this extremal pair for $\mathscr{L}^{1}$-almost every $t \in[0, T]$. Such a collection of optimal control, state and costate $\left(x^{*}(\cdot), p^{*}(\cdot), u^{*}(\cdot)\right)$ is called an optimal Pontryagin triple for $\left(\mathcal{P}_{\text {oc }}\right)$. Let it be noted that since the problem $\left(\mathcal{P}_{\text {oc }}\right)$ is unconstrained, there are no abnormal curves stemming from the maximum principle.

Remark now that, as a by-product of the local Lipschitz regularity of $f(\cdot, \cdot), l(\cdot, \cdot)$ and $g(\cdot)$, there exists a compact set $K^{\prime} \subset \mathbb{R}^{d}$ such that any covector $p(\cdot)$ associated with an admissible pair $(u(\cdot), x(\cdot))$ via (4.19) satisfies $p \in \operatorname{Lip}\left([0, T], K^{\prime}\right)$. We henceforth denote
by $\mathcal{K}=[0, T] \times K \times K^{\prime} \times U$ the uniform compact set containing the admissible times, states, costates and controls for $\left(\mathcal{P}_{\text {oc }}\right)$. Moreover, we denote by $\mathcal{L}_{\mathcal{K}}$ the Lipschitz constant over $\mathcal{K}$ of the maps $f(\cdot, \cdot), l(\cdot, \cdot), \psi(\cdot)$ and $H(\cdot, \cdot, \cdot, \cdot)$ and of their derivatives with respect to the variables $(x, u)$ up to the second order.
We now present the central and somewhat less standard assumption which allows for the construction of locally optimal feedbacks in a neighbourhood of $\operatorname{Graph}\left(x^{*}(\cdot)\right)$.

Definition 4.3 (Uniform coercivity property). We say that an optimal Pontryagin triple $\left(x^{*}(\cdot), p^{*}(\cdot), u^{*}(\cdot)\right)$ for $\left(\mathcal{P}_{\text {oc }}\right)$ satisfies the uniform coercivity property with constant $\rho>0$ if the following estimate holds

$$
\begin{align*}
\left\langle\nabla_{x}^{2} g\left(x^{*}(T)\right) y(T), y(T)\right\rangle & -\int_{0}^{T}\left\langle\nabla_{x}^{2} H\left(t, x^{*}(t), p^{*}(t), u^{*}(t)\right) y(t), y(t)\right\rangle \mathrm{d} t \\
& -\int_{0}^{T}\left\langle\nabla_{u}^{2} H\left(t, x^{*}(t), p^{*}(t), u^{*}(t)\right) w(t), w(t)\right\rangle \mathrm{d} t  \tag{4.21}\\
& \geq \rho \int_{0}^{T}|w(t)|^{2} \mathrm{~d} t
\end{align*}
$$

for any pair of maps $(y(\cdot), w(\cdot)) \in W^{1,2}\left([0, T], \mathbb{R}^{d}\right) \times L^{2}\left([0, T], \mathbb{R}^{d}\right)$ which satisfy the linearized control-state equation

$$
\begin{equation*}
\dot{y}(t)=\mathrm{D}_{x} f\left(t, x^{*}(t)\right) y(t)+w(t), \quad y(0)=0, \tag{4.22}
\end{equation*}
$$

along with the compatibility condition $u^{*}(t)+w(t) \in U$ for $\mathscr{L}^{1}$-almost every $t \in[0, T]$.
As we shall see later on, the uniform coercivity estimate (4.21) can be interpreted as a strong positive-definiteness condition for the linearization of ( $\mathcal{P}_{\text {oc }}$ ) in a neighbourhood of $\left(x^{*}(\cdot), p^{*}(\cdot), u^{*}(\cdot)\right)$. It was first introduced in this form in [90], and further used in [70] to derive regularity properties of optimal control. Let it be noted that in [58, 70, 71, 90], the authors define the Hamiltonian of the problem as $\tilde{H}(t, x, p, u)=$ $\langle p, f(t, x)+u\rangle+l(t, x)+\psi(u)$. Hence, some signs differ between their condition and (4.21), but the results are identical.

We can now state main result of this section which can be found in [71, Theorem 5.2].
Theorem 4.3 (Existence of locally optimal feedbacks for $\left(\mathcal{P}_{\text {oc }}\right)$ ). Let $\left(x^{*}(\cdot), p^{*}(\cdot), u^{*}(\cdot)\right) \in$ $\operatorname{Lip}([0, T], K) \times \operatorname{Lip}\left([0, T], K^{\prime}\right) \times \mathcal{U}$ be an optimal Pontryagin triple for problem $\left(\mathcal{P}_{\text {oc }}\right)$. Suppose that hypotheses $\left(\mathbf{H}_{\mathrm{oc}}\right)$ hold and that $\left(x^{*}(\cdot), p^{*}(\cdot), u^{*}(\cdot)\right)$ satisfies the uniform coercivity estimate (4.21)-(4.22) with constant $\rho>0$.

Then, there exists a representative in the $L^{\infty}$-equivalence class of $u^{*}(\cdot)$ such that the maximization condition (4.20) holds for all times $t \in[0, T]$. There further exists constants $\epsilon, \eta>0$, an open subset $\mathcal{N} \subset[0, T] \times \mathbb{R}^{d}$ and a map $\bar{u}(\cdot, \cdot) \in \operatorname{Lip}\left(\mathcal{N}, \mathbb{R}^{d}\right)$ which Lipschitz constant depends only on $\rho$ and $\mathcal{L}_{K}$, such that the following conditions hold.
(i) $\bar{u}\left(\cdot, x^{*}(\cdot)\right)=u^{*}(\cdot)$.
(ii) $\left(\operatorname{Graph}\left(x^{*}(\cdot)\right)+\{0\} \times \mathrm{B}(0, \epsilon)\right) \subset \mathcal{N}$.
(iii) For every $(\tau, \xi) \in \mathcal{N}$, the equation

$$
\begin{equation*}
\dot{x}(t)=f(t, x(t))+\bar{u}(t, x(t)), x(\tau)=\xi, \tag{4.23}
\end{equation*}
$$

has a unique solution $\hat{x}_{(\tau, \xi)}(\cdot)$ such that $\operatorname{Graph}\left(\hat{x}_{(\tau, \xi)}(\cdot)\right) \subset \mathcal{N}$.
(iv) The map $\hat{u}_{(\tau, \xi)}: t \in[\tau, T] \mapsto \bar{u}\left(t, \hat{x}_{(\tau, \xi)}(t)\right)$ is such that

$$
\left\|u^{*}(\cdot)-\hat{u}_{(\tau, \xi)}(\cdot)\right\|_{L^{\infty}\left([\tau, T], \mathbb{R}^{d}\right)} \leq \eta,
$$

and

$$
\int_{\tau}^{T} l\left(t, \hat{x}_{(\tau, \xi)}(t), \hat{u}_{(\tau, \xi)}(t)\right) \mathrm{d} t+g\left(\hat{x}_{(\tau, \xi)}(t)\right) \leq \int_{\tau}^{T} l(t, x(t), u(t)) \mathrm{d} t+g(x(t))
$$

among all the admissible open loop pairs $(u(\cdot), x(\cdot)) \in \mathcal{U} \times \operatorname{Lip}\left([\tau, T], \mathbb{R}^{d}\right)$ solving (4.23) and such that $\left\|u(\cdot)-\hat{u}_{(\tau, \xi)}(\cdot)\right\|_{L^{\infty}([\tau, T])} \leq \eta$.

The statements of Theorem 4.3 can be heuristically summed up as follows. As a consequence of the uniform coercivity condition, there exists a non-empty neighbourhood $\mathcal{N}$ of the graph of the optimal trajectory $x^{*}(\cdot)$ on which it is possible to define a locally optimal feedback $\bar{u}(\cdot, \cdot)$. Here, local optimality is understood in the sense that the closedloop system (4.23) generated by $\bar{u}(\cdot, \cdot)$ starting from any point $\xi \in \pi_{\mathbb{R}^{d}}(\mathcal{N})$ produces a lower cost than any admissible open-loop control. This locally optimal map $\bar{u}(\cdot, \cdot)$ can moreover be defined in such a way that $\bar{u}\left(\cdot, x^{*}(\cdot)\right)=u^{*}(\cdot)$, i.e. $\bar{u}(\cdot, \cdot)$ coincides with the optimal open-loop control $u^{*}(\cdot)$ when evaluated along the corresponding optimal trajectory $x^{*}(\cdot)$.

To better illustrate our subsequent use of this result in the proof of Theorem 4.1, we provide here an overview of the strategy used to prove Theorem 4.3 in [71], based on the earlier work [58]. We start our heuristic exposition by recalling the concept of strong metric regularity for a multi-function.

Definition 4.4 (Strong metric regularity). Let $\mathcal{Y}, \mathcal{Z}$ be two Banach spaces. A multivalued mapping $\mathcal{G}: Y \rightrightarrows Z$ is said to be strongly metrically regular at $y^{*} \in Y$ for $z^{*} \in Z$ if $z^{*} \in \mathcal{F}\left(y^{*}\right)$ and if there exists $a, b>0$ and $\kappa \geq 0$ such that

$$
\mathcal{G}^{-1}: \mathrm{B}\left(z^{*}, b\right) \rightarrow \mathrm{B}\left(y^{*}, a\right)
$$

is single-valued and $\kappa$-Lipschitz.

We start by fixing a time $\tau \in[0, T)$. In (4.19)-(4.20), we wrote the Pontryagin maximum principle for $\left(\mathcal{P}_{\text {oc }}\right)$. Since $v \in U \mapsto H\left(t, x^{*}(t), p^{*}(t), v\right)$ is differentiable, we can reformulate the maximization condition (4.20) as

$$
\nabla_{u} H\left(t, x^{*}(t), p^{*}(t), u^{*}(t)\right) \in N_{U}\left(u^{*}(t)\right),
$$

for all times $t \in[0, T]$, where $N_{U}(v)$ denotes the normal cone of convex analysis to $U$ at $v$. Then, any optimal Pontryagin triple $\left(x^{*}(\cdot), p^{*}(\cdot), u^{*}(\cdot)\right)$ can be seen as a solution of the differential generalized equation

$$
\begin{equation*}
0 \in F_{\tau}(x(\cdot), p(\cdot), u(\cdot))+G_{\tau}(x(\cdot), p(\cdot), u(\cdot)) \tag{4.24}
\end{equation*}
$$

where the maps $F_{\tau}: \mathcal{Y}_{\tau} \rightarrow \mathcal{Z}_{\tau}$ and $G_{\tau}: \mathcal{Y}_{\tau} \rightrightarrows \mathcal{Z}_{\tau}$ are defined by

$$
F_{\tau}(x(\cdot), p(\cdot), u(\cdot))=\left(\begin{array}{c}
\dot{x}(\cdot)-f(\cdot, x(\cdot))-u(\cdot) \\
x(\tau)-x^{*}(\tau) \\
\dot{p}(t)+\nabla_{x} H(\cdot, x(\cdot), p(\cdot), u(\cdot)) \\
p(T)+\nabla g(x(T)) \\
-\nabla_{u} H(\cdot, x(\cdot), p(\cdot), u(\cdot))
\end{array}\right),
$$

and

$$
G_{\tau}(x(\cdot), p(\cdot), u(\cdot))=\left(\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
N_{\mathcal{U}}^{\infty}(u(\cdot))
\end{array}\right) .
$$

Here, we introduced the two Banach spaces

$$
\left\{\begin{array}{l}
\mathcal{Y}_{\tau}=W^{1, \infty}\left([\tau, T], \mathbb{R}^{d}\right) \times W^{1, \infty}\left([\tau, T], \mathbb{R}^{d}\right) \times L^{\infty}([\tau, T], U), \\
\mathcal{Z}_{\tau}=L^{\infty}\left([\tau, T], \mathbb{R}^{d}\right) \times \mathbb{R}^{d} \times L^{\infty}\left([\tau, T], \mathbb{R}^{d}\right) \times \mathbb{R}^{d} \times L^{\infty}\left([\tau, T], \mathbb{R}^{d}\right)
\end{array}\right.
$$

as well as the set $N_{\mathcal{U}}^{\infty}(u(\cdot))=\left\{v \in L^{\infty}([0, T], U)\right.$ s.t. $v(t) \in N_{U}(u(t))$ for $\mathscr{L}^{1}$-almost every $t \in[0, T]\}$.

In [71], it is proven that Theorem 4.3 can be derived as as a consequence of the strong metric regularity of $F_{\tau}(\cdot)+G_{\tau}(\cdot)$ at the restriction to $[\tau, T]$ of the Pontryagin triple $\left(x^{*}(\cdot), p^{*}(\cdot), u^{*}(\cdot)\right)$ for 0 , uniformly with respect to $\tau$. A standard strategy for proving metric regularity of mappings of the form of $F(\cdot)+G(\cdot)$ where $F(\cdot)$ is Fréchet-differentiable, is to apply the Robinson's inverse function theorem, which states the following fact.

Theorem 4.4 (Robinson's inverse function theorem). Let $y^{*} \in \mathcal{Y}$ and $z^{*} \in \mathcal{G}\left(y^{*}\right)$. Suppose that $\mathcal{F}: \mathcal{Y} \rightarrow \mathcal{Z}$ is Fréchet differentiable at $y^{*}$. Then, the multi-valued mapping $y \in \mathcal{Y} \mapsto \mathcal{F}(y)+\mathcal{G}(y)$ is strongly metrically regular at $y^{*}$ for $\mathcal{F}\left(y^{*}\right)+z^{*}$ if and only if the partially linearized mapping $y \mapsto \mathcal{F}\left(y^{*}\right)+\mathrm{D} \mathcal{F}\left(y^{*}\right)\left(y-y^{*}\right)+G\left(y^{*}\right)$ is strongly metrically regular at $y^{*}$ for $F\left(y^{*}\right)+z^{*}$.

The strong metric regularity of (4.24) can therefore be equivalently derived from that of its partial linearization involving the Fréchet differential of $F_{\tau}(\cdot)$, which is given by

$$
\begin{align*}
& \mathrm{D} F_{\tau}\left(x^{*}(\cdot), p^{*}(\cdot), u^{*}(\cdot)\right)(y(\cdot), q(\cdot), w(\cdot))= \\
& \left(\begin{array}{c}
\dot{y}(t)-\mathrm{D}_{x} f\left(\cdot, x^{*}(\cdot), u^{*}(\cdot)\right) y(\cdot)-w(\cdot) \\
y(\tau) \\
\dot{q}(\cdot)+\nabla_{x}^{2} H\left(\cdot, x^{*}(\cdot), p^{*}(\cdot), u^{*}(\cdot)\right) y(\cdot)+\nabla_{p x}^{2} H\left(\cdot, x^{*}(\cdot), p^{*}(\cdot), u^{*}(\cdot)\right) q(\cdot) \\
q(T)+\nabla_{x}^{2} g\left(x^{*}(T)\right) y(T) \\
-\nabla_{u}^{2} H\left(\cdot, x^{*}(\cdot), p^{*}(\cdot), u^{*}(\cdot)\right) w(\cdot)-\nabla_{p u}^{2} H\left(\cdot, x^{*}(\cdot), p^{*}(\cdot), u^{*}(\cdot)\right) q(\cdot)
\end{array}\right) . \tag{4.25}
\end{align*}
$$

Notice that since in our problem the control and state are decoupled, there are no crossed derivatives in $(x, u)$. Now, the key point is to remark that the partially linearized generalized differential inclusion

$$
0 \in \mathrm{D} F_{\tau}\left(x^{*}(\cdot), p^{*}(\cdot), u^{*}(\cdot)\right)(y(\cdot), q(\cdot), w(\cdot))+G_{\tau}(y(\cdot), q(\cdot), w(\cdot))
$$

can be equivalently seen as the Pontryagin maximum principle for the linear-quadratic optimal control problem

$$
\left\{\begin{align*}
& \min _{w(\cdot) \in \mathcal{U}_{\tau}} {\left[\int_{\tau}^{T}\left(\frac{1}{2}\langle A(t) y(t), y(t)\rangle+\frac{1}{2}\langle B(t) w(t), w(t)\rangle\right) \mathrm{d} t+\frac{1}{2}\langle C(T) y(T), y(T)\rangle\right] }  \tag{4.26}\\
& \text { s.t. }\left\{\begin{aligned}
\dot{y}(t) & =\mathrm{D} f\left(t, x^{*}(t)\right) y(t)+w(t), \\
y(\tau) & =0
\end{aligned}\right.
\end{align*}\right.
$$

where $\mathcal{U}_{\tau}=\left\{v \in L^{2}([\tau, T], U)\right.$ s.t. $u^{*}(t)+v(t) \in U$ for $\mathscr{L}^{1}$-almost every $\left.t \in[\tau, T]\right\}$ and

$$
\left\{\begin{aligned}
A(t) & =-\nabla_{x}^{2} H\left(t, x^{*}(t), p^{*}(t), u^{*}(t)\right) \\
B(t) & =-\nabla_{u}^{2} H\left(t, x^{*}(t), p^{*}(t), u^{*}(t)\right) \\
C(T) & =\nabla_{x}^{2} g\left(x^{*}(T)\right)
\end{aligned}\right.
$$

The coercivity estimate (4.21)-(4.22) is still valid on $[\tau, T]$ up to choosing $w(\cdot) \equiv 0$ on $[0, \tau]$, and one can see that it indeed is a second-order strict positive-definiteness condition for the linearized problem (4.26). It was proven in [90] that under the uniform coercivity estimate (4.21), the solutions of (4.26) are unique and $\frac{1}{\rho}$-Lipschitz with respect to the data of the problem. In [58], it was proven that by applying Robinson's inverse function theorem, one can then recover the strong metric regularity of (4.24) uniformly with respect to $\tau$, which in turn yields Theorem 4.3 in [71] after some extra efforts.

### 4.2 Proof of Theorem 4.1

In this section, we prove the main result of this article stated in Theorem 4.1. We suppose that hypotheses $(\mathbf{H})$ of Theorem 4.1 hold, along with the following additional mean-field coercivity assumption.

## Hypothesis $\left(\mathrm{CO}_{N}\right)$

There exists a constant $\rho_{T}>0$ such that for every $(\boldsymbol{w}(\cdot), \boldsymbol{y}(\cdot)) \in L^{2}\left([0, T],\left(\mathbb{R}^{d}\right)^{N}\right) \times$ $W^{1,2}\left([0, T],\left(\mathbb{R}^{d}\right)^{N}\right)$ solution of the linearized control-to-state equations

$$
\left\{\begin{array}{l}
\dot{y}_{i}(t)=\mathrm{D}_{x} \boldsymbol{v}_{N}\left[\boldsymbol{x}^{*}(t)\right]\left(t, x_{i}^{*}(t)\right) y_{i}(t)+\frac{1}{N} \sum_{j=1}^{N} \mathbf{D}_{\boldsymbol{x}_{j}} \boldsymbol{v}_{N}\left[\boldsymbol{x}^{*}(t)\right]\left(t, x_{i}^{*}(t)\right) y_{j}(t)+w_{i}(t), \\
y_{i}(0)=0, \quad \boldsymbol{u}_{N}^{*}(t)+\boldsymbol{w}(t) \in U^{N} \quad \text { for } \mathscr{L}^{1} \text {-almost every } t \in[0, T]
\end{array}\right.
$$

the following uniform mean-field coercivity estimate

$$
\begin{aligned}
\operatorname{Hess} \boldsymbol{\varphi}_{N}\left[\boldsymbol{x}_{N}^{*}(T)\right](\boldsymbol{y}(T), \boldsymbol{y}(T)) & -\int_{0}^{T} \boldsymbol{\operatorname { H e s s }}_{\boldsymbol{x}} \mathbb{H}_{N}\left[t, \boldsymbol{x}_{N}^{*}(t), \boldsymbol{r}_{N}^{*}(t), \boldsymbol{u}_{N}^{*}(t)\right](\boldsymbol{y}(t), \boldsymbol{y}(t)) \mathrm{d} t \\
& -\int_{0}^{T} \boldsymbol{\operatorname { H e s s }}_{\boldsymbol{u}} \mathbb{H}_{N}\left[t, \boldsymbol{x}_{N}^{*}(t), \boldsymbol{r}_{N}^{*}(t), \boldsymbol{u}_{N}^{*}(t)\right](\boldsymbol{w}(t), \boldsymbol{w}(t)) \mathrm{d} t \\
& \geq \rho_{T} \int_{0}^{T}|\boldsymbol{w}(t)|_{N}^{2} \mathrm{~d} t
\end{aligned}
$$

holds along any mean-field optimal Pontryagin triple $\left(\boldsymbol{x}_{N}^{*}(\cdot), \boldsymbol{r}_{N}^{*}(\cdot), \boldsymbol{u}_{N}^{*}(\cdot)\right)$ for $\left(\mathcal{P}_{N}\right)$.

We set this hypothesis apart from the more classical assumptions (H) to emphasize that it is both original and new in the setting of mean-field optimal control, as well as instrumental in the proof of Theorem 4.1.

The argument is split into three main steps. In Step 1, we write a Pontryagin Maximum Principle adapted to the mean-field structure of the problem $\left(\mathcal{P}_{N}\right)$. We proceed by building in Step 2 a sequence of Lipschitz-in-space optimal control maps for the discrete problems $\left(\mathcal{P}_{N}\right)$ by leveraging Theorem 4.3. We then show in Step 3 that this sequence of Lipschitz control maps is compact in a suitable weak topology preserving its regularity in space, and that its limit points coincide with the mean-field optimal control introduced in Theorem 4.2.

## Step 1 : Solutions of $\left(\mathcal{P}_{N}\right)$ and mean-field Pontryagin Maximum Principle

In this first step, we derive uniform characterizations and estimates on the optimal pairs $\left(\boldsymbol{u}_{N}^{*}(\cdot), \boldsymbol{x}_{N}^{*}(\cdot)\right)$ for $\left(\mathcal{P}_{N}\right)$. Our analysis is based on the finite-dimensional Pontryagin maximum principle applied to $\left(\mathbb{R}^{d}\right)^{N}$ and written as a Hamiltonian flow with respect to the rescaled mean-field inner product $\langle\cdot, \cdot\rangle_{N}$.

Proposition 4.3 (Characterization of the solutions of $\left.\left(\mathcal{P}_{N}\right)\right)$. Let $N \geq 1$ and $\left(\boldsymbol{u}_{N}^{*}(\cdot), \boldsymbol{x}_{N}^{*}(\cdot)\right) \in$ $\left.L^{\infty}\left([0, T], U^{N}\right) \times \operatorname{Lip}\left([0, T],\left(\mathbb{R}^{d}\right)^{N}\right)\right)$ be an optimal pair control-trajectory for $\left(\mathcal{P}_{N}\right)$. Then, there exists a rescaled covector $\boldsymbol{r}_{N}^{*}(\cdot) \in \operatorname{Lip}\left([0, T],\left(\mathbb{R}^{d}\right)^{N}\right)$ such that $\left(\boldsymbol{x}_{N}^{*}(\cdot), \boldsymbol{r}_{N}^{*}(\cdot), \boldsymbol{u}_{N}^{*}(\cdot)\right)$ satisfies the mean-field Pontryagin Maximum Principle

$$
\begin{cases}\dot{\boldsymbol{x}}_{N}^{*}(t)=\operatorname{Grad}_{\boldsymbol{r}} \mathbb{H}_{N}\left(t, \boldsymbol{x}_{N}^{*}(t), \boldsymbol{r}_{N}^{*}(t), \boldsymbol{u}_{N}^{*}(t)\right), & \boldsymbol{x}_{N}^{*}(0)=\boldsymbol{x}_{N}^{0},  \tag{4.27}\\ \boldsymbol{r}_{N}^{*}(t)=-\operatorname{Grad}_{\boldsymbol{x}} \mathbb{H}_{N}\left(t, \boldsymbol{x}_{N}^{*}(t), \boldsymbol{r}_{N}^{*}(t), \boldsymbol{u}_{N}^{*}(t)\right), & \boldsymbol{r}_{N}^{*}(T)=-\operatorname{Grad}_{\boldsymbol{x}} \boldsymbol{\varphi}_{N}\left(\boldsymbol{x}_{N}^{*}(T)\right), \\ \boldsymbol{u}_{N}^{*}(t) \in \underset{\boldsymbol{v} \in U^{N}}{\operatorname{argmax}} \mathbb{H}_{N}\left(t, \boldsymbol{x}_{N}^{*}(t), \boldsymbol{r}_{N}^{*}(t), \boldsymbol{v}\right) & \text { for } \mathscr{L}^{1} \text {-almost every } t \in[0, T],\end{cases}
$$

where the mean-field Hamiltonian $\mathbb{H}_{N}(\cdot, \cdot, \cdot, \cdot)$ of the system is defined by

$$
\begin{equation*}
\mathbb{H}_{N}(t, \boldsymbol{x}, \boldsymbol{r}, \boldsymbol{u})=\frac{1}{N} \sum_{i=1}^{N}\left(\left\langle r_{i}, \boldsymbol{v}_{N}[\boldsymbol{x}]\left(t, x_{i}\right)+u_{i}\right\rangle-\psi\left(u_{i}\right)\right)-\boldsymbol{L}_{N}(t, \boldsymbol{x}) \tag{4.28}
\end{equation*}
$$

for all $(t, \boldsymbol{x}, \boldsymbol{r}, \boldsymbol{u}) \in[0, T] \times\left(\mathbb{R}^{d}\right)^{N} \times\left(\mathbb{R}^{d}\right)^{N} \times U^{N}$. Furthermore, there exists uniform constants $R_{T}, L_{T}>0$ which are independent from $N$, such that

$$
\begin{equation*}
\operatorname{Graph}\left(\left(\boldsymbol{x}^{*}(\cdot), \boldsymbol{r}^{*}(\cdot)\right)\right) \subset[0, T] \times \overline{\mathrm{B}\left(0, R_{T}\right)^{2 N}} \quad, \quad \operatorname{Lip}\left(\left(\boldsymbol{x}^{*}(\cdot), \boldsymbol{r}^{*}(\cdot)\right) ;[0, T]\right) \leq L_{T} \tag{4.29}
\end{equation*}
$$

Proof. By an application of the standard PMP to $\left(\mathcal{P}_{N}\right)$ (see for instance [59, Theorem $22.2]$ ), there exists a family of costate variables $\boldsymbol{p}^{*}(\cdot)=\left(p_{i}^{*}(\cdot)\right)_{i=1}^{N} \in \operatorname{Lip}\left([0, T],\left(\mathbb{R}^{d}\right)^{N}\right)$
such that

$$
\left\{\begin{array}{l}
\dot{x}_{i}^{*}(t)=\nabla_{p_{i}} \mathcal{H}_{N}\left(t, \boldsymbol{x}^{*}(t), \boldsymbol{p}^{*}(t), \boldsymbol{u}^{*}(t)\right), x_{i}^{*}(0)=x_{i}^{0}  \tag{4.30}\\
\dot{p}_{i}^{*}(t)=-\nabla_{x_{i}} \mathcal{H}_{N}\left(t, \boldsymbol{x}^{*}(t), \boldsymbol{p}^{*}(t), \boldsymbol{u}^{*}(t)\right), p_{i}^{*}(T)=-\nabla_{x_{i}} \boldsymbol{\varphi}_{N}\left(\boldsymbol{x}^{*}(T)\right) \\
u_{i}^{*}(t) \in \underset{v \in U}{\operatorname{argmax}}\left[\left\langle p_{i}^{*}(t), v\right\rangle-\frac{1}{N} \psi(v)\right] .
\end{array}\right.
$$

Here, the classical Hamiltonian $\mathcal{H}_{N}(\cdot, \cdot, \cdot, \cdot)$ of the system is defined by

$$
\mathcal{H}_{N}(t, \boldsymbol{x}, \boldsymbol{p}, \boldsymbol{u})=\sum_{i=1}^{N}\left\langle p_{i}, \boldsymbol{v}_{N}[\boldsymbol{x}]\left(t, x_{i}\right)+u_{i}\right\rangle-\frac{1}{N} \sum_{i=1}^{N} \psi\left(u_{i}\right)-\boldsymbol{L}_{N}(t, \boldsymbol{x})
$$

for every $(t, \boldsymbol{x}, \boldsymbol{p}, \boldsymbol{u}) \in[0, T] \times\left(\mathbb{R}^{d}\right)^{N} \times\left(\mathbb{R}^{d}\right)^{N} \times U$. By introducing the rescaled variables $r_{i}^{*}(\cdot)=N p_{i}^{*}(\cdot)$, one can check that

$$
\begin{equation*}
\dot{x}_{i}^{*}(t)=N \nabla_{r_{i}} \mathbb{H}_{N}\left(t, \boldsymbol{x}^{*}(t), \boldsymbol{r}^{*}(t), \boldsymbol{u}^{*}(t)\right)=\operatorname{Grad}_{r_{i}} \mathbb{H}_{N}\left(t, \boldsymbol{x}^{*}(t), \boldsymbol{r}^{*}(t), \boldsymbol{u}^{*}(t)\right), \tag{4.31}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\dot{r}_{i}^{*}(t)=-N \nabla_{x_{i}} \mathbb{H}_{N}\left(t, \boldsymbol{x}^{*}(t), \boldsymbol{r}^{*}(t), \boldsymbol{u}^{*}(t)\right)=-\operatorname{Grad}_{x_{i}} \mathbb{H}_{N}\left(t, \boldsymbol{x}^{*}(t), \boldsymbol{r}^{*}(t), \boldsymbol{u}^{*}(t)\right) \tag{4.32}
\end{equation*}
$$

and

$$
\begin{equation*}
r_{i}^{*}(T)=-N \nabla_{x_{i}} \boldsymbol{\varphi}\left(\boldsymbol{x}^{*}(T)\right)=-\boldsymbol{G r a d}_{x_{i}} \boldsymbol{\varphi}\left(\boldsymbol{x}^{*}(T)\right) \tag{4.33}
\end{equation*}
$$

as a consequence of Proposition 4.1 and Remark 4.2. Moreover, it can be seen easily from the maximization condition in (4.30) that $u_{i}^{*}(t) \in \operatorname{argmax}\left[\left\langle r_{i}^{*}(t), v\right\rangle-\psi(v)\right]$. Merging this condition with (4.31), (4.32) and (4.33), we recover the desired claim that $\left(\boldsymbol{x}^{*}(\cdot), \boldsymbol{r}^{*}(\cdot), \boldsymbol{u}^{*}(\cdot)\right)$ satisfies the mean-field Pontryagin Maximum Principle (4.27) associated to the mean-field Hamiltonian $\mathbb{H}_{N}(\cdot, \cdot, \cdot, \cdot)$ for all times $t \in[0, T]$.

In the spirit of $[31,81]$, we introduce the discrete $L^{\infty}$-type function

$$
X_{N}: t \in[0, T] \mapsto \max _{i \in\{1, \ldots, N\}}\left|x_{i}^{*}(t)\right|
$$

By Danskin's Theorem (see e.g. [65]), the map $X_{N}(\cdot)$ is differentiable $\mathscr{L}^{1}$-almost everywhere and it holds that

$$
\begin{aligned}
X_{N}(t) X_{N}^{\prime}(t)=\frac{\mathrm{d}}{\mathrm{~d} t}\left[\frac{1}{2} X_{N}^{2}(t)\right] & \leq\left\langle x_{I(t)}^{*}(t), \dot{x}_{I(t)}^{*}(t)\right\rangle \\
& =\left\langle x_{I(t)}^{*}(t), \boldsymbol{v}_{N}\left[\boldsymbol{x}_{N}^{*}(t)\right]\left(t, x_{I(t)}^{*}(t)\right)+u_{I(t)}^{*}(t)\right\rangle \\
& \leq\left|x_{I(t)}^{*}(t)\right|\left(M\left(1+\left|x_{I(t)}^{*}(t)\right|+\left|\boldsymbol{x}_{N}^{*}(t)\right|_{N}\right)+L_{U}\right)
\end{aligned}
$$

by (H1), (H3) and Cauchy-Schwarz inequality. Here, $I(t) \in \operatorname{argmax}_{i \in\{1, \ldots, N\}}\left|x_{i}^{*}(t)\right|$ is any of the indices realizing the value of $X_{N}(t)$ for $\mathscr{L}^{1}$-almost every $t \in[0, T]$. Remarking now that $\left|\boldsymbol{x}_{N}^{*}(t)\right|_{N} \leq X_{N}(t)$, we recover that

$$
X_{N}^{\prime}(t) \leq L_{U}+M\left(1+2 X_{N}(t)\right)
$$

so that by Grönwall Lemma, there exists a constant $R_{T}^{1}>0$ depending only on $\operatorname{supp}\left(\mu^{0}\right)$,
$T, M$ and $L_{U}$ such that

$$
\begin{equation*}
\sup _{t \in[0, T]}\left|x_{i}^{*}(t)\right| \leq R_{T}^{1} \tag{4.34}
\end{equation*}
$$

for all $i \in\{1, \ldots, N\}$. Plugging this uniform bound into (4.31), we recover the existence of a uniform constant $L_{T}^{1}>0$ such that

$$
\begin{equation*}
\operatorname{Lip}\left(x_{i}^{*}(\cdot) ;[0, T]\right) \leq L_{T}^{1} \tag{4.35}
\end{equation*}
$$

for all $i \in\{1, \ldots, N\}$.
We now prove a similar estimate on the costate variable $\left(\boldsymbol{r}_{N}^{*}(\cdot)\right)$. By invoking the $C_{\mathrm{loc}}^{2,1}$ MF regularity assumptions of (H4)-(H6) as well as the uniform bound (4.34)-(4.35), we can derive by a similar application of Grönwall Lemma that

$$
\begin{equation*}
\sup _{t \in[0, T]}\left|r_{i}^{*}(t)\right| \leq C^{\prime}\left(T+\left|\operatorname{Grad}_{x_{i}} \boldsymbol{\varphi}_{N}\left(\boldsymbol{x}_{N}^{*}(T)\right)\right|\right) e^{C^{\prime} T} \tag{4.36}
\end{equation*}
$$

for all $i \in\{1, \ldots, N\}$ where $C^{\prime}>0$ is a given uniform constant, independent from $N$. By hypothesis (H6), we know that $\boldsymbol{\varphi}_{N}(\cdot)$ is locally Lipschitz over $\left(\mathbb{R}^{d}\right)^{N}$ with a uniform constant on products of compact sets, so that

$$
\begin{equation*}
\sup _{t \in[0, T]}\left|r_{i}^{*}(t)\right| \leq R_{T}^{2}, \operatorname{Lip}\left(r_{i}^{*}(\cdot) ;[0, T]\right) \leq L_{T}^{2} \tag{4.37}
\end{equation*}
$$

for all $i \in\{1, \ldots, N\}$ and for some positive constants $R_{T}^{2}, L_{T}^{2}>0$. Subsequently, there exists uniform constants $R_{T}, L_{T}>0$ which are again independent from $N$, such that

$$
\operatorname{Graph}\left(\left(\boldsymbol{x}^{*}(\cdot), \boldsymbol{r}^{*}(\cdot)\right)\right) \subset[0, T] \times \overline{\mathrm{B}\left(0, R_{T}\right)^{2 N}} \quad, \quad \operatorname{Lip}\left(\left(\boldsymbol{x}^{*}(\cdot), \boldsymbol{r}^{*}(\cdot)\right) ;[0, T]\right) \leq L_{T},
$$

which concludes the proof of our claim.
We end this first step of our proof by a simple corollary in which we provide a common Lipschitz constant for all the maps involved in ( $\mathcal{P}_{N}$ ) that is uniform with respect to $N$.

Corollary 4.1. Let $\mathcal{K}=[0, T] \times \overline{\mathrm{B}\left(0, R_{T}\right)^{2 N}} \times U^{N}$ where $R_{T}>0$ is defined as in (4.29). Then, there exists a constant $\mathcal{L}_{\mathcal{K}}>0$ such that the $C^{2,1}$-norms of the maps $\mathbb{H}_{N}(t, \cdot, \boldsymbol{r}, \cdot)$, $\boldsymbol{L}_{N}(t, \cdot), \frac{1}{N} \sum_{i=1}^{N} \psi(\cdot)$ and $\boldsymbol{\varphi}_{N}(\cdot)$ with respect to the variables $(\boldsymbol{x}, \boldsymbol{u})$ are bounded by $\mathcal{L}_{\mathcal{K}}$ over $\mathcal{K}$, uniformly with respect to $(t, \boldsymbol{r}) \in[0, T] \times \overline{B\left(0, R_{T}\right)^{N}}$.

Proof. This result follows directly from the $C_{\text {loc }}^{2,1}$ - Wasserstein regularity hypotheses (H3)(H6) on the datum of $\left(\mathcal{P}_{N}\right)$ along with the uniform compactness of the optimal Pontryagin triples derived in Proposition 4.3.

## Step 2 : Construction of a Lipschitz-in-space optimal controls for $\left(\mathcal{P}_{N}\right)$

In this second step, we wish to associate to any solution $\left(\boldsymbol{u}_{N}^{*}(\cdot), \boldsymbol{x}_{N}^{*}(\cdot)\right)$ of $\left(\mathcal{P}_{N}\right)$ a mean-field optimal control map $u_{N}^{*} \in L^{\infty}\left([0, T], \operatorname{Lip}\left(\mathbb{R}^{d}, U\right)\right)$ which $W^{1, \infty}$-norm in space is bounded uniformly with respect to $N$ for $\mathscr{L}^{1}$-almost every $t \in[0, T]$.

We have seen in Proposition 4.3 that as a consequence of (H), any optimal pair $\left(\boldsymbol{u}_{N}^{*}(\cdot), \boldsymbol{x}_{N}^{*}(\cdot)\right)$ satisfies a PMP adapted to the mean-field structure of $\left(\mathcal{P}_{N}\right)$. In Proposition
4.4 below, we show that this result along with the coercivity assumption $\left(\mathbf{C O}_{N}\right)$ and Theorem 4.3 allows us to build a sequence of optimal controls $\left(u_{N}(\cdot, \cdot)\right) \subset L^{\infty}([0, T], \operatorname{Lip}(\Omega, U))$ which Lipschitz constant in space exist and are uniformly bounded with respect to $N \geq 1$.

Proposition 4.4 (Existence of mean-field locally optimal Lipschitz feedback). Let $\left(\boldsymbol{u}_{N}^{*}(\cdot), \boldsymbol{x}_{N}^{*}(\cdot)\right) \in \mathcal{U}_{N} \times \operatorname{Lip}\left([0, T], \overline{B\left(0, R_{T}\right)^{N}}\right)$ be an optimal pair control-trajectory for $\left(\mathcal{P}_{N}\right)$ and assume that hypotheses $(\mathbf{H})$ hold. Then, there exists a Lipschitz map $u_{N}^{*}(\cdot, \cdot) \in$ $\operatorname{Lip}\left([0, T] \times \mathbb{R}^{d}, U\right)$ such that $u_{N}^{*}\left(t, x_{i}(t)\right)=u_{i}^{*}(t)$ for all times $t \in[0, T]$ and which Lipschitz constant $\mathcal{L}_{U}$ with respect to the space variable is independent from $N$.

Proof. The first step of this proof is to apply Theorem 4.3 to $\left(\mathcal{P}_{N}\right)$ seen as an optimal control problem in the rescaled Euclidean space $\left(\left(\mathbb{R}^{d}\right)^{N},\langle\cdot, \cdot\rangle_{N}\right)$ introduced in (4.3). As it was already mentioned in the proof of Proposition $4.3,\left(\mathcal{P}_{N}\right)$ satisfies the structural assumptions $\left(\mathbf{H}_{\mathbf{o c}}\right)$ of Section 4.1.3.

Given a rescaled covector $\boldsymbol{r}_{N}^{*}(\cdot)$ associated to $\left(\boldsymbol{u}_{N}^{*}(\cdot), \boldsymbol{x}^{*}(\cdot)\right)$ via (4.27), the mean-field Pontryagin triple $\left(\boldsymbol{x}_{N}^{*}(\cdot), \boldsymbol{r}_{N}^{*}(\cdot), \boldsymbol{u}_{N}^{*}(\cdot)\right)$ is bounded in $L^{\infty}\left([0, T],\left(\mathbb{R}^{2 d}\right)^{N} \times U^{N}\right)$ uniformly with respect to $N$ as a consequence of (H1) and Proposition 4.3. By Corollary 4.1, the $C^{2,1}$-norms of the datum of $\left(\mathcal{P}_{N}\right)$, defined in the sense of (4.7)-(4.8), are uniformly bounded over $\mathcal{K}=[0, T] \times \overline{B\left(0, R_{T}\right)^{2 N}} \times U^{N}$ by a constant $\mathcal{L}_{\mathcal{K}}>0$.

Similarly to what was presented in Section 4.1.3, the mean-field Pontryagin optimality system (4.27) can be written as a solution of the differential generalized equation

$$
\begin{equation*}
0 \in \boldsymbol{F}_{\tau}^{N}(\boldsymbol{x}(\cdot), \boldsymbol{r}(\cdot), \boldsymbol{u}(\cdot))+\boldsymbol{G}_{\tau}^{N}(\boldsymbol{x}(\cdot), \boldsymbol{r}(\cdot), \boldsymbol{u}(\cdot)) \tag{4.38}
\end{equation*}
$$

for any $\tau \in[0, T)$. Here, the mappings $\boldsymbol{F}_{\tau}^{N}: \mathcal{Y}_{\tau}^{N} \rightarrow \mathcal{Z}_{\tau}^{N}$ and $\boldsymbol{G}_{\tau}^{N}: \mathcal{Y}_{\tau}^{N} \rightrightarrows \mathcal{Z}_{\tau}^{N}$ are respectively defined by

$$
\boldsymbol{F}_{\tau}^{N}(\boldsymbol{x}(\cdot), \boldsymbol{r}(\cdot), \boldsymbol{u}(\cdot))=\left(\begin{array}{c}
\dot{\boldsymbol{x}}(\cdot)-\boldsymbol{V}_{N}[\boldsymbol{x}(\cdot)](\cdot, \boldsymbol{x}(\cdot))-\boldsymbol{u}(\cdot)  \tag{4.39}\\
x_{i}(\tau)-x_{i}^{*}(\tau) \\
\dot{\boldsymbol{r}}(\cdot)+\underset{\boldsymbol{G r a d}}{\boldsymbol{x}} \mathbb{H}_{N}(\cdot, \boldsymbol{x}(\cdot), \boldsymbol{r}(\cdot), \boldsymbol{u}(\cdot)) \\
\boldsymbol{r}(T)+\operatorname{Grad}_{\boldsymbol{x}} \boldsymbol{\varphi}(\boldsymbol{x}(T)) \\
-\operatorname{Grad}_{\boldsymbol{u}} \mathbb{H}_{N}(\cdot, x(\cdot), p(\cdot), u(\cdot))
\end{array}\right)
$$

where $\boldsymbol{V}_{N}[\boldsymbol{x}(\cdot)](t, \boldsymbol{x}(\cdot)) \equiv\left(\boldsymbol{v}_{N}[\boldsymbol{x}(\cdot)]\left(t, x_{i}(\cdot)\right)\right)_{1 \leq i \leq N} \in\left(\mathbb{R}^{d}\right)^{N}$ and

$$
\boldsymbol{G}_{\tau}^{N}(\boldsymbol{x}(\cdot), \boldsymbol{r}(\cdot), \boldsymbol{u}(\cdot))=\left(\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
N_{\mathcal{U}_{N}}^{\infty}(\boldsymbol{u}(\cdot))
\end{array}\right)
$$

The two Banach spaces $\mathcal{Y}_{\tau}^{N}, \mathcal{Z}_{\tau}^{N}$ are defined in this context by

$$
\left\{\begin{array}{l}
\mathcal{Y}_{\tau}^{N}=W^{, 1, \infty}\left([\tau, T],\left(\mathbb{R}^{d}\right)^{N}\right) \times W^{, 1, \infty}\left([\tau, T],\left(\mathbb{R}^{d}\right)^{N}\right) \times L^{\infty}\left([\tau, T], U^{N}\right) \\
\mathcal{Z}_{\tau}^{N}=L^{\infty}\left([\tau, T],\left(\mathbb{R}^{d}\right)^{N}\right) \times\left(\mathbb{R}^{d}\right)^{N} \times L^{\infty}\left([\tau, T],\left(\mathbb{R}^{d}\right)^{N}\right) \times\left(\mathbb{R}^{d}\right)^{N} \times L^{\infty}\left([\tau, T],\left(\mathbb{R}^{d}\right)^{N}\right)
\end{array}\right.
$$

Following [58], we now compute the first-order variation of the map $\boldsymbol{F}_{\tau}^{N}(\cdot)$ with respect to the adapted differential structure introduced in Section 4.1.1. Let $(\boldsymbol{y}(\cdot), \boldsymbol{s}(\cdot), \boldsymbol{w}(\cdot)) \in \mathcal{Y}_{0}^{N}$,
$i \in\{1, \ldots, N\}$ and $t \in[0, T]$. One has that

$$
\begin{align*}
\boldsymbol{v}_{N}[\boldsymbol{x}+\boldsymbol{y}]\left(t, x_{i}+s y_{i}\right) & =\boldsymbol{v}_{N}[\boldsymbol{x}]\left(t, x_{i}\right)+\mathrm{D}_{x} \boldsymbol{v}_{N}[\boldsymbol{x}]\left(t, x_{i}\right) y_{i} \\
& +\frac{1}{N} \sum_{j=1}^{N} \mathbf{D}_{x_{j}} \boldsymbol{v}_{N}[\boldsymbol{x}]\left(t, x_{i}\right) y_{j}+o\left(\left|y_{i}\right|\right)+o\left(|\boldsymbol{y}|_{N}\right), \tag{4.40}
\end{align*}
$$

where $\mathbf{D}_{x_{j}} \boldsymbol{v}_{N}[\boldsymbol{x}]\left(t, x_{i}\right)$ is the matrix which rows are the mean-field gradients with respect to $x_{j}$ of the components $\left(\boldsymbol{v}_{N}^{k}[\boldsymbol{x}]\left(t, x_{i}\right)\right)_{1 \leq k \leq d}$. Analogously, it holds that

$$
\begin{aligned}
\boldsymbol{\operatorname { G r a d }}_{x} \mathbb{H}_{N}(t, \boldsymbol{x}(t)+\boldsymbol{y}, \boldsymbol{r}(t)+\boldsymbol{s}(t), \boldsymbol{u}(t)+\boldsymbol{w}(t)) & =\operatorname{Grad}_{x} \mathbb{H}_{N}(t, \boldsymbol{x}(t), \boldsymbol{r}(t), \boldsymbol{u}(t)) \\
& +\operatorname{Hess}_{\boldsymbol{x}} \mathbb{H}_{N}(t, \boldsymbol{x}(t), \boldsymbol{r}(t), \boldsymbol{u}(t)) \boldsymbol{y}(t) \\
& +\operatorname{Hess}_{r x} \mathbb{H}_{N}(t, \boldsymbol{x}(t), \boldsymbol{r}(t), \boldsymbol{u}(t)) \boldsymbol{s}(t) \\
& +o\left(|\boldsymbol{y}(t)|_{N}\right)+\left(|\boldsymbol{w}(t)|_{N}\right)
\end{aligned}
$$

as well as

$$
\begin{aligned}
\boldsymbol{\operatorname { G r a d }}_{u} \mathbb{H}_{N}(t, \boldsymbol{x}(t)+\boldsymbol{y}, \boldsymbol{r}(t)+\boldsymbol{s}(t), \boldsymbol{u}(t)+\boldsymbol{w}(t)) & =\operatorname{Grad}_{u} \mathbb{H}_{N}(t, \boldsymbol{x}(t), \boldsymbol{r}(t), \boldsymbol{u}(t)) \\
& +\operatorname{Hess}_{u} \mathbb{H}_{N}(t, \boldsymbol{x}(t), \boldsymbol{r}(t), \boldsymbol{u}(t)) \boldsymbol{w}(t) \\
& +\operatorname{Hess}_{\boldsymbol{r} u} \mathbb{H}_{N}(t, \boldsymbol{x}(t), \boldsymbol{r}(t), \boldsymbol{u}(t)) \boldsymbol{s}(t) \\
& +o\left(|\boldsymbol{s}(t)|_{N}\right)+\left(|\boldsymbol{w}(t)|_{N}\right)
\end{aligned}
$$

and
$\boldsymbol{\operatorname { G r a d }}_{\boldsymbol{x}} \boldsymbol{\varphi}_{N}(\boldsymbol{x}(T)+\boldsymbol{y}(T))=\boldsymbol{\operatorname { G r a d }}_{\boldsymbol{x}} \boldsymbol{\varphi}(\boldsymbol{x}(T))+\operatorname{Hess}_{\boldsymbol{x}} \boldsymbol{\varphi}_{N}(\boldsymbol{x}(T)) \boldsymbol{y}(T)+o\left(|\boldsymbol{y}(T)|_{N}\right)$
as a consequence of the chainrule of Proposition 4.1. Here for convenience, we used the matrix representation (4.15) for mean-field Hessians in $\left(\mathbb{R}^{d}\right)^{N}$ introduced in Remark 4.3.

It is again possible to interpret the partial linearization of the differential generalized inclusion (4.38) as the Pontryagin maximum principle for the linear-quadratic problem

$$
\left\{\begin{aligned}
\min _{\boldsymbol{w}(\cdot) \in \mathcal{U}_{\tau}^{N}} & {\left[\int_{\tau}^{T}\left(\frac{1}{2}\langle\boldsymbol{A}(t) \boldsymbol{y}(t), \boldsymbol{y}(t)\rangle_{N}+\frac{1}{2}\langle\boldsymbol{B}(t) \boldsymbol{w}(t), \boldsymbol{w}(t)\rangle_{N}\right) \mathrm{d} t+\frac{1}{2}\langle\boldsymbol{C}(T) \boldsymbol{y}(T), \boldsymbol{y}(T)\rangle_{N}\right] } \\
\text { s.t. } & \left\{\begin{array}{l}
\dot{y}_{i}(t)=\mathrm{D}_{x} \boldsymbol{v}_{N}\left[\boldsymbol{x}_{N}^{*}(t)\right]\left(t, x_{i}^{*}(t)\right) y_{i}(t)+\frac{1}{N} \sum_{j=1}^{N} \mathbf{D}_{x_{j}} \boldsymbol{v}_{N}\left[\boldsymbol{x}_{N}^{*}(t)\right]\left(t, x_{i}^{*}(t)\right) y_{j}(t) \\
y_{i}(\tau)=0 .
\end{array}\right.
\end{aligned}\right.
$$

where $\mathcal{U}_{\tau}^{N}=\left\{v \in L^{\infty}\left([\tau, T], U^{N}\right)\right.$ s.t. $\boldsymbol{u}_{N}^{*}(t)+\boldsymbol{w}(t) \in U^{N}$ for $\mathscr{L}^{1}$-almost every $\left.t \in[\tau, T]\right\}$ and

$$
\left\{\begin{aligned}
\boldsymbol{A}(t) & =-\boldsymbol{\operatorname { H e s s }}_{\boldsymbol{x}} \mathbb{H}_{N}\left(t, \boldsymbol{x}_{N}^{*}(t), \boldsymbol{r}_{N}^{*}(t), \boldsymbol{u}_{N}^{*}(t)\right), \\
\boldsymbol{B}(t) & =-\boldsymbol{H e s s}_{u} \mathbb{H}_{N}\left(t, \boldsymbol{x}_{N}^{*}(t), \boldsymbol{r}_{N}^{*}(t), \boldsymbol{u}_{N}^{*}(t)\right), \\
\boldsymbol{C}(T) & =\boldsymbol{\operatorname { H e s s }}_{\boldsymbol{x}} \boldsymbol{\varphi}_{N}\left(\boldsymbol{x}_{N}^{*}(T)\right) .
\end{aligned}\right.
$$

Moreover, we assumed in $\left(\mathbf{C O}_{N}\right)$ that there exists a constant $\rho_{T}$, which is independent
from $N$, such that the mean-field coercivity estimate

$$
\begin{aligned}
\operatorname{Hess}_{\boldsymbol{x}} \boldsymbol{\varphi}_{N}\left[\boldsymbol{x}_{N}^{*}(T)\right](\boldsymbol{y}(T), \boldsymbol{y}(T)) & -\int_{0}^{T} \boldsymbol{\operatorname { H e s s }}_{\boldsymbol{x}} \mathbb{H}_{N}\left[t, \boldsymbol{x}_{N}^{*}(t), \boldsymbol{r}_{N}^{*}(t), \boldsymbol{u}_{N}^{*}(t)\right](\boldsymbol{y}(t), \boldsymbol{y}(t)) \mathrm{d} t \\
& -\int_{0}^{T} \boldsymbol{\operatorname { H e s s }}_{\boldsymbol{u}} \mathbb{H}_{N}\left[t, \boldsymbol{x}_{N}^{*}(t), \boldsymbol{r}_{N}^{*}(t), \boldsymbol{u}_{N}^{*}(t)\right](\boldsymbol{w}(t), \boldsymbol{w}(t)) \mathrm{d} t \\
& \geq \rho_{T} \int_{0}^{T}|\boldsymbol{w}(t)|_{N}^{2} \mathrm{~d} t
\end{aligned}
$$

holds for any admissible pair $(\boldsymbol{w}(\cdot), \boldsymbol{y}(\cdot)) \in L^{2}\left([0, T],\left(\mathbb{R}^{d}\right)^{N}\right) \times W^{1,2}\left([0, T],\left(\mathbb{R}^{d}\right)^{N}\right)$ solution of the linearized mean-field dynamics.

We can therefore apply Theorem 4.3 to $\left(\mathcal{P}_{N}\right)$ and recover the existence of an open neighbourhood $\mathscr{N} \subset[0, T] \times\left(\mathbb{R}^{d}\right)^{N}$ of $\operatorname{Graph}\left(\boldsymbol{x}^{*}(\cdot)\right)$ along with that of a locally optimal Lipschitz feedback $\tilde{\boldsymbol{u}}(\cdot, \cdot)$ defined over $\mathscr{N} \cap\left([0, T] \times \overline{B\left(0, R_{T}\right)^{N}}\right)$ which Lipschitz constant $\mathcal{L}_{U}$ depends only on the structural constant $\mathcal{L}_{\mathcal{K}}$ introduced in Corollary 4.1 and on the coercivity constant $\rho_{T}$ introduced in $\left(\mathbf{C O}_{N}\right)$. In particular, $\mathcal{L}_{U}$ is independent from $N$.

For any $i \in\{1, \ldots, N\}$, we associate to $x_{i}^{*}(\cdot)$ the projected control maps $\tilde{u}_{i}: \mathscr{N}_{i} \equiv$ $\pi^{i}(\mathscr{N}) \rightarrow \mathbb{R}^{d}$ defined by

$$
\tilde{u}_{i}(t, x)=\tilde{\boldsymbol{u}}_{i}\left(t, \hat{\boldsymbol{x}}_{i}^{x}(t)\right),
$$

where $\hat{\boldsymbol{x}}_{i}^{x}(t)=\left(x_{1}^{*}(t), \ldots, x_{i-1}^{*}(t), x, x_{i+1}^{*}(t), \ldots, x_{N}^{*}(t)\right)$ denotes the element in $\left(\mathbb{R}^{d}\right)^{N}$ which has all its components matching that of $\boldsymbol{x}^{*}(t)$ except the $i$-th one which is free and equal to $x$. By construction, each $\tilde{u}_{i}(\cdot, \cdot)$ defines a locally optimal feedback in the neighbourhood $\mathscr{N}_{i}$ of $\operatorname{Graph}\left(x_{i}^{*}(\cdot)\right)$. Furthermore, we can derive the following uniform estimate for the projected control maps

$$
\begin{aligned}
\left|\tilde{u}_{i}(t, y)-\tilde{u}_{i}(t, x)\right| & =\left|\tilde{\boldsymbol{u}}_{i}\left(t, \hat{\boldsymbol{x}}_{i}^{y}(t)\right)-\tilde{\boldsymbol{u}}_{i}\left(t, \hat{\boldsymbol{x}}_{i}^{x}(t)\right)\right| \\
& \leq\left(\sum_{j=1}^{N}\left|\tilde{\boldsymbol{u}}_{j}\left(t, \hat{\boldsymbol{x}}_{i}^{y}(t)\right)-\tilde{\boldsymbol{u}}_{j}\left(t, \hat{\boldsymbol{x}}_{i}^{x}(t)\right)\right|^{2}\right)^{1 / 2} \\
& =\sqrt{N} \mid \tilde{\boldsymbol{u}}\left(t, \hat{\boldsymbol{x}}_{i}^{y}(t)\right)-\tilde{\boldsymbol{u}}\left(t, \hat{\boldsymbol{x}}_{i}^{x}(t)| |_{N}\right. \\
& \leq \sqrt{N} \mathcal{L}_{U}\left|\hat{\boldsymbol{x}}_{i}^{y}(t)-\hat{\boldsymbol{x}}_{i}^{x}(t)\right|_{N}=\mathcal{L}_{U}|y-x|,
\end{aligned}
$$

so that we recover the uniform Lipschitz estimate

$$
\left|\tilde{u}_{i}(t, y)-\tilde{u}_{i}(t, x)\right| \leq \mathcal{L}_{U}|y-x|
$$

for all $(t, x, y) \in[0, T] \times \pi_{\mathbb{R}^{d}}\left(\mathscr{N}_{i}\right)^{2}$. This shows that the projected optimal control $\tilde{u}_{i}(\cdot, \cdot)$ maps are Lipschitz-regular in space uniformly with respect to $N$.

Therefore, each $\tilde{u}_{i}(\cdot, \cdot)$ can be defined unequivocally on a closed neighbourhood of $\operatorname{Graph}\left(x_{i}^{*}(\cdot)\right)$ contained in $\mathscr{N}_{i}$. By using e.g. Kirszbraun's Extension Theorem (see e.g. [76, Theorem 2.10.43]) combined with a projection on the convex and compact set $U$, one can define a global optimal control map $u_{N}^{*}:[0, T] \times \mathbb{R}^{d} \rightarrow U$ such that $u_{N}^{*}\left(t, x_{i}^{*}(t)\right)=u_{i}^{*}(t)$ for all $t \in[0, T]$ and $\sup _{t \in[0, T]} \operatorname{Lip}\left(u_{N}^{*}(t, \cdot) ; \mathbb{R}^{d}\right) \leq \mathcal{L}_{U}$.

Remark 4.4 (Absence of collisions and crossings of characteristics). Notice that as a consequence of our results, particles cannot collide into one another. This comes from the fact that under Cauchy-Lipschitz well-posedness, the solutions defined in the superposition
sense of Theorem 1.6 are concentrated on well-defined and non-crossing characteristic curves. Let it be remarked that such an absence of collision is not sufficient for the Lipschitz regularity of the optimal controls. This fact is highlighted in Section 4.3.2 where we provide an example in which no collisions can occur between particles, and yet the uniform coercivity estimate $\left(\mathbf{C O}_{N}\right)$ is necessary and sufficient for the Lipschitz regularity in space of the optimal control.

## Step 3 : Existence of Lipschitz optimal controls for problem $(\mathcal{P})$

In this third and last step, we show that the sequence of optimal maps $\left(u_{N}^{*}(\cdot, \cdot)\right)$ that we constructed in Proposition 4.4 is compact in a suitable topology and that the limits along suitable subsequences are optimal solutions of problem $(\mathcal{P})$ which are Lipschitz-regular in space. We state in the following proposition a variation of the classical Dunford-Pettis compactness criterion (see e.g. [14, Theorem 1.38]).

Proposition 4.5 (Compactness of Lipschitz-in-space optimal maps). Let $\mathcal{L}_{U}>0$ be a positive constant and $\Omega \subset \mathbb{R}^{d}$ be a bounded set. Then, the set

$$
\mathcal{U}_{\mathcal{L}_{U}}=\left\{u(\cdot, \cdot) \in L^{2}([0, T], \operatorname{Lip}(\Omega, U)) \text { s.t. } \sup _{t \in[0, T]}\|u(t, \cdot)\|_{W^{1, \infty}(\Omega, U)} \leq \mathcal{L}_{U}\right\}
$$

is compact in the weak topology of $L^{2}\left([0, T], W^{1, p}\left(\Omega, \mathbb{R}^{d}\right)\right)$ for any $p \in(1,+\infty)$.
Proof. See [82, Theorem 2.5] in which this result is also used in the context of mean-field optimal control.

This compactness result allows to derive the following convergence result on the sequence of mean-field controls $\left(u_{N}^{*}(\cdot, \cdot)\right)$ built in Step 2.

Corollary 4.2 (Convergence of Lipschitz optimal control). There exists a map $u^{*}(\cdot, \cdot) \in$ $L^{\infty}\left([0, T], \operatorname{Lip}\left(\mathbb{R}^{d}, U\right)\right)$ such that the sequence of Lipschitz optimal controls maps $\left(u_{N}^{*}(\cdot, \cdot)\right)$ defined in Proposition 4.4 converges weakly towards $u^{*}(\cdot, \cdot)$ along a subsequence.

Proof. This result comes from a direct application of Proposition 4.5 to the sequence of optimal maps built in Proposition 4.4 up to redefining $\mathcal{L}_{U} \equiv \max \left\{L_{U}, \mathcal{L}_{U}\right\}$.

We now prove that the generalized optimal control $\boldsymbol{\nu}^{*} \in \mathscr{U}$ for problem $\left(\mathcal{P}_{\text {meas }}\right)$ is in fact induced by the Lipschitz-in-space optimal control $u^{*}(\cdot, \cdot) \in L^{\infty}\left([0, T], \operatorname{Lip}\left(\mathbb{R}^{d}, U\right)\right)$ which has been defined in Corollary 4.2. Remark first that by construction of the maps $\left(u_{N}^{*}(\cdot, \cdot)\right)$, it holds that

$$
\begin{aligned}
\boldsymbol{\nu}_{N}^{*} & =\int_{[0, T]}\left(\frac{1}{N} \sum_{i=1}^{N} u_{i}^{*}(t) \delta_{x_{i}^{*}(t)}\right) \mathrm{d} \lambda(t) \\
& =\int_{[0, T]}\left(\frac{1}{N} \sum_{i=1}^{N} u_{N}^{*}\left(t, x_{i}^{*}(t)\right) \delta_{x_{i}^{*}(t)}\right) \mathrm{d} \lambda(t)=u_{N}^{*}(\cdot, \cdot) \tilde{\mu}_{N}^{*}
\end{aligned}
$$

for any $N \geq 1$, where $\boldsymbol{\nu}_{N}^{*} \in \mathscr{U}$ denotes the generalized discrete control measure introduced in Theorem 4.2. In the following proposition, we prove that the sequence $\left(u_{N}^{*}(\cdot, \cdot) \tilde{\mu}_{N}^{*}\right)$ converges towards $u^{*}(\cdot, \cdot) \tilde{\mu}^{*}$ in the weak-* topology of $\mathcal{M}\left([0, T] \times \mathbb{R}^{d}, U\right)$.

Proposition 4.6 (Convergence of generalized Lipschitz optimal controls). Let $\left(\mu_{N}^{*}(\cdot)\right) \subset$ $\operatorname{Lip}\left([0, T], \mathscr{P}_{N}\left(\mathbb{R}^{d}\right)\right)$ be the sequence of optimal measure curves associated with $\left(\mathcal{P}_{N}\right)$ and $\left(u_{N}^{*}(\cdot, \cdot)\right) \subset L^{\infty}\left([0, T], \operatorname{Lip}\left(\mathbb{R}^{d}, U\right)\right)$ be the sequence of Lipschitz controls built in Proposition 4.4. Then, the sequence $\left(\boldsymbol{\nu}_{N}^{*}\right)=\left(u_{N}^{*}(\cdot, \cdot) \tilde{\mu}_{N}^{*}\right)$ converges towards $\boldsymbol{\nu}^{*}=u^{*}(\cdot, \cdot) \tilde{\mu}^{*}$ in the weak-* topology of $\mathcal{M}\left([0, T] \times \Omega, \mathbb{R}^{d}\right)$.

Proof. We know by Proposition 4.5 that for any $p \in(1,+\infty)$, there exists a subsequence of $\left(u_{N}^{*}(\cdot, \cdot)\right)$ which converges in the weak-topology of $L^{2}\left([0, T], W^{1, p}(\Omega, U)\right)$ towards $u^{*}(\cdot, \cdot) \in$ $\mathcal{U}_{\mathcal{L}_{U}}$. Recalling that one can identify the topological dual $\left(L^{2}\left([0, T], W^{1, p}(\Omega, U)\right)\right)^{\prime}$ with $L^{2}\left([0, T], W^{-1, p^{\prime}}(\Omega, U)\right)$ where $p^{\prime}$ is the conjugate exponent of $p$, the fact that $u_{N}(\cdot, \cdot) \rightharpoonup$ $u(\cdot, \cdot)$ can be written as

$$
\begin{equation*}
\int_{0}^{T}\left\langle\xi(t), u_{N}^{*}(t, \cdot)\right\rangle_{W^{1, p}} \mathrm{~d} t \underset{N \rightarrow+\infty}{\longrightarrow} \int_{0}^{T}\left\langle\xi(t), u^{*}(t, \cdot)\right\rangle_{W^{1, p}} \mathrm{~d} t \tag{4.41}
\end{equation*}
$$

for any $\xi \in L^{2}\left([0, T], W^{-1, p^{\prime}}\left(\Omega, \mathbb{R}^{d}\right)\right)$ and where $\langle\cdot, \cdot\rangle_{W^{1, p}}$ denotes the duality bracket of $W^{1, p}(\Omega, U)$.

Let us now fix in particular a real number $p>d$ so that by Morrey's Embedding (see e.g. [38, Theorem 9.12]) it holds that $W^{1, p}(\Omega, U) \subset C^{0}(\Omega, U)$. By taking the topological dual of each spaces, we recover the reverse inclusion $\mathcal{M}(\Omega, U) \subset W^{-1, p^{\prime}}(\Omega, U)$. The latter relation combined with the definition (1.1) of the duality pairing for vector measures and (4.41) yields that

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{R}^{d}}\left\langle\xi(t, x), u_{N}^{*}(t, x)\right\rangle \mathrm{d} \sigma(t)(x) \mathrm{d} t \underset{N \rightarrow+\infty}{\longrightarrow} \int_{0}^{T} \int_{\mathbb{R}^{d}}\left\langle\xi(t, x), u^{*}(t, x)\right\rangle \mathrm{d} \sigma(t)(x) \mathrm{d} t \tag{4.42}
\end{equation*}
$$

for any measure-valued curve $\sigma(\cdot) \in C^{0}\left([0, T], \mathcal{M}\left(\Omega, \mathbb{R}_{+}\right)\right)$and any $\xi \in C_{c}^{\infty}\left([0, T] \times \Omega, \mathbb{R}^{d}\right)$. Remark now that for any $N \geq 1$, one has that

$$
\begin{align*}
& \left|\int_{0}^{T} \int_{\mathbb{R}^{d}}\left\langle\xi(t, x), u^{*}(t, x)\right\rangle \mathrm{d} \mu^{*}(t)(x) \mathrm{d} t-\int_{0}^{T} \int_{\mathbb{R}^{d}}\left\langle\xi(t, x), u_{N}^{*}(t, x)\right\rangle \mathrm{d} \mu_{N}^{*}(t)(x) \mathrm{d} t\right| \\
\leq & \left|\int_{0}^{T} \int_{\mathbb{R}^{d}}\left\langle\xi(t, x), u^{*}(t, x)-u_{N}^{*}(t, x)\right\rangle \mathrm{d} \mu^{*}(t)(x) \mathrm{d} t\right|  \tag{4.43}\\
+ & \left|\int_{0}^{T} \int_{\mathbb{R}^{d}}\left\langle\xi(t, x), u_{N}^{*}(t, x)\right\rangle \mathrm{d}\left(\mu^{*}(t)-\mu_{N}^{*}(t)\right)(x) \mathrm{d} t\right|
\end{align*}
$$

The first term in the right-hand side of (4.43) vanishes as $N \rightarrow+\infty$ as a consequence of (4.42). By invoking Kantorovich's duality formula (1.4) along with the uniform Lipschitzregularity of the maps $\left(u_{N}^{*}(\cdot, \cdot)\right)$, we can obtain the following upper bound on the second term in the right-hand side of (4.43)

$$
\begin{aligned}
& \left|\int_{0}^{T} \int_{\mathbb{R}^{d}}\left\langle\xi(t, x), u_{N}^{*}(t, x)\right\rangle \mathrm{d}\left(\mu^{*}(t)-\mu_{N}^{*}(t)\right)(x) \mathrm{d} t\right| \\
\leq & \left(\mathcal{L}_{U} \sup _{t \in[0, T]} \operatorname{Lip}(\xi(t, \cdot) ; \Omega)\right) \sup _{t \in[0, T]} W_{1}\left(\mu(t), \mu_{N}(t)\right) \underset{N \rightarrow+\infty}{\longrightarrow} 0 .
\end{aligned}
$$

Therefore, we recover that

$$
\int_{0}^{T} \int_{\mathbb{R}^{d}}\left\langle\xi(t, x), u_{N}^{*}(t, x)\right\rangle \mathrm{d} \mu_{N}^{*}(t)(x) \mathrm{d} t \underset{N \rightarrow+\infty}{\longrightarrow} \int_{0}^{T} \int_{\mathbb{R}^{d}}\left\langle\xi(t, x), u^{*}(t, x)\right\rangle \mathrm{d} \mu^{*}(t)(x) \mathrm{d} t
$$

which precisely amounts to saying that $\boldsymbol{\nu}_{N}^{*} \rightharpoonup^{*} u^{*}(\cdot, \cdot) \tilde{\mu}^{*}$ as $N \rightarrow+\infty$ along the same subsequence.

By uniqueness of the weak-* limit in $\mathcal{M}\left([0, T] \times \mathbb{R}^{d}, U\right)$, we obtain by combining Proposition 4.6 with Theorem 4.2 that the optimal solution $\boldsymbol{\nu}^{*} \in \mathscr{U}$ of $\left(\mathcal{P}_{\text {meas }}\right)$ is induced by $u^{*}(\cdot, \cdot)$. This allows to conclude that the pair $\left(u^{*}(\cdot, \cdot), \mu^{*}(\cdot)\right) \in L^{\infty}\left([0, T], \operatorname{Lip}\left(\mathbb{R}^{d}, U\right)\right) \times$ $\operatorname{Lip}\left([0, T], \mathscr{P}\left(\overline{B\left(0, R_{T}\right)}\right)\right.$ is a classical optimal pair for $(\mathcal{P})$, which concludes the proof of Theorem 4.1.

### 4.3 Discussions on the coercivity assumption ( $\mathrm{CO}_{N}$ )

In this section, we discuss more in detail the mean-field coercivity assumptions $\mathbf{C O}{ }_{N}$. In Section 4.3.1, we derive a generic sufficient condition on the control cost $\psi: U \rightarrow[0,+\infty]$ for the uniform mean-field coercivity to hold. We further develop in Section 4.3 .2 an example in which hypotheses $\left(\mathbf{C O}_{N}\right)$ is both necessary and sufficient for the Lipschitz regularity in space of the optimal control.

### 4.3.1 A generic sufficient condition for coercivity

In this section, we prove a simple and general sufficient condition for the coercivity estimate $\left(\mathbf{C O}_{N}\right)$ to hold, stated in the following proposition.

Proposition 4.7 (A sufficient condition for mean-field coercivity). Consider a meanfield optimal control problem of the form $(\mathcal{P})$, and suppose that hypotheses $(\mathbf{H} \mathbf{1})-(\mathbf{H} 6)$ hold. Then, there exists a constant $\lambda_{\mathcal{P}}>0$ such that, if the control cost $\psi(\cdot)$ is $\lambda_{\psi^{-}}$ strongly convex with $\lambda_{\psi}>\lambda_{\mathcal{P}}$, then the mean-field coercivity estimate $\left(\mathbf{C O}_{N}\right)$ holds with $\rho_{T}=\lambda_{\psi}-\lambda_{\mathcal{P}}$.

The main ingredient involved in the proof of this result is contained in the following technical lemma, which proof is provided for the sake of completeness.

Lemma 4.3 ( $C^{2}$-functions are $\lambda$-convex on convex and compact sets). Let $K \subset \mathbb{R}^{d}$ be a convex and compact set and $\phi \in C^{0}\left(\mathscr{P}_{c}\left(\mathbb{R}^{d}\right), \mathbb{R}\right)$ be $C_{\mathrm{loc}}^{2,1}-M F$ regular. Then, it holds that

$$
\operatorname{Hess} \phi_{N}[\boldsymbol{x}](\boldsymbol{h}, \boldsymbol{h}) \geq-\operatorname{Lip}\left(\boldsymbol{\operatorname { G r a d }} \boldsymbol{\phi}_{N}(\cdot) ; K^{N}\right)|\boldsymbol{h}|_{N}^{2}
$$

for any $\boldsymbol{x}, \boldsymbol{y} \in K^{N}$, where $\left(\phi_{N}(\cdot)\right)$ denotes the discrete approximating sequence of $\phi(\cdot)$.

Proof. The proof of this result is split into two steps. We first prove a $\lambda$-convexity inequality for $\phi_{N}(\cdot)$, and then proceed by showing that the latter implies the claimed lower bound on the Hessian matrix.

Let $\boldsymbol{x}, \boldsymbol{y} \in K^{N}$ and $t \in[0,1]$. As a consequence of Proposition 4.1, we can write the following integral Taylor formulas for $\phi_{N}(\cdot)$

$$
\left\{\begin{align*}
\phi_{N}((1-t) \boldsymbol{x}+t \boldsymbol{y}) & =\boldsymbol{\phi}_{N}(\boldsymbol{x})+\int_{0}^{1}\left\langle\boldsymbol{\operatorname { G r a d }} \boldsymbol{\phi}_{N}(\boldsymbol{x}+s t(\boldsymbol{y}-\boldsymbol{x})), t(\boldsymbol{y}-\boldsymbol{x})\right\rangle_{N} \mathrm{~d} s,  \tag{4.44}\\
\boldsymbol{\phi}_{N}(\boldsymbol{y}) & =\boldsymbol{\phi}_{N}(\boldsymbol{x})+\int_{0}^{1}\left\langle\boldsymbol{\operatorname { G r a d }} \boldsymbol{\phi}_{N}(\boldsymbol{x}+s(\boldsymbol{y}-\boldsymbol{x})), \boldsymbol{y}-\boldsymbol{x}\right\rangle_{N} \mathrm{~d} s
\end{align*}\right.
$$

Combining the two equations of (4.44), we obtain that

$$
\begin{aligned}
& \boldsymbol{\phi}_{N}((1-t) \boldsymbol{x}+t \boldsymbol{y})-(1-t) \boldsymbol{\phi}_{N}(\boldsymbol{x})-t \boldsymbol{\phi}_{N}(\boldsymbol{y}) \\
= & \int_{0}^{1}\left\langle\boldsymbol{\operatorname { G r a d }} \boldsymbol{\phi}_{N}(\boldsymbol{x}+s t(\boldsymbol{y}-\boldsymbol{x})), t(\boldsymbol{y}-\boldsymbol{x})\right\rangle_{N} \mathrm{~d} s \\
- & \int_{0}^{1}\left\langle\boldsymbol{\operatorname { G r a d }} \boldsymbol{\phi}_{N}(\boldsymbol{x}+s(\boldsymbol{y}-\boldsymbol{x})), t(\boldsymbol{y}-\boldsymbol{x})\right\rangle_{N} \mathrm{~d} s \leq \frac{t(1-t)}{2} \operatorname{Lip}\left(\boldsymbol{\operatorname { G r a d }} \boldsymbol{\phi}_{N}(\cdot) ; K^{N}\right)|\boldsymbol{y}-\boldsymbol{x}|_{N}^{2},
\end{aligned}
$$

where we used the fact that both $\boldsymbol{x}+s t(\boldsymbol{y}-\boldsymbol{x})$ and $\boldsymbol{x}+s(\boldsymbol{y}-\boldsymbol{x})$ belong to $K^{N}$ since this set is convex. Therefore, we have shown that the map $\phi_{N}(\cdot)$ is $\lambda$-convex over $K^{N}$ with $\lambda=-\operatorname{Lip}\left(\mathbf{G r a d}\left(\boldsymbol{\phi}_{N}(\cdot) ; K^{N}\right)\right.$.

Choose now in particular $\boldsymbol{y}=\boldsymbol{x}+\boldsymbol{h}$ with $|\boldsymbol{h}|_{N}$ small. The $\lambda$-convexity inequality of $\phi_{N}(\cdot)$ can be rewritten as

$$
\begin{equation*}
\boldsymbol{\phi}_{N}(\boldsymbol{x}+t \boldsymbol{h}) \leq t\left(\boldsymbol{\phi}_{N}(\boldsymbol{x}+\boldsymbol{h})-\boldsymbol{\phi}_{N}(\boldsymbol{x})\right)+\frac{t(1-t)}{2} \operatorname{Lip}\left(\boldsymbol{\operatorname { G r a d }} \boldsymbol{\phi}_{N}(\cdot) ; K^{N}\right)|\boldsymbol{h}|_{N}^{2} \tag{4.45}
\end{equation*}
$$

By applying (4.4) of Proposition 4.1 to (4.45), we recover that

$$
t^{2} \text { Hess } \boldsymbol{\phi}_{N}[\boldsymbol{x}](\boldsymbol{h}, \boldsymbol{h}) \leq t \text { Hess } \boldsymbol{\phi}_{N}[\boldsymbol{x}](\boldsymbol{h}, \boldsymbol{h})+t(1-t) \operatorname{Lip}\left(\boldsymbol{\operatorname { G r a d }} \boldsymbol{\phi}_{N}(\cdot) ; K^{N}\right)|\boldsymbol{h}|_{N}^{2},
$$

so that dividing by $t$ and letting $t \rightarrow 0^{+}$, we obtain

$$
\operatorname{Hess} \phi_{N}[\boldsymbol{x}](\boldsymbol{h}, \boldsymbol{h}) \geq-\operatorname{Lip}\left(\operatorname{Grad} \phi_{N}(\cdot) ; K^{N}\right)|\boldsymbol{h}|_{N}^{2},
$$

which concludes the proof of our claim.

Proof. (of Proposition 4.7) As a consequence of hypotheses (H3)-(H6) and of the uniform bounds derived in Proposition 4.3 on the Pontryagin triples $\left(\boldsymbol{u}^{*}(\cdot), \boldsymbol{x}^{*}(\cdot), \boldsymbol{r}^{*}(\cdot)\right)$, we know that the mean-field Hamiltonian $\mathbb{H}_{N}(\cdot, \cdot, \cdot, \cdot)$ defined in (4.28) and the final cost $\boldsymbol{\varphi}_{N}(\cdot)$ are $C_{\mathrm{loc}}^{2,1}$-MF regular with respect to $(\boldsymbol{x}, \boldsymbol{u}) \in\left(\mathbb{R}^{d}\right)^{N} \times U^{N}$. By Grönwall Lemma, we furthermore know that solutions $\boldsymbol{y}(\cdot)$ of the mean-field linearized system described in $\left(\mathbf{C O}_{N}\right)$ are contained in a product of compact sets $K^{N} \subset\left(\mathbb{R}^{d}\right)^{N}$ and that

$$
\max \left\{|\boldsymbol{y}(T)|_{N}^{2}, \int_{0}^{T}|\boldsymbol{y}(t)|_{N}^{2} \mathrm{~d} t\right\} \leq C_{T} \int_{0}^{T}|\boldsymbol{w}(t)|_{N}^{2} \mathrm{~d} t
$$

for a given uniform constant $C_{T}>0$. Merging these few facts together along with the
statement of Lemma 4.3, we obtain the existence of a uniform constant $\lambda_{\mathcal{P}}>0$ such that

$$
\begin{align*}
\boldsymbol{H e s s}_{\boldsymbol{x}} \boldsymbol{\varphi}_{N}\left[\boldsymbol{x}_{N}^{*}(T)\right](\boldsymbol{y}(T), \boldsymbol{y}(T)) & -\int_{0}^{T} \boldsymbol{\operatorname { H e s s }}_{\boldsymbol{x}} \mathbb{H}_{N}\left[t, \boldsymbol{x}_{N}^{*}(t),-\boldsymbol{r}_{N}^{*}(t), \boldsymbol{u}_{N}^{*}(t)\right](\boldsymbol{y}(t), \boldsymbol{y}(t)) \mathrm{d} t \\
\geq & -\lambda_{\mathcal{P}} \int_{0}^{T}|\boldsymbol{w}(t)|_{N}^{2} \mathrm{~d} t . \tag{4.46}
\end{align*}
$$

Notice now that by the strong convexity assumption made on $\psi(\cdot)$ in, it holds that

$$
\begin{align*}
& -\int_{0}^{T} \operatorname{Hess}_{\boldsymbol{u}} \mathbb{H}_{N}\left[t, \boldsymbol{x}_{N}^{*}(t),-\boldsymbol{r}_{N}^{*}(t), \boldsymbol{u}_{N}^{*}(t)\right](\boldsymbol{w}(t), \boldsymbol{w}(t)) \mathrm{d} t \\
= & \frac{1}{N} \sum_{i=1}^{N} \int_{0}^{T}\left\langle\nabla^{2} \psi\left(u_{i}^{*}(t)\right) w_{i}(t), w_{i}(t)\right\rangle \mathrm{d} t \leq \lambda_{\psi} \int_{0}^{T}|\boldsymbol{w}(t)|_{N}^{2} \mathrm{~d} t . \tag{4.47}
\end{align*}
$$

Combining (4.46) and (4.47), we obtain the uniform coercivity-type estimate

$$
\begin{aligned}
\boldsymbol{H e s s}_{x} \boldsymbol{\varphi}_{N}\left[\boldsymbol{x}_{N}^{*}(T)\right](\boldsymbol{y}(T), \boldsymbol{y}(T)) & -\int_{0}^{T} \boldsymbol{H e s s}_{\boldsymbol{x}} \mathbb{H}_{N}\left[t, \boldsymbol{x}_{N}^{*}(t),-\boldsymbol{r}_{N}^{*}(t), \boldsymbol{u}_{N}^{*}(t)\right](\boldsymbol{y}(t), \boldsymbol{y}(t)) \mathrm{d} t \\
& -\int_{0}^{T} \boldsymbol{H e s s}_{\boldsymbol{u}} \mathbb{H}_{N}\left[t, \boldsymbol{x}_{N}^{*}(t),-\boldsymbol{r}_{N}^{*}(t), \boldsymbol{u}_{N}^{*}(t)\right](\boldsymbol{w}(t), \boldsymbol{w}(t)) \mathrm{d} t \\
& \geq\left(\lambda_{\psi}-\lambda_{\mathcal{P}}\right) \int_{0}^{T}|\boldsymbol{w}(t)|_{N}^{2} \mathrm{~d} t
\end{aligned}
$$

Therefore, up to choosing a control cost with strong convexity constant $\lambda_{\psi}>\lambda_{\mathcal{P}}$, the meanfield coercivity estimate of hypothesis $\left(\mathbf{C O}_{N}\right)$ is ensured to hold with $\rho_{T}=\lambda_{\psi}-\lambda_{\mathcal{P}}$.

### 4.3.2 Sharpness of the mean-field coercivity condition ( $\mathrm{CO}_{N}$ ) on a 1D example

In this section, we look into a simple example of on the real line for which the mean-field coercivity condition $\left(\mathbf{C O}_{N}\right)$ is both necessary and sufficient for the existence of a meanfield Lipschitz optimal control. With this aim, we consider the following Wasserstein optimal control problem
consisting in maximizing the variance at time $T>0$ of a measure curve $\mu(\cdot)$ starting from the indicator function of $[-1,1]$ at time $t=0$, while penalizing the $L^{2}$-norm of the control. Here, the set of admissible control values is $U=[-C, C]$ for a positive constant $C>0$, and the parameter $\lambda>0$ is the relative weight between the final cost and the control penalization.

It can be verified straightforwardly that this problem fits the hypotheses (H1)-(H6) of Theorem 4.1. Given a sequence of empirical measures $\left(\mu_{N}^{0}\right) \equiv\left(\mu\left[\boldsymbol{x}_{N}\right]\right) \subset \mathscr{P}_{N}(\mathbb{R})$ converging narrowly towards $\mu^{0}$, we can define the family ( $\mathcal{P}_{V}^{N}$ ) of discretized multi-agent
problems as

$$
\left(\mathcal{P}_{V}^{N}\right)\left\{\begin{array}{l}
\min _{u(\cdot) \in \mathcal{U}_{N}}\left[\begin{array}{l}
\left.\frac{\lambda}{2 N} \sum_{i=1}^{N} \int_{0}^{T} u_{i}^{2}(t) \mathrm{d} t-\frac{1}{2 N} \sum_{i=1}^{N}\left|x_{i}(T)-\overline{\boldsymbol{x}}(T)\right|^{2}\right] \\
\text { s.t. }\left\{\begin{array}{l}
\dot{x}_{i}(t)=u_{i}(t), \\
x_{i}(0)=x_{i}^{0} .
\end{array}\right.
\end{array}\right.
\end{array}\right.
$$

where $\overline{\boldsymbol{x}}(\cdot)=\frac{1}{N} \sum_{i=1}^{N} x_{i}(\cdot)$ and $\mathcal{U}_{N}=L^{\infty}([0, T], U)$. As a consequence of Proposition 4.2, there exists for any $N \geq 1$ an optimal pair control-trajectory $\left(\boldsymbol{u}_{N}^{*}(\cdot), \boldsymbol{x}_{N}^{*}(\cdot)\right) \in$ $L^{\infty}\left([0, T], U^{N}\right) \times \operatorname{Lip}\left([0, T],\left(\mathbb{R}^{d}\right)^{N}\right)$ for $\left(\mathcal{P}_{V}^{N}\right)$.

The mean-field Hamiltonian associated to $\left(\mathcal{P}_{V}^{N}\right)$ is given by

$$
\begin{equation*}
\mathbb{H}_{N}:(t, \boldsymbol{x}, \boldsymbol{r}, \boldsymbol{u}) \in[0, T] \times\left(\mathbb{R}^{3}\right)^{N} \mapsto \frac{1}{N} \sum_{i=1}^{N}\left(\left\langle r_{i}, u_{i}\right\rangle-\frac{1}{2}\left|u_{i}\right|^{2}\right) . \tag{4.48}
\end{equation*}
$$

By applying the mean-field Pontryagin Maximum Principle displayed in Proposition 4.3, we obtain the existence of a covector $\boldsymbol{r}_{N}^{*}(\cdot) \in \operatorname{Lip}\left([0, T], \mathbb{R}^{N}\right)$ such that

$$
\left\{\begin{aligned}
\dot{r}_{i}^{*}(t) & =-\operatorname{Grad}_{x_{i}} \mathbb{H}_{N}\left(t, \boldsymbol{x}_{N}^{*}(t), \boldsymbol{r}_{N}^{*}(t), \boldsymbol{u}_{N}^{*}(t)\right)=0, \\
r_{i}^{*}(T) & =\operatorname{Grad}_{x_{i}} \operatorname{Var}_{N}\left(\boldsymbol{x}_{N}^{*}(T)\right)=x_{i}^{*}(T)-\overline{\boldsymbol{x}}^{*}(T), \\
u_{i}^{*}(t) & \in \underset{v \in U}{\operatorname{argmax}}\left[\left\langle r_{i}^{*}(t), v\right\rangle-\frac{1}{2}|v|^{2}\right] .
\end{aligned}\right.
$$

Therefore, the optimal covector $\boldsymbol{r}_{N}^{*}(\cdot)$ is constant and uniquely determined via

$$
r_{i}^{*}(t)=x_{i}^{*}(T)-\overline{\boldsymbol{x}}^{*}(T) .
$$

Moreover, the optimal control $\boldsymbol{u}_{N}^{*}(\cdot)$ is also uniquely determined, and its components write explicitly as

$$
\begin{equation*}
u_{i}^{*}(t)=\pi_{U}\left(r_{i}^{*}(t)\right) \equiv \pi_{[-C, C]}\left(\frac{x_{i}^{*}(T)-\overline{\boldsymbol{x}}^{*}(T)}{\lambda}\right), \tag{4.49}
\end{equation*}
$$

for all $i \in\{1, \ldots, N\}$. It follows directly from this expression that

$$
\dot{\overline{\boldsymbol{x}}}^{*}(t)=\frac{1}{N} \sum_{i=1}^{N} u_{i}^{*}=\frac{1}{N} \sum_{i=1}^{N} \pi_{[-C, C]}\left(\frac{x_{i}^{*}(T)-\overline{\boldsymbol{x}}^{*}(T)}{\lambda}\right)=0 .
$$

Without loss of generality, we can therefore choose $\boldsymbol{x}^{0} \in \mathbb{R}^{N}$ such that $\overline{\boldsymbol{x}}^{*}(\cdot) \equiv \overline{\boldsymbol{x}}^{0}=0$.
In the following lemma, we derive a simple analytical necessary and sufficient condition for the mean-field coercivity assumption to hold for $\left(\mathcal{P}_{V}\right)$.

Lemma 4.4 (Charaterization of the coercivity condition for $\left(\mathcal{P}_{V}\right)$ ). The mean-field coercivity condition $\left(\mathbf{C O}_{N}\right)$ holds for $\left(\mathcal{P}_{V}\right)$ if and only if $\lambda>T$. In which case, the optimal coercivity constant is given by $\rho_{T}=\lambda-T$.

Proof. We start by computing the mean-field Hessians involved in the coercivity estimate.

For any $\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{u}, \boldsymbol{w} \in \mathbb{R}^{N}$, we have as a consequence of Example 4.2 and (4.48) that

$$
\left\{\begin{array}{l}
\operatorname{Hess} \operatorname{Var}_{N}[\boldsymbol{x}](\boldsymbol{y}, \boldsymbol{y})=|\boldsymbol{y}|_{N}^{2}-|\overline{\boldsymbol{y}}|^{2} \leq|\boldsymbol{y}|_{N}^{2}, \\
\operatorname{Hess}_{\boldsymbol{u}} \mathbb{H}_{N}[t, \boldsymbol{x}, \boldsymbol{r}, \boldsymbol{u}](\boldsymbol{w}, \boldsymbol{w})=\lambda|\boldsymbol{w}|_{N}^{2} .
\end{array}\right.
$$

Let $\left(\boldsymbol{w}(\cdot), \boldsymbol{y}(\cdot) \in L^{2}\left([0, T], U^{N}\right) \times W^{1,2}\left([0, T], \mathbb{R}^{N}\right)\right.$ be the solution of the linearized control-state problem

$$
\begin{equation*}
\dot{\boldsymbol{y}}(t)=\boldsymbol{w}(t), \boldsymbol{y}(0)=0, \tag{4.50}
\end{equation*}
$$

with $\boldsymbol{u}_{N}^{*}(t)+\boldsymbol{w}(t) \in U^{N}$. By Cauchy-Schwarz inequality, one can further estimate $|\boldsymbol{y}(T)|_{N}^{2}$ as

$$
|\boldsymbol{y}(T)|_{N}^{2}=\left|\int_{0}^{T} \boldsymbol{w}(t) \mathrm{d} t\right|_{N}^{2} \leq T \int_{0}^{T}|\boldsymbol{w}(t)|_{N}^{2} \mathrm{~d} t
$$

so that we recover

$$
\begin{aligned}
-\operatorname{Hess} \operatorname{Var}_{N}\left[\boldsymbol{x}_{N}^{*}(T)\right](\boldsymbol{y}(T), \boldsymbol{y}(T)) & -\int_{0}^{T} \operatorname{Hess}_{\boldsymbol{u}} \mathbb{H}_{N}\left[t, \boldsymbol{x}_{N}^{*}(t), \boldsymbol{r}_{N}^{*}(t), \boldsymbol{u}_{N}^{*}(t)\right](\boldsymbol{w}(t), \boldsymbol{w}(t)) \mathrm{d} t \\
& \geq(\lambda-T) \int_{0}^{T}|\boldsymbol{w}(t)|_{N}^{2} \mathrm{~d} t,
\end{aligned}
$$

and we obtain that the mean-field coercivity condition $\left(\mathbf{C O}_{N}\right)$ holds whenever $\lambda>T$.
Conversely, let us choose a constant admissible control perturbation $\boldsymbol{w}_{c}(\cdot) \equiv \boldsymbol{w}_{c}$ such that $\overline{\boldsymbol{w}}_{c}=0$. It is always possible to make such a choice since by (4.49), there exists at least two indices $i, j$ such that $\operatorname{sign}\left(u_{i}\right)=-\operatorname{sign}\left(u_{j}\right)$ for all times $t \in[0, T]$. It is then sufficient to choose $\boldsymbol{w}_{c}$ such that

$$
\left\{\begin{array}{l}
\left(\boldsymbol{w}_{c}\right)_{i}=-\operatorname{sign}\left(u_{i}\right) \epsilon,\left(\boldsymbol{w}_{c}\right)_{j}=-\left(\boldsymbol{w}_{c}\right)_{i}, \\
\left(\boldsymbol{w}_{c}\right)_{k}=0 \text { if } k \in\{1, \ldots, N\} \text { and } k \neq i, j,
\end{array}\right.
$$

where $\epsilon>0$ is a small parameter. As a consequence of (4.50), the corresponding state perturbation $\boldsymbol{y}_{c}(\cdot)$ is such that $\overline{\boldsymbol{y}}_{c}(\cdot) \equiv 0$. Moreover, it also holds that

$$
\left|\boldsymbol{y}_{c}(T)\right|_{N}^{2}=T^{2}\left|\boldsymbol{w}_{c}\right|_{N}^{2}=T \int_{0}^{T}\left|\boldsymbol{w}_{c}\right|_{N}^{2} \mathrm{~d} t .
$$

We therefore obtain that for this particular choice of linearized pair control-state, it holds that

$$
\begin{aligned}
& -\operatorname{Hess} \operatorname{Var}_{N}\left[\boldsymbol{x}_{N}^{*}(T)\right]\left(\boldsymbol{y}_{c}(T), \boldsymbol{y}_{c}(T)\right) \\
& -\int_{0}^{T} \boldsymbol{H e s s}_{\boldsymbol{u}} \mathbb{H}_{N}\left[t, \boldsymbol{x}_{N}^{*}(t), \boldsymbol{r}_{N}^{*}(t), \boldsymbol{u}_{N}^{*}(t)\right]\left(\boldsymbol{w}_{c}(t), \boldsymbol{w}_{c}(t)\right) \mathrm{d} t=(\lambda-T) \int_{0}^{T}|\boldsymbol{w}(t)|_{N}^{2} \mathrm{~d} t,
\end{aligned}
$$

so that $\rho_{T}=\lambda-T$ is the sharp mean-field coercivity constant, and the mean-field coercivity condition holds only if $\lambda>T$.

Remark 4.5. In the context of problem $\left(\mathcal{P}_{V}\right)$, the constant $\lambda_{\mathcal{P}}$ introduced in Proposition 4.7 is given explicitly by $\lambda_{\mathcal{P}}=T$, and we have proven that it is sharp.

We can now use this characterization of the coercivity condition to show that it is
itself equivalent to the Lipschitz regularity in space of the optimal controls, uniformly with respect to time.

Proposition 4.8 (Coercivity and regularity). The following statements are equivalent
(i) The mean-field coercivity condition $\lambda>T$ holds.
(ii) For any sequence of empirical measures $\left(\mu_{N}^{0}\right)$ converging narrowly towards $\mu^{0}=$ $\frac{1}{2} \mathbb{1}_{[-1,1]} \mathscr{L}^{1}$ along with the associated discrete optimal pairs $\left(\boldsymbol{u}_{N}^{*}(\cdot), \boldsymbol{x}_{N}^{*}(\cdot)\right)$, it holds that

$$
\left.\left.\mid u_{i}^{*}(t)-u_{j}^{*}(t)\right) \left.\leq \frac{1}{\rho_{T}} \right\rvert\, x_{i}^{*}(t)-x_{j}^{*} t\right) \mid
$$

for all $t \in[0, T]$, where $\rho_{T}=\lambda-T$ is the sharp mean-field coercivity constant of $\left(\mathcal{P}_{V}\right)$.

Proof. Suppose first that the uniform coercivity estimate does not hold, i.e. $\lambda \leq T$. Since the optimal controls are constant over $[0, T]$ as a consequence of (4.49), the total cost of $\left(\mathcal{P}_{V}^{N}\right)$ can be rewritten as
$\mathscr{C}\left(u_{1}, \ldots, u_{N}\right)=\frac{\lambda T}{2 N} \sum_{i=1}^{N} u_{i}^{2}-\frac{1}{2 N} \sum_{i=1}^{N}\left|x_{i}^{0}+T u_{i}\right|^{2}=\frac{1}{2 N} \sum_{i=1}^{N}\left(T(\lambda-T) u_{i}^{2}-2 T x_{i}^{0} u_{i}-\left|x_{i}^{0}\right|^{2}\right)$.
for any $N$-tuple $\boldsymbol{u}=\left(u_{1}, \ldots, u_{N}\right) \in[-C, C]^{N}$. Since $\lambda \leq T$, the minimum of $\mathscr{C}$ is achieved by taking $u_{i}^{*}=\operatorname{sign}\left(x_{i}^{0}\right) C$ for all $i \in\{1, \ldots, N\}$. This further implies that

$$
\left|u_{i}^{*}-u_{j}^{*}\right|=\left\{\begin{array}{lr}
0 & \text { if } \operatorname{sign}\left(x_{i}\right)=\operatorname{sign}\left(x_{j}\right) \\
2 C & \text { otherwise }
\end{array}\right.
$$

so that for any pair of indices such that $\operatorname{sign}\left(x_{i}^{0}\right)=-\operatorname{sign}\left(x_{j}^{0}\right)$, it holds that

$$
\begin{equation*}
\left|u_{i}^{*}-u_{j}^{*}\right|=\frac{2 C}{\left|x_{i}^{0}-x_{j}^{0}\right|+2 C t}\left|x_{i}^{*}(t)-x_{j}^{*}(t)\right| \tag{4.51}
\end{equation*}
$$

The fact that $\mu_{N} \rightharpoonup^{*} \mu^{0}=\frac{1}{2} \mathbb{1}_{[-1,1]} \mathscr{L}^{1}$ as $N \rightarrow+\infty$ implies that for all $\epsilon>0$, there exists $N_{\epsilon} \geq 1$ such that for any $N \geq N_{\epsilon}$, there exists at least one pair of indices $i, j \in\{1, \ldots, N\}$ such that $\operatorname{sign}\left(x_{i}^{0}\right)=-\operatorname{sign}\left(x_{j}^{0}\right)$ and $\left|x_{i}^{0}-x_{j}^{0}\right| \leq \epsilon$. Thus, it follows from (4.51) that (ii) necessarily fails to hold some pairs of indices and at least for small times.

Suppose now that the mean-field coercivity estimate hold, i.e. $\lambda>T$, and denote by $\rho_{T}=\lambda-T$ the sharp coercivity constant. Let $I_{N}, J_{N} \subset\{1, \ldots, N\}$ be the set of indices defined by

$$
I_{N}=\left\{i \in\{1, \ldots, N\} \text { s.t. }\left|x_{i}^{0}\right| \leq \rho_{T} C\right\}, \quad J_{N}=\{1, \ldots, N\} \backslash I_{N}
$$

For $N$ sufficiently big, $I_{N}$ is necessarily non-empty since $\rho_{T}>0$ and as a consequence of the narrow convergence of $\left(\mu_{N}^{0}\right)$ towards $\mu^{0}$. Then for any $i \in I_{N}$, one has that

$$
\left|x_{i}^{*}(T)\right| \leq\left|x_{i}^{0}\right|+C T \leq\left(\rho_{T}+T\right) C=\lambda C
$$

whence for any such indices, the optimal controls are given by $u_{i}^{*}=\frac{1}{\lambda} x_{i}^{*}(T)$. In which
case, one has that

$$
x_{i}^{*}(T)=x_{i}^{0}+T u_{i}^{*} \Longleftrightarrow x_{i}^{*}(T)=\frac{x_{i}^{0}}{1-T / \lambda} \text { and } u_{i}^{*}=\frac{x_{i}^{*}(t)}{\rho_{T}+t}
$$

so that

$$
\begin{equation*}
\left|u_{i}^{*}-u_{j}^{*}\right| \leq \frac{\left|x_{i}^{*}(t)-x_{j}^{*}(t)\right|}{\rho_{T}+t} \tag{4.52}
\end{equation*}
$$

for any pair of indices $i, j \in I_{N}$. It can be checked reciprocally that $u_{i}^{*}=\operatorname{sign}\left(x_{i}^{0}\right) C$ for any $i \in J_{N}$, which furthermore yields by (4.51) that

$$
\left|u_{i}^{*}-u_{j}^{*}\right| \leq\left\{\begin{array}{lr}
0 & \text { if } \operatorname{sign}\left(x_{i}\right)=\operatorname{sign}\left(x_{j}\right)  \tag{4.53}\\
\frac{\left|x_{i}^{*}(t)-x_{j}^{*}(t)\right|}{\rho_{T}+t} & \text { otherwise }
\end{array}\right.
$$

since in this case $\left|x_{i}^{0}-x_{j}^{0}\right| \geq 2 \rho_{T} C$ whenever $i, j \in J_{N}$ and $\operatorname{sign}\left(x_{i}\right)=-\operatorname{sign}\left(x_{j}\right)$. Suppose now that we are given a pair of indices $i, j \in\{1, \ldots, N\}$ such that $i \in I_{N}$ and $j \in J_{N}$. If $\operatorname{sign}\left(x_{i}^{0}\right)=\operatorname{sign}\left(x_{j}^{0}\right)$, it holds that

$$
\begin{align*}
\left|u_{i}^{*}-u_{j}^{*}\right|=u_{j}^{*}-u_{i}^{*} & =\operatorname{sign}\left(x_{j}^{0}\right) C-\frac{x_{i}^{*}(t)}{\rho_{T}+t} \\
& =\frac{x_{j}^{*}(t) C}{\left|x_{j}^{*}(t)\right|}-\frac{x_{i}^{*}(t)}{\rho_{T}+t} \leq \frac{x_{j}^{*}(t)-x_{i}^{*}(t)}{\rho_{T}}=\frac{\left|x_{i}^{*}(t)-x_{j}^{*}(t)\right|}{\rho_{T}} \tag{4.54}
\end{align*}
$$

since $\left|x_{j}^{*}(t)\right| \geq \rho_{T} C$ by definition of $J_{N}$. Symmetrically if $\operatorname{sign}\left(x_{i}^{0}\right)=-\operatorname{sign}\left(x_{j}^{0}\right)$, one can easily show that

$$
\begin{equation*}
\left|u_{i}^{*}-u_{j}^{*}\right| \leq \frac{\left|x_{i}^{*}(t)-x_{j}^{*}(t)\right|}{\rho_{T}} \tag{4.55}
\end{equation*}
$$

By merging (4.52), (4.53), (4.54) and (4.55), we conclude that (ii) holds with the uniform constant $\frac{1}{\rho_{T}}>0$ whenever the mean-field coercivity estimate holds, which ends the proof of our claim.

In Proposition 4.8, we have proven that the mean-field coercivity estimate is both necessary and sufficient for the existence of a uniform Lipschitz constant for the finitedimensional optimal controls. It is clear when this condition fails that it is not possible to build a sequence of uniformly Lipschitz optimal maps $\left(u_{N}^{*}(\cdot, \cdot)\right)$ for problem $\left(\mathcal{P}_{V}^{N}\right)$. Since the discrete optimal pairs control-trajectory $\left(\boldsymbol{u}_{N}^{*}(\cdot), \boldsymbol{x}_{N}^{*}(\cdot)\right) \in L^{\infty}\left([0, T], U^{N}\right) \times$ $\operatorname{Lip}\left([0, T], \mathbb{R}^{N}\right)$ are uniquely determined, we conclude that the mean-field coercivity condition $\left(\mathbf{C O}_{N}\right)$ is necessary and sufficient in the limit for the existence of a Lipschitz-in-space mean-field optimal control for the Wasserstein optimal control problem $\left(\mathcal{P}_{V}\right)$.

Moreover, the explicit computations in the proof of Proposition 4.8 illustrates the statement of Remark 4.4. Namely, it is perfectly possible for a mean-field optimal control problem in which particle trajectories are not crossing each other to give rise to non-Lipschitz optimal controls.

## 5 Convergence Analysis and Sparse Control of Weakly Cooperative Alignment Models

The study of emerging patterns in dynamical systems describing collective behaviour has been the object of an increasing attention in the last decades. There is now a large literature devoted to the analysis of consensus formation in the class of so-called cooperative systems, see e.g. [127]. These systems are widely used, for example, to study crowd motion [61], robot swarms [26, 28, 75] and animal groups [9, 23, 29] such as bird flocks or fish schools.

Since the seminal paper [62] by Cucker and Smale, a great deal of interest has been manifested towards the analysis of the so-called flocking behaviour (see Definition 5.4 below), which describes the appearance of alignment patterns in second-order cooperative multi-agent systems. In [89], the authors proposed an alternative proof of the emergence of asymptotic flocking, based on Lyapunov methods. This method was then extended both to finite and infinite dimension [49], and to specific time and state-dependent interaction topologies [108]. It also allowed to control key models towards consensus and flocking [41, 42, 43, 115].

The structure of this chapter is the following. In Section 5.1, we prove a convergence towards consensus and flocking for first and second order weakly cooperative systems respectively, under a persistence of excitation condition. Then in Section 5.2, we build an explicit control strategy enabling to drive weakly-cooperative kinetic systems towards approximate alignment, which is a natural relaxation of flocking.

### 5.1 Convergence to consensus and flocking of randomly failed cooperative systems

In real world applications, the agents of a system may not systematically be able to interact with each others. Their communication channels may be subject e.g. to random failures, occurring during possibly extended periods of time. It is then crucial to verify whether convergence towards consensus or flocking is still guaranteed in this perturbed setting. For discrete-time first and second order systems, opinion formation models have been thoroughly investigated in a graph theoretic framework, see for instance the seminal paper [110]. Further results allowed to incorporate asymmetric communication rates and random communication failures e.g. in $[64,122]$. However, to the best of our knowledge, there is no general proof of convergence for general time-continuous systems subject to random communication failures.

In this section, we investigate sufficient conditions for both asymptotic consensus and flocking formation based on Lyapunov methods. The main ingredient is the introduction of a condition of persistency of excitation (see Definition 5.3 below). This type of condition appeared quite recently in stability theory, and has proven its adaptability to
build strict Lyapunov functions, see [102, 103, 107]. Besides the interest of having a strict Lyapunov function, e.g. for studying input-to-state stability, persistence of excitation has a both deep and simple signification in cooperative dynamics. Indeed, it transcribes the fact that, on average on a given time window, the interaction graph describing a multi-agent system is connected with a prescribed lower bound on the intensity of this averaged interaction. This type of average connectedness assumption is standard when studying general time-varying interaction topologies (see e.g. [24, 110]), and it is even proven to be necessary for consensus in a large number of cases in [110]. In the way we formulate it, this condition further encodes the idea that one only requires the system to be persistently exciting with respect to the agents which have not yet reached consensus.

The structure of this section is the following. In Section 5.1.1, we prove the asymptotic consensus for persistently excited first-order dynamics. We then extend this result in Section 5.1.2 to asymptotic flocking for Cucker-Smale type systems with strongly interacting kernels in the sense of (5.13), which is the main result of this paper.

### 5.1.1 Consensus under persistent excitation for first-order dynamics

In this section, we introduce the tools used in the article, in the particular case of consensus formation. We study first-order cooperative systems of the form

$$
\left(\mathrm{CS}_{1}\right)\left\{\begin{aligned}
\dot{x}_{i}(t) & =\frac{1}{N} \sum_{i=1}^{N} \xi_{i j}(t) \phi\left(\left|x_{i}(t)-x_{j}(t)\right|\right)\left(x_{j}(t)-x_{i}(t)\right) \\
x_{i}(0) & =x_{i}^{0}
\end{aligned}\right.
$$

where $\left(x_{1}^{0}, \ldots, x_{N}^{0}\right) \in\left(\mathbb{R}^{d}\right)^{N}$ is a given initial datum. We assume that the interaction kernel $\phi \in \operatorname{Lip}\left(\mathbb{R}_{+}, \mathbb{R}_{+}^{*}\right)$ is strictly positive.

The functions $\xi_{i j} \in L^{\infty}\left(\mathbb{R}_{+},[0,1]\right)$ represent communication rates, taking into account potential communication failures that can occur in the system (when $\xi_{i j}(t)<1$ ). We require them to be symmetric, i.e. $\xi_{i j}(\cdot)=\xi_{j i}(\cdot)$. One of the main motivations for this choice of communication rates is to study consensus and flocking when random interaction failures occur. This article is the first step towards a more general theory for such systems, in which the $\xi_{i j}(\cdot)$ will be realizations of stochastic processes.

From now on, we use the notation $\boldsymbol{x}=\left(x_{1}, \ldots, x_{N}\right)$ for the state in $\left(\mathbb{R}^{d}\right)^{N}$ and $\overline{\boldsymbol{x}}=\frac{1}{N} \sum_{i=1}^{N} x_{i}$ for its mean value. For systems of the form $\left(\mathrm{CS}_{1}\right)$, we aim to study the formation of asymptotic consensus, defined as follows.

Definition 5.1 (Convergence to consensus). A solution $\boldsymbol{x}(t)$ of $\left(\mathrm{CS}_{1}\right)$ asymptotically converges to consensus if $\lim _{t \rightarrow+\infty}\left|x_{i}(t)-\overline{\boldsymbol{x}}(t)\right|=0$ for all $i \in\{1, \ldots, N\}$.

As a consequence of the symmetry of the rates $\xi_{i j}(\cdot),\left(\mathrm{CS}_{1}\right)$ can be rewritten as

$$
\begin{equation*}
\dot{\boldsymbol{x}}(t)=-\boldsymbol{L}(t, \boldsymbol{x}(t)) \boldsymbol{x}(t), \boldsymbol{x}(0)=\boldsymbol{x}_{0} \tag{1}
\end{equation*}
$$

where $\boldsymbol{L}: \mathbb{R}_{+} \times\left(\mathbb{R}^{d}\right)^{N} \rightarrow \mathcal{L}\left(\left(\mathbb{R}^{d}\right)^{N}\right)$ is the so-called graph Laplacian, defined by

$$
\begin{equation*}
(\boldsymbol{L}(t, \boldsymbol{x}) \boldsymbol{y})_{i}:=\frac{1}{N} \sum_{j=1}^{N} \xi_{i j}(t) \phi\left(\left|x_{i}-x_{j}\right|\right)\left(y_{i}-y_{j}\right) \tag{5.1}
\end{equation*}
$$

In the following, we will also use $\boldsymbol{L}_{\xi}(\cdot)$ defined by

$$
\begin{equation*}
\left(\boldsymbol{L}_{\xi}(t) \boldsymbol{y}\right)_{i}:=\frac{1}{N} \sum_{j=1}^{N} \xi_{i j}(t)\left(y_{i}-y_{j}\right) \tag{5.2}
\end{equation*}
$$

Observe that both $\boldsymbol{L}(\cdot, \cdot)$ and $\boldsymbol{L}_{\xi}(\cdot)$ depend on the time-dependent communication rates $\xi_{i j}(\cdot)$, that are $L^{\infty}$ functions, thus defined for almost every $t \in[0,+\infty)$.

The structure displayed in (5.1) is fairly general and allows for a comprehensive study of both consensus and flocking problems in a unified way via Lyapunov methods. With this goal in mind, we introduce the following bilinear form in the spirit of [41, 42].

Definition 5.2. The variance bilinear form $B(\cdot, \cdot)$ is

$$
\begin{equation*}
B(\boldsymbol{x}, \boldsymbol{y}):=\frac{1}{N} \sum_{i=1}^{N}\left\langle x_{i}, y_{i}\right\rangle-\langle\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}}\rangle . \tag{5.3}
\end{equation*}
$$

It is symmetric and positive semi-definite.
Such bilinear form is the squared distance of a given $\boldsymbol{x} \in\left(\mathbb{R}^{d}\right)^{N}$ from the so-called consensus manifold $\mathscr{C}=\left\{\boldsymbol{x} \in\left(\mathbb{R}^{d}\right)^{N}\right.$ s.t. $\left.x_{1}=\cdots=x_{N}\right\}$. As a consequence, $B(\boldsymbol{x}, \boldsymbol{x})=0$ if and only if $x_{i}=\overline{\boldsymbol{x}}$ for any index $i \in\{1, \ldots, N\}$, i.e. if $\boldsymbol{x}$ is a consensus.

We now list useful properties linking $B(\cdot, \cdot)$ and $\boldsymbol{L}(\cdot, \cdot)$.
Proposition 5.1 (Elementary properties of the graph Laplacian). The graph Laplacian $\boldsymbol{L}(t, \boldsymbol{x})$ is positive-semi definite with respect to $B(\cdot, \cdot)$. Moreover, vectors of the form $\boldsymbol{L}(t, \boldsymbol{x}) \boldsymbol{y}$ have zero mean.

Proof. By summing over $i \in\{1, \ldots, N\}$ the components in (5.1), the mean of $\boldsymbol{L}(t, \boldsymbol{x}) \boldsymbol{y}$ is zero. As a consequence, and by symmetry of the communication rates $\xi_{i j}(\cdot)$, it holds

$$
\begin{aligned}
B(\boldsymbol{L}(t, \boldsymbol{x}) \boldsymbol{y}, \boldsymbol{y}) & =\frac{1}{N^{2}} \sum_{i, j=1}^{N} \xi_{i j}(t) \phi\left(\left|x_{i}-x_{j}\right|\right)\left\langle y_{i}, y_{i}-y_{j}\right\rangle \\
& =\frac{1}{2 N^{2}} \sum_{i, j=1}^{N} \xi_{i j}(t) \phi\left(\left|x_{i}-x_{j}\right|\right)\left|y_{i}-y_{j}\right|^{2} \geq 0
\end{aligned}
$$

which concludes the proof of our claim.

We now introduce a definition of persistence of excitation adapted to the analysis of consensus and flocking formation.

Definition 5.3 (Persistence of excitation condition). Let $\tau, \mu>0$ be given parameters. We say that the persistence of excitation condition $\left(\mathrm{PE}_{\tau, \mu}\right)$ holds for $\left(\mathrm{CSM}_{1}\right)$ if

$$
B\left(\left(\frac{1}{\tau} \int_{t}^{t+\tau} \boldsymbol{L}_{\xi}(s) \mathrm{d} s\right) \boldsymbol{x}, \boldsymbol{x}\right) \geq \mu B(\boldsymbol{x}, \boldsymbol{x})
$$

for $\mathscr{L}^{1}$-almost every $t \geq 0$.

Remark 5.1 (About the persistence of excitation). The condition $\left(\mathrm{PE}_{\tau, \mu}\right)$ only involves the communication weights $\xi_{i j}(\cdot)$ through $\boldsymbol{L}_{\xi}(\cdot)$ and not the state of the system. Moreover, it is formulated using the bilinear form $B(\cdot, \cdot)$, representing the fact that one only needs the persistence to hold along directions orthogonal to the consensus manifold $\mathscr{C}$. Finally, $\left(\mathrm{PE}_{\tau, \mu}\right)$ can be interpreted as a connectivity condition of the time-averaged interaction graph of the system, which is fairly common in the literature, see [110] and [24, Chapter 2].

In the following theorem, we state a general result of convergence for $\left(\mathrm{CSM}_{1}\right)$, when ( $\mathrm{PE}_{\tau, \mu}$ ) holds.

Theorem 5.1 (Consensus in randomly failed cooperative systems). Let $\phi(\cdot)$ be positive and non-increasing. Let $\xi_{i j} \in L^{\infty}\left(\mathbb{R}_{+},[0,1]\right)$ satisfy $\left(\mathrm{PE}_{\tau, \mu}\right)$ for some $\tau, \mu>0$. Then, any solution $\boldsymbol{x}(\cdot)$ of $\left(\mathrm{CSM}_{1}\right)$ asymptotically converges to consensus.

Proof. Let $c^{2}$ be the operator norm of $\boldsymbol{L}(\cdot, \cdot)$ with respect to $B(\cdot, \cdot)$, i.e.

$$
\begin{aligned}
c^{2} & :=\sup _{(t, \boldsymbol{x})}\|\boldsymbol{L}(\cdot, \cdot)\|_{B} \\
& =\sup _{(t, \boldsymbol{x}, \boldsymbol{y})}\{\sqrt{B(\boldsymbol{L}(t, \boldsymbol{x}) \boldsymbol{y}, \boldsymbol{L}(t, \boldsymbol{x}) \boldsymbol{y})} \text { s.t. } B(\boldsymbol{y}, \boldsymbol{y})=1\} .
\end{aligned}
$$

Here, we made a slight abuse of notation by denoting by "sup" the essential supremum with respect to $\mathscr{L}^{1}$. Denote by $X(\cdot)$ the standard deviation of $\boldsymbol{x}(\cdot)$, given by

$$
X(t):=\sqrt{B(\boldsymbol{x}(t), \boldsymbol{x}(t))},
$$

By definition of $B(\cdot, \cdot), \boldsymbol{x}(\cdot)$ asymptotically converges to consensus if and only if one has that $X(t) \underset{t \rightarrow+\infty}{\longrightarrow} 0$.

We define the time-dependent family of linear operators $\psi_{\tau}: \mathbb{R}_{+} \rightarrow \mathcal{L}\left(\left(\mathbb{R}^{d}\right)^{N}\right)$ along the trajectory $\boldsymbol{x}(\cdot)$ by

$$
\begin{equation*}
\psi_{\tau}(t):=\left(1+c^{2}\right) \tau \mathrm{Id}-\frac{1}{\tau} \int_{t}^{t+\tau} \int_{t}^{s} \boldsymbol{L}(\sigma, \boldsymbol{x}(\sigma)) \mathrm{d} \sigma \mathrm{~d} s \tag{5.4}
\end{equation*}
$$

Then, $\psi_{\tau}(\cdot)$ is Lipschitz with pointwise derivative

$$
\begin{equation*}
\dot{\psi}_{\tau}(t)=\boldsymbol{L}(t, \boldsymbol{x}(t))-\frac{1}{\tau} \int_{t}^{t+\tau} \boldsymbol{L}(s, \boldsymbol{x}(s)) \mathrm{d} s . \tag{5.5}
\end{equation*}
$$

By definition, it further holds

$$
\begin{equation*}
\sqrt{\tau} X(t) \leq \sqrt{B\left(\psi_{\tau}(t) \boldsymbol{x}, \boldsymbol{x}\right)} \leq \sqrt{\left(1+c^{2}\right) \tau} X(t) \tag{5.6}
\end{equation*}
$$

Consider the candidate Lyapunov function

$$
\begin{equation*}
\mathscr{X}_{\tau}(t):=\lambda X(t)+\sqrt{B\left(\psi_{\tau}(t) \boldsymbol{x}(t), \boldsymbol{x}(t)\right)} \tag{5.7}
\end{equation*}
$$

where $\lambda>0$ is a tuning parameter. This type of construction is rather recent in the design of strict Lyapunov function under persistent excitation assumption, see e.g. [102, 103, 107].

By (5.6), it holds that

$$
\begin{equation*}
(\lambda+\sqrt{\tau}) X(t) \leq \mathscr{X}_{\tau}(t) \leq\left(\lambda+\sqrt{\left(1+c^{2}\right) \tau}\right) X(t) \tag{5.8}
\end{equation*}
$$

By Proposition 5.1, any solution $\boldsymbol{x}(\cdot)$ of $\left(\mathrm{CSM}_{1}\right)$ has constant mean, i.e. $\overline{\boldsymbol{x}}(\cdot) \equiv \overline{\boldsymbol{x}}_{0}$. By invariance with respect to translation of $\left(\mathrm{CSM}_{1}\right)$, we assume without loss of generality $\overline{\boldsymbol{x}}(\cdot) \equiv 0$ from now on. We now aim to prove a strict-dissipation inequality of the form

$$
\begin{equation*}
\dot{\mathscr{X}}_{\tau}(t) \leq-\alpha \mathscr{X}_{\tau}(t) \tag{5.9}
\end{equation*}
$$

for some $\alpha>0$. With this goal, we start by computing the time-derivative of $\mathscr{X}_{\tau}(\cdot)$

$$
\begin{aligned}
\dot{\mathscr{X}}_{\tau}(t)=-\frac{\lambda}{X(t)} B(\boldsymbol{L}(t, \boldsymbol{x}(t)), & \boldsymbol{x}(t))+\frac{B\left(\dot{\psi}_{\tau}(t) \boldsymbol{x}(t), \boldsymbol{x}(t)\right)}{2 \sqrt{B\left(\psi_{\tau}(t) \boldsymbol{x}(t), \boldsymbol{x}(t)\right)}} \\
& -\frac{B\left(\boldsymbol{L}(t, \boldsymbol{x}(t)) \boldsymbol{x}(t), \psi_{\tau}(t) \boldsymbol{x}(t)\right)}{\sqrt{B\left(\psi_{\tau}(t) \boldsymbol{x}(t), \boldsymbol{x}(t)\right)}} .
\end{aligned}
$$

By (5.5)-(5.6), it holds

$$
\begin{align*}
\dot{\mathscr{X}}_{\tau}(t) \leq & -\frac{1}{2 \sqrt{\left(1+c^{2}\right) \tau} X(t)} B\left(\left(\frac{1}{\tau} \int_{t}^{t+\tau} \boldsymbol{L}(s, \boldsymbol{x}(s)) \mathrm{d} s\right) \boldsymbol{x}(t), \boldsymbol{x}(t)\right) \\
& +\frac{1}{\sqrt{\tau} X(t)} B\left(\left(\frac{1}{\tau} \int_{t}^{t+\tau} \int_{t}^{s} \boldsymbol{L}(\sigma, \boldsymbol{x}(\sigma)) \mathrm{d} \sigma \mathrm{~d} s\right) \boldsymbol{x}(t), \boldsymbol{L}(t, \boldsymbol{x}(t)) \boldsymbol{x}(t)\right)  \tag{5.10}\\
& +\frac{1}{\sqrt{\tau} X(t)}\left(\frac{1}{2}-\sqrt{\left(1+c^{2}\right) \tau}-\sqrt{\tau} \lambda\right) B(\boldsymbol{L}(t, \boldsymbol{x}(t)) \boldsymbol{x}(t), \boldsymbol{x}(t))
\end{align*}
$$

To estimate the first line of (5.10), recall that first-order cooperative systems have uniformly compactly supported trajectories, see e.g. [115, Lemma 1]. Since $\phi(\cdot)$ is positive and continuous, there exists a positive constant $C\left(\boldsymbol{x}_{0}\right)$ such that

$$
\min _{x_{i} \neq x_{j}} \phi\left(\left|x_{i}(t)-x_{j}(t)\right|\right) \geq C\left(\boldsymbol{x}_{0}\right)
$$

for all times $t \geq 0$. By definition of $\boldsymbol{L}(\cdot, \cdot)$, this implies

$$
B(\boldsymbol{L}(t, \boldsymbol{x}(t)) \boldsymbol{y}, \boldsymbol{y}) \geq \frac{C\left(\boldsymbol{x}_{0}\right)}{2 N^{2}} \sum_{i, j=1}^{N} \xi_{i j}(t)\left|y_{i}-y_{j}\right|^{2}=C\left(\boldsymbol{x}_{0}\right) B\left(\boldsymbol{L}_{\xi}(t) \boldsymbol{y}, \boldsymbol{y}\right)
$$

for any $\boldsymbol{y} \in\left(\mathbb{R}^{d}\right)^{N}$. By using $\left(\mathrm{PE}_{\tau, \mu}\right)$, it holds

$$
\begin{equation*}
B\left(\left(\frac{1}{\tau} \int_{t}^{t+\tau} \boldsymbol{L}(s, \boldsymbol{x}(s)) \mathrm{d} s\right) \boldsymbol{x}(t), \boldsymbol{x}(t)\right) \geq C\left(\boldsymbol{x}_{0}\right) \mu X^{2}(t) \tag{5.11}
\end{equation*}
$$

For the second line of (5.10), one has that

$$
\begin{align*}
& B\left(\frac{1}{\tau}\left(\int_{t}^{t+\tau} \int_{t}^{s} \boldsymbol{L}(\sigma, \boldsymbol{x}(\sigma)) \mathrm{d} \sigma \mathrm{~d} s\right) \boldsymbol{x}(s), \boldsymbol{L}(t, \boldsymbol{x}(t)) \boldsymbol{x}(t)\right) \\
\leq & \tau c^{2} X(t) \sqrt{B(\boldsymbol{L}(t, \boldsymbol{x}(t)) \boldsymbol{x}(t), \boldsymbol{L}(t, \boldsymbol{x}(t)) \boldsymbol{x}(t))}  \tag{5.12}\\
\leq & \tau c^{2} X(t)\left\|\boldsymbol{L}(t, \boldsymbol{x}(t))^{1 / 2}\right\|_{B} \sqrt{B(\boldsymbol{L}(t, \boldsymbol{x}(t)) \boldsymbol{x}(t), \boldsymbol{x}(t))} \\
\leq & \tau c^{3}\left(\frac{\epsilon}{2} X(t)^{2}+\frac{1}{2 \epsilon} B(\boldsymbol{L}(t, \boldsymbol{x}(t)) \boldsymbol{x}(t), \boldsymbol{x}(t))\right),
\end{align*}
$$

for any $\epsilon>0$, by definition of $\|\cdot\|_{B}$ and Young's inequality. Merge (5.10)-(5.11)-(5.12) and recall that $\boldsymbol{L}(\cdot, \cdot)$ is positive semi-definite to obtain

$$
\begin{aligned}
& \dot{\mathscr{X}}_{\tau}(t) \leq-\left(\frac{C\left(\boldsymbol{x}_{0}\right) \mu}{2 \sqrt{\left(1+c^{2}\right) \tau}}-\frac{c^{3} \sqrt{\tau}}{2} \epsilon\right) X(t) \\
& +\frac{1}{X(t)}\left(\frac{1}{2 \sqrt{\tau}}+\frac{c^{3} \sqrt{\tau}}{2 \epsilon}-\lambda\right) B(\boldsymbol{L}(t, \boldsymbol{x}(t)) \boldsymbol{x}(t), \boldsymbol{x}(t))
\end{aligned}
$$

Choose

$$
\epsilon=\frac{C\left(\boldsymbol{x}_{0}\right) \mu}{2 c^{3} \tau \sqrt{\left(1+c^{2}\right)}}, \lambda=\frac{1}{2 \sqrt{\tau}}+\frac{c^{3} \sqrt{\tau}}{2 \epsilon}
$$

Using (5.8), we recover (5.9) for a positive constant $\alpha\left(\mu, c, \tau, C\left(\boldsymbol{x}_{0}\right)\right)$. Then, it holds $\lim _{t \rightarrow+\infty} \mathscr{X}_{\tau}(t)=0$, and thus

$$
\lim _{t \rightarrow+\infty} X(t)=0
$$

by (5.8). By definition of $X(\cdot)$, this implies that $\boldsymbol{x}(\cdot)$ converges to consensus.

### 5.1.2 Flocking for Cucker-Smale type systems with strong interactions

In this section, we derive sufficient conditions for the asymptotic convergence to flocking of general Cucker-Smale type dynamics subject to random communication failures. These systems are of the form

$$
\left(\mathrm{CS}_{2}\right) \begin{cases}\dot{x}_{i}(t)=v_{i}(t), & x_{i}(0)=x_{i}^{0} \\ \dot{v}_{i}(t)=\frac{1}{N} \sum_{j=1}^{N} \xi_{i j}(t) \phi\left(\left|x_{i}(t)-x_{j}(t)\right|\right)\left(v_{j}(t)-v_{i}(t)\right), & v_{i}(0)=v_{i}^{0}\end{cases}
$$

Similarly to Section 5.1.1, ( $\left.\mathrm{CS}_{2}\right)$ can be rewritten in matrix form using the graph Laplacian defined in (5.1):

$$
\mathrm{CSM}_{2} \begin{cases}\dot{\boldsymbol{x}}(t)=\boldsymbol{v}(t), & \boldsymbol{x}(0)=\boldsymbol{x}_{0} \\ \dot{\boldsymbol{v}}(t)=-\boldsymbol{L}(t, \boldsymbol{x}(t)) \boldsymbol{v}(t), & \boldsymbol{v}(0)=\boldsymbol{v}_{0}\end{cases}
$$

We now recall the definition of flocking.

Definition 5.4 (Convergence to flocking). A solution $(\boldsymbol{x}(\cdot), \boldsymbol{v}(\cdot))$ of $\left(\mathrm{CSM}_{2}\right)$ converges
to flocking if for any $i \in\{1, \ldots, N\}$ it holds

$$
\sup _{t \geq 0}\left|x_{i}(t)-\overline{\boldsymbol{x}}(t)\right|<+\infty \quad \text { and } \quad \lim _{t \rightarrow+\infty}\left|v_{i}(t)-\overline{\boldsymbol{v}}(t)\right|=0
$$

For this problem, we always assume to have $\phi(\cdot) \in \operatorname{Lip}\left(\mathbb{R}_{+}, \mathbb{R}_{+}^{*}\right)$ non-increasing and such that

$$
\begin{equation*}
\int_{0}^{+\infty} \phi(r) \mathrm{d} r=+\infty \tag{5.13}
\end{equation*}
$$

Equation (5.13) is known as a strong interaction condition, since it describes the fact that the interaction between agents does not decrease too fast when their distance goes to infinity.

Remark 5.2 (Flocking in the full communication setting). When $\phi(\cdot)$ is uniformly bounded from below by a positive constant, then flocking in the full-communication setting occurs, see e.g. [62, 89, 115]. In our framework, this result is a simple consequence of Theorem 5.2. For positive kernels not satisfying (5.13), one can easily construct examples of initial conditions $\left(\boldsymbol{x}_{0}, \boldsymbol{v}_{0}\right)$ for which flocking does not occur, see [62].

It can be checked easily that solutions of $\left(\mathrm{CSM}_{2}\right)$ satisfy

$$
\dot{\overline{\boldsymbol{x}}}(t)=\overline{\boldsymbol{v}}(t), \quad \dot{\overline{\boldsymbol{v}}}(t)=0
$$

Without loss of generality, we can therefore assume from now on that $\overline{\boldsymbol{x}}(\cdot)=\overline{\boldsymbol{v}}(\cdot) \equiv 0$. We define the candidate Lyapunov functionals by

$$
X(t):=\sqrt{B(\boldsymbol{x}(t), \boldsymbol{x}(t))}, \quad V(t):=\sqrt{B(\boldsymbol{v}(t), \boldsymbol{v}(t))}
$$

As a consequence of symmetry of $\xi_{i j}(\cdot)$, system $\left(\mathrm{CSM}_{2}\right)$ is weakly dissipative in the sense that

$$
\begin{equation*}
\dot{X}(t) \leq V(t), \quad \dot{V}(t) \leq 0 \tag{5.14}
\end{equation*}
$$

along any solution $(\boldsymbol{x}(\cdot), \boldsymbol{v}(\cdot))$.
In their seminal paper [89], Ha and Liu produced a concise proof of the Cucker-Smale flocking based on the analysis of a system of strictly dissipative inequalities: if it holds that

$$
\begin{equation*}
\dot{X}(t) \leq V(t), \quad \dot{V}(t) \leq-\phi(2 \sqrt{N} X(t)) V(t) \tag{5.15}
\end{equation*}
$$

where $\phi(\cdot)$ satisfies the strong interaction condition (5.13), then the system converges to flocking. Our aim is to adapt their strategy while taking into account possible communication failures. We prove the following, main result of this paper.

Theorem 5.2 (Flocking in randomly failed cooperative systems). Let ( $\mathrm{PE}_{\tau, \mu}$ ) hold and $\phi(\cdot)$ be positive, non-increasing, and such that the following "very strong" interaction condition holds

$$
\begin{equation*}
\int_{0}^{+\infty} \exp \left(-\sqrt{r} \phi \circ \Phi^{-1}(\sqrt{r})\right) \mathrm{d} r<+\infty \tag{5.16}
\end{equation*}
$$

where $\Phi(\cdot)$ is the unique primitive of $r \mapsto \phi(2 \sqrt{N}(r+\tau V(0)))$ which vanishes at $X(0))$. Then, any solution of $\left(\mathrm{CSM}_{2}\right)$ converges to flocking.

Remark 5.3 (On the "very strong" interaction condition). The interaction condition (5.16) is satisfied e.g. whenever $\phi(\cdot)$ can be asymptotically bounded from below by a map of the form $r \mapsto \alpha\left(1+\frac{1}{r^{\beta}}\right)$ with $\beta \in\left(0, \frac{1}{2}\right)$. We stress that this condition - and possibly our proof strategy - is probably not sharp, since the expected exponent range for convergence to occur in this context should be $\beta \in(0,1)$. It is not yet clear whether flocking can arise in the critical case $\beta=1$ under the persistent excitation condition ( $\mathrm{PE}_{\tau, \mu}$ ).

The proof of this result relies on the construction of a strict Lyapunov function for $\left(\mathrm{CSM}_{2}\right)$, for which a system of inequalities akin to (5.15) holds only on a bounded time interval. This finite-time strict dissipation allows us to recover the asymptotic flocking of the system as a consequence of the weak dissipativity (5.14) of $\left(\mathrm{CSM}_{2}\right)$. To the best of our knowledge, this combination of strict Lyapunov design and flocking analysis via systems of dissipative inequalities has not been covered by the existing literature.

We first prove a technical lemma.
Lemma 5.1. Let $(\boldsymbol{x}(\cdot), \boldsymbol{v}(\cdot))$ be a solution of $\left(\mathrm{CSM}_{2}\right)$. If $\left(\mathrm{PE}_{\tau, \mu}\right)$ holds, then one has

$$
\begin{equation*}
B\left(\left(\frac{1}{\tau} \int_{t}^{t+\tau} \boldsymbol{L}(s, \boldsymbol{x}(s)) \mathrm{d} s\right) \boldsymbol{w}, \boldsymbol{w}\right) \geq \mu \phi(2 \sqrt{N}(X(t)+\tau V(0))) B(\boldsymbol{w}, \boldsymbol{w}) \tag{5.17}
\end{equation*}
$$

for any $\boldsymbol{w} \in\left(\mathbb{R}^{d}\right)^{N}$.
Proof. By definition of $\boldsymbol{L}(\cdot, \cdot)$, it holds that

$$
\begin{aligned}
& B\left(\left(\frac{1}{\tau} \int_{t}^{t+\tau} \boldsymbol{L}(s, \boldsymbol{x}(s)) \mathrm{d} s\right) \boldsymbol{w}, \boldsymbol{w}\right) \\
= & \frac{1}{2 N^{2}} \sum_{i, j=1}^{N}\left(\frac{1}{\tau} \int_{t}^{t+\tau} \xi_{i j}(s) \phi\left(\left|x_{i}(s)-x_{j}(s)\right|\right) \mathrm{d} s\right)\left|v_{i}-v_{j}\right|^{2} \\
\geq & \frac{1}{2 N^{2}} \sum_{i, j=1}^{N}\left(\frac{1}{\tau} \int_{t}^{t+\tau} \xi_{i j}(s) \phi(2 \sqrt{N} X(s)) \mathrm{d} s\right)\left|v_{i}-v_{j}\right|^{2}
\end{aligned}
$$

where we used the fact that $\phi(\cdot)$ is non-increasing. As a consequence of the weak dissipation (5.14), one further has

$$
X(s)=X(t)+\int_{t}^{s} \dot{X}(\sigma) \mathrm{d} \sigma \leq X(t)+\tau V(0)
$$

for all $s \in[t, t+\tau]$. By (5.18), and recalling again that $\phi(\cdot)$ is non-increasing, it holds

$$
\begin{aligned}
& B\left(\left(\frac{1}{\tau} \int_{t}^{t+\tau} \boldsymbol{L}(s, \boldsymbol{x}(s)) \mathrm{d} s\right) \boldsymbol{w}, \boldsymbol{w}\right) \\
\geq & \frac{\phi(2 \sqrt{N}(X(t)+\tau V(0)))}{2 N^{2}} \sum_{i, j=1}^{N}\left(\frac{1}{\tau} \int_{t}^{t+\tau} \xi_{i j}(s) \mathrm{d} s\right)\left|v_{i}-v_{j}\right|^{2} \\
= & \phi(2 \sqrt{N}(X(t)+\tau V(0))) B\left(\left(\frac{1}{\tau} \int_{t}^{t+\tau} \boldsymbol{L}_{\xi}(s) \mathrm{d} s\right) \boldsymbol{w}, \boldsymbol{w}\right) \\
= & \mu \phi(2 \sqrt{N}(X(t)+\tau V(0))) B(\boldsymbol{w}, \boldsymbol{w}),
\end{aligned}
$$

where we used $\left(\mathrm{PE}_{\tau, \mu}\right)$ in the last inequality.

We now define the candidate Lyapunov function

$$
\begin{equation*}
\mathscr{V}_{\tau}(t):=\lambda(t) V(t)+\sqrt{B\left(\psi_{\tau}(t) \boldsymbol{v}(t), \boldsymbol{v}(t)\right)} \tag{5.18}
\end{equation*}
$$

where $\psi_{\tau}(\cdot)$ is defined in (5.4) and $\lambda(\cdot)$ is a tuning curve, smooth with the respect to time. We have the following lemma.

Lemma 5.2. For any $\epsilon_{0}>0$, there exists $T_{\epsilon_{0}}^{*}>0$ such that for almost every $t \in\left[0,2 T_{\epsilon_{0}}^{*}\right)$, it holds

$$
\begin{equation*}
\dot{\mathscr{V}}_{\tau}(t) \leq-\frac{\mu \phi(2 \sqrt{N}(X(t)+\tau V(0)))}{2 \sqrt{\left(1+c^{2}\right) \tau}} V(t) \tag{5.19}
\end{equation*}
$$

Proof. Following the proof of Theorem 5.1, we have

$$
\begin{align*}
\dot{\mathscr{V}}_{\tau}(t) & \leq \frac{\left(\frac{1}{2 \sqrt{\tau}}+\frac{c^{3} \tau}{2 \epsilon(t)}-\sqrt{\tau} \lambda(t)\right)}{\sqrt{\tau} V(t)} B(\boldsymbol{L}(t, \boldsymbol{x}(t)) \boldsymbol{v}(t), \boldsymbol{v}(t)) \\
& -\left(\frac{\mu \phi(2 \sqrt{N}(X(t)+\tau V(0)))}{2 \sqrt{\left(1+c^{2}\right) \tau}}-\frac{c^{3} \sqrt{\tau}}{2} \epsilon(t)-\dot{\lambda}(t)\right) V(t) \tag{5.20}
\end{align*}
$$

The two differences with respect to the proof of Theorem 5.1 are the choice of timedependent families of parameters $(\lambda(\cdot), \epsilon(\cdot))$ and the use of (5.17) instead of $\left(\mathrm{PE}_{\tau, \mu}\right)$.

Choose

$$
\begin{equation*}
\lambda(t)=\frac{1}{2 \sqrt{\tau}}+\frac{c^{3} \sqrt{\tau}}{2 \epsilon(t)} \tag{5.21}
\end{equation*}
$$

This implies in particular that $\dot{\lambda}(t)=-\frac{c^{3} \sqrt{\tau}}{2 \epsilon^{2}(t)} \dot{\epsilon}(t)$. Choose now $\epsilon(\cdot)$ as the solution of

$$
\dot{\epsilon}(t)=\epsilon^{3}(t), \epsilon(0)=\epsilon_{0}
$$

for a given constant $\epsilon_{0}>0$, i.e. $\epsilon(\cdot)$ defined by

$$
\begin{equation*}
\epsilon(t)=\frac{\epsilon_{0}}{\sqrt{1-2 \epsilon_{0}^{2} t}} \tag{5.22}
\end{equation*}
$$

for $t \in\left[0,1 / 2 \epsilon_{0}^{2}\right)$. Then, (5.20) reads as

$$
\dot{\mathscr{V}}_{\tau}(t) \leq-\frac{\mu \phi(2 \sqrt{N}(X(t)+\tau V(0)))}{2 \sqrt{\left(1+c^{2}\right) \tau}} V(t)
$$

and (5.19) holds with $2 T_{\epsilon_{0}}^{*}=1 / 2 \epsilon_{0}^{2}$.

Observe that (5.19) involves both $\mathscr{V}_{\tau}(\cdot)$ and $V(\cdot)$. We now aim to find an estimate involving $V(\cdot)$ only.

Proposition 5.2. For any $\epsilon_{0}>0$, there exists a constant $X_{M}\left(\epsilon_{0}\right)>0$ such that
$\sup _{t \geq 0} X(t) \leq X_{M}\left(\epsilon_{0}\right)$. Moreover, it holds that

$$
\begin{equation*}
V\left(T_{\epsilon_{0}}^{*}\right) \leq\left(\frac{\alpha_{1}+\beta_{1} \epsilon_{0}}{\alpha_{2}+\beta_{2} \epsilon_{0}}\right) V(0) \exp \left(-\frac{\mu \phi\left(2 \sqrt{N}\left(X_{M}\left(\epsilon_{0}+\tau V(0)\right)\right)\right.}{4\left(\alpha_{3}+\beta_{3} \epsilon_{0}\right) \epsilon_{0}}\right), \tag{5.23}
\end{equation*}
$$

where $\left\{\alpha_{k}, \beta_{k}\right\}_{k=1}^{3}$ are positive constants depending on $(c, \tau)$ only.
Proof. Choose $\epsilon_{0} \in(0,1]$ and denote by $(\lambda(\cdot), \epsilon(\cdot))$ the corresponding functions given by (5.21)-(5.22) respectively.

Similarly to (5.6), it holds that

$$
\sqrt{\tau} V(t) \leq \sqrt{B\left(\psi_{\tau}(t) \boldsymbol{v}(t), \boldsymbol{v}(t)\right)} \leq \sqrt{\left(1+c^{2}\right) \tau} V(t)
$$

By definition of $\mathscr{V}_{\tau}(\cdot)$ in (5.18), it then holds that

$$
\left\{\begin{array}{l}
\mathscr{V}_{\tau}(0) \leq\left(\sqrt{\left(1+c^{2}\right) \tau}+\frac{1}{2 \sqrt{\tau}}+\frac{c^{3} \sqrt{\tau}}{2 \epsilon_{0}}\right) V(0), \\
\mathscr{V}_{\tau}(t) \geq\left(\sqrt{\tau}+\frac{1}{2 \sqrt{\tau}}+\frac{c^{3} \sqrt{2 \tau}}{4 \epsilon_{0}}\right) V(t),
\end{array}\right.
$$

for any $t \in\left[0, T_{\epsilon_{0}}^{*}\right]$, where we used the fact that $\epsilon(t) \leq \sqrt{2} \epsilon_{0}$ on this time interval. By simple identification of the coefficients, these estimates can be rewritten as

$$
\mathscr{V}_{\tau}(0) \leq\left(\frac{\alpha_{1}}{\epsilon_{0}}+\beta_{1}\right) V(0) \quad \text { and } \quad \mathscr{V}_{\tau}(t) \geq\left(\frac{\alpha_{2}}{\epsilon_{0}}+\beta_{2}\right) V(t)
$$

for positive constants $\left\{\alpha_{k}, \beta_{k}\right\}_{k=1}^{2}$ depending on $(c, \tau)$.
We then integrate (5.19) on $[0, t]$ to obtain

$$
\mathscr{V}_{\tau}(t) \leq \mathscr{V}_{\tau}(0)-\frac{\mu}{2 \sqrt{\left(1+c^{2}\right) \tau}} \int_{0}^{t} \phi(2 \sqrt{N}(X(s)+\tau V(0))) V(s) \mathrm{d} s .
$$

This in turn implies that

$$
\begin{equation*}
V(t) \leq\left(\frac{\alpha_{1}+\beta_{1} \epsilon_{0}}{\alpha_{2}+\beta_{2} \epsilon_{0}}\right) V(0)-\frac{\mu \epsilon_{0}}{\alpha_{3}+\beta_{3} \epsilon_{0}} \int_{0}^{t} \phi(2 \sqrt{N}(X(s)+\tau V(0))) V(s) \mathrm{d} s, \tag{5.24}
\end{equation*}
$$

where $\left(\alpha_{3}, \beta_{3}\right)=2 \sqrt{\left(1+c^{2}\right) \tau}\left(\alpha_{2}, \beta_{2}\right)$. Recall now that $\dot{X}(s) \leq V(s)$ by (5.14). Hence by applying the change of variable $r=X(s)$ in (5.24), we further obtain that

$$
\begin{equation*}
V(t) \leq\left(\frac{\alpha_{1}+\beta_{1} \epsilon_{0}}{\alpha_{2}+\beta_{2} \epsilon_{0}}\right) V(0)-\frac{\mu \epsilon_{0}}{\alpha_{3}+\beta_{3} \epsilon_{0}} \int_{X(0)}^{X(t)} \phi(2 \sqrt{N}(r+\tau V(0))) \mathrm{d} r . \tag{5.25}
\end{equation*}
$$

Remark that by the strong interaction condition (5.13), there exists a radius $X_{M}\left(\epsilon_{0}\right)>0$ such that

$$
\begin{equation*}
\frac{\mu \epsilon_{0}}{\alpha_{3}+\beta_{3} \epsilon_{0}} \int_{X(0)}^{X_{M}\left(\epsilon_{0}\right)} \phi(2 \sqrt{N}(r+\tau V(0))) \mathrm{d} r=\left(\frac{\alpha_{1}+\beta_{1} \epsilon_{0}}{\alpha_{2}+\beta_{2} \epsilon_{0}}\right) V(0) . \tag{5.26}
\end{equation*}
$$

Since $V(\cdot)$ is a non-negative quantity by definition, (5.26) automatically implies along with (5.25) that

$$
\begin{equation*}
\sup _{t \in\left[0, T_{\epsilon_{0}}^{*}\right]} X(t) \leq X_{M}\left(\epsilon_{0}\right) \tag{5.27}
\end{equation*}
$$

where $X_{M}\left(\epsilon_{0}\right)$ can be expressed synthetically as

$$
\begin{equation*}
X_{M}\left(\epsilon_{0}\right)=\Phi^{-1}\left(\frac{2 \sqrt{\left(1+c^{2}\right) \tau}\left(\alpha_{1}+\beta_{1} \epsilon_{0}\right)}{\mu \epsilon_{0}}\right) \tag{5.28}
\end{equation*}
$$

with $\Phi(\cdot)$ defined as in the statement of Theorem 5.2.
Recalling now that $\phi(\cdot)$ is non-increasing, it further holds that

$$
\phi(2 \sqrt{N}(X(t)+\tau V(0))) \geq \phi\left(2 \sqrt{N}\left(X_{M}\left(\epsilon_{0}\right)+\tau V(0)\right)\right)
$$

for all times $t \in\left[0, T_{\epsilon_{0}}^{*}\right]$. Thus, (5.24) yields that

$$
V(t) \leq\left(\frac{\alpha_{1}+\beta_{1} \epsilon_{0}}{\alpha_{2}+\beta_{2} \epsilon_{0}}\right) V(0)-\frac{\mu \epsilon_{0}}{\alpha_{3}+\beta_{3} \epsilon_{0}} \phi\left(2 \sqrt{N}\left(X_{M}\left(\epsilon_{0}\right)+\tau V(0)\right)\right) \int_{0}^{t} V(s) \mathrm{d} r
$$

By Grönwall's Lemma, it further holds

$$
V\left(T_{\epsilon_{0}}^{*}\right) \leq\left(\frac{\alpha_{1}+\beta_{1} \epsilon_{0}}{\alpha_{2}+\beta_{2} \epsilon_{0}}\right) V(0) \exp \left(-\frac{\mu \phi\left(2 \sqrt{N}\left(X_{M}\left(\epsilon_{0}\right)+\tau V(0)\right)\right)}{4\left(\alpha_{3}+\beta_{3} \epsilon_{0}\right) \epsilon_{0}}\right)
$$

where we used the fact that $T_{\epsilon_{0}}^{*}=1 / 4 \epsilon_{0}^{2}$.

We now prove Theorem 5.2, that is our main result.

Proof. We start by proving the formation of consensus in the velocity variables. We first fix a parameter $\delta>0$. Observe that as a consequence of (5.16) and of the monotonicity of $\phi \circ \Phi^{-1}(\cdot)$, it holds in particular that

$$
\begin{aligned}
\lim _{\epsilon \rightarrow 0^{+}} V\left(T_{\epsilon_{0}}^{*}\right) & =\left(\frac{\alpha_{1}}{\alpha_{2}}\right) \lim _{\epsilon_{0} \rightarrow 0^{+}} \exp \left(-\frac{\mu \phi\left(2 \sqrt{N}\left(X_{M}\left(\epsilon_{0}\right)+\tau V(0)\right)\right)}{4\left(\alpha_{3}+\beta_{3} \epsilon_{0}\right) \epsilon_{0}}\right) \\
& =\left(\frac{\alpha_{1}}{\alpha_{2}}\right) \lim _{\epsilon_{0} \rightarrow 0^{+}} \exp \left(-\frac{\mu \alpha_{1} \phi\left(2 \sqrt{N}\left(\Phi^{-1}\left(\frac{2 \sqrt{\left(1+c^{2}\right) \tau}}{\mu \epsilon_{0}}\right)+\tau V(0)\right)\right)}{4 \alpha_{3} \epsilon_{0}}\right)=0
\end{aligned}
$$

Whence there exists a constant $\epsilon_{0}$ such that $V\left(T_{\epsilon_{0}}^{*}\right) \leq \delta$ where $T_{\epsilon_{0}}^{*}=1 / 4 \epsilon_{0}^{2}$. Since $\left(\mathrm{CSM}_{2}\right)$ is dissipative with respect to the velocity variable, one has that $V(t) \leq \delta$ for all times $t \geq T_{\epsilon_{0}}^{*}$. Since this estimate holds for any $\delta>0$, we can conclude that $\lim _{t \rightarrow+\infty} V(t)=0$. By definition of $V(\cdot)$, this in turn yields

$$
\lim _{t \rightarrow+\infty}\left|v_{i}(t)-\overline{\boldsymbol{v}}(t)\right|=0
$$

for all $i \in\{1, \ldots, N\}$.

We now turn our attention to the uniform boundedness of the position mean-deviation. Recall that by the weak dissipativity of $\left(\mathrm{CSM}_{2}\right)$, it holds that

$$
X(t) \leq X(0)+\int_{0}^{t} V(s) \mathrm{d} s \leq X(0)+\int_{0}^{+\infty} V(t) \mathrm{d} t
$$

As a consequence of Lemma 5.2 we know that for any $\epsilon>0$, one has that

$$
V\left(T_{\epsilon_{0}}^{*}\right) \leq C \exp \left(-\frac{\left.\mu T_{\epsilon_{0}}^{*} \phi\left(2 \sqrt{N}\left(\Phi^{-1}\left(\frac{4}{\mu} \sqrt{\left(1+c^{2}\right) \tau T_{\epsilon_{0}}^{*}}\right)+\tau V(0)\right)\right)\right)}{8\left(\beta_{3}+2 \alpha_{3} \sqrt{T_{\epsilon_{0}}^{*}}\right)}\right)
$$

where $C_{1}>0$ is a positive constant. Since $T_{\epsilon_{0}}^{*}$ spans $\mathbb{R}_{+}^{*}$ as $\epsilon_{0}$ spans $\mathbb{R}_{+}^{*}$, it is possible to reparametrize the time variable using $T \equiv T_{\epsilon_{0}}^{*}$ and to recover that

$$
X(t) \leq V(0)+C_{1} \int_{0}^{+\infty} \exp \left(-C_{2} \sqrt{T} \phi \circ \Phi^{-1}\left(C_{3}+C_{4} \sqrt{T}\right)\right) \mathrm{d} T<+\infty
$$

for all times $t \geq 0$. As a consequence of the "very strong" interaction condition (5.16), we finally conclude that

$$
\sup _{t \geq 0}\left|x_{i}(t)-\overline{\boldsymbol{x}}(t)\right|<+\infty
$$

for each $i \in\{1, \ldots, N\}$.

### 5.2 Sparse control of kinetic cooperative systems to approximate alignment

In Section 5.1, we have seen that flocking does not automatically arise in weakly cooperative systems. Even for Cucker-Smale type kernels in the full-communication setting, asymptotic flocking arises conditionally to a confinement condition on the initial support of the crowd, see e.g. [62]. It is therefore relevant to search for control strategies allowing to stir weakly cooperative systems towards alignment. A strong emphasis in this endeavour has been put on the sparsity of such control strategies, see e.g. [41, 42, 115, 116] In this section, we focus on second-order multi-agent systems of the form

$$
\begin{cases}\dot{x}_{i}(t)=v_{i}(t), & x_{i}(0)=x_{i}^{0}  \tag{5.29}\\ \dot{v}_{i}(t)=\frac{1}{N} \sum_{j=1}^{N} \psi\left(x_{j}(t)-x_{i}(t), v_{j}(t)-v_{i}(t)\right), & v_{i}(0)=v_{i}^{0}\end{cases}
$$

where the map $\psi \in \operatorname{Lip}\left(\mathbb{R}^{2 d}, \mathbb{R}^{d}\right)$ satisfies

$$
\begin{equation*}
\langle\psi(x, v), v\rangle \leq 0 \tag{5.30}
\end{equation*}
$$

for any $v \in \mathbb{R}^{d}$. Notice that (5.29)-(5.30) define a more general notion of weaklycooperative system than the Cucker-Smale variant $\left(\mathrm{CS}_{2}\right)$ presented before where we explicitly attributed the loss of strict cooperation to communication failures.

In this section, we are interested in designing a sparse control strategy for the kinetic approximation of (5.29). As already sketched in the Introduction and throughout this
manuscript, such systems are the mean field limits of finite-dimensional cooperative systems when the number $N$ of agents goes to infinity. We have seen that the natural way to represent the crowd in this formalism is by means of a curve of measures $t \in \mathbb{R}_{+} \mapsto \mu(t) \in \mathscr{P}_{c}\left(\mathbb{R}^{2 d}\right)$. The time-evolution of this curve is then described by a continuity equation with non-local terms of the general form

$$
\begin{equation*}
\partial_{t} \mu(t)+\nabla \cdot\left((v, \Psi[\mu(t)](x, v))^{\top} \mu(t)\right)=0 \tag{5.31}
\end{equation*}
$$

where the non-local velocity field $\Psi[\cdot](\cdot, \cdot)$ is defined by

$$
\Psi[\mu]:(x, v) \in \mathbb{R}^{2 d} \mapsto \int_{\mathbb{R}^{2 d}} \psi(y-x, w-v) \mathrm{d} \mu(y, w)
$$

for any $\mu \in \mathscr{P}_{c}\left(\mathbb{R}^{2 d}\right)$. Throughout this section, we will restrict our attention to initial distributions $\mu^{0}$ which are absolutely continuous with respect to $\mathscr{L}^{2 d}$. In keeping with the notations of Theorem 1.7, we denote by $\left(\Phi_{(0, t)}\left[\mu^{0}\right](\cdot, \cdot)\right)_{t \geq 0}$ the family of flows of diffeomorphisms generated by the non-local velocity field $(x, v) \mapsto(v, \Psi[\mu](x, v)$.

By now, it should be clear that the most natural way of controlling the velocity part of (5.31) is by means of a vector field $(t, x, v) \in \mathbb{R}_{+} \times \mathbb{R}^{2 d} \mapsto u(t, x, v) \in \mathbb{R}^{d}$. We explicitly denote time-varying space support of $u(\cdot, \cdot, \cdot)$ by the curve of Borel sets $t \in \mathbb{R}_{+} \mapsto \omega(t)$. The controlled version of (5.31) can then be written as

$$
\begin{equation*}
\partial_{t} \mu(t)+\nabla \cdot\left(\left(v, \Psi[\mu(t)](x, v)+\mathbb{1}_{\omega(t)} u(t, x, v)\right) \mu(t)\right)=0 \tag{5.32}
\end{equation*}
$$

To ensure the well-posedness of the controlled dynamics in the sense of Theorem 1.7, we shall design our control strategy in such a way that $\chi_{\omega(t)} u(t, \cdot, \cdot)$ defines a Lipschitz vector field for all times $t \geq 0$.

One of the key interests of formulating a control problem of the form (5.32) is that the resulting control strategies are inherently bound to be $N$-free. Moreover, under Cauchy-Lipschitz regularity requirements, the mean-field control strategy designed for (5.32) can be applied to approximately control finite-dimensional systems of the form (5.29). The corresponding control error can then be easily estimated as a function of $N$ and of the Lipschitz constants of the vector fields driving the dynamics. As advertised previously, we are also going to impose sparsity and boundedness constraint on our control strategies, so that it can only act on a small portion of the crowd at all times, and with limited amplitude. In our developments, these constraints can be expressed as shown below.
$\diamond$ The following population sparsity constraint

$$
\begin{equation*}
\int_{\omega(t)} \mathrm{d} \mu(t)(x, v) \leq c \tag{5.33}
\end{equation*}
$$

holds for all times $t \geq 0$.
$\diamond$ The following boundedness constraint

$$
\begin{equation*}
\|u(t, \cdot, \cdot)\|_{L^{\infty}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)} \leq 1, \tag{5.34}
\end{equation*}
$$

holds for all times $t \geq 0$

Remark 5.4 (Space sparsity constraint). Another sparsity constraint for kinetic systems is the space sparsity constraint, which writes

$$
\begin{equation*}
\int_{\omega(t)} \mathrm{d} x \mathrm{~d} v \leq c \tag{5.35}
\end{equation*}
$$

for all $t \geq 0$. This type of constraint has already been treated in [116]. The constraint (5.33) is harder to handle, since it requires to monitor accurately the evolution of the density $\mu(\cdot)$ in order to ensure that the control acts only on a small portion of the crowd. The constraint (5.35) is less restrictive since one only needs to act on a small area of the phase space, with no restriction on the crowd density within it.

In Section 5.1, we studied flocking behaviour, i.e. the asymptotic convergence towards alignment in the velocity variable for a Cucker-Smale type system. In the present case, we are going to focus on a relaxation of this notion, called the approximate alignment, which definition we introduce below.

Definition 5.5 (Approximate alignment). A solution $\mu(\cdot) \in C^{0}\left(\mathbb{R}_{+}, \mathscr{P}_{c}\left(\mathbb{R}^{2 d}\right)\right.$ ) of (5.32) is said to be $\epsilon$-approximately aligned around a given velocity $v^{*} \in \mathbb{R}^{d}$ starting from time $T$ provided that

$$
\operatorname{supp}(\mu(t)) \subset \mathbb{R}^{d} \times \mathrm{B}\left(v^{*}, \epsilon\right)
$$

for all $t \geq T$.
Before moving on to the statement of the main result of this section, let us comment on the differences between approximate alignment and flocking as they are presented in this manuscript. First, the notion of approximate alignment only involves a bound on the velocity part of the support of the measure whereas in the definition of flocking, one also requires that the positions do not diverge. Second, the notion of flocking introduced in Definition 5.4 measures the variance of the measure in the velocity component - and is therefore an $L^{2}$-type quantity - whereas the approximate alignment of Definition 5.5 measures the size of the support - hence an $L^{\infty}$-type quantity. While both concepts are equivalent for finite-dimensional cooperative systems, only the latter allows for the definition of flocking and other related alignment patterns for kinetic equations of the form (5.31), see e.g. [89].

In the following Theorem, we state the main result of this section.
Theorem 5.3 (Sparse $\epsilon$-alignment). Let $\mu^{0} \in \mathscr{P}_{c}^{a c}\left(\mathbb{R}^{2 d}\right)$ be a given initial datum for (5.32), and let $c, \epsilon>0$ be positive constants and $v^{*} \in \mathbb{R}^{d}$. Then, there exists a time $T>0$ depending on $\mu^{0}, c, v^{*}$ and $\epsilon$ and a Lipschitz-in-space control strategy

$$
(t, x, v) \in[0, T] \times \mathbb{R}^{2 d} \mapsto \mathbb{1}_{\omega(t)}(x, v) u(t, x, v)
$$

satisfying (5.33)-(5.34), and such that the corresponding solution $\mu(\cdot) \in C^{0}\left(\mathbb{R}_{+}, \mathscr{P}_{c}^{a c}\left(\mathbb{R}^{2 d}\right)\right.$ of (5.32) is approximately aligned around $v^{*}$ with precision $\epsilon$ starting from time $T$.

This section is structured as follows. In Section 5.2.1, we review some of the basic properties of kinetic cooperative systems described by (5.32). We then prove Theorem 5.3 in Section 5.2.2.

### 5.2.1 Invariance properties of kinetic cooperative systems

In the following paragraphs, we establish some structural lemmas on kinetic cooperative systems. Some of the most fundamental properties of (5.29) are its invariance with respect to translations and the fact that the size of its velocity support cannot increase. These properties are canonically inherited by its mean-field counterpart (5.31) and can be stated as follows. The proof of both results is the matter of a few lines of computations.

Lemma 5.3. Let $\mu(\cdot)$ be a solution of (5.31) with initial datum $\mu^{0} \in \mathscr{P}_{c}^{a c}\left(\mathbb{R}^{2 d}\right)$ and for all times $t \geq 0$ let $f(t, \cdot, \cdot) \in L^{\infty}\left(\mathbb{R}^{2 d}, \mathbb{R}^{2 d}\right)$ be its density with respect to $\mathscr{L}^{2 d}$. Then for any $(y, w) \in \mathbb{R}^{d} \times \mathbb{R}^{d}$, the curve of measures $\tilde{\mu}: t \in \mathbb{R}_{+} \mapsto f(t, x+y+t w, v+w) \cdot \mathscr{L}^{2 d}$ is the unique solution of (5.31) with initial datum $(\operatorname{Id}+y, \operatorname{Id}+w)_{\#} \mu^{0}$.

Besides, the attractivity of the interaction forces of (5.29) allows us to establish an easy estimate of the evolution through time of the support of a solution of (5.31).
Lemma 5.4. Let $\mu(\cdot)$ be a solution of (5.31) with initial datum $\mu^{0} \in \mathscr{P}_{c}^{a c}\left(\mathbb{R}^{d}\right)$ and assume that there exists a collection of real numbers $\left.\left(\underline{X}^{i}, \bar{X}^{i}, \underline{V}^{i}, \bar{V}^{i}\right)\right)_{1 \leq i \leq d} \in \mathbb{R}^{4 d}$ such that

$$
\operatorname{supp}\left(\mu^{0}\right) \subseteq \prod_{i=1}^{d}\left(\left[\underline{X}^{i}, \bar{X}^{i}\right] \times\left[\underline{V}^{i}, \bar{V}^{i}\right]\right)
$$

Then, it holds that

$$
\operatorname{supp}(\mu(t)) \subseteq \prod_{i=1}^{d}\left(\left[\underline{X}^{i}+t \underline{V}^{i}, \bar{X}^{i}+t \bar{V}^{i}\right] \times\left[\underline{V}^{i}, \bar{V}^{i}\right]\right)
$$

for all times $t \geq 0$.
Proof. This invariance is a direct consequence of the fact that $(x, v) \mapsto(v, \Psi[\mu](x, v))^{T}$ always points inward $\mathbb{R} \times\left[\underline{V}^{i}, \bar{V}^{i}\right]$ along the $v$ direction, and this for each $i \in\{1, . ., N\}$. This combined with the fact that

$$
\operatorname{supp}(\mu(t))=\Phi_{(0, t)}\left[\mu^{0}\right]\left(\operatorname{supp}\left(\mu^{0}\right)\right)
$$

yields the proof of our claim.
We end these preparatory paragraphs by the statement of an $L^{\infty}$-estimate on the density of a solution of (5.32).
Proposition 5.3. Let $\mu(\cdot) \in C^{0}\left(\mathbb{R}_{+}, \mathscr{P}_{c}^{a c}\right)$ be a solution of (5.32) with initial datum $\mu^{0} \in \mathscr{P}_{c}^{a c}$ and $f(t, \cdot) \in L^{\infty}\left(\mathbb{R}^{2 d}, \mathbb{R}^{2 d}\right)$ be its density with respect to $\mathscr{L}^{2 d}$. Then, it holds that

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t}\|f(t, \cdot, \cdot)\|_{L^{\infty}\left(\mathbb{R}^{2 d}\right)} \leq\|f(t, \cdot, \cdot)\|_{L^{\infty}\left(\mathbb{R}^{2 d}\right)} & \left(\left\|\nabla_{v} \cdot\left(\mathbb{1}_{\omega(t)}(\cdot, \cdot) u(t, \cdot, \cdot, \cdot)\right)\right\|_{L^{\infty}\left(\mathbb{R}^{2 d}\right)}\right.  \tag{5.36}\\
& \left.+\left\|\nabla_{v} \cdot \Psi[\mu(t)](\cdot, \cdot)\right\|_{L^{\infty}(\operatorname{supp}(f(t, \cdot)))}\right)
\end{align*}
$$

for all times $t \geq 0$.
Proof. The proof of this result is elementary and can be found in [115, Section 4.2].

### 5.2.2 Proof of Theorem 5.3

In this section we prove our main result Theorem 5.3, using a constructive algorithmic approach, in the spirit of $[115,116]$. We start by showing in Step 1 how the invariance properties of cooperative systems listed hereinabove allow us to reduce the problem to the case where $v^{*}=0$ and $\operatorname{supp}\left(\mu^{0}\right) \subset[0,+\infty)^{2 d}$. We proceed by defining in Step 2 the fundamental step of our control strategy in the particular case of space dimension $d=1$, and we then show in Step 3 how its iteration steers the dynamics to approximate alignment in the sense of Definition 5.5. In Step 4, we finally show how this procedure can be generalized to the higher dimensions in which $d>1$.

Step 1: Reduction to the case $v^{*}=0$ and $\operatorname{supp}\left(\mu^{0}\right) \subset[0,+\infty)^{2 d}$
Let $\mu^{0} \in \mathscr{P}_{c}^{a c}\left(\mathbb{R}^{2 d}\right)$ be given as in Theorem 5.3 and $\left.\left(\underline{X}^{i}, \bar{X}^{i}, \underline{V}^{i}, \bar{V}^{i}\right)\right)_{1 \leq i \leq d} \in \mathbb{R}^{4 d}$ be such that

$$
\operatorname{supp}\left(\mu^{0}\right) \subseteq \prod_{i=1}^{d}\left(\left[\underline{X}^{i}, \bar{X}^{i}\right] \times\left[\underline{V}^{i}, \bar{V}^{i}\right]\right)
$$

As a consequence of the invariance properties stated in Lemma 5.3, it possible to restrict the proof of Theorem 5.3 without loss of generality to the case where

$$
v^{*}=0, \quad \underline{X}^{i}=0, \quad \bar{X}^{i}>0, \quad \underline{V}^{i}=0 \text { and } \quad \bar{V}^{i}>0
$$

for any $i \in\{1, \ldots, N\}$. Indeed, one can always achieve approximate alignment in the sense of Definition 5.5 in dimension $j$ with $\underline{V}^{j}<0<\bar{V}^{j}$ by applying the following strategy.
(1) Define ${ }^{1} \tilde{\mu}_{j}(t, x, v)=\mu\left(t, x-t \underline{V}^{j} e_{j}, v-\underline{V}^{j} e_{j}\right)$ - where $e_{j}$ stands for the $j$-th unitary vector of $\mathbb{R}^{d}$ - and notice that it follows the dynamics (5.31) by Lemma 5.3. It is then possible to perform an approximate alignment around $v_{j}^{*}=0$ with precision $\frac{\epsilon}{\sqrt{d}}-\underline{V}^{j}$. The velocity support of the system in dimension $j$ is now $\left[\underline{V}^{j}, \frac{\epsilon}{\sqrt{d}}\right)$.
(2) Define $\hat{\mu}_{j}(t, x, v)=\mu\left(t,-x-t \frac{\epsilon}{\sqrt{d}} e_{j},-v-\frac{\epsilon}{\sqrt{d}} e_{j}\right)$ and notice that it satisfies the dynamics (5.31) with $\psi^{\prime}(x, v)=-\psi(-x,-v)$. Proceed again by performing and approximate alignment around 0 with precision $\frac{2 \epsilon}{\sqrt{d}}$. The velocity support for the initial measure is included in $\left(-\frac{\epsilon}{\sqrt{d}}, \frac{\epsilon}{\sqrt{d}}\right)$ and approximate alignment is achevied for the $j$-th component.

## Step 2 : Fundamental step in the case $d=1$

Throughout Step 2 and Step 3, we make the assumption that $d=1$. As a consequence of Step 1, it is furthermore possible to restrict our attention to the case where $\operatorname{supp}\left(\mu^{0}\right) \subset$ $\left[0, X_{0}\right] \times\left[0, V_{0}\right]$.

Our aim is now to build a Lipschitz-in-space control $\chi_{\omega(\cdot)} u^{0}(\cdot, \cdot, \cdot)$ and a time $T_{0}$ such that the control satisfies the constraints (5.33) and (5.34) at all times in $\left[0, T_{0}\right]$, and such that $\operatorname{supp}\left(\mu\left(T_{0}\right)\right)$ is strictly smaller than $\operatorname{supp}\left(\mu^{0}\right)$ along the velocity component. To this

[^5]end, we define a partition of our initial domain $\left[0, X_{0}\right] \times\left[0, V_{0}\right]$ into $n=\left\lceil\frac{2}{c}\right\rceil$ rectangles $\left(\Omega_{[i]}^{0}\right)_{1 \leq i \leq n}$ defined by
$$
\Omega_{[i]}^{0}=\left[x_{[i-1]}, x_{[i]}\right] \times\left[0, V_{0}\right],
$$
for any $i \in\{1, \ldots, n\}$. The points $\left(x_{[i]}\right)_{1 \leq i \leq n-1}$ are defined recursively via
\[

$$
\begin{equation*}
x_{[i]}=\underset{x \in\left[x_{[i-1]}, X_{0}\right]}{\operatorname{argmin}}\left\{x \text { s.t. } \mu^{0}\left(\left[x_{[i-1]}, x\right] \times\left[0, V_{0}\right]\right)=\frac{c}{2}\right\} \tag{5.37}
\end{equation*}
$$

\]

for all $i \in\{1, \ldots, n\}$, starting from $x_{[0]}=0$. We also define $x_{[n]}=X_{0}$. Remark that the points $x_{[i]}$ are well defined since $\mu^{0} \in \mathscr{P}_{c}^{a c}\left(\mathbb{R}^{2}\right)$, which ensures that $x \mapsto$ $\mu^{0}\left(\left[x_{[i-1]}, x\right] \times\left[0, V_{0}\right]\right)$ is continuous. We further define the parameter $\delta_{0}$ as the biggest real number such that

$$
\begin{equation*}
\mu^{0}\left(\left[x_{[i-1]}-3 \delta_{0}, x_{[i]}+3 \delta_{0}\right] \times \mathbb{R}\right) \leq c \tag{5.38}
\end{equation*}
$$

for any $i \in\{1, . ., n\}$. We finally fix a parameter $\eta_{0} \in\left(0, V_{0}\right)$ and a time $T_{0} \in\left(0, \frac{\delta_{0}}{V_{0}}\right]$, which precise choices shall be detailed in Step 3.

We define the control sets $\left(\omega_{[i]}^{0}\right)_{1 \leq i \leq n}$ by

$$
\begin{equation*}
\omega_{[i]}^{0}=\left[x_{[i-1]}-2 \delta_{0}, x_{[i]}+2 \delta_{0}\right] \times\left[0, V_{0}+\eta_{0}\right], \tag{5.39}
\end{equation*}
$$

and we introduce the corresponding control functions $u_{[i]}:(t, x, v) \mapsto-\zeta_{[i]}(t, x, v)$ where the maps $\zeta_{[i]}(\cdot, \cdot, \cdot)$ are given by

$$
\zeta_{[i]}(t, x, v)=\left\{\begin{array}{l}
1 \text { on }\left[x_{[i-1]}-\delta_{0}, x_{[i]}+\delta_{0}\right] \times\left[\eta_{0}, V_{0}\right]  \tag{5.40}\\
\text { linearly decreasing to } 0 \omega_{[i]}^{0} \backslash\left(\left[x_{[i-1]}-\delta_{0}, x_{[i]}+\delta_{0}\right] \times\left[\eta_{0}, V_{0}\right]\right), \\
0 \text { on } \mathbb{R}^{2 d} \backslash \omega_{[i]}^{0} .
\end{array}\right.
$$

for all $i \in\{1, \ldots, n\}$. A picture of this domain decomposition along with the definition of $\zeta_{[i]}(\cdot,,$,$) for a given i$ is given in Figure 1.

We consider the time partition $\left[0, T_{0}\right]=\bigcup_{i=0}^{n-1}\left[\frac{i T_{0}}{n}, \frac{(i+1) T_{0}}{n}\right]$ and apply each control $u_{[i]}(\cdot, \cdot, \cdot)$ on the set $\omega_{[i]}^{0}$ for $t \in\left[\frac{i T_{0}}{n}, \frac{(i+1) T_{0}}{n}\right)$. This control design ensures that the following properties are satisfied.
(1) The control is Lipschitz-in-space and satisfies (5.34) at all times by definition of the functions $\left(\zeta_{[i]}(\cdot, \cdot, \cdot)\right)_{1 \leq i \leq n}$.
(2) By Lemma 5.4 , one can easily check that $\operatorname{supp}(\mu(t)) \subset\left[0, X_{0}+t V_{0}\right] \times\left[0, V_{0}\right]$, yielding in turn

$$
\begin{equation*}
\operatorname{supp}(\mu(t)) \subset\left[0, X_{0}+T_{0} V_{0}\right] \times\left[0, V_{0}\right] \tag{5.41}
\end{equation*}
$$

for all times $t \in\left[0, T_{0}\right]$. Moreover, choosing $T_{0} \leq \delta_{0} / V_{0}$, we have by construction that all the points in $\operatorname{supp}\left(\mu^{0}\right)$ will locally undergo a displacement of amplitude at most equal to $\delta_{0}$ in the variable $x$.


Figure 5.1: Construction of a control set $\omega_{[i]}^{0}$ and of the corresponding $\Omega_{[i]}^{0}$ and $\zeta_{[i]}(\cdot, \cdot, \cdot)$ for a given $i \in\{1, . ., n\}$
(3) The population constraint (5.33) is respected at all times. Indeed, one has that

$$
\begin{equation*}
\int_{\omega_{[i]}^{0}} \mathrm{~d} \mu(t)(x, v) \leq \int_{x_{[i-1]}-3 \delta_{0}}^{x_{[i]}+3 \delta_{0}} \int_{0}^{V_{0}} \mathrm{~d} \mu^{0}(x, v)=c \tag{5.42}
\end{equation*}
$$

for any $i \in\{1, . ., n\}$.

After having defined a proper control satisfying our constraints, we are interested in building estimates for the size of $\operatorname{supp}\left(\mu\left(T_{0}\right)\right)$. To do so, we monitor the evolution through time of the points $(x, v)$ such that $v$ realizes the maximum of velocity in $\Omega_{[i]}(t)$ (similar estimates were given in [116]). Here for $i \in\{1, . ., n\}$ and $t \geq 0$, we define the sets $\Omega_{[i]}(t)$ by

$$
\Omega_{[i]}(t)=\Phi_{(0, t)}\left[\mu^{0}\right]\left(\Omega_{[i]}^{0}\right)
$$

where we recall that $\left(\Phi_{(0, t)}\left[\mu^{0}\right](\cdot, \cdot)\right)_{t \geq 0}$ is the family of non-local flows generated by $(x, v) \mapsto\left(v, \Psi[\mu]+\chi_{\omega} u\right)^{T}$.

We now introduce monitoring functions $b_{i}(\cdot)$ defined by

$$
b_{i}(t)=\sup \left\{v \in \mathbb{R} \text { s.t. }(x, v) \in \Omega_{[i]}(t)\right\}
$$

for all $t \in\left[0, T_{0}\right]$. Our goal is to derive upper estimates on these maps that will in turn be useful to prove that the velocity support of the measure shrinks. We proceed by a case disjunction.
$\diamond$ If $b_{i}(t) \geq \eta_{0}$ for all $t \in\left[0, T_{0}\right]$, then using (5.32) and the Lipschitzianity of $\psi(\cdot, \cdot)$ one has that

$$
\begin{aligned}
\dot{b}_{i}(t) & =\Psi[\mu(t)]\left(x_{i}(t), b_{i}(t)\right)+\mathbb{1}_{\omega_{[i]}^{0}}\left(x_{i}(t), b_{i}(t)\right) u_{[i]}\left(t, x_{i}(t), b_{i}(t)\right) \\
& \leq L \int_{\mathbb{R}^{2}}\left(w-b_{i}(t)\right) \mathrm{d} \mu(t)(y, w)+\mathbb{1}_{\omega_{[i]}^{0}}\left(x_{i}(t), b_{i}(t)\right) u_{[i]}\left(t, x_{i}(t), b_{i}(t)\right) \\
& \leq\left(V_{0}-b_{i}(t)\right)+\chi_{\omega_{[i]}^{0}} u_{[i]}\left(t, x_{i}(t), b_{i}(t)\right)
\end{aligned}
$$

where $L=\operatorname{Lip}\left(\psi(\cdot, \cdot), \mathbb{R}^{2}\right)$. Applying Grönwall's Lemma to $b_{i}(\cdot)-V_{0}$ and noticing that $b_{i}(0)-V_{0} \leq 0$, we recover that

$$
\begin{equation*}
b_{i}\left(T_{0}\right) \leq V_{0}+e^{-L T_{0}} \int_{0}^{T_{0}} \mathbb{1}_{\omega_{[i]}^{0}}\left(x_{i}(t), b_{i}(t)\right) u_{[i]}\left(t, x_{i}(t), b_{i}(t)\right) \mathrm{d} t \tag{5.43}
\end{equation*}
$$

By construction of the set $\omega_{[i]}^{0}$ and of the control $u_{[i]}(\cdot, \cdot, \cdot)$, the fact that $b_{i}(\cdot) \geq \eta_{0}$ on $\left[0, T_{0}\right]$ implies that $u_{[i]}\left(\cdot, x_{i}(\cdot), b_{i}(\cdot)\right)$ is equal to $(-1)$ on $\left[\frac{i T_{0}}{n}, \frac{(i+1) T_{0}}{n}\right)$ and to 0 on $\left[0, \frac{(i-1) T_{0}}{n}\right) \cup\left[\frac{(i+1) T_{0}}{n}, T_{0}\right]$, leading to

$$
\begin{equation*}
b_{i}\left(T_{0}\right) \leq V_{0}-\frac{e^{-L T_{0}} T_{0}}{n} \tag{5.44}
\end{equation*}
$$

$\diamond$ On the other hand if $b_{i}(t)<\eta_{0}$ for some $t \in\left[0, T_{0}\right]$, define $\bar{t}$ to be the biggest time for which $b_{i}(\cdot) \leq \eta_{0}$. Notice then that $v-b_{i}(s) \leq V_{0}-\eta_{0}$ for all $v \in\left[0, V_{0}\right]$ and $s \geq \bar{t}$. By a similar argument as in the previous point, one gets

$$
\begin{equation*}
b_{i}\left(T_{0}\right) \leq \eta_{0}\left(1-L T_{0}\right)+L V_{0} T_{0} \tag{5.45}
\end{equation*}
$$

This holds in particular if $\bar{t}=T_{0}$, i.e. if $b_{i}(\cdot) \leq \eta_{0}$.
Since $\left(\Omega_{[i]}(t)\right)_{1 \leq i \leq n}$ defines a covering of $\operatorname{supp}(\mu(t))$ for all $t \geq 0$, these estimates together with (5.41) allow us to write that $\operatorname{supp}\left(\mu\left(T_{0}\right)\right) \subset\left[0, X_{1}\right] \times\left[0, V_{1}\right]$ with

$$
\left\{\begin{align*}
V_{1} & =\max \left\{V_{0}-\frac{e^{-L T_{0}} T_{0}}{n}, \eta_{0}\left(1-L T_{0}\right)+L T_{0} V_{0}\right\}  \tag{5.46}\\
X_{1} & =X_{0}+T_{0} V_{0}
\end{align*}\right.
$$

## Step 3 : Iteration of the fundamental step and convergence of the algorithm

In this third Step, we show how a sequence of the fundamental steps defined in Step 2 steers the system to approximate alignment. To this end, we are going to iterate the fundamental step and show that the velocity support must decrease strictly at each step up to choosing the free parameters $(\eta, T)$ in a proper way.

We start by fixing $\epsilon>0$ and by denoting for any $k \in \mathbb{N}$ the measure $\mu^{k+1}=\mu\left(\sum_{l=0}^{k} T_{l}\right)$. The estimate (5.46) shows us that $\operatorname{supp}\left(\mu^{k+1}\right) \subseteq\left[0, X_{k+1}\right] \times\left[0, V_{k+1}\right]$ where

$$
\left\{\begin{array}{l}
V_{k+1}=\max \left\{V_{k}-\frac{e^{-L T_{k}} T_{k}}{n}, \eta_{k}\left(1-L T_{k}\right)+L T_{k} V_{k}\right\}  \tag{5.47}\\
X_{k+1}=X_{k}+V_{k} T_{k}
\end{array}\right.
$$

We build the corresponding partition $\left(\Omega_{[i]}^{k}\right)_{1 \leq i \leq n}$ of $\left[0, X_{k}\right] \times\left[0, V_{k}\right]$ according to (5.37) and define the corresponding parameters $\delta_{k}$ as in (5.38). We also define the sets $\left(\omega_{[i]}^{k}\right)_{1 \leq i \leq n}$, along with the corresponding controls $\left(u_{[i]}^{k}\right)_{1 \leq i \leq n}$ as in Step 2. We set define the auxiliary constant $\alpha=\left(1+\frac{3}{n L \epsilon}\right)$ where we recall that $L=\operatorname{Lip}(\psi(\cdot, \cdot))$, and choose

$$
\begin{equation*}
T_{k}=\min \left\{\frac{\delta_{k}}{V_{k}}, \frac{1}{\alpha L}\right\}, \eta_{k}=\frac{1}{2}\left(V_{k}-\frac{e^{-L T_{k}} T_{k}}{n\left(1-L T_{k}\right)}\right) . \tag{5.48}
\end{equation*}
$$

We now want to show that the sequence $\left(V_{k}\right)_{k \in \mathbb{N}}$ defined in (5.47) becomes smaller than $\epsilon$ within a finite number of iterations of our fundamental step when $\left(\eta_{k}, T_{k}\right)$ are chosen as in (5.48). To do so, we prove the slightly stronger result that $\left(V_{k}\right)_{k \in \mathbb{N}}$ converges to a limit $V_{*}<\epsilon / 2$. This implies that there exists $K \in \mathbb{N}$ such that $V_{k}<\epsilon$ for all $k \geq K$, which yields our claim.

We start by proving the following useful estimate.
Lemma 5.5. For a given $k \in \mathbb{N}$, let $f^{k} \in L^{\infty}\left(\mathbb{R}^{2 d}, \mathbb{R}^{2 d}\right)$ be the density of $\mu^{k}$ with respect to $\mathscr{L}^{2 d}$. Then, it holds that

$$
\begin{equation*}
12\left\|f^{k}(\cdot, \cdot)\right\|_{L^{\infty}\left(\mathbb{R}^{2 d}\right)} \delta_{k} V_{k} \geq c \tag{5.49}
\end{equation*}
$$

where $V_{k}$ is the size of the support of $\mu^{k}$ along the velocity component and $\delta_{k}$ is defined as in (5.38).
Proof. The proof follows from a simple geometric argument. For any $k \in \mathbb{N}$, one has that

$$
\mu^{k}\left(\left[x_{[i-1]}^{k}, x_{[i]}^{k}\right] \times\left[0, V_{k}\right]\right) \leq \frac{c}{2}
$$

by construction of the partition $\left(\Omega_{[i]}^{k}\right)_{1 \leq i \leq n}$. It follows that for any real number $r>0$, one has

$$
\mu^{k}\left(\left[x_{[i-1]}^{k}-r, x_{[i]}^{k}+r\right] \times\left[0, V_{k}\right]\right) \leq \frac{c}{2}+2 r V_{k}\|f(\cdot, \cdot)\|_{L^{\infty}\left(\mathbb{R}^{2 d}\right)}
$$

Besides by definition of $\delta_{k}$ in (5.38), there exists an index $i_{k} \in\{1, \ldots, n\}$ such that

$$
\mu^{k}\left(\left[x_{[i-1]}^{k}-3 \delta_{k}, x_{[i]}^{k}+3 \delta_{k}\right] \times\left[0, V_{k}\right]\right)=c .
$$

Taking $r=3 \delta_{k}$ yields the desired estimate.
One can check that the following facts hold true along our iteration.
(1) Choosing $T_{k} \leq \frac{1}{\alpha L}$ ensures that $\eta_{k}$ is strictly positive as long as $V_{k} \geq \epsilon / 2$. This comes from the following easy estimates

$$
V_{k}-\frac{T_{k} e^{-L T_{k}}}{n\left(1-L T_{k}\right)} \geq V_{k}-\frac{\alpha T_{k} e^{-L T_{k}}}{n(\alpha-1)} \geq V_{k}-\frac{\epsilon}{3} e^{-\frac{1}{\alpha}}
$$

in which we used the fact that $\alpha=\left(1+\frac{3}{n L \epsilon}\right)$.
(2) Choosing $T_{k}$ and $\eta_{k}$ as in (5.48) ensures that

$$
\eta_{k}=\frac{1}{2}\left(V_{k}-\frac{e^{-L T_{k}} T_{k}}{n\left(1-L T_{k}\right)}\right) \leq V_{k}-\frac{e^{-L T_{k}} T_{k}}{n\left(1-L T_{k}\right)}
$$

which in turn yields

$$
\left(1-L T_{k}\right) \eta_{k}+L T_{k} V_{k} \leq V_{k}-\frac{e^{-L T_{k}} T_{k}}{n} .
$$

By the definition of $\eta_{k}$ given in (5.48), we obtain that $V_{k+1}=V_{k}-\frac{e^{-L T_{k} T_{k}}}{n}$ as long as $V_{k} \geq \epsilon / 2$. This implies in particular that the sequence $\left(V_{k}\right)$ strictly decreases as long as $V_{k} \geq \epsilon / 2$.
(3) Since $T_{k} \leq \frac{1}{\alpha L}$, then $V_{k}-V_{k+1}=\frac{e^{-L T_{k}} T_{k}}{n} \geq \frac{e^{-\frac{1}{\alpha}} T_{k}}{n}$ for any $k \in \mathbb{N}$ such that $V_{k} \geq \epsilon / 2$. This implies that for any $K$ such that $V_{K} \geq \epsilon / 2$ one has

$$
\begin{equation*}
V_{0} \geq \frac{e^{-\frac{1}{\alpha}}}{n} \sum_{k=0}^{K} T_{k} . \tag{5.50}
\end{equation*}
$$

This last fact allows us to show by contradiction that our iteration procedure terminates within a finite number of steps. Assume that $V_{k} \geq \epsilon / 2$ for all $k \in \mathbb{N}$. This necessarily implies that the sequence $\left(V_{k}\right)$ is strictly decreasing by item (2), so that it converges to a limit $V_{*} \geq \frac{\epsilon}{2}$. Remark now that as a consequence of (5.50), one necessarily has that

$$
T_{k} \underset{k \rightarrow+\infty}{\longrightarrow} 0
$$

Taking the limit as $k \rightarrow+\infty$ in the definition (5.48) of $\left(\eta_{k}\right)$ yields

$$
\eta_{k} \underset{k \rightarrow+\infty}{\longrightarrow} \frac{V_{*}}{2}>0
$$

Thus, we infer that there exists a constant $\bar{\eta}>0$ such that $\eta_{k} \geq \bar{\eta}$ for any $k \in \mathbb{N}$.
By the very definition of the controls $u^{k}(\cdot, \cdot, \cdot)$ - which are chosen to be piecewise linear with slope at most equal to $\frac{1}{\eta_{k}}-$, it further holds that

$$
\begin{equation*}
\left.\| \nabla_{v} \cdot u_{[i]}^{k}(t, \cdot, \cdot)\right) \|_{L^{\infty}\left(\omega_{[i]}^{0}\right)} \leq \frac{1}{\eta_{k}} \leq \frac{1}{\bar{\eta}}, \tag{5.51}
\end{equation*}
$$

for any $i \in\{1, . ., n\}$. Moreover, it also holds for any $d \in \mathbb{N}^{*}$ that

$$
\begin{equation*}
\left|\nabla_{v} \cdot \Psi[\mu(t)](x, v)\right|=\left|\int_{\mathbb{R}^{2}} \partial_{v} \psi(y-x, w-v) \mathrm{d} \mu(t)(y, w)\right| \leq L, \tag{5.52}
\end{equation*}
$$

for any $(x, v) \in \mathbb{R}^{2}$ by Lipschitzianity of $(x, v) \mapsto \psi(x, v)$. Merging (5.51)-(5.52), we recover the following estimate

$$
\begin{equation*}
\left\|\nabla_{v} \cdot\left(\mathbb{1}_{\omega_{[i]}^{0}}(\cdot, \cdot) u_{[i]}^{k}(t, \cdot, \cdot)\right)\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)}+\left\|\nabla_{v} \cdot \Psi[\mu(t)](\cdot, \cdot)\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \leq \bar{F}_{1}, \tag{5.53}
\end{equation*}
$$

for all times $t \geq 0$, where we introduced $\bar{F}_{1}=(L+1 / \bar{\eta})>0$.
Recall that $\bar{T}=\sum_{k=0}^{\infty} T_{k}$ must be finite as a consequence of (5.50). Then, combining (5.53) with the estimate (5.36) of Proposition 5.3, one has

$$
\left\|f^{k}(\cdot, \cdot)\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \leq\left\|f^{0}(\cdot, \cdot)\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} e^{\bar{F}_{1} \bar{T}}
$$

for any $k \in \mathbb{N}$. This, together with (5.49) implies that

$$
\delta_{k} \geq \frac{c e^{-\bar{F}_{1} \bar{T}}}{12\left\|f^{0}(\cdot, \cdot)\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} V_{0}}=\bar{\delta}_{1}>0
$$

again for every $k \in \mathbb{N}$. Plugging this into the definition (5.48) allows us to finally obtain

$$
\begin{equation*}
T_{k}=\min \left\{\frac{\delta_{k}}{V_{k}}, \frac{1}{\alpha L}\right\} \geq \min \left\{\frac{\bar{\delta}}{V_{0}}, \frac{1}{\alpha L}\right\}>0 \tag{5.54}
\end{equation*}
$$

for all $k \in \mathbb{N}$.
This strictly positive lower bound (5.54) on the sequence $\left(T_{k}\right)$ implies that $\bar{T}=\sum_{k=0}^{+\infty} T_{k}$ diverges to infinity, which contradicts (5.50). Hence, one concludes that $V_{*}<\epsilon / 2$. Since the sequence $\left(V_{k}\right)$ is decreasing, there exists a step index $K \in \mathbb{N}$ such that $V_{k}<\epsilon$ for all $k \geq K$, which is equivalent to saying that our control strategy steers the system to $\epsilon$-approximate alignment around 0 starting from time $\bar{T}=\sum_{k=0}^{K} T_{k} \leq e^{\frac{1}{\alpha}}\left\lceil\frac{2}{c}\right\rceil V_{0}$.

## Step 4 : Proof of Theorem 5.3 in dimensions $d>1$

In this last Step, we show how the control design of Step 2 and Step 3 in the one dimensional setting can be extended to the case in which $d>1$. We therefore fix an integer $d \geq 1$, a precision $\epsilon>0$, and suppose that

$$
\left.\operatorname{supp}\left(\mu^{0}\right) \subset \prod_{i=1}^{d}\left(\left[0, X_{0}^{i}\right] \times\left[0, V_{0}^{i}\right]\right)\right)
$$

The proof of Theorem 5.3 in dimensions $d \geq 1$ consists in applying iteratively a $d$ dimensional fundamental step which is analogous to the 1-dimensional fundamental step, but which acts on one component of the system at a time. Once approximate alignment is obtained in a given direction, the sequence of fundamental steps is applied to another one until the whole system is steered to approximate alignment. Remark here that the global invariance of the velocity support of $\mu^{0}$ under the dynamics (5.31) given by Lemma 5.4 is essential to ensure that this component-wise sequential approach converges.

We define the fundamental step acting only on the $j$-th component as in Step 2 and Step 3, with the following adaptations. Let us fix a coordinate $j \in\{1, \ldots, d\}$.
(i) The partition $\left(\Omega_{[i]}^{0, j}\right)_{1 \leq i \leq n}$ associated to $j$-th component is defined via

$$
\Omega_{i}^{0, j}=\prod_{l=1}^{j-1}\left[0, X^{l}\right] \times\left[x_{j,[i-1]}, x_{j,[i]}\right] \times \prod_{l=j+1}^{d}\left[0, X^{l}\right] \times \prod_{l=1}^{d}\left[0, V^{l}\right]
$$

(ii) The parameters $\delta_{0}^{j}$ are defined as the biggest real numbers such that

$$
\mu^{0}\left(\mathbb{R}^{j-1} \times\left[x_{j,[i-1]}-3 \delta_{0}, x_{j,[i]}+3 \delta_{0}\right] \times \mathbb{R}^{d-j} \times \mathbb{R}^{d}\right) \leq c
$$

$i \in\{1, \ldots, n\}$.
(iii) The control sets $\omega_{[i]}^{0, j}$ are defined on $\left[x_{j,[i-1]}-2 \delta_{0}, x_{j,[i]}+2 \delta_{0}\right]$ on the $j$-th coordinate only.
(iv) The maps $\zeta_{[i]}^{j}(t, \cdot, \cdot)$ depend only on $\left(x_{j}, v_{j}\right)$ for all times $t \geq 0$ and the corresponding controls are defined by $u_{[i]}^{j}(\cdot, \cdot, v)=-\zeta_{[i]}^{j}(\cdot, \cdot, v) \frac{v_{j}}{\left|v_{j}\right|}$.
(v) The density estimate (5.49) is rewritten

$$
12 \delta_{k}^{j}\left\|f^{k}(\cdot, \cdot)\right\|_{L^{\infty}\left(\mathbb{R}^{2 d}\right)} \prod_{\substack{i=1 \\ i \neq j}}^{d} X_{k}^{i} \prod_{\substack{i=1 \\ i \neq j}}^{d} V_{k}^{i} \geq c
$$

while (5.53) becomes

$$
\left\|\nabla_{v} \cdot\left(\mathbb{1}_{\omega_{[i]}^{0}}(\cdot, \cdot) u_{[i]}^{k}(t, \cdot, \cdot)\right)\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)}+\left\|\nabla_{v} \cdot \Psi[\mu(t)](\cdot, \cdot)\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \leq \bar{F}_{d}
$$

where $\bar{F}_{d}=(L d+1 / \bar{\eta})$.
We iterate the $d$-dimensional fundamental step on each component of our system, choosing the values for the parameters $T_{k}^{j}$ and $\eta_{k}^{j}$

$$
\begin{equation*}
T_{k}^{j}=\min \left\{\frac{\delta_{k}^{j}}{V_{k}^{j}}, \frac{1}{\alpha L}\right\}, \quad \eta_{k}=\max \left\{0, \frac{1}{2}\left(V_{k}^{j}-\frac{e^{-L T_{k}^{j} T_{k}^{j}}}{n\left(1-L T_{k}^{j}\right)}\right)\right\} \tag{5.55}
\end{equation*}
$$

with $\alpha=1+\frac{3}{n L \epsilon}$ and again with the convention that $u^{k}(\cdot, \cdot, \cdot)=0$ if $\eta_{k}=0$. This ensures that for any $j \in\{1, \ldots, d\}$, there exists a constnat $K_{j} \in \mathbb{N}$ and a final time $\bar{T}^{j}=\sum_{k=0}^{K_{j}} T_{k}^{j}$ such that the system is steered to $\epsilon$-approximate alignment around 0 starting from time $\bar{T}^{j}$ on the $j$-th component. Moreover, (5.50) implies $\bar{T}_{j} \leq e^{\frac{1}{\alpha}}\left\lceil\frac{2}{c}\right\rceil V_{0}^{j}$.

By invariance of the velocity support of the crowd under the dynamics (5.32), we have by applying the $d$-dimensional fundamental step sequentially on each component that there exists a time $\bar{T}=\sum_{j=1}^{d} \bar{T}^{j}$ from which our system is steered to $\epsilon$-approximate alignment around 0 . Moreover we know by (5.50) that $\bar{T} \leq\left\lceil\frac{2}{c}\right\rceil e^{\frac{1}{\alpha}} \sum_{j=1}^{d} V_{0}^{j}$. As already described in Step 1, this result is can then be generalized to produce an $\epsilon$-alignment around any given $v^{*} \in \mathbb{R}^{d}$ from time $\bar{T}$ using translations and the invariance properties of the system (5.31), which concludes the proof Theorem 5.3.

## 6 Generic Singularities of the 3D-Contact Sub-Riemannian Conjugate Locus

In this chapter, we present a results at the crossroad between singularity theory in the spirit of Arnold's school [20] and sub-Riemmannian geometry. This chapter is somewhat apart from the rest of the manuscript both due to its mathematical goals and the tools it involves. Hence before moving on to the statement of Theorem 6.1, we provide below a short introduction to this problem and to the corresponding literature.

One of the major discrepancies between Riemannian and sub-Riemannian geometry is the fact that sub-Riemannian geodesics can stop being globally optimal in an arbitrary small vicinity of their starting point. As a consequence, the sub-Riemannian distance function is never smooth in a neighbourhood of its base point. This uncanny property translates into the presence of a wide amount of singularities along the so-called caustic surfaces generated by the critical points of the corresponding exponential map. The analysis of the least degenerate generic behaviour of the 3D-contact sub-Riemannian caustic was carried out for the first time in the seminal paper [3]. The further degenerate generic situations were then studied independently in $[4,52]$, and the full classification of the generic singularities of the semi-caustics - i.e. the intersections of the caustic with adequate half-spaces - was completed in [6]. In the present note, we accomplish this research by providing a complete classification of the generic singularities of the full caustic. Let it be noted that the question of stability for these singularities is very delicate, and was only studied subsequently in [7]. Furthermore, the analysis of the less degenerate configurations of the contact sub-Riemannian caustics has been recently extended to the case of dimension greater or equal to 5 in [124].

It was shown in $[6,52]$ that for the caustic, the generic degenerate situations appear when one of the fundamental geometric invariants of the sub-Riemannian distribution vanishes. Starting from the generic non-degenerate situation in which the semi-caustics exhibit 4 plea lines (see Figure 6.1-left), one can observe the formation of a swallow tail (see Figure 6.1-center) as the geometric invariant gets closer to zero. When this invariant vanishes, the swallow tail folds itself and becomes degenerate, and the semicaustics become distinct closed surfaces exhibiting 6 plea lines (see Figure 6.1-right). The intersections of these surfaces with horizontal planes are closed curves which present 6 cusp points as well as self-intersections (see Figure 1-right and Figure 6.2), the arrangement of which fully characterizes the corresponding singularity of the semi-caustic. The classification of these singularities, i.e. of the distribution of the corresponding cuspidal points and self-intersections, can be synthetically represented by means of symbols. Here, a symbol is a six-tuple of rational numbers $\left(s_{1}, \ldots, s_{6}\right)$ where each $s_{i}$ is half the number of self-intersections appearing along the piece of curve joining two consecutive cusp points. Using this notation, we can state the main result of this article.

Theorem 6.1 (Main result). Let $M$ be a 3-dimensional smooth and connected manifold and $\operatorname{SubR}(M)$ be the space of contact sub-Riemannian distributions over $M$ endowed with
the Withney topology. There exists an open and dense subset $\mathscr{E} \subset S u b R(M)$ such that for any $(\Delta, \mathbf{g}) \in \mathscr{E}$ the following holds.
(i) There exists a smooth curve $\mathscr{C} \subset M$ such that, outside $\mathscr{C}$, the intersections of the caustic with horizontal planes $\{h= \pm \epsilon\}$ are closed curves exhibiting 4 cusp points (see Figure 6.1-left).
(ii) There exists an open and dense subset $\mathscr{O} \subset \mathscr{C}$ on which the intersections of the caustic with horizontal planes $\{h= \pm \epsilon\}$ are described by pairs of symbols $\left(\mathscr{S}_{i}, \mathscr{S}_{j}\right)$ with $i, j \in\{1,2,3\}$ (see Figure 6.2-A and Figure 6.2-B), where

$$
\mathscr{S}_{1}=(0,1,1,1,1,1), \quad \mathscr{S}_{2}=(2,1,1,1,1,1), \quad \mathscr{S}_{3}=(2,1,1,2,1,0) .
$$

(iii) There exists a discrete subset $\mathscr{D} \subset \mathscr{C}$ complement of $\mathscr{O}$ in $\mathscr{C}$ on which the intersections of the caustic with horizontal planes $\{h= \pm \epsilon\}$ are described by pairs of symbols $\left(\mathscr{S}_{i}, \mathscr{S}_{j}\right)$ with $i \in\{1,2,3\}, j \in\{4,5,6,7\}$ (see Figure 6.2-C and Figure 6.2-D), where

$$
\begin{array}{ll}
\mathscr{S}_{4}=\left(\frac{1}{2}, \frac{1}{2}, 1,0,0,1\right), & \mathscr{S}_{5}=\left(1, \frac{1}{2}, \frac{1}{2}, 1,1,1\right), \\
\mathscr{S}_{6}=\left(\frac{3}{2}, \frac{1}{2}, 1,1,0,1\right), & \mathscr{S}_{7}=\left(2, \frac{1}{2}, \frac{1}{2}, 2,0,0\right) .
\end{array}
$$



Figure 6.1: Generic 4-cusp conjugate and cut loci outside $\mathscr{C}$ (left), formation of the swallow tail near $\mathscr{C}$ (center), folding of the swallow tail and formation of the 6-cusp singularity along $\mathscr{C}$ (right)

This result is in a sense the most natural one to be expected after the classification of the half conjugate loci displayed in [6]. Indeed, it transcribes the fact that the upper and lower semi-caustics are independent and that there are no extra couplings appearing between the two structures. Indeed, the only possible obstruction to the combination of two given symbols is that the corresponding codimension in the space of Taylor coefficients - which is preserved by standard arguments of transversality theory - is strictly larger than 3. In particular, this generically prevents pairs of the form $\left(\mathscr{S}_{i}, \mathscr{S}_{j}\right)$ with $i, j \in\{4,5,6,7\}$ from appearing.


Figure 6.2: Intersections of the upper semi-caustics corresponding to the symbols $\mathscr{S}_{1}(A), \mathscr{S}_{2}(B)$, $\mathscr{S}_{4}(C)$ and $\mathscr{S}_{6}(D)$ with the planes $h=\epsilon$, and intersection of the corresponding cut locus (dashed lines on the left)

### 6.1 3D-Contact sub-Riemannian manifolds and their conjugate locus

In this section, we recall some elementary facts about sub-Riemannian geometry defined over 3-dimensional manifolds. For a complete introduction, see e.g. [5].

Definition 6.1 (Sub-Riemannian manifold). A 3D-contact sub-Riemannian manifold is defined by a triple $(M, \Delta, \mathbf{g})$ where

- $M$ is an 3-dimensional smooth and connected differentiable manifold,
- $\Delta$ is a smooth 2-dimensional distribution over $M$ with step 1, i.e.

$$
\operatorname{Span}\left\{X_{1}(q), X_{2}(q),\left[X_{1}(q), X_{2}(q)\right]\right\}=T_{q} M
$$

for all $q \in M$ and $\left(X_{1}(q), X_{2}(q)\right)$ spanning $\Delta(q)$.

- $\mathbf{g}$ is a Riemannian metric over $\Delta$.

Definition 6.2 (Horizontal curves and sub-Riemannian metric). An absolutely continuous curve $\gamma(\cdot)$ is said to be horizontal if $\dot{\gamma}(t) \in \Delta(\gamma(t))$ for $\mathscr{L}^{1}$-almost every $t \in[0, T]$. We define the length $l(\gamma(\cdot))$ of a horizontal curve $\gamma(\cdot)$ as

$$
l(\gamma(\cdot))=\int_{0}^{T} \sqrt{\mathbf{g}_{\gamma(t)}(\dot{\gamma}(t), \dot{\gamma}(t))} \mathrm{d} t
$$

For $\left(q_{0}, q_{1}\right) \in M$, it is then possible to define the sub-Riemannian distance $d_{\mathrm{sR}}\left(q_{0}, q_{1}\right)$ as the infimum of the length of the horizontal curves connecting $q_{0}$ and $q_{1}$.

Given a local orthonormal frames $\left(X_{1}, X_{2}\right)$ for the metric $\mathbf{g}$ which spans $\Delta$, the CarnotCarathéodory distance $d_{\mathrm{sR}}\left(q_{0}, q_{1}\right)$ can be alternatively computed by solving the optimal control problem

$$
\left\{\begin{array}{l}
\min _{\left(u_{1}(\cdot), u_{2}(\cdot)\right)} \int_{0}^{T}\left(u_{1}^{2}(t)+u_{2}^{2}(t)\right) \mathrm{d} t  \tag{6.1}\\
\text { s.t. } \dot{\gamma}(t)=u_{1}(t) X_{1}(\gamma(t))+u_{2}(t) X_{2}(\gamma(t)), \quad u_{1}^{2}(t)+u_{2}^{2}(t) \leq 1, \\
\text { and } \quad(\gamma(0), \gamma(T))=\left(q_{0}, q_{1}\right)
\end{array}\right.
$$

We detail in the following proposition the explicit form of 3D-contact sub-Riemannian geodesics obtained by applying the maximum principle to (6.1).

Proposition 6.1 (The Pontryagin Maximum Principle in the 3D contact case). Let $\gamma(\cdot) \in \operatorname{Lip}([0, T], M)$ be a horizontal curve and $\mathcal{H}: T^{*} M \rightarrow \mathbb{R}$ be the Hamiltonian associated to the contact geodesic problem, defined by

$$
\mathcal{H}(q, \lambda)=\frac{1}{2}\left\langle\lambda, X_{1}(q)+X_{2}(q)\right\rangle,
$$

for any $(q, \lambda) \in T^{*} M$. Then, the curve $\gamma(\cdot)$ is a contact geodesic parametrized by subRiemannian arclength if and only if there exists a Lipschitzian curve $t \in[0, T] \mapsto \lambda(t) \in$ $T_{\gamma(t)}^{*} M$ such that $t \mapsto(\gamma(t), \lambda(t))$ is a solution of the Hamiltonian system

$$
\begin{equation*}
\dot{\gamma}(t)=\partial_{\lambda} \mathcal{H}(\gamma(t), \lambda(t)), \quad \dot{\lambda}(t)=-\partial_{q} \mathcal{H}(\gamma(t), \lambda(t)), \quad \mathcal{H}(\gamma(t), \lambda(t))=\frac{1}{2} . \tag{6.2}
\end{equation*}
$$

We denote by $\overrightarrow{\mathcal{H}} \in \operatorname{Vec}\left(T^{*} M\right)$ the corresponding Hamiltonian vector field defined over the cotangent bundle and by $(\gamma(t), \lambda(t))=e^{t \vec{H}}\left(q_{0}, \lambda_{0}\right)$ the corresponding solution of (6.2).

Both the absence of abnormal lifts and the sufficiency of the maximum principle are consequences of the contact hypothesis made on the sub-Riemannian structure (see e.g. [5, Chapter 4]).

Definition 6.3 (Exponential map). Let $q_{0} \in M$ and $\Lambda_{q_{0}}=\left\{\lambda \in T_{q_{0}}^{*} M\right.$ s.t. $\mathcal{H}\left(q_{0}, \lambda_{0}\right)=$ $\left.\frac{1}{2}\right\}$. We define the exponential map from $q_{0}$ as

$$
\mathrm{E}_{q_{0}}:\left(t, \lambda_{0}\right) \in \mathbb{R}_{+} \times \Lambda_{q_{0}} \mapsto \pi_{M}\left(e^{t \overrightarrow{\mathcal{H}}}\left(q_{0}, \lambda_{0}\right)\right),
$$

where $\pi_{M}: T^{*} M \rightarrow M$ is the canonical projection.
In this paper, we study the germ at the origin - i.e. equivalence classes of maps defined by equality of derivatives up to a certain order - of the cut and conjugate loci associated to contact sub-Riemannian structures.

Definition 6.4 (Cut and conjugate locus). Let $(M, \Delta, \mathbf{g})$ be a $3 D$ contact sub-Riemannian manifold, $\left(q_{0}, \lambda_{0}\right) \in T^{*} M$ and $\gamma(\cdot)=\mathrm{E}_{q_{0}}\left(\cdot, \lambda_{0}\right)$ be a geodesic parametrized by subRiemannian arclength. The cut time associated to $\gamma(\cdot)$ is defined by

$$
\tau_{\mathrm{cut}}=\sup \left\{t \in \mathbb{R}_{+} \text {s.t. } \gamma_{[0, t)}(\cdot) \text { is optimal }\right\},
$$

and the corresponding cut locus is

$$
\operatorname{Cut}\left(q_{0}\right)=\left\{\gamma\left(\tau_{\text {cut }}\right) \text { s.t. } \gamma(\cdot) \text { is a sub-Riemannian geodesic from } q_{0}\right\} .
$$

The first conjugate time $\tau_{\text {conj }}$ associated to the curve $\gamma(\cdot)$ is define by

$$
\tau_{\text {conj }}=\inf \left\{t \in \mathbb{R}_{+} \text {s.t. }\left(t, \lambda_{0}\right) \text { is a critical point of } \mathrm{E}_{q_{0}}(\cdot, \cdot)\right\} \text {, }
$$

and the corresponding conjugate locus is then defined by

$$
\operatorname{Conj}\left(q_{0}\right)=\left\{\gamma\left(\tau_{\text {conj }}\right) \text { s.t. } \gamma(\cdot) \text { is a sub-Riemannian geodesic from } q_{0}\right\} .
$$

We recall in Theorem 6.2 below the normal form introduced formally in [52] and then derived geometrically in [6] for 3D-contact sub-Riemannian structures. Up to a simple change of coordinates, we can assume that $0 \in M$ and study the germ of the conjugate locus in a neighbourhood of the origin.

Theorem 6.2 (Normal form for 3D-contact sub-Riemannian distributions). Let ( $M, \Delta, \mathbf{g}$ ) be a 3D-contact sub-Riemannian structure and $\left(X_{1}, X_{2}\right)$ be a local orthonormal frame for $\Delta$ in a neighbourhood of the origin. Then, there exists a smooth system of so-called normal coordinates $(x, y, w)$ on $M$ along with two maps $\beta, \gamma \in C^{\infty}(M, \mathbb{R})$ such that $\left(X_{1}, X_{2}\right)$ can be written in normal form as

$$
\left\{\begin{align*}
X_{1}(x, y, w) & =\left(1+y^{2} \beta(x, y, w)\right) \partial_{x}-x y \beta(x, y, w) \partial_{y}+\frac{y}{2}(1+\gamma(x, y, w)) \partial_{w}  \tag{6.3}\\
X_{2}(x, y, w) & =\left(1+x^{2} \beta(x, y, w)\right) \partial_{y}-x y \beta(x, y, w) \partial_{x}-\frac{x}{2}(1+\gamma(x, y, w)) \partial_{w} \\
\beta(0,0, w) & =\gamma(0,0, w)=\partial_{x} \gamma(0,0, w)=\partial_{y} \gamma(0,0, w)=0
\end{align*}\right.
$$

This system of coordinates is unique up to an action of $S O(2)$ and adapted to the contact structure, i.e. it induces a gradation with respective weights $(1,1,2)$ on the space of formal power series in $(x, y, w)$.

The truncation at the order $(-1,-1)$ of this normal form is precisely the orthonormal frame associated with the usual left-invariant metric on the Heisenberg group, i.e. $\left(X_{1}, X_{2}\right)=\left(\partial_{x}+\frac{y}{2} \partial_{w}, \partial_{y}-\frac{x}{2} \partial_{w}\right)$.

Given a Heisenberg geodesic with initial covector $\lambda_{0}=(p(0), q(0), r(0)) \in T_{0}^{*} M$, the corresponding conjugate time is exactly $\tau_{\text {conj }}=2 \pi / r(0)$. In the general contact case (see e.g. [5, Chapter 16]), the first conjugate time is of the form

$$
\tau_{\mathrm{conj}}=2 \pi / r(0)+O\left(1 / r(0)^{3}\right)
$$

where the higher order terms can be expressed via the coefficients of the Taylor expansions

$$
\left\{\begin{array}{l}
\beta(x, y, w)=\sum_{l=1}^{k} \beta^{l}(x, y, w)+O^{k+1}(x, y, w) \\
\gamma(x, y, w)=\sum_{l=2}^{k} \gamma^{l}(x, y, w)+O^{k+1}(x, y, w)
\end{array}\right.
$$

of the maps $\beta$ and $\gamma$ with respect to the gradation $(1,1,2)$. We introduce in the following equations the coefficients $\left(c_{i}, c_{j k}, c_{l m n}\right)$ of the polynomial functions $\gamma^{2}, \gamma^{3}$ and $\gamma^{4}$ appearing in these expansions.

$$
\left\{\begin{align*}
\gamma^{2}(x, y) & =\left(c_{0}+c_{2}\right)\left(x^{2}+y^{2}\right)+\left(c_{0}-c_{2}\right)\left(x^{2}-y^{2}\right)-2 c_{1} x y  \tag{6.4}\\
\gamma^{3}(x, y) & =\left(c_{11} x+c_{12} y\right)\left(x^{2}+y^{2}\right)+3\left(c_{31} x-c_{32} y\right)\left(x^{2}-y^{2}\right)-2\left(c_{31} x^{3}+c_{32} y^{3}\right) \\
\gamma^{4}(x, y, w) & =\frac{w}{2}\left(\left(c_{421}+c_{422}\right)\left(x^{2}+y^{2}\right)+\left(c_{421}-c_{422}\right)\left(x^{2}-y^{2}\right)-2 c_{423} x y\right) \\
& +c_{441}\left(x^{2}+y^{2}\right)^{2}+c_{442}\left(x^{4}+y^{4}-6 x^{2} y^{2}\right)+4 c_{443} x y\left(x^{2}-y^{2}\right) \\
& +c_{444}\left(x^{4}-y^{4}\right)-2 c_{445} x y\left(x^{2}+y^{2}\right)
\end{align*}\right.
$$

These coefficients derive from the irreducible decompositions of $\gamma^{2}, \gamma^{3}$ and $\gamma^{4}$ under the action of $S O(2)$, and are precisely the fundamental invariants discriminating the singularities listed in Theorem 6.1. Indeed, it was proven in [52] that the caustic becomes degenerate along a smooth curve $\mathscr{C} \subset M$ on which the coefficients $\left(c_{0}, c_{1}, c_{2}\right)$ in the decomposition of $\gamma^{2}$ in (6.4) satisfy $c_{0}=c_{2}$ and $c_{1}=0$. Moreover, the decompositions of $\beta, \gamma^{2}$ and $\gamma^{3}$ have an interpretation in terms of canonical sub-Riemannian connection and curvature, as detailed in [52].

Following the methodology developed in [6], we introduce the coordinates $(h, \varphi)$ defined by

$$
(p, q)=(\cos (\varphi), \sin (\varphi)), h=\operatorname{sign}(w) \sqrt{|w| / \pi}
$$

We can then express the Taylor expansion of order $k \geq 3$ of the semi conjugate loci as the suspension

$$
\begin{equation*}
\operatorname{Conj}_{ \pm}(\varphi, h)=(x(\varphi, h), y(\varphi, h), h)=\left(\sum_{l=3}^{k} h^{l} f_{l}^{ \pm}(\varphi), h\right) \tag{6.5}
\end{equation*}
$$

where the $\pm$ symbol highlights the dependency of the expression on the sign of $w$. By carrying out explicitly the computations necessary to put the conjugate locus in the suspended form (6.5), it can be verified that $f_{3}^{+}=f_{3}^{-}$and $f_{4}^{+}=f_{4}^{-}$. Hence, the generic behaviour of the full conjugate locus is already known outside the smooth curve $\mathscr{C} \subset M$ on which the caustic becomes degenerate. We therefore restrict our attention to the more degenerate singularities arising in the form of self-intersections along the curve $\mathscr{C}$.

To prove that the symbols listed in Theorem 6.1 are generic, one needs to compute the Taylor expansions of order $k=7$ of the metric in a neighbourhood of the origin. All these expressions where obtained using Maple software using a piece of code that can be found at the following address:
http://www.lsis.org/bonnetb/depots/Sub-Riemannian_Conjugate_Locus

### 6.2 Generic singularities of the full-conjugate locus

In this section, we prove Theorem 6.1. We show that the coefficients defined in (6.4), characterizing the generic conjugate locus on the curve $\mathscr{C}$, generate independent structures for Conj ${ }_{+}$and Conj_.

Definition 6.5 (Self-intersection set of the semi-conjugate loci). We define the selfintersection set of $\mathrm{Conj}_{+}$as
$\operatorname{Self}\left(\operatorname{Conj}_{+}\right)=\left\{\left(h, \varphi_{1}, \varphi_{2}\right) \in \mathbb{R}_{+}^{*} \times \mathbb{S}^{1} \times \mathbb{S}^{1}\right.$ s.t. $\left.\varphi_{1} \neq \varphi_{2}, \operatorname{Conj}_{+}\left(h, \varphi_{1}\right)=\operatorname{Conj}_{+}\left(h, \varphi_{2}\right)\right\}$.
An angle $\varphi \in \mathbb{S}^{1}$ is said to be adherent to $\operatorname{Self}\left(\operatorname{Conj}_{+}\right)$provided that $(0, \varphi, \varphi+\pi) \in$ $\overline{\operatorname{Self}\left(\operatorname{Conj}_{+}\right)}$. The set of such angles is denoted by A-Self( $\left.\operatorname{Conj}_{+}\right)$. We define in the same way the self-intersection and adherent angles sets of Conj_.

We recall in Theorem 6.3 below the complete classification of the generic self-intersections of $\mathrm{Conj}_{+}$(or equivalently of $\mathrm{Conj}_{-}$) which was derived in [6].

Theorem 6.3 (Generic self-intersections of the positive semi conjugate locus). Let $\mathscr{C} \subset M$ be the curve defined in Theorem 6.1. Then, $\mathscr{C}$ is a generically smooth curve, and outside $\mathscr{C}$ the semi conjugate loci are the standard 4 -cusp semi-caustics. On $\mathscr{C}$, the following situations can occur.
(i) There exists an open and dense subset $\mathscr{O}^{+} \subset \mathscr{C}$ on which the self-intersections of $\mathrm{Conj}_{+}$are described by the symbols $\left(\mathscr{S}_{1}, \mathscr{S}_{2}, \mathscr{S}_{3}\right)$.
(ii) There exists a discrete subset $\mathscr{D}^{+}$complement of $\mathscr{O}^{+}$in $\mathscr{C}$ on which the selfintersections of Conj $_{+}$are described by the symbols $\left(\mathscr{S}_{4}, \mathscr{S}_{5}, \mathscr{S}_{6}, \mathscr{S}_{7}\right)$.

We recall in the following lemma the structural result allowing to describe the sets A-Self( Conj $\left._{ \pm}\right)$.

Lemma 6.1 (Structure of the self-intersection). The set of adherent angle to $\operatorname{Self}\left(\operatorname{Conj}_{ \pm}\right.$ satisfies the inclusion A-Self $\left(\operatorname{Conj}_{ \pm}\right) \subset\left\{\varphi \in \mathbb{S}^{1}\right.$ s.t. $\left.f_{4}^{\prime}(\varphi) \wedge f_{5}^{ \pm}(\varphi)=0\right\}$, where $a \wedge b \equiv$ $\operatorname{det}(a, b)$ for vectors $a, b \in \mathbb{R}^{2}$.

An explicit computation based on the expressions of the maps $f_{4}, f_{5}^{-}$and $f_{5}^{+}$defined in (6.5) shows that

$$
f_{4}^{\prime}(\varphi) \wedge f_{5}^{ \pm}(\varphi)=-20 \pi^{2} \tilde{b} \sin \left(3 \varphi+\omega_{b}\right) P_{ \pm}(\varphi)
$$

where we introduced the notations $b=\left(c_{31}, c_{32}\right)=\tilde{b}\left(\sin \left(\omega_{b}\right),-\cos \left(\omega_{b}\right)\right) \in \mathbb{C}$ and

$$
P_{ \pm}(\varphi)=A_{ \pm} \cos (2 \varphi)+B_{ \pm} \sin (2 \varphi)+C \cos (4 \varphi)+D \sin (4 \varphi)
$$

Here, the coefficients $\left(A_{ \pm}, B_{ \pm}, C, D\right)$ are independent linear combinations of the fourth-order coefficients ( $c_{421}, c_{422}, c_{423}, c_{442}, c_{443}, c_{444}, c_{445}$ ) introduced in (6.4). Their analytical expressions were derived again by using the Maple software and write as follows:

$$
\left\{\begin{array}{l}
A_{ \pm}=\frac{35}{8}\left(c_{422}-c_{421}\right) \pm 3 \pi c_{423}+45 c_{445},  \tag{6.6}\\
B_{ \pm}=\frac{35}{8} c_{423} \pm 3 \pi\left(c_{421}-c_{422}\right)+45 c_{444}, \\
\\
c_{443}
\end{array},-36 c_{442} .\right.
$$

In order to describe the roots of $f_{4}^{\prime} \wedge f_{5}^{ \pm}$in $\mathbb{S}^{1}$, it is convenient to introduce the complex polynomials

$$
\tilde{P}_{ \pm}(z)=\mu z^{4}+\nu_{ \pm} z^{3}+\bar{\nu}_{ \pm} z+\bar{\mu}, \quad \tilde{T}(z)=b z^{3}+\bar{b}
$$

where the complex coefficients $\nu_{-}, \nu_{+}$and $\mu$ are defined by

$$
\nu_{ \pm}=\frac{1}{2}\left(A_{ \pm}-i B_{ \pm}\right), \quad \mu=\frac{1}{2}(C-i D)
$$

It can be checked that $f_{4}^{\prime}(\varphi) \wedge f_{5}^{ \pm}(\varphi)=0$ if and only if $\tilde{P}_{ \pm}\left(e^{i \varphi}\right) \tilde{T}\left(e^{i \varphi}\right)=0$. Since $\left(A_{ \pm}, B_{ \pm}, C, D\right)$ independently span $\mathbb{R}^{6}$ as a consequence of (6.6), the classification of the generic singularities of the degenerate semi-caustics reduces to understanding the distribution of the unit roots of $\tilde{P}_{ \pm}$and $\tilde{T}$ as $\left(\mu, \nu_{ \pm}, b\right)$ span $\mathbb{C}^{4}$. In the following lemma, we compile some of the facts highlighting the relationship between these roots and the symbols describing $\operatorname{Self}\left(\operatorname{Conj}_{ \pm}\right)$that can be found in $[6,52]$.

Lemma 6.2 (Algebraic equations describing the singularities). Let $\gamma^{2}, \gamma^{3}$ and $\gamma^{4}$ be given as in (6.4) along with their decomposition under the action of $S O(2)$. Then, the following hold.
(i) The polynomials $\tilde{P}_{ \pm}$have either 2 or 4 distinct simple roots on the unit circle.
(ii) The polynomials $\tilde{P}_{ \pm}$share a unit root with $\tilde{T}$ if and only if $\operatorname{Res}\left(\mu, \nu_{ \pm}, b\right)=0$ where $\operatorname{Res}\left(\mu, \nu_{ \pm}, b\right)$ is the resultant polynomial of $\tilde{P}_{ \pm}$and $\tilde{T}$.

The symbols $\mathscr{S}_{i}$ introduced in Theorem 6.1 can be understood as follows: $\mathscr{S}_{1}, \mathscr{S}_{2}, \mathscr{S}_{3}$ describe all the possible situations in which $\tilde{P}_{ \pm}$have 2 or 4 simple roots, none of which is shared with $\tilde{T}$, while $\mathscr{S}_{4}, \mathscr{S}_{5}, \mathscr{S}_{6}, \mathscr{S}_{7}$ refer to all the combinations in which $\tilde{P}_{ \pm}$and $\tilde{T}$ share a single simple root. All the other possible situations are non-generic even for the semi conjugate loci.

For the full conjugate locus, the situation is the following. It can be shown that the sets $S_{ \pm}=\left\{\left(c_{j k}, c_{l m n}\right) \in \mathbb{R}^{16}\right.$ s.t. $\left.\mu, b \neq 0, \operatorname{Res}\left(\mu, \nu_{ \pm}, b\right)=0\right\}$ are smooth manifolds of codimension 1. Moreover, it holds that $S_{-} \cap S_{+}$has codimension 2 as a consequence of the fact that $\operatorname{Res}\left(\mu, \nu_{ \pm}, b\right)$ is a homogeneous polynomial of degree 7 in $\left(\mu, \nu_{ \pm}, b\right)$ which only vanishes at isolated points where its differential is surjective when both $b, \mu \neq 0$.

Since $M$ is a 3 -dimensional manifold and $\mathscr{C} \subset M$ already has codimension 2 , it can be proven that the set of sub-Riemannian distributions with canonical orthonormal frame $\left(X_{1}, X_{2}\right)$ defined in (6.4) such that $\left(c_{j k}, c_{l m n}\right) \notin S_{-} \cap S_{+}$is open and dense. This stems from standard transversality and preservation of codimension arguments, following $[6$, Section 3.3]. Hence, it cannot happen generically that the singularities of the conjugate locus are described by a pair of symbols $\left(\mathscr{S}_{i}, \mathscr{S}_{j}\right)$ with both $i, j \in\{4,5,6,7\}$.

This independence result implies in particular the following structural corollary for the cut locus.

Corollary 6.1 (Generic behaviour of the 3D-contact sub-Riemannian cut locus). There exists an open and dense subset $\mathscr{E} \subset S u b R(M)$ for the Whitney topology such that for any $(\Delta, \mathbf{g}) \in \mathscr{E}$, the following holds.
(i) Outside the smooth curve $\mathscr{C} \subset M$ defined in Theorem 6.1, the semi cut loci are independent : each of the two is a portion of plane joining two opposite plea lines along the corresponding semi caustic (see Figure 6.1-left).
(ii) On the curve $\mathscr{C}$, the semi cut loci are the union of three portions of planes connecting the $h$-axis with alternate plea lines along the corresponding semi caustic (see Figure 6.2-A dotted lines). There is no interdependence whatsoever between these planes for the positive and negative semi cut loci.

The generic behaviour of the 3D-contact semi cut loci outside the degenerate curve $\mathscr{C}$ is already known (see e.g. [5, Chapter 16]). As described in the introduction, swallow tails appear along the semi caustics as one approaches the curve $\mathscr{C}$ (see Figure 6.1-center), the four plea lines then degenerating into the 6 -cusp structure. The corresponding cusps are regrouped by pairs of the form $(k, k+1)$, appearing respectively in a small vicinity of the cuspidal angles $\frac{k}{3}\left(\pi-\omega_{b}\right)$ with $k \in\{0,1,2\}$.

Generically, the semi cut loci are the unions of three portions of planes joining three of the six plea lines to the $h$-axis (see Figure 2-left dotted lines). Moreover, in the absence of an interior cusp, these supporting plea lines can be chosen freely for each semi cut loci to be either one of the two numberings $(1,3,5)$ or $(2,4,6)$ of the six plea lines. The result of this paper stating that the cusps of the conjugate locus are independently distributed for its upper and lower parts therefore yields Corollary 6.1.
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[^0]:    Mots clés: contrôle optimal, systèmes multi-agents, limite de champs moyen, transport optimal, espaces de Wasserstein, calcul sous-différentiel métrique, analyse non-lisse, régularité Lipschitz, régularité métrique, problèmes d'alignement, persistance d'excitations, contrôle parcimonieux, géométrie sous-Riemannienne, théorie des singularités, transversalité.

[^1]:    1. In a sense which will be made precise in Chapter 1.
[^2]:    1. In his manuscript, Monge only considered the case $c(x, y)=|x-y|$
[^3]:    1. Namely, $\nu_{T}^{*}(t)$ is defined as the $\mu^{*}(T)$-almost uniquely determined measure which has $\mu^{*}(T)$ as its first marginal and which disintegration is given by $\left\{\sigma_{x}^{*}(t)\right\}_{x}$ (see Definition 1.5).
[^4]:    2. Recall that $\bar{\gamma}_{\varphi}^{\circ}(\cdot)$ is a continuous map by hypothesis (H5).
[^5]:    1. Here we make a slight abuse of notations by identitying the curves of measures $\tilde{\mu}_{j}(\cdot)$ and $\hat{\mu}_{j}(\cdot)$ with their densities with respect to $\mathscr{L}^{2 d}$.
