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Abstract
Voice Conversion (VC) aims at transforming the characteristics of a source speaker’s voice in such a way that it
will be perceived as being uttered by a target speaker. The principle of VC is to define mapping functions for the
conversion from one source speaker’s voice to one target speaker’s voice. The transformation functions of common
STAte-of-the-ART (START) VC system adapt instantaneously to the characteristics of the source voice.

While recent VC systems have made considerable progress over the conversion quality of initial approaches, the
quality is nevertheless not yet sufficient. Considerable improvements are required before VC techniques can be
used in a professional industrial environment.

The objective of this thesis is to augment the quality of Voice Conversion to facilitate its industrial applicability
to a reasonable extent. The basic properties of different START algorithms for Voice Conversion are discussed on
their intrinsic advantages and shortcomings. Based on experimental evaluations of one GMM-based START VC
approach the conclusion is that most VC systems which rely on statistical models are, due to averaging effect of
the linear regression, less appropriate to achieve a high enough similarity score to the target speaker required for
industrial usage.

The contributions established throughout the work for this thesis lie in the extended means to
a) model the glottal excitation source,
b) model a voice descriptor set using a novel speech system based on an extended source-filter model, and
c) further advance IRCAMs novel VC system by combining it with the contributions of a) and b).

a) Improvements to estimate the shape of the deterministic part of the glottal excitation source from speech signals
are presented in this thesis. A STAte-of-the-ART method based on phase minimization to estimate the shape
parameter Rd of the glottal source model LF has been considerably enhanced. First, the adaptation and extension
of the utilized Rd parameter range avoids inconsistencies in the frame-based estimator. Second, the utilization of
Viterbi smoothing suppresses unnatural jumps of the estimated glottal source parameter contour within short-time
segments. Third, the exploitation of the correlation of other co-varying voice descriptors to additionally steer the
Viterbi algorithm augments the estimators robustness, especially in segments with few stable harmonic sinusoids
available where the phased minimization based paradigm is more error prone.

b) The estimation of the glottal excitation source is utilized to extract the contribution of the Vocal Tract Filter
(VTF) from the spectral envelope by means of dividing the spectral envelope of the glottal pulse. This facilitates
altering the voice quality of a given speech phrase by means of exciting the VTF with altered glottal pulse shapes.
A novel speech system is presented which allows for the analysis, transformation and synthesis of different voice
descriptors such as glottal excitation source, intensity, fundamental frequency and the voiced / unvoiced frequency
boundary. The proposed speech framework PSY derives from Parametric Speech SYnthesis to indicate its fully
parametric design to construct a speech phrase for synthesis. PSY is based on the separate processing of the
voiced deterministic and the unvoiced stochastic part of a speech signal. Each voice descriptor and VTF or spectral
envelope required for synthesis can be introduced from the same or different speakers. This flexibility allows for
many voice modification possibilities or the generation of a human voice avatar.

c) Please note that this part of the abstract is confidential and can therefore not be shown for the time being. It is
related to IRCAM’s novel VC system which is currently patent pending.

Keywords: Voice Conversion, Voice Transformation, Voice Quality, Speech Analysis-Transformation-Synthesis,
Glottal Excitation Source, Viterbi Smoothing, Statistical and Digital Signal Processing
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Chapter 1

Voice Conversion (VC) -
Introduction and overview

For He spoke, and it came into being. He commanded, and it came into exiĆence.

The Holy Bible (Psalm 33:9)

1.1 An explanation of Voice Conversion

Voice Conversion (VC) aims at transforming the characteristics of the speech signal of a source speakers’ voice
in such a way that it will be perceived as being uttered by a target speaker. The VC technology can be described
as the conversion process to transform a source speakers’ voice indentity into the one of a target speaker. To date,
common VC systems usually train a GMM-based statistical model to construct functions for the conversion from
one source to one target speaker. These systems maintain the expressive intonation and prosody of the source
speaker. The VC process can be separated into the following schematic topics:

1. Analysis:
Estimation of the parameters describing the voice characteristics of a source and a target speaker from a
speech signal. The descriptor extraction is usually based on quasi-stationary time-invariant signal segments
like one spectral frame, and on their time-variant evolution over time.

2. Training:
A statistical model is designed and trained to represent the relation between the source and target speakers
features.

3. Mapping and transformation:
A mapping function is deduced from the trained statistical model that allows the transformation of the
parameters from the source to the target features. It expresses the relation between the source and target
speaker according to the set of features that have been selected to define the voice characteristics.

4. Synthesis:
The mapping function can be applied to the feature sequence of arbitrary speech signals uttered by the
source speaker. This obtains a transformed feature sequence that corresponds to a speech signal containing
the same text that is spoken with a similar style of expression, but being uttered by the target speaker.
The transformation of the voice parameter vector that has been established in the parameter transformation
stage needs to be maintained in the sound signal. A high quality transformation is required to preserve the
naturalness of the original speech recording in the re-synthesized speech signal being converted from the
source to the target speaker.
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1.2 Voice Conversion applications

Voice Conversion has many interesting applications. The goals are promising for the different domains where
speech and voices play an important role, such as Video Games, Video, Films, Animation, and Dubbing. Other
areas of general audio processing and content creation like Music production, Multimedia in general or Speech-
To-Speech translation are of interest to employ the VC technique. The relatively new technology has received
increasing attention within the speech research community over the last years due to recent improvements in
synthesis quality and the conversion score of a speaker identity. The reproduction of and / or transformation into
specific voices may find use in:

• Voice Re-Creation:
The re-creation of voices from deceased human persons based on old recordings.

• Voice Dubbing:
As novel technology for movies or video games in order to dub a user’s voice into the voice identity of
another person, e.g. a famous celebrity. It saves movie producers expensive fees for a studio to rent and a
star to speak all sentences. It enable to let a video player act vocally as a celebrity.

• Cross-lingual VC:
- Movie Dubbing:
The voice identity of a famous actor / actress in his or her native language as source language can be
transformed into any other target language. The target language exhibits a different linguistic and contextual
content, and may share a non-complete phonetic coverage as compared to the source language.
- Speech-to-Speech translation:
Preserve a speakers’ voice identity in a recorded speech phrase being translated to another language

• Text-To-Speech (TTS) corpora extension:
New voices for a TTS system can be created out of an existing corpus without the need to record, annotate
and label a speaker’s voice for a new TTS database. Currently the creation of a new voice is relatively costly
and requires recordings of several hours. VC systems require a comparatively small amount of recordings.
New voices could be achieved by means of converting an existing voice character database into the desired
speaker. The creation of an expressive speech corpus out of a corpus constituting a normal speaking style is
possible with VC, possibly combined with Voice Transformation.

• Improvement of Voice Transformation Systems:
a) The desired transformation can first be executed roughly using Voice Conversion. Voice Transformation
techniques can be applied afterwards. A male-to-female Voice Transformation could be executed by first
applying VC using a pre-trained female target voice. The following fine-tuning of the converted target can
be applied by means of Voice Transformation algorithms. The VC algorithm should be adjusted to produce
a high signal quality to the expense of achieving a lower conversion score.

b) The opposite way of first applying Voice Transformation and then using Voice Conversion is as well
possible. The desired Voice Transformation algorithm is executed beforehand. Voice Conversion is applied
afterwards to fine-tune the converted signal towards a pre-defined perceptual voice character.

• Human Voice Avatar Generation:
The interactive generation of artificial voice characters is an extension of the Voice Conversion paradigm.

a) Digital Content Creation:
A new artificial voice identity can be created fitting to any digital human avatar personality. It could find use
for personalized web 3.0 content creation, for marketing and advertising, or in virtual online communities.

b) Games:
A video player can construct interactively an artificial new voice character and talk with his own avatar voice
identity.

• Biometric Testing:
A biometric voice system can be tested against intrusion prevention by trying to confuse the front-end
speaker identification or verification system.

• Voice pathology
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a) Speech Enhancement for Alaryngeal Voices:
The voices of persons suffering from vocal disorders can be converted to normal speech to recover a natural
sounding voice quality.

b) Voice Training:
A training interface for patients with vocal disorders can be established by means of a VC system.

1.3 Basic VC techniques

1.3.1 Parallel and non-parallel speech corpora

Voice Conversion frameworks differ generally in how speaker data is provided and processed. A parallel corpus
requires to record the same sentences for both source and target speakers. The training on the data for the cre-
ation of the statistical model for a Voice Conversion framework utilizes these phonetically balanced sentences.
The conversion model captures the correlation between source and target speaker and examines their acoustic
correspondences or dissimilarities.

A non-parallel training corpus requires additional phonetic and linguistic information in order to map seg-
mented frames into a feature space, cluster similar segments into groups and define phonetic categories
[Machado and Queiroz, 2010]. The acoustical parameters of the source are then mapped within each category
according to the similarity between source and target frames.

Parallel data can be generated from non-parallel data by clustering phonetically identical frames or segments.
Similarly, unit selection can be utilized to match similar source and target phonemes, diphones, syllables or even
words. The model adaptation to non-parallel data of a-priori known speaker voices creates as well utterance pairs
for the training of a conversion model. The text-independent VC of [Duxans, 2006] employs either a modified EM
algorithm with fixed co-variance matrices, or converts the non-parallel data set to transformed vectors of parallel
data.

1.3.2 A blend of digital signal processing and statistical modelling techniques

Former research in VC proposed using codebook mapping to exchange centroid vectors defined by weighted sums
between source and target feature sequences. Vector Quantization (VQ) reduced quantization errors from this
hard-clustering approach. Nowadays, the most common approach in VC is to employ a statistical technique like
Gaussian Mixture Models (GMM) [Stylianou, 1996, Kain, 2001] to establish the mapping function. Choosing a
GMM as statistical model in order to learn how to map acoustic features from a source to a target voice allows
a rather flexible configuration of the parameter space while achieving good results. Many other principles and
techniques have as well been proposed [Stylianou, 2009, Machado and Queiroz, 2010], as for example other prob-
abilistic models like Hidden Markov Models (HMM) [Wu et al., 2006, Zen et al., 2011], cognitive models like
Artificial Neural Networks (ANN) [Desai et al., 2009, Desai et al., 2010], or a combination with signal process-
ing means like Dynamic Frequency Warping [Erro and Moreno, 2007, Godoy et al., 2012]. The sections 4.6 and
4.8 will provide a more detailed overview of different STAte-of-the-ART statistical VC methods. The statistical
modelling requires nevertheless signal processing means to analyze and synthesize the employed voice descriptor
set describing a speakers voice identity. The chapters 2 and 3 will introduce several STAte-of-the-ART signal
processing techniques like the Harmonic plus Noise Model and its different variants required to process speech by
extended means.

1.3.3 Characteristic descriptors of voice identity

Most VC approaches consider only the transformation of the spectral envelope describing the vocal tract of a
speaker. A huge part of the spectral envelopes represent the influence of the Vocal Tract Filter (VTF), the ba-
sic filtering element which forms the ’colour’ of a voice identity. The VTF as part of the apparatus of human
speech production will be introduced in section 2.1. Line Spectral Frequencies (LSF), introduced in section 2.6.2,
are generally preferred for the transformation and interpolation of spectral envelopes. A precise envelope esti-
mation using efficient cepstrum-based True-Envelope (TE) estimation is beneficial for the transformation quality
[Villavicencio et al., 2006, Villavicencio et al., 2007].

It is interesting to note, however, that human voice impersonators use a different set of features to
adapt their own voice to a given target voice. Notably, they adapt their prosody and to some ex-
tend the characteristics of the glottal source, because changing the vocal tract as a physical part of
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the human speech apparatus is impossible. There exist few approaches that explicitly use these fea-
tures in VC systems [Childers, 1995, Rentzos et al., 2003, Rentzos et al., 2004, Rao and Yegnanarayana, 2006,
del Pozo and Young, 2008, Wu et al., 2010, Nose and Kobayashi, 2011]. The experimental comparison in
[Rentzos et al., 2004] support the hypothesis that prosody related features have the potential to significantly im-
prove the similarity of the converted and target speech characteristics.

1.4 Voice Conversion problems

Standard STAte-of-the-ART VC systems based on statistical models show in the literature on their evaluation that
two main problems remain to be solved:
Conversion score - The insufficient similarity between the transformed source and the target voice identity.
Conversion quality - The artefacts that are present in the transformed signal.
The main sources of artefacts are related to inconsistencies in the transformed features. These may be inconsisten-
cies between the vocal tract and the excitation source, as well as the inconsistencies introduced by an incoherent
mapping of the features of consecutive signal frames.

1.4.1 Spectral over-smoothing

One current drawback of VC systems with statistical models like GMM is the over-smoothing effect of the pa-
rameter conversion. It is caused by the averaging effect of least-square error estimation techniques which degrade
the quality by broadening formants in the converted spectra. This problem results from the ambiguities that are
related to the inconsistent parameter relations between source and target speaker. The GMM generates for these
ambiguous mappings a simple average mapping which results in the observed smoothing. This degrades the natu-
ral spectral envelope contour and eliminates specific spectral details [Machado and Queiroz, 2010]. The similarity
score to the target speaker is reduced and artefacts in the synthesis are introduced. A certain muffled or nasalized
effect can be noticed [Stylianou, 2009].

1.4.2 Trade-off between conversion quality and conversion score

The outputs of two VC systems are combined in [Toda et al., 2001], one using GMMs and the other Dynamic
Frequency Warping (DFW). It increases the synthesis quality of the signal being converted to the target speaker,
for the cost of decreasing the conversion score towards the target speakers voice identity. This observation is valid
for most VC systems: Either a higher conversion score is achieved by loosing synthesis quality, or vice versa. The
mutual influence between the quality and the conversion score of the converted target output stream leads to a trade-
off. It results either in a low quality synthesis while gaining a high similarity between the synthesized conversion
output and the desired target voice, or higher synthesis qualities come with the expense of a lower similarity to the
desired target voice identity. The goal of each novel VC approach is therefore to establish a system being capable
to increase simultaneously conversion score and synthesis quality.

1.4.3 Annotation

The annotation of a complete speaker corpus with at least ∼5 to ∼15 minutes of speech recordings of a spoken voice
is usually regarded as too expensive to be done manually. Different algorithmic solutions exist in the literature to
execute the required annotation of the recordings into single phonemes, diphones, syllables or words. Erroneous
annotations leave the successive alignment algorithm and the complete VC system little possibilities to correct
feature mismatches.

1.4.4 Alignment

Selected audio units, e.g. a phoneme or diphone pair from the source and the target speaker corpus, have to
be aligned in time to map their corresponding voice descriptor content correctly for the training of a statistical
model for VC. Dynamic Time Warping (DTW) or Hidden Markov Model (HMM) state alignment techniques
are employed in the literature to account for time differences with which each speaker used to articulate each
spoken phonetic content. Mel-Frequency Cepstral Coefficients (MFCC) can act as a distance metric for the time
alignment. It cannot be assured that the alignment of voice features corresponds exactly to what a human listener
would perceive if the features were synthesized. Local and global constraints may aid the sequence alignment
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process of the underlying time series of the chosen voice descriptors to better approximate the true correspondence
of both feature vectors to be mapped [Serrà, 2011]. Misalignments introduce feature mismatches which in turn
will originate artefacts and dissimilarities.

1.5 Conceptual basis and objectives for this thesis on VC

There are clear theoretical arguments and some experimental evidence for the fact that the extended source filter
modelling as well as an optimized statistical modelling have great potential to improve existing Voice Conversion
strategies. Given that the work executed for this thesis targets an extended set of speaker dependent voice features
leads to the promising outlook that at the end a significant performance improvement of existing Voice Conversion
systems may be achieved. The advancements provided by the present thesis are intended to trigger further industrial
use of Voice Conversion tools.

The objective of the presented thesis is to advance the VC performance in terms of conversion score and conversion
quality by means of converting and transforming an extended set of voice descriptors from the source to target
speaker such that the target speakers voice identity is better captured.

The extended voice descriptor set consists not just of the Vocal Tract Filter (VTF), but also of the deterministic part
of the glottal excitation source, the unvoiced component, the Fundamental Frequency F0, the Voiced / Unvoiced
Frequency boundary FVU , and the RMS-based energy Evoi for the voiced and Eunv for the unvoiced component of
a speech signal.

The following three chapters 2, 3 and 4 discuss the relevant STAte-of-the-ART (STAR/START) found in the
literature on which this thesis is build on. Each presented method constitutes to a huge extent a brilliant STAR to
build upon an algorithmic universe for further signal processing advancements. The discussed algorithms establish
additionally a good START to implement means contributing to the chosen thesis topic.

Chapter 5 presents enhancements of a START algorithm to estimate the deterministic part of the glottal excitation
source. Chapter 6 establishes a novel speech analysis, transformation and synthesis system for spoken voices. It
is intended to build the basis for the transformation and conversion of an extended set of voice features describing
speaker identities.
Please note that parts of this thesis are confidential and can therefore not be shown for the time being. It is related
to IRCAM’s novel VC system which is currently patent pending. The main chapter about VC has consequently
not been compiled for this version.
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Chapter 2

STAte-of-the-ART (START) in
Speech Signal Processing

From the deep unfathomable vortex of that golden light in whiĚ
the Victor bathes, All nature’s wordleĄ voice in thousand tones ariseth to
proclaim: "Joy unto ye, O men of Myalba"

Helena Petrovna Blavatsky - The Voice of the Silence

This chapter presents some basic signal processing concepts required to understand the different algorithms dis-
cussed throughout this thesis. However, for the sake of brevity, not every signal processing technology is explained.
The given informations are not too detailed for the same reason. A certain level of knowledge in Digital Signal
Processing (DSP) for speech and audio is expected.

2.1 The human voice production system

Fig. 2.1 illustrates the physical configuration of the human speech production apparatus. The air pressures present
at the areas of the larynx above and below the glottis are denominated supra-glottic and sub-glottic pressure.
The sub-glottal pressure from the lungs causes an airflow passing through larynx and pharynx. The vocal folds
led the glottis open and close [Baer et al., 1983]. This generates a glottal pulse once per glottal opening and
closing [Baken, 1992]. Likewise, the Bernoulli effect [Bernoulli, 1738], here caused by constrictions in the larynx
[Ladefoged, 1996], generates additional air turbulences. With this, the glottal pulses constitute the deterministic
and the air turbulences the stochastic part of the glottal excitation source. Both pass through the vocal tract and
radiate at the lips and nostril into the free air.

The vocal tract is comprised by the air passages above the larynx, namely the pharyngeal, the oral and the nasal
cavity [Marasek, 1997]. The cavities of the vocal tract are the physical cause filtering the glottal excitation source
signal. The Vocal Tract Filter (VTF) creates acoustic resonances and anti-resonances. The deterministic and
stochastic signal parts of the glottal excitation source are convolved with the VTF impulse response. This describes
the colouring effect of the VTF as part of the well-known Source-Filter model [Fant, 1960]. This model simplifies
the acoustic theory of speech production into a linear system with a source signal exciting a filter [Fant, 1981].

Using the theory of Linear Time-Invariant (LTI) systems [Rabiner and Schafer, 1978], the production of voiced
speech v(n) can be interpreted by a pulse train δs(n) exciting a LTI system with impulse response h(n)
[Quatieri, 2002]:

v(n) = δs(n) ∗ h(n), (2.1)

with ∗ denoting a convolution in the time domain.
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Figure 2.1: Schematic diagram of the human speech production apparatus

Similar to the interpretation of [Drugman, 2011] in the z-plane, a simplification of the voice production system can
be described in the spectral domain. A speech spectrum S (ω) is generated by a convolution of the glottal excitation
source G(ω) with the impulse response of the VTF C(ω), and the impulse response of the radiation filter R(ω) at
lips and nostrils level:

S (ω) = G(ω) ·C(ω) · R(ω). (2.2)

Please note that here the periodic impulse train δs(n) to describe the sequence of glottal pulses is attributed to
the glottal excitation source G(ω) for simplification purposes. The presented system is linear such that non-linear
effects cannot be present. The mathematical description of the human voice production system in equ. 2.2 thus
simplifies the involved physiological mechanisms and the resulting acoustic processes [Kane, 2013]. The signal
representation unifies as in [Fant, 1960, Fant, 1981] the deterministic and the stochastic part of the glottal excitation
source in the corresponding signal component G(ω). Several more detailed human voice production systems will
be introduced in the chapters 3 and 6. which avoid this simplification. Some of these extended source-filter models
treat the deterministic and stochastic component separately.

2.2 Processing of discrete-time audio signals

This section explains how a signal can be converted to minimum phase. It is required to understand the phase
minimization paradigm of section 3.7.3 which is utilized to estimate the deterministic part of the glottal excitation
source, introduced in chapter 5. First, the basic phase properties of discrete-time audio signals are presented in
section 2.2.1. Second, section 2.2.2 shows how to compute the real and complex cepstrum which is required to
further follow in section 2.2.3 the conversion to a minimum phase signal.

2.2.1 Phase properties

Different signal phase types of LTI systems are presented in this sections. The LTI system theory differentiates be-
tween linear, zero, minimum, maximum, and mixed phase systems. Table 2.1 summarizes the findings on the phase
properties of LTI systems found in [Oppenheim and Schafer, 1975, Oppenheim et al., 1976, Oppenheim, 1978,
Oppenheim et al., 1999, Smith, 2007]. A similar theory can be derived as in [Smith, ssed] for signals.

The time delay of each sinusoidal component can be expressed by the phase delay. The delay of the amplitude-
envelope frequency-component is expressed by the group delay [Smith, 2007]. It is defined as the negative deriva-
tive of the phase of the Fourier Transform [Murthy and Yegnanarayana, 1991]. It can be used as a phase distortion
measure [Oppenheim, 1978], with the deviation of the group delay from a constant indicating the degree of phase
non-linearity. The phase delay and the group delay of a filter with linear phase response and slope α can be inter-
preted as a time delay [Smith, 2007]. A system with a linear phase response shifts an unit impulse, being expressed

8



by a Kronecker delta function δk for discrete time signals. The δk function is zero at each time but at time origin
zero positive infinite with identity one [Dirac, 1930]. A non-linear phase response alters the relative phases of a
sinusoidal signal. A zero phase signal is a special case of a linear phase signal with the phase slope α = 0 being
zero [Smith, 2007]. A minimum phase system is causal, stable and invertible, having all poles and zeros of H(z)
inside the unit circle. Every stable all-pole filter H(z)=1/A(z) is minimum phase because the stability implies that
A(z) is minimum phase. A maximum phase system is the counterpart of a minimum phase system, having a phase
response with maximum delay [Oppenheim et al., 1968]. Each minimum, maximum or mixed phase causal system
requires the poles to be inside the unit circle for stability.

Table 2.1: Phase properties of causal LTI systems
Phase spectrum type Group delay Zeros Impulse response Stability
Linear phase constant inside, on and out-

side the unit circle
symmetric causal, stable, non-

invertible
Minimum
phase

smallest, therefore
minimum

inside and on the unit
circle

energy maximally
concentrated towards
time zero

causal, stable, invert-
ible

Maximum
phase

maximum delay outside the unit circle maximum delay of
energy

anti-causal, unstable
if poles outside unit
circle, non-invertible

Mixed phase between minimum
and maximum

inside and outside the
unit circle

between minimum
and maximum

non-invertible

2.2.2 Real and complex cepstrum

A discrete-time sequence s(n) is represented in the spectral domain by S (ω). The real cepstrum c(n) of s(n) is
given by the inverse Discrete-Time Fourier Transform (DTFT) of the logarithm of the magnitude spectrum |S (ω)|
[Oppenheim and Schafer, 1975, Oppenheim, 1978]:

c(n) = F −1 (
log(|S (ω)|)

)
. (2.3)

The logarithm operator compresses the dynamic range and emphasizes the harmonic periodicity. The real cepstrum
c(n) can be transformed back to its spectral expression S ′(ω) by inverse computing the real cepstrum as defined by
equ. 2.4:

S ′(ω) = exp (F (c(n))) . (2.4)

The application of the absolute value |S (ω)| in the spectral representation of signal s(n) removes its phase part
∠S (ω). The real cepstrum c(n) as well as the signals s(n) and s′(n) related to the spectra |S ′(ω)| and |S (ω)| are
therefore zero phase signals [Degottex, 2010] if the signals s(n) and s′(n) are real. The discrete complex cepstrum
ĉ(n) defined by equ. 2.5 includes additionally to the logarithm of the magnitude spectrum log(|S (ω)|) of equ. 2.3
the phase spectrum ∠S (ω)). The following definition of ĉ(n) can be found in [Quatieri, 2002, p.269]:

S (k) =

N∑
n=0

s(n) · e− j2πkn/N

Ŝ (k) = log(|S (k)|) + j∠S (k)

ĉ(n) =
1
N

N−1∑
k=0

Ŝ (k) · e j2πkn/N

(2.5)

Similar definitions exist in [Oppenheim and Schafer, 1975, p.530] or [Bozkurt, 2005, Drugman et al., 2009]. A
mixed phase signal s(n) is comprised of a minimum phase part ĉmin(n) and a maximum phase part ĉmax(n)
[Drugman et al., 2011]. Consequential, the complex cepstrum ĉ(n) of signal s(n) can also be defined, e.g. as
in [Oppenheim et al., 1976], by the corresponding addition of the minimum and maximum phase components in
the cepstral domain:

ĉ(n) = ĉmin(n) + ĉmax(n) (2.6)

The minimum phase part constitutes the causal part of the cepstrum. The maximum phase part is represented
by the anti-causal part of the cepstrum [Doval et al., 2003, Smith, 2007]. The minimum phase part ĉmin(n) can be
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extracted from the complex cepstrum ĉ(n) by setting the negative quefrencies of the anti-causal cepstrum to zero, as
defined by equ. 2.7. The terminology quefrency derives from the fact that the cepstral representation is nominally
given in the time domain by the inverse Fourier transform. Inverting frequency results in quefrency.

ĉmin(n) =


0 ∀ n < 0 (anti-causal part)
ĉ(0)/2 n = 0
ĉ(n) ∀ n > 0 (causal part)

(2.7)

The maximum phase component ĉmax(n) can be extracted as defined by equ. 2.8 from the complex cepstrum ĉ(n)
by setting the positive quefrencies of the causal cepstrum to zero. The division by 2 at n=0 computes an equal
distribution of the average spectral log amplitude.

ĉmax(n) =


ĉ(n) ∀ n < 0 (anti-causal part)
ĉ(0)/2 n = 0
0 ∀ n > 0 (causal part)

(2.8)

2.2.3 Minimum phase conversion

A mixed phase spectrum S (ω) can be converted to a minimum phase spectrum S −(ω) by mirroring the
anti-causal component onto the causal component in the complex cepstrum representation ĉ(n) of S (ω)
[Oppenheim et al., 1976, Degottex, 2010] [Oppenheim, 1978, p.794], as defined by equ. 2.9. The DC component
is not divided by 2 because the minimum phase version S −(ω) of S (ω) describes the same magnitude spectrum.

ĉmin(n) =


0 ∀ n < 0 (anti-causal part)
ĉ(0) n = 0
ĉ(n) + ĉ(−n) ∀ n > 0 (causal part)

(2.9)

Alternatively, the minimum phase part ĉmin(n) can be computed as defined by equ. 2.10 from the real cepstrum
c(n) by doubling the causal part and suppressing the anti-causal part, with N being the DFT size:

ĉmin(n) =


c(n) n = 0,N/2
2 · c(n) 1 ≤ n < N/2 (the causal part)
0 N/2 < n ≤ N − 1 (the anti-causal part).

(2.10)

A signal s(n) can be regarded as a minimum phase signal if all its poles and zeros lie within the unit circle
[Oppenheim et al., 1999]. A minimum phase signal can be created by moving all zeros outside the unit circle
|zi| > 1 to lie inside unit circle |zi| < 1. This operation simply requires to replace all zi having |zi| > 1 by its
conjugate reciprocal 1/zi [Oppenheim et al., 1999, Smith, 2007, p.281]. The operation is based on one property of
the complex cepstrum:
- Each minimum phase zero in the spectrum rises a causal exponential in the cepstrum.
- Each maximum phase zero in the spectrum rises an anti-causal exponential in the cepstrum.

An example to compute the minimum phase representation of a signal without affecting its spectral magnitude is
given by the following Matlab excerpt. It replaces after the transformation of the signal to the cepstrum the anti-
causal components by the causal ones. With this, the original spectral phase is replaced by the minimum phase
expression according to the spectral magnitude of the signal.

% Trans fo rm t o t h e c e p s t r a l domain
compMagSpectrum = l o g ( abs ( mixedPhaseSpec t rum ) ) ;
c e p s t r a l S p e c t r u m = r e a l ( i f f t ( compMagSpectrum ) ) ;

% F i l t e r q u e f r e n c i e s , i g n o r e N y q u i s t b i n
minPhaseCepst rum = f f t ( [ c e p s t r a l S p e c t r u m ( 1 ) ; 2 · c e p s t r a l S p e c t r u m ( 2 : end / 2 ) ] , f f t l e n ) ;

% Trans fo rm back t o t h e s p e c t r a l domain
minPhaseSpecHal f = exp ( minPhaseCepst rum ( 1 : end /2+1 ) ) ;

% Complete t o a f u l l s p e c t r u m
minPhaseSpec t rum = [ minPhaseSpecHal f ; c o n j ( minPhaseSpecHal f ( end −1: −1:2) ) ] ;

Listing 2.1: Matlab excerpt explaining the transformation from mixed to minimum phase
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2.3 Estimation of basic voice descriptors

2.3.1 Fundamental frequency F0

Numerous methods exists in the literature to estimate the fundamental frequency F0 from an audio signal. The YIN
algorithm [de Cheveigne and Kawahara, 2002] employs as basic F0 estimation algorithms of one time-invariant
signal frame the Auto-Correlation Function (ACF) and the Average Magnitude Difference Function (AMDF).
Several post-processing steps improve the peak picking on the time difference lag values τ which parameterize the
time distance of the delayed versions of one signal frame. The F0 estimate is simply the inverse of the estimated
time lag τ. ACF and AMDF compare the frame with shifted versions of itself. Both are sensitive to octave and
sub-harmonic errors. Applying both methods in the spectral domain improves their noise robustness.

Another F0 estimation method which has gained popularity recently is the "Sawtooth Waveform Inspired Pitch
Estimator" called SWIPE, described in [Camacho, 2007, Camacho and Harris, 2008]. The principle of SWIPE is
to find the frequency maximizing the average peak-to-valley distance found at multiples of that frequency. Addi-
tionally it applies several normalizing processes to optimize the analysis of the signal content, such as harmonic
weighting and the conversion to the ERB scale.

2.3.2 Voiced / Unvoiced Frequency boundary FVU

The Voiced / Unvoiced Frequency boundary FVU is the frequency at which the spectral representation of a sig-
nal is split into one deterministic frequency band below and one stochastic frequency band above the FVU . Fig.
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Figure 2.2: Synthetic example of the glottal excitation source

2.2 illustrates a signal segment of the glottal excitation source in the spectral domain. The example is a synthet-
ically created signal, using techniques described in [Maeda, 1982, Huber and Röbel, 2013]. It is adapted from
[Degottex et al., 2013] with kind permission of the author, and follows the SVLN approach explained in 3.8.4.2.
The figure depicts FVU as vertical dashed blue line. The noise level Nσg in horizontal dashed pink line is kept
constant over the complete spectrum in this example. It describes mainly the highest peaks of the unvoiced part
U(ω) of a speech signal, shown in red line in fig. 2.2. This noise component can also be denominated as the
stochastic component U(ω) of a signal.

It can be comprehended from visual inspection of fig. 2.2 that the unvoiced part U(ω) perceptually masks above
the FVU the voiced part V(ω) which diminishes with higher frequency. In contrast, V(ω) perceptually masks below
the FVU the unvoiced part U(ω). The noise component U(ω) is constant with frequency for this example since it
is a synthetically generated white noise signal which has not been convolved with a filter.

The estimation of the Voiced / Unvoiced Frequency boundary conducted throughout the work presented here
follows the explanations detailed in [Röbel, 2010c]. Basically it divides the spectrum into narrow frequency bands.
Each band contains spectral peaks which may be of stable sinusoidal or spurious noisy origin. Sinusoidal peaks
are detected following the approach given in [Zivanovic et al., 2004, Zivanovic and Röbel, 2008]. The sinusoidal
energy is measured on all extracted peaks being classified as sinusoidal. The Sinusoidal versus Noise Energy ratio
(SNE) is measured in sub-bands having a fixed constant bandwidth. The FVU is set to the highest frequency band
for which the SNE measure lies above a given threshold θS NE . This approach to estimate FVU works coherently up
to an amplitude difference of ∼6-12 dB between the sinusoidal versus the noise level. The measured FVU contour
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is smoothed using a median filter covering the time of half the length of the analysis window.

The FVU frequency is furthermore commonly denominated as Maximum Voiced Frequency Fm. Other approaches
to estimate FVU or Fm can be found in [Stylianou, 2001, Ciobanu et al., 2012, Drugman and Stylianou, 2014].

2.3.3 Frequency dependent noise level estimation

A sinusoidal peak detection using a frequency dependent threshold is presented in [Every and Szymanski, 2004,
Every and Szymanski, 2005, Every and Szymanski, 2006]. The result of a convolution of the utilized analysis
window with the amplitude spectrum is divided from the latter. This emphasizes sinusoidal components sharing
a similar shape with the spectral representation of the window. The emphasis suppresses noise influences of
the stochastic signal part. The division subtracts all sinusoidal content and reveals the noise level contour. The
correlation fails if sinusoidal peaks do not resemble the spectral shape of the windowing function. Therefore, an
adaptive resonance bandwidth is employed in [Every, 2006] to span the main spectral lobe to different widths.

Another approach to estimate the noise floor is to establish a frequency-dependent noise level estimation. An
adaptive threshold determination in [Zivanovic et al., 2004, Zivanovic and Röbel, 2008] is used to classify spectral
peaks into stable sinusoids or spurious noisy peaks.

The probabilistic noise model represents in [Yeh, 2008] the noise floor as a frequency dependent spectral envelope.
It employs the method of [Zivanovic and Röbel, 2008] as an initial classification of spectral peaks into sinusoids
or noise. A further refinement assumes that the spectral magnitude of spurious noisy peaks follows one mode of
a Rayleigh distribution. The Rayleigh distribution describes with different standard deviation modes the spectral
distribution of filtered white noise. The magnitude distribution of each narrow band is fitted to the best matching
Rayleigh distribution mode σ. A Probability Density Function of spectral peak magnitudes x is given by equ. 2.11.
The probability of an observed peak to be a spurious noise component is high for magnitude peaks x < σ and low
for x > σ.

p(x) =
x
σ2 · e

− x2

2σ2 ∀0 ≤ x < ∞, σ > 0 (2.11)

2.4 Signal Models for Speech Processing

The processing of a speech spectrum S (ω) requires a model reflecting its intrinsic properties. The discussion given
in the preceding sections 2.3.2 and 2.3.3 concerning the assembly of a speech spectrum S (ω) by the voiced deter-
ministic V(ω) and the unvoiced stochastic U(ω) spectral parts suggests to model both components independently.
Numerous speech models were proposed over time by the speech community. The models can be classified into
families treating the sinusoidal content V(ω) and the noise content U(ω) by different means. Each model should
adapt its feature dimensionality to the characteristics of the sound character. Voice transformations like pitch
transposition require further modelling such as spectral envelope estimation for shape-invariant speech processing
[Röbel, 2010b].

2.4.1 Sinusoidal modelling

The sinusoidal representation of speech in [McAulay and Quatieri, 1986] encodes a speech waveform with the
following set of parameters, estimated on each sinusoid k :
- The amplitude Ak,
- the instantaneous frequency fk,
- and the instantaneous phase φk.

The sinusoidal model of equ. 2.12 describes the voiced part of the speech signal s(t) with the time-varying ampli-
tudes A(t) and the time-varying phases φ(t). Each time-varying phase φk(t) is described by ωk(t) = 2π fkt, located
at its corresponding instantaneous frequency fk(t), and shifted by the initial phase θk.

x(t) =

K∑
k=1

Ak(t) · cos(φk(t)) =

K∑
k=1

Ak(t) · e j(ωk(t)+θk) (2.12)

The signal s(n) is thus represented by a sum of K sinusoids. The localization of the sinusoidal amplitude peaks
can be restricted to quasi-harmonic frequency intervals present in the Discrete Fourier Transform (DFT) spec-
trum [Almeida and Silva, 1984]. A simple peak-picking algorithm for the analysis of sinusoidal harmonic content
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detects the presence of sinusoids [Serra, 1989, Serra, 1997]. Parabolic interpolation [Bonada, 2000] on the neigh-
bouring DFT bins fits a parabola on each sinusoid k to retrieve its amplitude Ak and its instantaneous frequency fk.
Each instantaneous phase φk is obtained by linear interpolation of the phase spectrum [Serra and Smith, 1990].

2.4.2 Multi-Band Excitation (MBE)

The discussion of sections 6.2.3.3 and 2.3.3 suggest that one spectral frame of a speech signal may contain sev-
eral FVU boundaries. This signal interpretation is reflected by the Multi-Band Excitation (MBE) speech model
proposed in [Griffin, 1987, Griffin et al., 1988]. MBE models speech as a product of an excitation spectrum G(ω)
and a spectral envelope Tsig(ω). Each excitation spectrum is specified by the instantaneous frequency fk and its
instantaneous phase φk per sinusoid k, and a frequency dependent voiced / unvoiced mixture function. MBE as-
sumes that the spectrum consists of interleaved consecutive narrow-bands being either dominated by harmonic
periodic and random aperiodic signal content. A decision constraint is therefore necessary to classify each band
into harmonic or noise. Voiced bands contain comparably higher energies than unvoiced bands having lower en-
ergies. The division of a Short-Time Fourier Transform (STFT) [Griffin and Lim, 1983, Griffin and Lim, 1984]
spectrum into multiple frequency bands centered around pitch harmonics reduces the number of parameters
[Chan and Hui, 1996]. This allows the application of the Multiband Excitation Vocoder as an audio encoder for
bit-rate reduction [Griffin et al., 1988]. The Multi-Band Excitation model is fully parametric. It allowed for high
quality speech coding and provided a good synthetic voice quality at the time of publication. The well-known
speech analysis, modification and synthesis system STRAIGHT, further discussed in section 2.5.1, constructs in
[Kawahara et al., 2001] a mixed mode excitation signal for synthesis by controlling relative noise levels and the
temporal envelope of the noise component.

[Dutoit and Leich, 1993] present an evaluation of the MBE model performances within the context of applying it
to a High Quality Text-To-Speech synthesis. The analysis accuracy of MBE is influenced by the varying frequency
and amplitude of single sinusoids over time since a constant frequency and amplitude is assumed during the
complete analysis frame. Minor pitch changes and major amplitude variations affect the synthesis quality mostly
in high frequency regions. It is perceived as high frequency noise, being typical for synthetic speech.

2.4.3 The Deterministic plus Stochastic Model (DSM)

The restriction to a quasi-harmonic modelling of a speech signal implied by the sinusoidal modelling of the pre-
ceding section 2.4.1 neglects the noise component U(ω). According to [Griffin et al., 1988], noise can be modelled
by amplitude modulated Gaussian noise, convolved with the auto-regressive envelope of the sinusoidal part. The
Spectral Modeling Synthesis (SMS) of [Serra, 1989, Serra and Smith, 1990, Serra, 1997] is based on a Determin-
istic plus Stochastic Decomposition. It is one of the first models introducing the modelling of the noise part
[Röbel, 2010a].

The DSM speech model presented in [Stylianou, 1996] is a variant of the Harmonic plus Noise Model
[Laroche et al., 1993b] of the following section 2.4.4. The deterministic part of DSM is defined by harmoni-
cally related sinusoids with piece-wise linearly varying complex amplitudes. The stochastic part is deduced as
the residual signal received from subtracting the deterministic part from the spectrum S (ω). The residual contains
consequently all errors received from a not precise estimation of the deterministic part. The spectral subtraction
of the estimated deterministic part from S (ω) is applied over the whole spectrum. DSM operates thus full-band.
Additionally it is robust against F0 estimation failures since it allows for minor frequency deviations.

2.4.4 The Harmonic plus Noise Model (HNM)

The additional processing of the noise component U(ω) is as well reflected in the Harmonic and Noise
Model (HNM). It was introduced in [Laroche et al., 1993b, Laroche et al., 1993a] and further exercised in
[Stylianou et al., 1995, Stylianou, 1996, Stylianou, 2001]. An HNM assumes that U(ω) can be observed above
the FVU or Fm frequency, as shown in the sections 2.3.2 and 2.3.3. The spectrum is divided into a lower frequency
band for sinusoidal and a higher frequency band for noise like content. The harmonic part of an HNM equals the
deterministic part of DSM with zero spectral slope [Stylianou, 1996]. The noise part of an HNM is defined for all
frequencies above the FVU up to the Nyquist frequency.

[Saratxaga et al., 2010] bases a Harmonic plus Noise model on the Multiband Excitation Model discussed in sec-
tion 2.4.2. It is extended with a novel phase information representation called Relative Phase Shift (RPS). The
phase control techniques of RPS, proposed in [Saratxaga et al., 2009], provides structured phase patterns of the
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harmonic components. It simplifies the manipulation of the perceptually important signal information contained
in the phase part.

2.4.5 The Harmonic plus Stochastic Model (HSM)

Another variant of the HNM speech model of section 2.4.4 is the Harmonic plus Stochastic Model of
[Stylianou, 1996]. HSM overlaps the sinusoidal harmonic part up to the Maximum Voiced Frequency Fm on
the random noise part. The standard implementation of HSM is modified in [Erro and Moreno, 2007, Erro, 2008]
to allow for phase manipulation procedures designed to work in pitch-asynchronous mode. This harmonic plus
stochastic model variant is used to analyze, modify and synthesize the speech signal within the context of Voice
Conversion for works presented in [Erro, 2008, Erro et al., 2010b].

2.4.6 The Quasi-Harmonic Model (QHM)

The Quasi-Harmonic Model (QHM), introduced in [Pantazis et al., 2008], addresses the sensitivity of sinu-
soidal models to frequency estimation errors. A frequency estimator within QHM corrects erroneous frequency
estimations. The time-varying sinusoidal representation of QHM is thus robust against frequency mistakes
[Pantazis et al., 2010b]. The sinusoidal content can in most cases be reduced to a set of quasi-harmonic frequen-
cies. This applies if the analyzed sound segment contains a periodic waveform, as for example within voiced sound
segments. The QHM describes the deterministic quasi-harmonic part of an analyzed audio segment as

s(t) =

 K∑
k=1

(ak + tbk) · e j2π fk t

 w(t), (2.13)

with K components having complex amplitude ak and complex slope bk at frequencies fk, windowed at time t with
analysis window w(t). The iterative estimation of the observed frequency interval in QHM is biased. The bias
depends on the type and the length of the STFT analysis window w. QHM can correct frequency mismatches up
to 135 Hz for a Hamming window of 16 ms. The bias is negligible small if the frequency error remains below one
third of the bandwidth B of the squared analysis window [Pantazis et al., 2010b]. The adaptive Quasi-Harmonic
Model (aQHM) of [Pantazis et al., 2010a, Pantazis et al., 2011] adapts its frequency basis to the time variations of
the frequency components. This non-stationary frequency basis relieves the aQHM system from the restriction
of the stationarity assumption to be harmonically related. The frequency adaptation of aQHM changes the QHM
defined with equ. 2.13 to

s(t) =

 K∑
k=1

(ak + tbk) · e jφ̂(t)

 w(t), (2.14)

with φ̂(t) being the instantaneous phase φ̂(t) = 2π
∫ t

0 fk(u)du. Further extensions of this modelling approach can
be found in [Kafentzis et al., 2012] introducing the extended adaptive Quasi-Harmonic Model (eaQHM), and in
[Degottex and Stylianou, 2013] presenting the full-band adaptive Harmonic Model (aHM).

2.4.7 Extended noise and residual models

Recent research in the speech community has notably improved the speech synthesis quality by explicitly mod-
elling as in [Drugman and Dutoit, 2012, Cabral and Carson-Berndsen, 2013] the deterministic and / or the stochas-
tic component of the glottal excitation source, along with other voice descriptors.

[d’Alessandro et al., 1998] presents the decomposition of a speech signal into its periodic and aperiodic (PAP)
components. The study investigates into the influences of additive random noise and modulation aperiodicities
introduced by variations of F0, Jitter and Shimmer. The PAP decomposition operates sufficiently robust for a wide
range of F0 variations and if larger amounts of Jitter and Shimmer are not present.

The time envelopes Triangular envelope, Hilbert envelope and Energy envelope model the temporal character-
istics of random noise in an HNM model within an analysis / re-synthesis scheme on natural human speech in
[Pantazis and Stylianou, 2008]. The energy envelope is modelled by a Fourier series with few harmonics. It ap-
proximates well to the energy distribution of the noise part and can be easily manipulated for pitch and time-scale
modifications. It achieved the highest rating in a listening test.

The Deterministic plus Stochastic Model (DSM) for residual excitation of [Drugman and Dutoit, 2012] divides the
residual spectrum after the deduction of the harmonic sinusoidal part into two distinct spectral bands, delimited
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by the Maximum Voiced Frequency Fm. The deterministic component represents low frequency contents. The
stochastic component consists of high pass filtered noise. An energy envelope modelled by the Hilbert transform
modulates the time structure representing the interference of the fundamental periodicity originated at glottis level.
The DSM of the residual approach aims at a compact representation of the excitation source to reduce the buzziness
produced with parametric speech synthesizers. [Drugman and Dutoit, 2012] reports a similar synthesis quality
being as good as the one achieved by the speech processing system STRAIGHT of section 2.5.1.

2.5 Other Models Signal for Speech Processing

Numerous other methodologies exist in the literature to alter speech by different means. The two in the following
presented software framework are based on different means to conduct speech processing. The system STRAIGHT
of section 2.5.1 relies on an advanced spectral modification scheme including a source-filter separation. The system
SuperVP of section 2.5.2 is based on an extended phase vocoder version.

2.5.1 STRAIGHT

The STAte-of-the-ART speech analysis, modification and synthesis framework STRAIGHT 1 is freely avail-
able for research purposes and thus used in many scientific papers for comparison purposes. It is based on
a source / resonator decomposition and allows for many advanced speech processing tasks with high qual-
ity [Kawahara, 1997, Kawahara et al., 1999, Kawahara et al., 2001]. The abbreviation STRAIGHT derives from
"Speech Transformation and Representation using Adaptive Interpolation of weiGHTed spectrum".

A reformulation of STRAIGHT presented in [Kawahara et al., 2008] called TANDEM-STRAIGHT combines the
estimation of the power spectrum without interfering temporal variations (TANDEM) with the spectral envelope
estimation (STRAIGHT). STRAIGHT estimates the amplitude envelope non-iteratively in the frequency and the
time domain using a smooth interpolation of spectral peaks. The representation of spectrum S (ω) in STRAIGHT
is F0-adaptive containing a surface reconstruction method in a combined time-frequency region. The included
LF model and a phase manipulation method permits transforming the deterministic part of the glottal excitation
source. Its corresponding stochastic part is generated by modulating and colouring white noise.

2.5.2 SuperVP

IRCAM’s SuperVP software library [Liuni and Röbel, 2013] provides an extended version [Röbel, 2010b] of the
standard phase vocoder of [Flanagan and Golden, 1966] and its further advancements like in [Puckette, 1995,
Kawahara, 1997, Laroche and Dolson, 1999, Laroche, 2003]. Its executable implementation is accessible via com-
mand line from Matlab and Python environments 2. SuperVP provides the basic means to execute many speech
signal processing tasks required throughout the work here presented. In extension to speech processing applica-
tions, it facilitates the computation of other digital signal processing tasks for audio in general.

2.6 Spectral envelope estimation techniques

A constitutional overview of spectral envelope estimation techniques can be found in [Schwarz, 1998,
Schwarz and Rodet, 1999]. Spectral envelope estimation determines the maximal amplitude per overlapping
narrow-band frequency region found for one signal frame. The shape of the spectral envelope is described by
the sequence of quasi-harmonic sinusoidal partials in magnitude and frequency below FVU . Spurious harmonics
and the noise floor describe the spectral shape above FVU . The spectral envelope is approximated by a smooth-
ing function which passes through prominent spectral peaks. The modelling of the spectral envelope suffers from
aliasing effects caused by a non-accurate enough estimation. The spectral envelope is under-fitted if it doesn’t
pass through prominent spectral peaks caused by stable harmonic sinusoids. It is over-fitted if it passes through
non-sinusoidal peaks originating from window sidelobes, spurious and noisy peaks etc.

1STRAIGHT: http://www.wakayama-u.ac.jp/k̃awahara/STRAIGHTadv/index_e.html
2SuperVP: http://anasynth.ircam.fr/home/english/software/SuperVP
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2.6.1 Linear Predictive Coding (LPC)

Early approaches to estimate the spectral envelope were based on the Linear Predictive Coding (LPC) model
[Makhoul, 1975, Vaidyanathan, 2008]. LPC provides a parametric estimation of the spectral envelope of a signal
frame. It assumes the source-filter model of human voice production [Fant, 1981]. LPC models the vocal tract
as an IIR filter by estimating the signal y′(n) based on current samples y(n) to minimize the prediction error e(n)
= y′(n) - y(n). Deriving the linear prediction model involves determining the filter coefficients a0, a1, ..., an in
feed-forward and b1, b2, ... bn in feed-backward direction. The difference equation 2.15 expresses the relation of
the LPC filter coefficients a and b, the input samples x, the output samples y and the estimated output samples y′:

y′(t) =

M∑
i=0

ai · x(t − i) −
N∑

j=1

b j · y(t − j) (2.15)

The a-coefficients are commonly set to zero in linear prediction. Only previous output samples and the feed-
backward filter coefficients b determine the estimation of the output signal. This difference equation of 2.15 is
inserted into the auto-regressive all-pole model of equ. 2.16 to define the impulse response of the vocal tract:

H(z) =
1

1 −
∑N

j=1 b j · y(t − j)
(2.16)

An auto-correlation of the signal frame with a delay version of itself is executed to predict the filter coefficients
and to accurately approximate the real output. The LPC coefficients describe the impulse response of the VTF and
with this the spectral envelope of an acoustic signal. The pole locations which correspond to the VTF formants
can be derived by factoring the LPC coefficients. The pole angles define the formant frequencies. The LP residual
signal represents the glottal source as the excitation source signal. It includes the fundamental frequency F0 and a
stochastic noise component. The LPC order denotes the number of poles in the filter. Usually two poles are utilized
to describe one formant. One problem of applying LPC is to choose the right order of the all-pole model such that
the possibility of ill-conditioning is minimized [Makhoul, 1975]. Even the correct order may due to aliasing not
achieve the desired perfect estimation of the spectral envelope. The Akaike Information Criterion (AIC) is used
as order selection criterion in [de Waele and Broersen, 2003] to avoid a sub-optimal performance in using an AR
model which could result in over- or under-fitting. The Mean Square Error (MSE) minimization of LPC is prone
to produce a systematic error as a bias of the spectral peaks towards the harmonics [Villavicencio et al., 2007].

2.6.2 Line Spectral Frequencies (LSF)

The amplitudes, frequency positions and bandwidths of spectral formants of a speech signal are caused by the
cavities of the physical vocal tract. The formant structure contributes to the perception of a speakers voice iden-
tity. However, the estimation of single formants [Snell and Milinazzo, 1993] can be erroneous and cumbersome
[Helander et al., 2007]. The LPC analysis of the preceding section 2.6.1 works more reliable. The LSF co-
efficients can be directly derived from LPC coefficients. Additionally, the spectral envelope representation by
means of Line Spectral Frequencies (LSF) provides a good performance for the transformation and interpolation
of spectral envelopes [Paliwal, 1995, En-Najjary et al., 2003]. LSFs are therefore commonly used in VC sys-
tems [Percybrooks and Moore, 2007, Helander et al., 2008a, Hanzlíček and Matoušek, 2008]. LSF models narrow
spectral formants with a higher precision and robustness than LPC [Bäckström, 2004]. The Line Spectral Pair
(LSP) transformation has more powerful interpolation properties and is more robust against quantization errors, at
the cost of higher computational complexity [Bäckström and Magi, 2006].

The auto-regressive model assumes that a signal is generated as an all-pole filter output H(z) = 1 / A(z), with A(z)
= 1 + a1 · z−1 + ... + ap · z−p and p being the LPC analysis order. A LSP transformation decomposes the pth-order
linear predictor A(z) into a symmetrical and anti-symmetrical part, denoted by the polynomials P(z) and Q(z). The
LSPs are the filter roots or zeroes on the z-plane. They determine uniquely the two polynomials P(z) and Q(z).

Line Spectrum Pairs:
P(z) = A(z) + z−p+1 · A(z−1)
Q(z) = A(z) − z−p+1 · A(z−1)

The LSPs lay on the unit circle in interlaced order. Zeroes on the unit circle are represented as vertical lines in
the power spectrum. An all-pole model converts the zeroes into poles. The linear predictor A(z) is expressed in
terms of P(z) and Q(z) as A(z) = 1

2 · (P(z) + Q(z)). The Line Spectrum Frequencies are their corresponding angular
frequencies. The angular frequency properties are exploited for the calculation of characteristic spectral shapes.
LSFs are according to [Erro, 2008] very well prone for the spectral representation and parameterization of speech
data for Voice Conversion, due to the following properties:
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• Good formant representation
• Good interpolation properties
• One wrongly converted coefficient affects merely a restricted data part
• Cepstral coefficients are parameterized in A(z)
• Inverse transformation of LSF coefficients into all-pole filters provides the filter response of the target speakers

spectral envelope

2.6.3 Discrete All-Pole (DAP)

The Discrete All-Pole (DAP) model [El-Jaroudi and Makhoul, 1991] solves the Linear Prediction (LP) aliasing
problem. It fits the all-pole model with a finite set of spectral locations, which are related to the harmonic frequency
bins. DAP estimates the spectral envelope with lower distortion with respect to the harmonics, but suffers from
filter instabilities. According to [Erro, 2008, Villavicencio et al., 2009] it is less robust in adapting the model order
according to the harmonic peak information.

2.6.4 True Envelope (T )

The cepstrum-based True Envelope T estimator of [Villavicencio et al., 2006, Röbel et al., 2007] optimally inter-
polates the observed spectral peaks. It applies iterative cepstral smoothing of the amplitude spectrum. With this it
achieves the best band-limited interpolation of the major prominent spectral peaks. The T cepstral order can be
adapted to the spectral characteristics for each frame. It defines at which point the real cepstrum representation of
the spectrum is truncated. The iteration over the maximum of the original logarithmic spectrum and the previous
cepstral representation lets the estimated envelope steadily grow until the true envelope contour is reached.

The LPC-based True-Envelope estimator TLPC reduces the model mismatch of LPC producing over-smoothing and
aliasing artefacts. TLPC uses the T estimation as a target spectrum for the LPC auto-correlation matching criteria.
A high order all-pole model enables the spectrum representation as LSF coefficients. The T cepstral coefficients
can thus as well be transformed into an LSF representation [Villavicencio et al., 2006]. TLPC uses local order
selection to perform the T estimate, approaches faster to the minimum T error, and reduces the over-fitting effect
by learning the order of the feature dimensionality.

In [Villavicencio et al., 2007] the optimal cepstral order selection is discussed in order to provide an envelope es-
timation with minimum error. The harmonic excitation spectrum samples the resonator filter with a sampling rate
set to F0. With this a nearly optimal cepstral order is defined depending on the maximum frequency difference
between two relevant spectral peaks. Standard models provide an estimation of the envelope with a minimum error
in dependence of the evaluated spectrum. Order selection adopts to the examined spectrum and has a resulting
error close to the optimal order. The optimal estimation depends thus on the fundamental period and the enve-
lope characteristics. Improvements in [Villavicencio et al., 2008] lead to the Mel-Frequency True-Envelope Linear
Predictive Coding.

2.7 Conclusions

The explanations of section 2.1 how the human voice production system generates speech is inevitable to under-
stand the means implemented for this thesis work to apply speech processing. Some basic properties of discrete-
time audio signals and some basic voice descriptors are introduced in the sections 2.2 and 2.3 to comprehend
further works discussed in the following chapters. The speech signal models of section 2.4 give further inside
in the theoretical basis leading to the new speech model presented in chapter 6. The estimation of the spectral
envelope of a speech signal discussed in section 2.6 is crucial for the VTF extraction being utilized in this thesis
work.
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Chapter 3

STAte-of-the-ART (START) in
glottal excitation source modelling

A nd in the moment when the sound of Om touĚed Siddhartha’s ear,
his dormant spirit suddenly woke up and realized the foolis hneĄ of his actions.

Hermann Hesse - Siddhartha

3.1 Introduction

This chapter introduces the basic STAte-of-the-ART paradigms found in the literature to conduct the analysis,
transformation and synthesis of the glottal excitation source. Further means to analyse the glottal excitation source
achieved by the work for this thesis will be presented in the following chapter 5. The modelling of the glottal exci-
tation source is required to alter the voice quality of a speech phrase. A voice quality transformation is beneficial
in the Voice Conversion context to further transform the source into the target speakers voice identity. Means to
transform the voice quality of a speaker will be presented in chapter 6.

3.2 The glottal excitation source

3.2.1 Time domain properties of glottal source shapes

The glottal excitation source consists of a deterministic and a stochastic component. Both are caused by the glottal
flow, the air flow coming from the lungs and being modulated by the glottal area. Different modulation types lead
to different vibration modes of the vocal folds. This in turn causes the different shapes of the deterministic part of
the glottal excitation source. Fig. 3.1 depicts one characteristic shape example of the glottal flow and its derivative
in the time domain. Table 3.1 explains the time instants given in fig. 3.1 which characterize the glottal flow and its
derivative.
Open phase:
The open phase starts at time instant ts=0 when the glottis starts to open. It is denominated the Glottal Opening
Instant (GOI). The glottal opening occurs due the displacement of the vocal folds caused by the sub-glottal pressure
from the lungs, depicted in fig. 2.1. The linear source-filter theory [Fant, 1960] states that airflow from the lungs
passes due to the sub- and supra-glottal pressures the glottis and the vocal tract, until the open phase ends at time
instant te [Fant, 1981]. However, the non-linear system behaviour of the underlying acoustic tube implies that the
airflow may as well occur in opposite direction due to acoustic coupling [Titze et al., 2008]. The latter depends on
the level of the glottal impedance and leads to oscillations of the airflow. The time instant te corresponds to Glottal
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Figure 3.1: The glottal flow and its derivative in the time domain

Table 3.1: Time instants of the glottal flow and its derivative
Time instant Description

ts Time of the start of the glottal flow and its derivative
ti Time of the maximum of the derivative
tp Time of the maximum of the glottal flow; the derivative crosses the x-axis
te Time of the minimum of the derivative, corresponding to the GCI and the Open Quotient OQ
ta The effective return phase duration
tc Time of the end of the pulse; the glottis is completely closed

T0 Time length of the whole pulse period

Closure Instant (GCI). It is the time instant when the glottal flow decreases at fastest speed and reaches maximum
closure speed [d’Alessandro, 2006] such that the derivative of the glottal flow exhibits a negative maximum.

Return phase:
The vocal folds return to their initial relaxed displacement during the return phase ta. The effective duration of ta
is expressed by the difference of te and the point in time where the projection of the derivative of the exponentially
shaped return phase contour strikes the time axis, illustrated in fig. 3.1. The derivation of the return phase contour
to determine its tangent can be deduced from the definition E2(t) given in equ. 3.1. The return phase duration ta is a
direct correlate to a first order low pass filter being active in higher frequency regions [Drugman et al., 2011]. The
low pass filter models the spectral tilt of spectrum S (ω) [Doval et al., 2006]. Longer ta durations express higher
levels of attenuation in higher frequency regions and a less abrupt transition to the closed phase [Fant, 1995].

Closed phase:
The closed phase constitutes the time period when the glottis is completely closed. It reflects the time span between
the end of the pulse tc and the whole pulse period T0.

Characteristic amplitudes:
The positive amplitude maximum U0 of the glottal flow at time instant tp is related to the amplitude of the
voice fundamental [Fant, 1995]. The negative amplitude minimum Ee at time instant te is a basic determinant
of formant amplitudes [Fant, 1995]. It relates to the harmonic sinusoidal amplitudes found at higher frequen-
cies than the voice fundamental and correlates thus to the spectral tilt [Fant, 1997]. The time instant te corre-
sponds to the GCI and is commonly known as the time instant of maximum excitation or maximal discontinuity
[Murthy and Yegnanarayana, 1999]. The total sound pressure and the amplitudes of the vocal tract formants are
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highly influenced by Ee [Fant et al., 2000]. Higher negative amplitudes Ee of the glottal flow derivative generate
higher Sound Pressure Levels (SPL) of the resulting speech waveform [Alku et al., 1999]. The sub-glottal pressure
reaches its maximum while the supra-glottal pressure attains its minimum such that the trans-glottal pressure is
very high [Titze, 1984]. The glottal flow exhibits a maximum at time instant tp at which its derivative is conse-
quently zero and crosses therefore the time axis.

Please find a further discussion on the spectral correlates of these characteristic time instants and ampli-
tude measures parameterizing the glottal excitation source in [Doval and d’Alessandro, 1999, Doval et al., 2006,
d’Alessandro et al., 2007].

3.2.2 Glottal excitation source models

Many different models to describe the deterministic part of the glottal excitation source have been proposed by the
speech community over the last decades. Such glottal source models describe the shape of the glottal flow and
its derivative by parameterizing its characteristic time instants and amplitude values, introduced in the preceding
section 3.2.1. A modification of such features causes variations in the re-synthesized speech signal like an altered
length of the open phase of a pitch period or a modified spectral tilt in the spectral representation of a speech
signal. This allows conducting voice quality transformations. Voice quality will be introduced in section 3.5. A
transformation of voice quality in terms of vocal effort will be discussed in section 6.4.3.

Among others, the following glottal source models can be found in the literature:

• the R-Model by Rosenberg [Rosenberg, 1971],
• the F-Model by Fant [Fant, 1979],
• the LF-Model by Liljencrants and Fant [Fant et al., 1985],
• the FL-Model by Fujisaki and Ljungqvist [Fujisaki and Ljungqvist, 1986],
• the K-Model by Klatt and Klatt [Klatt and Klatt, 1990],
• the R++-Model by Veldhuis [Veldhuis, 1998],
• the CALM-Model by Doval [Doval et al., 2003],
• the H-Model by Hezard [Hezard et al., 2012],
• and a perceptually and physiologically motivated model proposed by Chen in [Chen et al., 2013a].

The listed models share a high similarity among each other since each of them describes the same signal type, the
shape of a glottal pulse. All describe the time instant te and accordingly the Open Quotient OQ in relation to the
fundamental period T0. Differences appear for example in the modelling of the return phase. The chosen model
for this work is the transformed LF model [Fant, 1995], introduced in the following section.

3.2.3 The LF glottal source model

The well-known glottal model of Liljencrants and Fant (LF) describes the shape of the deterministic part of the
glottal excitation source [Fant et al., 1985]. The LF model parameterizes in particular the time derivative g(t) of
the glottal flow, depicted in fig. 3.1.

g(t)=

E1(t) = E0 · eαt · sin(ωgt) ∀ 0 < t <= te (Open phase)
E2(t) = −E0 ·

1
εta
·
[
e−ε(t−te) − e−ε(tc−te)

]
∀ te < t < tc (Return phase)

(3.1)

Equ. 3.1 defines the LF model which splits the modelling into two separate parts. The open phase is modelled by
an exponential function being modulated by a sinusoid whose frequency is given by ωg=2π/tp. The return phase
is modelled by another exponential function being parameterized by the time of the return phase ta. The latter is
the projection of the derivate of E2(t) at time instant te on the time axis. The return phase ta constitutes a first order
low pass filter with cutoff frequency Fa=1 / (2π · ta). The four LF parameters tp, te, ta and Ee uniquely determine
the shape of a glottal pulse synthesized with the LF model. The requirement of area balance defines the condition
that the net gain of flow equals zero within a fundamental period:

∫ T0

0 g(t)dt = 0 [Fant et al., 1985]. The LF model
parameters α and ε have to be derived from the three time instants te, tp and ta [Gobl, 2003, Degottex, 2010].

The transformed LF model of [Fant, 1995] normalizes the time instants tp, te, ta by the fundamental period T0 to
find the three R waveshape parameters Rg, Rk and Ra of the LF model. The R waveshape parameters Ra, Rk and Rg

can as well be utilized to parameterize the LF model [Fant et al., 1994]. Table 3.2 lists the R waveshape parameters
describing one synthetic LF glottal pulse. The R waveshape parameters are defined in terms of the characteristic
time instants listed in table 3.1.
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Table 3.2: The R waveshape and characteristic glottal pulse parameters
Denomination Definition Description

Rg T0/(2 · tp) The rising speed of the glottal pulse (T0-normalized)
Rk (te − tp)/tp The symmetry of the glottal pulse
Ra ta/T0 The duration of the return phase (T0-normalized)

OQ te/T0 The duration of the open phase (T0-normalized)
αm tp/te The skewness of the glottal pulse

Rg is an inverse measure of the glottal pulse rise time [Fant et al., 2000].
Ra is a relative measure of the return phase duration which is correlated to the spectral tilt of natural human speech.
Rk is defined by the ratio of the decay time to the rise time of the glottal flow and describes its asymmetry
[Fant, 1997]. It is the inverse of the Speed Quotient S Q=tp/(te − tp).

S Q expresses the ratio between opening and closing phase [Doval et al., 2006]. The Open Quotient OQ reflects
the time duration of the open phase until time instant te. OQ expresses the time difference between GOI and GCI,
normalized by the fundamental period T0. The GOI equals time instant zero ts=0 when the glottal flow or its
derivative starts to rise above zero. The GCI equals time instant te when the glottal flow derivative reaches the
negative minimum Ee. The asymmetry coefficient αm expresses the skewness of the glottal pulse. The value of
αm is determined by the ratio of the time instants tp and te. Lower (higher) values of αm describe impulse-like
(sinusoidal-like) glottal pulse shapes and reflect with this their degree of asymmetry [Doval et al., 2006]. The
synthesis of an LF model requires additionally the fundamental frequency F0, and the parameter Ee being the
maximum negative amplitude of the glottal flow derivative measured at time instant te. The LF model is with this
defined in total by five parameters.

The glottal formant Fg constitutes the representation of a glottal pulse in the spectrum. Bandwidth and frequency
of a glottal formant Fg are controlled by αm and OQ. The analysis of the perceptual relevance of the R waveshape
parameters in [van Dinther, 2003, van Dinther et al., 2004] uses perceptual distance measures in listening tests to
examine the required amount of variation to reach a JND.

3.3 Efficient glottal source parameterization

Voice qualities with a tense (pressed), modal (normal), or relaxed (breathy) phonation type are distinguishable by
different shapes of the deterministic part of the glottal excitation source. Glottal source shapes can be efficiently
described by one-dimensional parameterization techniques like the Rd parameter introduced in [Fant et al., 1994,
Fant, 1995], or the Normalized Amplitude Quotient NAQ proposed in [Alku et al., 2002a].

3.3.1 LF regression parameter Rd

The parameter space of the Liljencrants and Fant (LF) model [Fant et al., 1985] is defined by its three R waveshape
parameters Rg, Rk, and Ra. The LF shape parameter Rd reduces this parameter space to a one-dimensional param-
eterization [Fant, 1995]. The parameterization of Rd is determined by means of a statistical linear regression on
values of the R waveshape parameter set [Fant and Liljencrants, 1994, Fant et al., 1994, Fant, 1995] that were ob-
served for voiced natural speech in [Gobl, 1988, Karlsson, 1990]. It is based on exploiting systematic co-variations
of the R waveshape parameters present in the studied speech corpora. The Rd regression curve of the LF shape
parameters describes voice qualities on a continuum of tense, modal and relaxed voice qualities. Lower Rd values
correspond to more tense and higher Rd values to more relaxed voice qualities.

Please note that the generic glottal flow derivative example shown in fig. 3.1 constitutes a synthetic signal generated
with the LF model being parameterized with Rd=0.8. Please note additionally that the LF model sets in practice the
time instant tc to the fundamental period T0: tc = T0. Other glottal source models may allow a different parameteri-
zation of tc and T0. An extensive analysis and discussion about the impact of the R waveshape parameters and its re-
lated parameters OQ, am, and ta on the shape of the synthesized LF model in the spectral and in the time domain can
be found in [Fant, 1995, Fant, 1997, Doval and d’Alessandro, 1999, Doval et al., 2006, d’Alessandro et al., 2007].

Fant introduced in [Fant and Liljencrants, 1994, Fant, 1995] equations to compute approximate R waveshape pa-
rameter values from an Rd value, denominated with the subscript p as ’predicted’ R waveshape parameters Rap,
Rkp, and Rgp. In this work the term R∗p waveshape parameter set is employed to denote the predicted R waveshape
parameter set. The equations deriving the parameters Rap and Rkp from an estimated Rd value for the normal Rd

range [0.3, 2.7] are given in [Fant, 1995]. A definition following the explanations given in [Fant, 1995] how to
compute Rgp for the normal Rd range can be found in [Gobl, 2003, Degottex, 2010]. The R waveshape parameter
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set for the upper Rd range ]2.7, 5] was proposed by Fant in [Fant et al., 1994].

Fant proposed in [Fant, 1997] two possibilities to define the open quotient OQ from the R waveshape parameter
set. The reduced form OQi defines the open quotient

OQi = te/T0 = (1 + Rkp)/2 · Rgp (3.2)

at the time instant of the maximum negative excitation te of the glottal flow derivative, normalized by the funda-
mental period T0. The complete form OQe takes additionally into account the time of the return phrase ta to define
the open quotient

OQe = (te + ta)/T0 = (1 + Rkp)/2 · Rgp + Rap. (3.3)

The Rd parameter is highly correlated with the time instant te corresponding to OQi. Of high perceptual importance
is the ratio of the peak U0 of the glottal volume-velocity flow and the negative peak Ee of the glottal flow derivative
[Fant et al., 1994]. It can be interpreted as effective pulse declination time Td = Uo/Ee by projecting the instants
of both peaks in time to the time axis [Fant, 1997]. The now common naming convention Rd relates to Td. The Rd

parameter can be expressed as F0-normalized glottal waveshape parameter [Fant, 1995]:

Rd =
U0

Ee
·

F0

110
=

1
0.11

·
Td

T0
. (3.4)

The scaling factor 1/110 corresponds to F0=110 Hz as a typical average in male speech [Gobl, 1988, Fant, 1997].

3.3.2 Normalized Amplitude Quotient NAQ

The Normalized Amplitude Quotient NAQ is a similar one-dimensional parameterization technique to describe the
shapes of the deterministic part of the glottal excitation source over a range of tense, modal or relaxed voice quali-
ties. The amplitude ratio of the positive peak U0 and the negative peak Ee of the glottal flow derivative defines the
Td-related Amplitude Quotient (AQ) in [Alku and Vilkman, 1996] and the Rd-related NAQ in [Alku et al., 2002a].
The study of [Gobl, 2003] equals the NAQ parameter to AQ via a normalization by the fundamental period T0.
Equation 3.5 relates the NAQ to the Rd parameter by a scaling factor of 1000, normalized by the same fundamental
frequency F0 of 110 Hz found with equ. 3.4:

NAQ = AQ/T0 = 0.11 · Rd. (3.5)

The NAQ parameter is used in [Campbell and Mokhtari, 2003] as measurement to examine voice qualities on
a continuum from pressed to breathy phonation types. The NAQ measure exhibits significant correlations with
interlocutor (who), speaking style (how), and speech act (what).

3.4 Glottal Closure Instant (GCI) estimation

Numerous algorithmic solutions exist in the literature to estimate the time instant of the glottal closure
from a speech signal [Naylor et al., 2007, Degottex et al., 2009a, Sturmel et al., 2009, Thomas et al., 2009b,
Degottex et al., 2010, d’Alessandro and Sturmel, 2011, Drugman et al., 2012b]. The GCI pulse position estimator
of [Degottex et al., 2010, Degottex, 2010] is implemented in the SuperVP signal processing framework of section
2.5.2. It estimates for each analysis window position one single pulse position being closest to the window center.
All estimated pulse positions are resolved over time using the fundamental period sequence and an Rd error mea-
sure to select a complete sequence of glottal pulses for one speech phrase. Setting the STFT window step size too
large risks that individual pulses are omitted if the STFT window position is not placed close enough in time to the
true GCI contained in the analyzed signal. The risk is minimized by defining the STFT analysis step size for the
GCI estimator small enough such that it is set smaller than half of the shortest fundamental period T0 expected in
the analyzed speech phrase.

3.5 Voice quality

3.5.1 Definitions

Voice quality is a very broadly defined denomination to characterize different physiological, acoustical and
perceptual phenomena of human voice production and perception. It is described very differently in the lit-
erature. The approaches to describe voice quality refer to features of the voice source. Voice quality can
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be interpreted as the characteristic auditory colouring of a speakers voice [Laver, 1980]. A classification of
voice quality into the three groups tense (pressed), modal (normal), and relaxed (breathy) can be found in
[Drugman et al., 2011, Kane et al., 2013b]. Voice quality as a function of vocal effort can be expressed with a
quiet, normal or loud voice [Liénard and Barras, 2013]. The loudness of a breathy voice quality is perceived
lower compared to the loudness of normal speech. Loudness results in terms of voice quality from vocal effort
[d’Alessandro, 2006]. The movement of the glottal folds and thus the shape of the glottal flow derivative is less
abrupt around the time instant of glottal closure for relaxed speech [Thati et al., 2012].

Voice quality conveys paralinguistic information in speech. It should therefore be considered as prosodic char-
acteristic [Pfitzinger, 2006]. According to [Laver, 1994], voice quality characteristics can be classified into
the following four groups of settings: phonatory, articulatory, tension, and prosodic settings. The study of
[Campbell and Mokhtari, 2003] proposes to add voice quality as a parameter of prosody, along with pitch, power
and duration.

Different voice quality dimensions and phonation types can be organized using the following four prosodic dimen-
sions: the voice register, noise, pressed-lax, and vocal effort [d’Alessandro, 2006]. Voice register dimensions can
be used to stylize expressivity. The noise dimension can be related to breathiness and hoarseness. The pressed-lax
dimension can serve as cue for speech emotions. The vocal effort dimension signals accentuation. Different de-
scriptions of voice quality aim to describe these phonation types, e.g. by relating it to speaking styles and prosodic
gestures [Childers and Lee, 1991, d’Alessandro, 2006].

The different phonation types or voice qualities of human speech production are generated by physiological mecha-
nisms at glottis level [Gobl and Chasaide, 1992]. Descriptions of voice quality aim to explain these different vocal
fold vibratory patterns [Childers and Lee, 1991]. The physiological correlates of voice qualities involve tension
settings at laryngeal and supra-laryngeal levels, described in [Laver, 1980] with three parameters of muscular ten-
sion: Adductive tension, Medial compression, and Longitudinal tension. The latter is the tension of the vocal folds
themselves. Medial compression is a result of adductive tension and reduces the length of the glottis. In general,
the degree of tension rises in all three parameters from a breathy, lax, modal to a tense voice. The reference to all
three parameters refers to the differentiation of the muscular tensions present at vocal tract and at larynx into three
distinctive forces. A tense or relaxed voice quality results from adduction or abduction of the posterior part of the
vocal folds [d’Alessandro, 2006].

Table 3.3: Voice quality classification according to physiological mechanisms
Voice Quality Description

Tense voice

High degree of tension in all three muscular tension parameters;
Tense voice perceived louder than other voice qualities;
Typical aperiodicity of harshness not necessarily present;
Extensive movements of tongue, lips and jaw.

Modal voice Moderate tension in all three muscular tension parameters.
Lax voice Lower tension in all three muscular tension parameters.

Breathy voice Minimal tension in all three muscular tension parameters;
The vocal folds do not come fully together.

Whispery voice
Low adductive tension and high medial compression;
Laryngeal vibration very inefficient;
High degree of audible frication noise.

Creaky voice High medial compression, high adductive tension, low longitudinal tension;
The vocal folds are relatively thick and compressed.

Table 3.3 lists a classification of physiological mechanisms into different voice qualities according to [Laver, 1968,
Laver, 1980, Gobl and Chasaide, 1992]. Other voice quality types may for example be a soft, weak or falsetto
voice [Klatt and Klatt, 1990]. The voice qualities jitter and shimmer describe the modulation in frequency and
amplitude over a sequence of glottal pulses [Ghosh and Narayanan, 2011]. The phonation type jitter refers to the
non-linear periodicity of the glottal pulses over time. Shimmer results from small variations of the glottal pulse
amplitude of natural speech.

The studies of [Kreiman et al., 1992b, Kreiman et al., 1992a, Keating and Esposito, 2006] conduct perceptual tests
to examine how listeners judge dissimilarity of acoustic feature descriptors related to voice quality. The features
measured on natural human speech associated among others with voice quality are the fundamental frequency
F0, the frequencies of the first three formants F1, F2, F3, the amplitude difference of the first two harmonic
sinusoidal waves H1∗-H2∗, the amplitude difference of the second and fourth harmonic sinusoidal waves H2∗-
H4∗, and the amplitude difference of the first harmonic sinusoid H1∗ versus the amplitude of the third formant
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A3∗. However, it is not clear to the research community if F0 constitutes a generally strong acoustic or per-
ceptual correlate among different speakers and languages to be associated with the voice quality phenomena
[Keating and Esposito, 2006]. The variation of these analyzed voice descriptors originates not just from changes
of the spoken content such as different phonemes, but also by speech of different phonation types. These acoustic
feature descriptors are associated with voice quality and are very well modelled by glottal source models like in
[Fant et al., 1985, Klatt and Klatt, 1990].

3.5.2 Transformation

The voice quality of an original recording can be changed by means of transforming the deterministic and the
stochastic part of the glottal excitation source [Gerratt and Kreiman, 2001]. The transformation is intended to alter
the glottal excitation source in a way such that the re-synthesized speech is perceived to be uttered with a more
tense or a more relaxed voice quality. However, a speech recording has to be discriminated into its stochastic and
deterministic part such that a separate transformation of both components is facilitated. The deterministic glottal
source part can be described by its estimated Rd contour. The stochastic part is the result of the subtraction of an
estimated deterministic part from a speech phrase. Such classification into sinusoidal or noise peaks are discussed
in sections 2.3.3 and 6.3.1.1.

The study of [Tooher and McKenna, 2003] analyzed the variation of estimated LF parameters across different
vowels and changing phonetic context to derive dependencies and correlation. Advanced means are required if an
expressive speech transformation is desired, e.g. to transform between emotional states of speech like sad, angry,
happy and neutral. Further work presented in [Tooher et al., 2008] uses regression trees to model the different
amount of variation of different glottal source parameters.

3.5.3 Just Noticable Difference (JND)

In [Henrich et al., 2003], different synthetic singing voice phrases have been presented as perceptual stimuli to
listeners in different tests. The study examined which Just Noticable Difference (JND) thresholds are required
to trigger the perceptual sensation of a change in voice quality within the perception of a human listener. 9
different sessions session were conducted. At each session, one stimuli was changed whereas the other stimuli
were kept constant. The examined stimuli to synthesize different artificial singing voices consisted of 3 OQ values,
2 asymmetry coefficients αm, 2 vowels and 2 fundamental frequencies F0.

In general, OQ increases lead to higher JND thresholds whereas αm increases lead to lower JND thresholds. This is
in accordance with the Rd regression which implies a direct proportionality with OQ and an indirect proportionality
with αm: Rd∼OQ, Rd∼1/αm. If a speaker changes the voice quality of his speech while speaking with a more tense
voice, less changes in terms of ∆Rd are required by a speaker to arise the sensation of an altered voice quality in the
perception of a listener. Contrariwise, changes in higher (lower) value regions of OQ (αm)) range require longer
distances of ∆OQ (∆αm) to arise a perceptual change at the listener. The speaker adapts subconsciously little voice
quality changes to submit desired expressive information in a conversation.

A constant relative JND ∆OQ/OQ of 14 % for untrained and 10 % for trained listener is reported in
[Henrich et al., 2003]. However, the variation of OQ was accompanied with an variation of the excitation am-
plitude Ee such that the measured JNDs of OQ mainly correspond to the sensation of vocal intensity variations.
With only 2 sessions, a constant relative JND for αm of 4 % change in ∆αm/αm has been determined such that αm

variations are more easily perceived than OQ variations. Both acoustical variations introduced with the change of
OQ and αm seem to depend on the sensations of perceiving different spectral slopes. No effect on JND could be
determined for constant OQ values while changing the vowel or F0.

A similar examination in [van Dinther et al., 2004] measures the perceptual distance of the R waveshape parameter
space parameterizing the LF model. An excitation pattern distance of 4 dB is required on average to achieve a JND
for the variation of the R waveshape parameter set. As well the JNDs are reported to be speaker dependent. On the
one hand, the observation of a higher perceptual relevance in lower Rd value regions as with [Henrich et al., 2003]
is not validated. On the other hand, the dependency of the required amount of parameter variation to achieve one
JND on the parameter value is confirmed.

3.5.4 Creaky voice quality

Creaky voice is characterized by irregularly spaced glottal pulses corresponding to an aperiodic pitch period se-
quence [Gordon and Ladefoged, 2001]. The phonation type creaky voice is therefore also known as vocal fry voice
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quality [Childers, 1995] since its auditory perception causes a certain perceptual sensation of a rough voice quality
[Ishi et al., 2008]. Comparably lower OQ and very low F0 values as well as adducted vocal folds are associated
with creaky voice [Marasek, 1997]. The methods presented in [Ishi et al., 2008] measure the Intra-frame Period-
icity (IFP) and the Inter-Pulse Similarity (IPS) of the glottal pulse sequence to detect creaky voice segments in a
speech phrase. In [Kane et al., 2013a], two features extracted from the Linear Prediction (LP) residual signal are
used as input to a decision tree classifier for the automatic detection of creaky voice segments: Secondary peaks
found in time before the main excitation peak at the GCI and prominent impulse-like excitation peaks. Further
work presented by the same authors in [Drugman et al., 2014] is based on an extended feature set including the
previously mentioned ones to train an Artificial Neural Network (ANN) for the discrimination of creaky voice
against other speech segments.

3.6 Source / filter separation

The production of voiced human speech can be approximately modelled by assuming the glottal source as exci-
tation and the vocal tract as filtering element. The convolution of an impulse train defining the pulse positions
with a time-varying impulse response corresponding to the glottal flow shapes define the deterministic part of the
glottal excitation source. The glottal excitation source is completed by adding its stochastic part originating from
noise turbulences at glottis level. As introduced in section 2.1, the convolution of the glottal excitation source
waveform with the impulse response of the vocal-tract filter (VTF) and the filters defining the radiation at the lips
and nostrils level results in the human speech signal. The resonances of the vocal tract can be modelled by an
all-pole filter. The poles are expected to be stable due to the assumption that the vocal tract remains a passive
and quasi-stationary medium within one evaluated signal frame. The coupling with the nasal cavities introduces
pole-zero pairs. The zeros are assumed to lie inside the unit circle of the z-transform. The impulse response of the
VTF is assumed to be a minimum phase signal. The vocal tract C(ω) is commonly modelled as an all-pole filter
[Childers et al., 1977]. Zeros should be added if nasalized sounds are present [Drugman et al., 2011]. The glottal
source G(ω) can in contrast be described by zeros only [Bozkurt et al., 2004].

The complete splitting of the human voice production model S (ω) into the characteristics of the acoustic excitation
at the glottis level G(ω), the resonating filter of the vocal tract C(ω) and the nasal and lip radiation L(ω) can be
found in [Degottex, 2010]. The splitting facilitates the independent manipulation of acoustical properties of the
human voice. The parameterization of the excitation signal allows to include the related voice characteristics ex-
plicitly into the parameter transformation space. It facilitates additionally the parameterization and implementation
of voice transformation algorithms such that the naturalness and coherence of the transformed voice signal can be
improved.

The glottal formant constitutes a maximum in the amplitude spectrum of the glottal flow derivative. The modifi-
cation of the formant position enables the simple control of the voice quality within an analysis-transformation-
synthesis scheme. This permits the transformation between different voice qualities such as a pressed, normal or
relaxed voice qualities [Vincent et al., 2007, Nordstrom et al., 2008, Tooher et al., 2008, Stylianou, 2009]. More-
over, the application of even extreme pitch transposition factors while maintaining high quality speech is possible
with this technique [Degottex et al., 2011b].

The following section 3.7 presents means found in the literature to estimate the shape of the glottal excitation
source. The subsequent section 3.8 discusses methods to transform and synthesize the glottal excitation source.

3.7 Estimation of the glottal excitation source

Much effort has been conducted by the speech research community to establish a reliable, robust and efficient
method to extract the glottal excitation source from a recorded speech signal. Various algorithms have been
proposed for this challenging task, as summarized in [Walker and Murphy, 2007]. How to estimate the glottal
excitation source by robust means is still an open research question.

Section 3.7.1 discusses different inverse filtering based approaches which aim to cancel the contribution of the
VTF from a speech signal such that the estimation of the glottal excitation source can be conducted more robustly
on the remaining source signal. The different approaches of section 3.7.2 are based on analyzing the minimum
and maximum phase parts of a speech signal to estimate the glottal excitation source. The phase minimization
based method introduced in section 3.7.3 another methodology to estimate the glottal excitation source based on
the phase properties of a speech signal. The method presented in section 3.7.4 aims to avoid the drawbacks of
phase-based approaches by estimating the glottal excitation source directly in the amplitude spectrum.
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Please find an extensive objective evaluation on natural human speech in section 5.6.4. It examines the meth-
ods phase minimization of section 3.7.3, the inverse filtering and dynamic programming (DyProg-LF) of section
3.7.1.4, and the amplitude spectrum measure (PowRd) of section 3.7.4.

3.7.1 Inverse filtering

Early approaches to inverse filter the contributions of the Vocal Tract Filter can be found in [Fant, 1961,
Rothenberg, 1972].

3.7.1.1 Iterative Adaptive Inverse Filtering

A prominent technique to estimate and cancel single formants iteratively from a speech signal is the "Pitch Syn-
chronous Iterative Adaptive Inverse Filtering" (PS-IAIF) method proposed by Alku in [Alku, 1992]. First, the
spectral tilt effect of the glottal excitation source is eliminated from the speech signal. A pitch-synchronous
linear predictive analysis of first order estimates LPC coefficients on the resulting signal to determine the VTF
[Makhoul, 1975]. The LPC estimate is inverse filtered from the signal to obtain a second estimate of the glottal
source. Second, the procedure is repeated with an LPC estimate of higher order to achieve more accurate estimates.

3.7.1.2 Inverse Filtering and Model Matching

The method "Simultaneous Inverse Filtering and Model Matching" (SIM) proposed in [Fröhlich et al., 2001] ex-
tends the means of IAIF. Its iterative procedure uses a multi-dimensional optimization technique to apply an error
criterion to measure how well the inverse filtering performs. The LF model with the best matching parameteriza-
tion determines the characteristic of the estimated glottal pulse shape. SIM is robust to phase disturbances and the
window position of the analyzed frame with respect to the period in time.

3.7.1.3 Inverse Filtering and Convex Optimization

The glottal source KLGLOTT88 of [Klatt and Klatt, 1990] and the LF model of section 3.2.3 are used in
[Pérez and Bonafonte, 2005] to simultaneously estimate the parameters describing vocal tract and glottal excitation
source. It uses a quadratic programming algorithm by means of convex optimization to minimize a matching error.
The latter results from matching synthesized glottal waves using the KLGLOTT88 model on the glottal waves
obtained by inverse filtering. The convex optimization approach is inspired by a corresponding joint estimation of
VTF and glottal excitation source described in [Lu and Smith, 1999]. The models are fitted on the inverse filtering
results using the method of [Strik et al., 1993]. The LF model achieves better results on a test set of natural hu-
man speech in terms of the Root-Mean-Square Error (RMSE) since the KLGLOTT88 model does not consider a
non-abrupt return phase. The LF model considers the return phase duration ta with its corresponding parameter Ra.
The continued work presented in [Pérez and Bonafonte, 2009] uses overlapping frames of several glottal cycles
to increase the robustness and quality of the estimation. The KLGLOTT88 model is used as pre-initialization to
estimate the LF model parameters. A good performance is reported on a synthetic data set including different SNR
levels using amplitude-modulated white Gaussian noise.

3.7.1.4 Inverse Filtering and Dynamic Programming

The method introduced in [Kane et al., 2012, Kane and Gobl, 2013a] is denominated as "DyProg-LF". First, GCI
locations are estimated using a modified version of the SE-DREAMS approach of [Drugman et al., 2012b] de-
scribed in [Kane and Gobl, 2013a]. Second, the IAIF method of the preceding section 3.7.1.1 is used to compute
the glottal source signal on which error values are calculated. The error criteria are based on measuring the corre-
lation of glottal pulses synthesized with the LF model. The latter is parameterized over a grid of Rd values. The
synthesized glottal pulses are matched to the source signals in the spectral and the time domain. The temporal
and spectral errors form a target cost. A transition cost is computed from the continuity of the parameter trajec-
tories over frames. Both costs are utilized in a dynamic programming algorithm to increase the robustness of the
DyProg-LF algorithm to estimate the Rd contour of the glottal excitation source over time.
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3.7.2 Minimum / maximum phase decomposition

The maximum phase component of a speech spectrum S (ω) is described by the anti-causal part of its complex
cepstrum. The causal part of the complex cepstrum reflects the minimum phase component. Different approaches
to estimate the deterministic part of the glottal excitation part are based on the hypothesis that the minimum phase
part of S (ω) can be contributed to the VTF and the maximum phase part to the glottal source. Methods to conduct
a minimum/maximum phase decomposition for the estimation of the deterministic part of the glottal source will
be introduced in the following.

3.7.2.1 Causal-Anticausal Linear Model (CALM)

The first method exploiting the minimum / maximum phase hypothesis is the decomposition of a speech spectrum
S (ω) into a periodic and aperiodic component proposed in [Doval et al., 1997]. The Causal-Anticausal Linear
Model (CALM) model of [Doval et al., 2003] models the glottal flow as a pair of causal filter poles inside and
anti-causal filter poles outside the unit circle. CALM is the only glottal source model operating in the spectral
domain. The Open Quotient OQ reflects the anti-causal open phase. The causal return phase ta is present from
time instant te at the GCI until the time instant of the glottal closure tc.

3.7.2.2 Zeros of the Z-transform (ZZT)

The Zeros of Z-Transform (ZZT) decomposition proposed in [Bozkurt et al., 2004] estimates a set of roots of the
z-transform for each signal frame to conduct the causal-anticausal filter decomposition according to the CALM
model. ZZT splits a mixed phase signal into the contributions of its maximum phase component corresponding
to the glottal source, and its minimum phase component corresponding to the VTF. The all-zero signal repre-
sentation of the ZZT requires an computationally expensive algorithm for the polynomial extraction of the roots
[d’Alessandro et al., 2007].

3.7.2.3 Complex Cepstrum-Based Decomposition (CCD)

The Causal-Anticausal Decomposition (CCD) of [Drugman et al., 2009] employs the Complex Cepstrum (CC) for
the linear separation of the contributions of VTF and glottal source contained in a mixed phase spectrum S (ω). It
is similar to the ZZT transform of the preceding section. CCD achieves the same decomposition quality than ZZT
with a lower computational effort since the ZZT requires the factorization of high degree polynomials.
Return phase:
Please note that both ZZT and CCD can only estimate the open phase part as the maximum phase component of
the glottal excitation source. However, the return phase part of the glottal excitation source is minimum phase
[Drugman et al., 2011]. Both decomposition methods have to attribute therefore a possibly occurring return phase
to the minimum phase vocal tract estimate [Kane, 2013]. In contrast, the glottal source can approximately be
assumed to consist only of a maximum phase part if the time ta of the return phase is very short which is more
likely to occur for tense voice qualities.
Phase unwrapping:
The computation of the Complex Cepstrum requires contrary to the real cepstrum the additional modelling of the
phase part [Oppenheim et al., 1968]. This implies the potentially error-prone task of phase unwrapping which can
result in an erroneous phase representation [Bozkurt, 2005]. Problems arise due to possible phase ambiguities at the
phase borders [−π, π]. Most often this depends on the current signal characteristic. Different algorithmic solutions
exist in the literature to address the possible drawbacks of phase unwrapping for different signals [Tribolet, 1977,
de Goetzen et al., 2000]. The study of [Childers et al., 1977] lists signals as potentially problematic having a linear
phase component with a too huge slope, or signals having huge spectral notches. Moreover, aliasing due to a
too low sampling rate and oversampling in the presence of noise are additional sources of phase unwrapping
errors. Care has thus to be taken when designing a signal processing algorithm requiring phase unwrapping. The
proposal of CCD in [Drugman et al., 2009] addresses the mentioned phase unwrapping problems by applying a
large FFT size such that a sufficiently high resolution facilitates robust phase unwrapping to minimize possible
aliasing distortions.
GCI estimation and 2-period windowing:
The deconvolution quality of CCD is additionally depending on an exact estimation of the GCIs. This allows using
a window covering only two fundamental periods. With this the anticausal maximum phase part of the open phase
and the causal minimum phase part of the return phase can be precisely evaluated. The application of the Chirp
Z-Transform (CZT) in [Drugman and Dutoit, 2010] adds robustness against GCI location errors. It better separates
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the zeros because the z-transform is expressed on a spiral contour in the z-plane.
Glottal source transformation:
The presented CCD method synthesizes the estimated glottal excitation source in the time domain. A continuative
processing of the split speech signal to transform the glottal source, for example in the context of a voice quality
modification, requires consequently to match a glottal source model on the time domain signal. The Strik method
of [Strik et al., 1993, Strik, 1998] facilitates the estimation of source parameters on a glottal source signal. This
enables changing the estimated glottal source parameters before re-synthesis for different transformation purposes.

3.7.2.4 Causal-Anticausal extensions

Further approaches based on the Causal-Anticausal Decomposition to estimate the glottal source or to process
speech can be found in the literature. A new operator to convert poles into zeros is used in [Hezard et al., 2013]
within the context of a CALM-based source-filter separation. However, the method proved to be sensitive to noise
and to T0 estimation errors. In [Vondra and Vích, 2010b] a Complex Cepstrum-based approach obtains a mixed
phase VTF. A higher estimation accuracy and a more natural speech re-synthesis compared to using a minimum
phase VTF is reported. The method of [Vondra and Vích, 2010a] uses CC to estimate the maximum phase part of
a speech signal. The frequency and the bandwidth of the glottal formant are estimated from the maximum phase
information. A 2nd order IIR filter is fitted on the estimated glottal formant. Modified versions of the IIR filter
enable to alter the voice quality contained in the speech signal.

3.7.3 Phase Minimization

The estimated glottal excitation source G(ω) and the filter L(ω) representing the radiation at lips and nasal are re-
moved in [Degottex et al., 2009a, Degottex et al., 2009b] from a speech recording to reveal the filter characteristic
of the vocal tract C(ω). The results indicate that the proposed method is robust against the influences of glottal or
additive noise.

The simultaneous estimation of the LF regression parameter Rd together with the temporal synchronization of the
glottal source model and the estimation of Glottal Closure Instants (GCI) is proposed in [Degottex et al., 2010].
GCIs refer to the time instants of the maximum excitation energy Ee within a fundamental period. The time
synchronized estimation improves the robustness of the Rd estimation. The latter reacts sensitive to failures of the
temporal synchronization if it is not executed simultaneously.

The phase-based methods presented in the preceding sections deconvolve a mixed phase speech signal into the
components of the maximum phase for the glottal source and the minimum phase for the VTF. However, the un-
derlying hypothesis neglects that the glottal source signal does not exclusively constitute a maximum phase signal.
A glottal pulse which contains a return phase ta>0 introduces a minimum phase part in its signal representation.

A different phase-based method to estimate the deterministic part of the glottal excitation source contained in a
speech recording is proposed in [Degottex, 2010, Degottex et al., 2011a]. It follows the hypothesis that the glottal
pulse signal can be either a maximum phase signal if ta=0 or a mixed phase signal if ta>0. It matches synthesized
LF models being parameterized by Rd against the speech signal. With this the maximum or mixed phase signal
characteristic of the glottal source is taken into account by using the Rd parameter space. The glottal source
signal can therefore be comprised by zeros lying outside for the maximum phase and inside the unit circle for the
minimum phase part.

The Rd parameter estimation algorithms based on the objective functions for phase minimization were established
in [Degottex et al., 2010, Degottex, 2010, Degottex et al., 2011a]. Synthesized LF models parameterized along
the Rd value range are fitted against the speech spectrum S (ω). The objective function for phase minimization
minimizes the mean squared phase error residual φε resulting from each Rd-parameterized glottal pulse. The
spectral representation of the latter is matched against a strictly harmonic representation of voiced speech of one
spectral frame. The Rd value that is used to synthesize the glottal formant resulting in the lowest remaining phase
error φε is selected as estimated Rd value per frame.

The utilization of the LF model reflects the possible maximum or mixed phase behaviour of a glottal source signal.
The phase minimization paradigm exploits the different properties of the phase spectra of the glottal source and
VTF models. It employs contrary to the Complex Cepstrum-based method of section 3.7.2.3 the real cepstrum c(n)
defined in equ. 2.3 of section 2.2.2. It does therefore not have to perform the possibly error-prone task of phase un-
wrapping. Additionally, the real cepstrum is computationally faster. Moreover, the phase minimization paradigm
is not depending on the window position relative to the GCI [Degottex et al., 2009b, Degottex et al., 2010]. How-
ever, the Rd parameterization restricts the synthesized LF model shapes to a subspace of its complete parameter
space. Differences between the true glottal source shape contained in the signal and the evaluated LF shapes have

28



to be accepted. This may introduce a bias in the evaluation of the phase error residual φε . Please find an exact
description of the phase minimization approach to estimate the deterministic part of the glottal excitation source in
section 5.3.

3.7.4 Amplitude spectrum measure (PowRd)

The PowRd method described in [Ó Cinnéide, 2012] operates upon the power spectrum since time domain and
phase based methods are sensitive to phase distortion. To determine Rd it avoids unreliable phase informa-
tion and high frequency information which can be corrupted by noise. A relative Itakura-Saito error criterion
[Itakura and Saito, 1968] is used to determine the filter order and the coefficients of the VTF. The scale parameter
Ee of the included LF glottal source model is determined in the power spectrum. The PowRd method is based on
the SIM approach of the preceding section 3.7.1.2.

3.8 Extended source/filter-based speech models

The transformation of the glottal source part of one speech signal offers many advanced speech processing possibil-
ities, e. g. voice quality alteration. A glottal source transformation from the source to the target speaker proved to
contribute to the VC performance [Childers, 1995, del Pozo and Young, 2008, Pérez and Bonafonte, 2011]. This
requires an extension of the speech model utilized within the VC software system such that parameters describing
the glottal excitation source and their differences between speakers are reflected.

Section 3.8.1 describes early speech analysis-synthesis approaches. Three different speech analysis-synthesis al-
gorithms being based on an extended source-filter model will be described in the following sections 3.8.2, 3.8.3,
and 3.8.4. These extended speech models allow the transformation of the glottal excitation source for the synthesis
of altered voice qualities or for general improvements of the synthesis quality. All three speech models utilize the
LF glottal source model. This facilitates the transformation of relevant LF parameters before synthesis to conduct
advanced speech processing tasks.

3.8.1 Linear Prediction analysis and synthesis

Common speech analysis and synthesis systems employ Linear Prediction (LP) analysis [Makhoul, 1975]. The
estimated Linear Predictive Coding (LPC) coefficients represent the spectral envelope. Inverse filtering of the LPC
filter applied to the speech signal reveals the LP residual. It includes the fundamental frequency F0 and non-
sinusoidal noise components generated at the larynx. The LP estimates can be employed to synthesize speech
with the well-known source-filter model of human speech [Fant, 1981]. The LPC coefficients function as filter
which is excited by the LP residual as its corresponding source [Nordstrom et al., 2008]. The latter is gener-
ated at the larynx and consists of the deterministic and stochastic signal parts of the glottal excitation source
[Drugman and Dutoit, 2012]. The LP residual can thus be considered as the excitation source of human speech.
Both the LP residual and the LPC coefficients proved to contribute to the recognition of speakers voice identities
in speaker verification systems [Markov and S.Nakagawa, 1999, Prasanna et al., 2006, Chetouani et al., 2009].

The Glottal Excitation Linear Predictive (GELP) synthesizer in [Childers, 1995] models the glottal excitation
source by a codebook-based method in the VC context. One glottal excitation codebook contains polynomials
representing the glottal excitation waveform. One stochastic codebook stores unvoiced noise excitation entries.
Another approach in [Childers, 1995] uses the LF glottal volume-velocity waveforms to model the different phona-
tion types of voice quality.

3.8.2 Glottal Spectral Separation (GSS)

The GSS method [Cabral et al., 2008] consists of separating the glottal source effects from the spectral envelope.
It facilitates the transformation between modal, breathy or tense voice qualities by modifying LF parameters.
No poles and zeros of a speech model have to be calculated. This avoids possible drawbacks of the pole/zero
estimation. The usage of the LF model clearly outperforms simple impulse excitation synthesis. The speech
production model used for GSS is described as follows:

S (ω) = D(ω) ·G(ω) · V(ω) · R(ω). (3.6)

The spectrum S (ω) is represented by the Discrete-Time Fourier Transforms of an impulse train D(ω), a glottal
pulse G(ω), a vocal tract transfer function V(ω), and the radiation characteristic R(ω).
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3.8.2.1 Analysis

GSS produces speech automatically from LF model parameters trajectories and spectral features. The glottal flow
derivative waveform vg is estimated by inverse filtering and centered around GCIs. Inverse filter coefficients are
calculated pitch-synchronously from the pre-emphasized speech signal. The LF model is fitted to a 4 kHz low pass
and linear phase filtered version of vg. The fitting estimates the timing parameters tp, te, and ta of the LF model.
The fitted LF parameters are varied to minimize a Mean Square Error (MSE) criterion for optimization.

The spectral envelope Ĥ(ω) of the speech signal is estimated via STRAIGHT [Kawahara et al., 2008], introduced
in section 2.5.1. The spectral representation of the glottal pulse ELF(ω) divides the spectral envelope Ĥ(ω) to
remove its influences like the spectral tilt from the signal. The result is used to estimate the Vocal Tract Filter
(VTF) V(ω).

3.8.2.2 Synthesis

A variation of the LF timing parameters tp, te, and ta implies an alteration of the related parameters Open Quotient
OQ, Speed Quotient S Q and Return Quotient RQ. Used for synthesis, this enables altering the voice quality. The
GSS method applies a pitch-adaptive analysis window of two periods per STFT step windowing a synthesized
sequence of glottal pulses. It is multiplied in the spectral domain with the VTF V(ω) and the radiation filter
R(ω). The result is inverse Fourier transformed into the time domain to synthesize the resulting waveform, using
Pitch-Synchronous Overlap-and-Add (PSOLA) [Valbret et al., 1992, Kortekaas and Kohlrausch, 1997].

3.8.3 ARX-LF Source-Filter Decomposition

The method ”Auto-Regressive with eXogenous input” (ARX) described in [Vincent et al., 2005,
Vincent et al., 2007] applies a joint estimation of the parameters describing the glottal excitation source and the
VTF. The residual part is parameterized by a Harmonic plus Noise Modeling (HNM) analysis [Stylianou, 1996]..
The deterministic part of the glottal excitation source is parameterized by the LF model. The ARX model assumes
that the VTF originates from an auto-regressive (AR) system: C(z) = 1/A(z). A least square error criterion selects
the AR model order for this time-varying IIR system. Dynamic programming in form of the Viterbi algorithm is
used to to optimize the parameter estimation. Modelling additionally zeros in the z-plane caused by nasalization
via C(z) = B(z)/A(z) constitutes an ”AutoRegressive Moving Average with eXogenous input” model, abbreviated
with ARMAX [Degottex, 2010]. The VTF estimation has no constraints on the positions of poles and zeros
regarding the unit circle.

3.8.3.1 Analysis

The ARX model of [Ding et al., 1995] splits a speech signal into the contributions of the vocal tract α, the deter-
ministic part of the glottal source ΣLF , and a residual signal E. The latter captures the residual information which is
not described by the estimated ARX-LF parameters. This residual may most likely be comprised of the remaining
stochastic part of the glottal source. It may also contain mismatches between the real deterministic part of the
glottal source and the LF waveform.

In [Vincent et al., 2005, Vincent et al., 2007], first a low band analysis estimates the following parameters mostly
impacting low frequency regions: The Open Quotient OQ, the asymmetry coefficient αm, the return phase quotient
Qa, the VTF order and GCI locations. GCIs are located by employing F0 continuity constraints and an appropri-
ateness measure on the ARX-LF model. The glottal source parameters are estimated by minimizing a least square
error criterion over source and vocal tract parameters. A following full band analysis includes high frequency
effects and refines the initial low band parameter estimation [Vincent et al., 2005].

Viterbi smoothing is used to regularize the sequence of LF source parameters ΣLF to compute similar as in
[Huber and Röbel, 2013] an optimized LF parameter sequence. The well-known auto-regressive model (AR) es-
timates the vocal tract parameters α. The residual is obtained after removing the glottal source and vocal tract
effects. It is modelled using a HNM.

3.8.3.2 Synthesis

The synthesis algorithm of ARF-LF operates pitch synchronously. It passes the reconstructed glottal source signal
through a time-varying filter. The glottal source is represented as a sum of the LF glottal waveform, a harmonic part
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and a noise part. The noise part is synthesized by high pass filtering white Gaussian noise. The cutoff frequency
set to the maximum voicing frequency Fm. Unvoiced frames contain only the noise part.

3.8.4 SVLN

The speech analysis, transformation and synthesis system denominated SVLN is derived from ”Separation of
the Vocal tract with the Liljencrants-Fant model plus Noise” [Degottex, 2010]. The method estimates the Rd

contour [Degottex et al., 2011a] using the phase minimization paradigm, introduced in section 3.7.3. Glottal pulses
are synthesized in the spectral domain to divide it from the spectral representation of the speech signal. This
extracts the contained Vocal Tract Filter [Degottex et al., 2011b]. SVLN facilitates advanced voice processing
applications like pitch transposition or voice quality transformation while maintaining a high synthesis quality
[Lanchantin et al., 2010, Degottex et al., 2011b, Degottex et al., 2013].

3.8.4.1 Voice production model

The SVLN method is based on a model representing the voice production of natural human speech with the
following signal components:

S (ω) =
[
HF0 (ω) ·GRd (ω) + Nσg (ω)

]
·C c̄(ω) · L(ω). (3.7)

A quick overview explaining each involved signal component is given as follows:

Table 3.4: Signal components of SVLN
Denomination Explanation

HF0 (ω) Harmonic structure
GRd (ω) Synthesized LF model
Nσg (ω) Stochastic noise component of the glottal excitation source
C c̄(ω) Vocal Tract Filter (VTF)

L(ω) Radiation filter

The harmonic structure HF0 (ω) models a periodic impulse train of F0: HF0 (ω) =
∑

k∈Z e jωk/F0 . The synthesized LF
model GRd (ω) is parameterized by the LF regression parameter Rd and the LF amplitude parameter Ee [Fant, 1995].
It represents the shape of the deterministic part of the glottal excitation source present in one single fundamental
period. The stochastic part of the glottal excitation source, the random noise component Nσg (ω), originates from
air turbulences generated at the glottis. The noise is assumed to follow a Gaussian distribution with standard
deviation σg. The Vocal Tract Filter Cc̄(ω) represents the resonances and anti-resonances of the vocal tract. The
VTF is assumed to be minimum phase. It is parameterized by the cepstral coefficients vector c̄. The radiation
filter L(ω) incorporates a filter representing the radiation at lips and nostrils level. It is assumed, according to
[Markel and Gray, 1976], that it can be modelled as a time derivative by L(ω) = jω. The shape of the spectral
envelope T (ω) is influenced by the VTF C(ω), the radiation filter L(ω), and the glottal source G(ω).
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Figure 3.2: Spectral envelope T (ω), VTF C(ω) and radiation L(ω)
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3.8.4.2 Analysis

The voice production model of SVLN, defined in equ. 3.7, requires the analysis of the following voice descriptors:
F0,Rd, Ee, σg. Based on these estimations, the VTF can be extracted from the speech signal. The voice production
model contains three interdependent gains. The gains Ee and σg control the energy of the deterministic and
stochastic part of the glottal excitation source. The third gain is the mean log amplitude of the VTF. A constraint
sets the mean log amplitude of the VTF to zero. This constraint reduces SVLNs energy modelling to the excitation
amplitude Ee of the LF glottal model, and the noise level σg. The energy measured with the cepstral estimate of
the VTF is attributed to Ee. The stochastic noise gain σg is deduced from the energy level present at the estimated
FVU frequency:

σg = |GRd (FVU)| ·

√
2

√
π/2 ·

√∑
t win[t]2

. (3.8)

The measure |GRd(FVU)| reflects the energy level of the signal measured at the FVU . Since the spectral amplitudes
of Gaussian noise obey a Rayleigh distribution, |GRd(FVU)| is first converted to Rayleigh mode by 1/

√
π/2. The

result is further normalized by the standard deviation of the Gaussian distribution
√

2 [Yeh, 2008], and the energy
of the analysis window

√∑
t win[t]2 [Griffin and Lim, 1984].

Like illustrated in fig. 3.2, the VTF C c̄(ω) is constructed from the signal parts present in the deterministic frequency
band S (ω < ωFVU ) below the FVU , and in the stochastic band S (ω > ωFVU ) above the FVU . The FVU frequency
is interpreted as angular frequency ωFVU . The contributions of L(ω) and GRd(ω) are removed from S (ω < ωFVU )
by spectral division. The True Envelope (TE) operator T (.) fits the harmonics of the division result to estimate the
spectral envelope in the deterministic band. The spectral division of L(ω) and |GRd(FVU)| in the stochastic band
S (ω > ωFVU ) ensures the continuity between the two frequency bands. The real cepstrum operator P(.) estimates
the spectral envelope in the stochastic band. The application of factor e0.058 on a linear scale to the mean log
amplitude measured by P(.) converts the latter to Rayleigh mode [Yeh, 2008]. The normalization of the Rayleigh
mean value (

√
π/2) computes the expected amplitude. Accordingly, the SVLN method constructs the VTF as

follows:

C(ω) =

 T
(

S (ω)
L(ω)·GRd (ω)

)
· γ−1 if ω < ωFVU

P
(

S (ω)
L(ω)·GRd (FVU )

)
·
√
π/2

γ·e0.058 if ω ≥ FVU
, (3.9)

with γ =
∑

t win[t]/(Fs/F0) normalizing for the number of periods of the analysis window. The VTF C(ω) is
constructed by concatenating both envelopes T (ω < ωFVU ) and P(ω ≥ FVU at the FVU . A function Fsigmoid is
applied to transition between the harmonic T and the noise P envelope.

The division by the constant energy level |GRd(FVU)| is applied throughout the complete stochastic band. This
ignores the glottal pulse shape above the FVU . The noise floor in the stochastic band is assumed to be white, with
the noise level fixed to the energy measured with |GRd(FVU)|. A visual example of the synthesis of the random
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Figure 3.3: Deterministic and stochastic parts of the glottal excitation source

noise component Nσg (ω) and the deterministic component GRd (ω) of the glottal excitation source in SVLN is
illustrated in fig. 3.3. A visual example of the VTF creation with SVLN is illustrated in fig. 3.4. Both figures were
adapted from [Degottex et al., 2013] with kind permission of the author.
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3.8.4.3 Synthesis

Amplitude modulation:
The stochastic noise component is filtered, modulated and windowed to achieve a natural sounding voice. Syn-
thesized white noise without filtering and modulation would lead to a hoarse sounding voice. A high pass filter
FFVU

hp (ω) with a cutoff frequency of FVU Hz and a slope of 6 dB/kHz in the transition band is applied to a synthet-
ically generated white noise signal.

An amplitude modulation function vRd[t] according to [del Pozo and Young, 2008] is given as follows:

vRd [t] = β · gRd [t] + (1 − β). (3.10)

The constant factor β allows adjusting between a constant noise floor and the magnitude of the amplitude modula-
tion. From informal listening tests, β is set empirically to 0.75. The term gRd[t] refers to the LF model. It implies
an amplitude modulation of the noise component synchronously to F0.

Noise synthesis:
A cross fade between consecutive synthesized noise segments is applied. The stochastic noise component N(ω) is
synthesized in the spectral domain for segment k by

Nk(ω) = F
FVUk
hp (ω) · F

(
vRd−k [t] · wink[t] · nσgk [t]

)
, (3.11)

with the operator F (.) being the Discrete Fourier Transform. The zero-mean Gaussian random signal nσgk [t] has
standard deviation σgk.

Mixing of voiced and unvoiced parts:
A transformation of the Rd contour used for the synthesis of GRd (ω) enables the modification of the glottal exci-
tation source. The deterministic voiced part GRd (ω) of the glottal excitation source is added to the corresponding
stochastic unvoiced part N(ω). Both are convolved with the Vocal Tract Filter C(ω) and the radiation filter L(ω).
To synthesize the kth speech segment S k(ω) by

S k(ω) =
(
e− jωmk ·GRdk (ω) + Nk(ω)

)
·C c̄k (ω) · jω, (3.12)

the delay e− jωmk places the time instant te of the GCI for the LF model at mark mk.

3.9 Conclusions

The motivation to employ the modelling of the glottal excitation source within the context of Voice Conversion is
indicated by the discussion of section 3.5 concerning the voice quality contained in any speech signal. Transform-
ing the voice quality from a source to a target speaker shall contribute to render the converted speech phrase more
towards the voice identity of the target speaker. This requires to estimate in particular the glottal pulse shape of
the deterministic source part. Several START methods to estimate glottal pulse shapes are presented in section 3.7.
The following sections 3.8 presents three START speech system to analyse, transform and synthesize the glottal
excitation source. However, further means to transform and synthesize both the deterministic and the stochastic
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part of the glottal excitation source are required to augment the analysis and synthesis quality. Several advance-
ments to model and estimate the deterministic part with higher robustness will be presented in chapter 5. A novel
speech framework to transform and synthesize both parts of the glottal excitation source along with an extended
set of voice descriptors will be introduced in chapter 6.
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Chapter 4

STAte-of-the-ART (START) in
Voice Conversion

A nd the Lord spoke unto you from the heart of the fire: You heard the
sound of His words, but did not see His similitude. There was only a voice.

The Holy Torah (D’varim 4:12) / The Holy Bible (Deuteronomy 4:12)

4.1 Introduction

This chapter presents some of the most important STAte-of-the-ART methodologies in Voice Conversion found
currently in the literature. More specific details about different VC approaches are explained here in continuation
to the generic introductions given in chapter 1. The first section 4.2 gives insight into the problematic of having to
account for the timing differences present between two speakers uttering the same phonetic content. The feature
vectors used to describe the two speakers are commonly denominated as X for the source and Y for the target
speaker. The means required to synthesize the converted-to-the target speaker feature vectors Ŷ coherently in the
converted speech phrase are mentioned in section 4.4.

The following section 4.5 introduces the initial VC approaches using Vector Quantization and Codebook mapping.
A major advancement in VC was achieved by the utilization of statistical models, as presented in the subsequent
section 4.6. However, the basic probabilistic approach proved to not achieve a VC performance being sufficient
for industrial usage. Nowadays, many improvements and extensions to the conventional statistical models are pro-
posed by the VC community. All proposed approaches aim to minimize the basic drawback of using statistical
models for VC: The over-smoothing effect introduced by the linear regression of the probabilistic approach. The
training of the model parameters has to average over the underlying speaker data. The approximation of the prob-
abilistic modelling parameters to the training data of the utilized speaker pair loses consequently certain specific
details. The extensions of the basic statistical model to minimize the over-smoothing effect are listed in section
4.6.3.

The conventional and advanced statistical models presented until now convert usually only the most important
voice descriptor concerning a speakers voice identity: The Vocal Tract Filter (VTF). This single feature conversion
demonstrates that even with the extended statistical modelling the means to convert a speech phrase to the target
speaker are not satisfying enough. Certainly, there does not exist one single (golden) feature which uniquely iden-
tifies and unifies the complete voice identity of a speaker in the auditory perception of a human person. Different
perceptual cues are required to arise the perceptual sensation of the target speakers voice identity in the human
auditory cortex of a listener. Section 4.7 lists therefore the conversion of other voice descriptors like the residual,
the fundamental frequency F0 or the glottal excitation source.

However, it still appears that even with an extended set of converted voice descriptors and advanced statistical mod-
els the desired conversion score and synthesis quality is not high enough. The main reason being that the extended
probabilistic means are not capable to overcome the basic deficiency of the over-smoothing effect. Therefore,
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novel VC systems have been proposed over the last decade which aim to avoid or at least minimize the usage of
a basic statistical model to map features between both speakers. With this the over-smoothing effect of the sta-
tistical model does not have to be addressed, as explained in section 4.8. Still these methods use to some extent
probabilistic methods for different purposes.

Most of the presented VC approaches are based on parallel corpora such that source and target speaker have to utter
the same sentences. The preparation of such corpora requires more effort and prohibits certain VC applications like
the conversion of one voice into another language. Section 4.9 introduces non-parallel VC systems which enable
the utilization of corpora having different phonetic content.

4.2 Annotation and alignment

The training of statistical models to derive conversion functions for the VC mapping is usually performed on time-
aligned data. A speech recognizer is used to produce phoneme segments, as discussed in section 4.2.1. This forced
alignment is then used to apply Dynamic Time Warping (DTW) within the phoneme borders of each source and
target phoneme such that both are aligned, as presented in section 4.2.2. The phoneme border detection is more
difficult to establish and has higher computational cost.

4.2.1 Automatic phonetic labelling and phoneme border detection

The Voice Conversion community generally reuses algorithms known from speech recognition to automatically
detect the phoneme sequence for each speech phrase of a speaker corpus [Abe, 1991]. The "Sentence HMM"
based alignment of [Arslan, 1999] uses phonetically balanced template sentence from source and target speaker.
Several normalization techniques are applied to the corresponding feature vectors to provide a more robust spectral
estimate for the training of Hidden Markov Models (HMM). The best state sequence is estimated for each utterance
using Viterbi decoding.

A speaker-independent HMM-based speech recognizer is used in [Ye and Young, 2004b] to force align the target
data. Each target speech frame is labelled with a state id. Each utterance is thus represented by a state sequence.
The study reports phone detection errors which result in inappropriate transformations being learned causing re-
duced performance results.

ircamAlign:
In [Lanchantin, 2007, Lanchantin et al., 2008] the linguistic structure is extracted from the text and aligned to the
speech signal at the phone level. The HMM-based alignment system uses parts of the HTK Speech Recognition
Toolkit [Young et al., 2006] being optimised for maximum segmentation accuracy. A rule-based transcription of
the whole text sentences is given by Liaphon [Bechet, 2001], a french rule based text-to-phone synthesizer. First,
an HMM phoneme recogniser is optimised to a phoneme bi-gram language model without using text transcription.
Second, a multi-pronunciation phonetic graph is synthesized by Liaphon from textual information. The alignment
output is therefore available in different phonetic alphabets such as X-SAMPA (Extended SAMPA) [Wells, 1997]
1.

One general problem of the approach is that the method requires manual annotation of the training corpus before
the system can learn the phoneme borders. Hand segmentation is far from being error-proof and needs careful
verification. It is cumbersome to determine manually the "true" phonetic borders. One strategy is to set phoneme
borders by visual inspection of the signal segment in the time and spectral domain where the signal changes the
most its pattern. Supplementary listening of the phoneme transition may aid. But it remains cumbersome to
identify a certain time instant by listening since the human perception and cognition requires longer time segments
to evaluate audio signals properly in this case.

4.2.2 Dynamic Time Warping (DTW)

The Dynamic Programming algorithm called Dynamic Time Warping (DTW) aligns two varying time series. The
non-linear sequence alignment method DTW is necessary to account for the natural timing difference present
between two speech phrases and their contained phonetic content. DTW measures the similarity or the global
distance between two time series to find their optimal matching path through a feature trellis. DTW warps the
sequences non-linearly in time.

1www.phon.ucl.ac.uk/home/sampa/x-sampa.htm
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Voice Conversion errors can partially be attributed to possibly erroneous or at least unfortunate time-alignment
paths of the DTW algorithm [Stylianou, 1996]. Misalignments lead to erroneous mappings in the training which
cause as well the over-smoothing effect [Godoy, 2011]. Care has therefore to be taken that the DTW algorithm
provides the best possible time alignment. It is advisable for some cases to inspect the alignment visually to assure
it works to a certain extent as expected. Depending on the underlying data structure, the theoretically best path is
close to the diagonal. Definitely the alignment has to insert or omit certain frames and leave the diagonal. It is up
to the user to assure that the chosen DTW parameterization works correctly.

Typically it is beneficial to apply some pre-processing steps to the data set, e.g. a zero-mean and unit variance nor-
malization to compensate for offset and ambitus differences, as well as the removal of linear trends and noise. For
VC, the removal of silent frames aids to the robustness of the DTW alignment [Helander et al., 2008b]. Manhattan
or Euclidean Distance evaluate the distance D(n,m) of the two time series X for source and Y for target having
length n and m such that a n-by-m matrix is constructed [Keogh and Pazzani, 2001]. Local and global constraints
like Monotonicity (no negative decrease, no time reversal), Continuity (no jumps) or Boundary Conditions (start
at bottom, finish at top) steer the path search [Keogh and Ratanamahatana, 2005]. The basic operations insertion,
deletion and substitution enable the walk through the trellis. The best path minimizes the total accumulative cost.
The resulting warping path W maps X on Y .

DTW can also be applied without the forced alignment of section 4.2.1, especially if no speech recognizer is
available. The sole application of DTW to the whole phrase implies higher risks that the path through the trellis
saturates towards a global border. Adding forced alignment based on phonemes performs typically better than
phrase level alignment [Helander et al., 2008b, Rajput et al., 2012].

4.3 The One-to-Many Mapping Problem

Speaking the same phonetic content within the same linguistic context results into dissimilar acoustic events
[Godoy, 2011, Godoy et al., 2012], due to natural differences in prosody, speaking style, pronunciation and ar-
ticulation. Even the same speaker speaking the same phrase repeatedly is not able to reproduce the exact same
signal waveform. Also, different articulations are summarized under the same phonetic label. Moreover, the natu-
ral speaking differences between source and target speaker result into mappings where one source frames shares a
high correlation with several target frames. This one-to-many mapping problem associates one source frame from
one acoustic event with many target frames of different acoustic events.

The study of [Mouchtaris et al., 2007] proofs the existence of one-to-many relationships. It investigates into ap-
proaches how to exploit such relationships in the context of VC. If two or more target feature relations are given
for one source feature, an optimal estimator will average over the features such that the converted speech sounds
muffled. The proposed Constrained Vector Quantization (CVQ) approach assumes the presence of one-to-many
relationships between the source and target feature space. The solution is to not average over many relations but
to select one relation. CVQ links the source speaker codebook X having M entries to the target speaker code-
book Y having M · K classes. One entry of X is linked to K entries of Y . Quantized vectors of the target space
are conditioned using hard classification on quantized vectors of the source space. A diffusion metric proofs that
the conditional Y-space is higher than the corresponding X-space. This validates the one-to-many relationship
assumption. However, the paper does not propose a solution how to design a VC system on the findings.

4.4 Transformation and synthesis

STAte-of-the-ART Voice Conversion algorithms being based on a simple source-filter model and being limited in
most cases to a transformation of the spectral envelope do not require advanced signal transformation algorithms.
Care has to be taken before synthesis that the converted LSF feature vectors do not contain adjacent LSF values
lying below the theoretical lower distance limit [Backstrom et al., 2007]. A straight-forward Overlap and Add ap-
proach or the usage of any variant of Pitch Synchronous Overlap and Add (PSOLA) is sufficient [Stylianou, 2009].
Advanced parametric models require extended analysis and synthesis means such as signal models like HNM,
DSM et al. presented in section 2.4. The transformation of prosodic features and source excitation features requires
on the other hand complex signal transformation algorithms, notably for dynamic transposition and time scale mod-
ification, as well as the conversion between periodic and aperiodic components of the excitation signal. Numerous
algorithms exist for dynamic transposition and time scale modification of speech [Charpentier and Stella, 1986,
Stylianou, 1996, Stylianou, 2001, Röbel, 2010b, Röbel, 2010c, Degottex et al., 2010]. The modification of the ex-
citation quality, however, requires the development of additional signal processing operators and speech models
like the START speech systems introduced in section 3.8. The novel speech framework PSY proposed in chapter
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6 constitutes continued work based on the SVLN method explained in section 3.8.4 to transform voice descriptors
like the glottal excitation source.

4.5 Vector Quantization (VQ) and Codebook mapping

One early approach to convert speech of one speaker to sound like that of another by mapping acoustical features
was proposed in [Childers et al., 1985]. Initial research in VC employed codebook mapping to exchange centroid
vectors defined by weighted sums between source and target feature sequences. Vector Quantization (VQ) re-
duced the quantization errors from this hard-clustering approach [Abe et al., 1988, Abe, 1991]. K-means is used
as data clustering algorithm to partition the acoustic space. The technology suffers from discontinuities in the
transformation function at transitions between classes.

The "Speaker Transformation Algorithm using Segmental Codebooks" (STASC) of [Arslan, 1999] applies weights
to each codebook entry such that a distance minimization between source and target feature vectors can be applied
for conversion. Many features compared to other approaches are contained in the codebook: vocal tract, excitation,
intonation, energy, and duration characteristics. The STASC system applies three different transformation schemata
separately: Excitation, Vocal Tract and Prosodic transformation. However, the codebook weighting results into
formant broadening due to the interpolation of the LSF vectors. A bandwidth correction algorithm reduces this
effect.

4.6 Statistical VC models

4.6.1 Gaussian Mixture Models (GMM)

Source density model:
A GMM-based statistical method divides in [Stylianou, 1996] the acoustic space of the source speaker into over-
lapping acoustic classes. The acoustic space is span by a p-dimensional vector of discrete MFCCs representing the
spectral envelope. The GMM-based acoustic classes describe a continuous parameter space instead of the strict
class separation applied by the clustering methods of the preceding section 4.5. This soft clustering technique im-
proves the spectral conversion quality compared to hard clustering approaches. The probabilistic classification of
the GMM represents acoustical features pertaining to one sound character with a certain probability of belonging
to each of its modelled acoustic classes. Each Gaussian component constitutes a Gaussian normal distributions
N(x; µ,Σ):

N(x; µ,Σ) =
1

(2π)n/2
√

Σ
exp(−

1
2

(x − µ)T Σ−1
i (x − µ)) (4.1)

A GMM models the probability distribution of one voice character as a mixture of Q Gaussian components. A
GMM-based statistical model PGMM approximates the acoustic space of the source speakers data x as follows:

PGMM(x;α, µ,Σ) =

Q∑
q=1

αqN(x; µq,Σq) ,
Q∑

q=1

αq = 1, αq ≥ 0 (4.2)

Each Gaussian component of the GMM represents an acoustic class by its weight αq, the mean vector µq and the co-
variance matrix Σq. The weights αq express the prior probability if a speaker’s feature vector x has been generated
by component q. This soft partitioning approach assigns to each data point a varying degree of membership to
all local models, instead of a classification scheme with hard boundaries. The conditional probability p(cq|x) of a
GMM component q given x is derived from Bayes’ rule [Bishop, 2006]:

p(cq|x) =
αq · N(x; µx

q,Σ
xx
q )∑Q

p=1 αp · N(x; µx
p,Σ

xx
p )

(4.3)

The GMM parameters {α, µ,Σ} maximize the global likelihood P(X) and are estimated via the Expectation-
Maximization algorithm (EM) [Bishop, 2006]. The iterative EM parameter estimation has to be chosen since
no closed-form analytical solution exists [Erro et al., 2008] to solve the summation over Q components inside the
logarithmic expression of the implied Maximum Likelihood (ML) [Dempster et al., 1977].

This GMM approach for VC is used to model the acoustic space of the source speaker [Stylianou and Cappe, 1998].
It is denominated as the source density model [Helander et al., 2010]. A least-squares optimization minimizes the
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total squared conversion error on the target speakers data [Stylianou et al., 1998]:

ε = Σn
t=1|yt − F (xt)|2, (4.4)

with n being the number of aligned source and target vectors and F () expressing the GMM-based function to
convert from source X to target Y . The error minimization computes the parameters of the mapping function to
retrieve the corresponding target feature vectors.

Joint density model:
The source density model for VC was extended in [Kain, 2001] to a joint density model. It employs a joint GMM
{αq, µ

z
q,Σ

zz
q } of aligned source and target vectors. This eliminates the need to compute the target features by means

of the error minimization of equ. 4.4. The conversion function can be obtained directly from the GMM parameters
[Helander et al., 2010]. The joint density model uses parallel data Z = {zk}, zk = [xT

k yT
k ]T with the weights αq, the

mean vectors µx
q for the source and µy

q for the target speaker, the co-variance matrices Σxx
q for the source and Σ

yy
q

for the target speaker, as well as by the cross-variance matrices Σ
xy
q and Σ

yx
q for both speakers.

A two-dimensional acoustic feature vector with x for the source speaker and y for the target speaker con-
sists of D-dimensional static and / or dynamic features describing the spectral envelopes and other acoustics
features of the human voice [Rentzos et al., 2004, Toda et al., 2005, Rao and Yegnanarayana, 2006, Erro, 2008,
Machado and Queiroz, 2010]. Parallel data sets of source and target features are time-aligned using Dynamic
Time Warping [Helander et al., 2008b, Rajput et al., 2012]. A joint Gaussian Mixture Model is trained on the joint
probability density p(X,Y |λ(Z)) of the feature vectors X and Y of the source and respectively the target speaker,
conditioned on the model parameters λ with the weights αq, mean vector µZ

q and the co-variance matrices ΣZ
q over

Q mixture sequences:

p(X,Y |λ(Z)) =

Q∑
q=1

αq · N(X,Y; µ(Z)
q ,Σ(Z)

q ) (4.5)

This joint model provides implicit information about the individual acoustic spaces X and Y as well as their cross-
covariance matrices. The transformation function F(x) for the conversion from one to another voice character can
be directly derived from the trained GMM model:

F(x) =

Q∑
q=1

pq(x) · [µy
q + Σ

yx
q Σxx−1

q (x − µx
q)] (4.6)

Each Gaussian components q is evaluated on its posterior probability pq(x) that it has been produced by observation
x. This results into the weighted sum of the utilized linear regression models of each Gaussian. The corresponding
mean vector µx

q per component is evaluated on its deviation from the observation x. The deviation is normalized by
the co-variance Σxx−1

q of the source speaker. The co-variance between source and target speaker is re-established by
applying the cross-variance matrix Σ

yx
q . The resulting feature vector converted to the target is corrected by mean

vector µy
q of the target speaker. The difference between source and target feature vectors weighs the conditional

target mean vector for each mixture. The conversion vector is assembled by the weighted sum of the conditional
mean vectors and the conditional probability of the source vector belonging to each mixture.

Covariance matrix types:
Three types of different conversion function can be employed according to the different handling of the co-variance
matrices [Stylianou, 2001]. Not considering the co-variance matrices reduces the GMM approach to VQ which
only reflects the mean of each GMM component. The restriction to diagonal co-variance matrices uses only the
data contained on the diagonal of each matrix. This requires more GMM components [Helander et al., 2010] to
model the correlation of source and target feature space properly since the mean target values are emphasized. Full
co-variance matrices exploit all data learned while the GMM training. This requires less GMM components since
it weights more importance on the target co-variance matrices.

GMM parameterization:
The aim is to optimize the log-likelihood such that the data points are generated by a mixture of Gaussians
[Stylianou, 2001]. The EM algorithm may not necessarily converge to a log-likelihood value constituting the global
optimum but to a local optimum or even only a stationary value [Wu, 1983, Ververidis and Kotropoulos, 2008].
Care has therefore be taken to apply the best performing number of EM iterations given the chosen order of GMM
components and the order p of the employed feature vectors modelling the underlying speech data. An additional
statistical stop criterion like the Bayesian Information Criterion (BIC) or the Akaike Information Criterion (AIC)
may aid the parameterization of the GMM training process. Data over-fitting may occur if a too high number of
Gaussians is fitted on comparably too few data [Erro, 2008, Godoy, 2011]. Similarly, an under-fitting of the GMM
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model parameters is as well possible. Choosing an optimal performing order of Gaussian components is difficult.
The correct order may even change per frame. The approaches presented in section 4.6.3.2 address the dimen-
sioning problem in GMM-based VC systems. Another straight-forward solution is to reserve some (ideal) target
phrases for an a-posteriori comparison with several converted phrases being transformed by a different component
dimensionality. The highest conversion and synthesis quality is achieved by the best performing order [Erro, 2008].
The initialization pattern before training can play a crucial role in the data approximation. It plays a minor role if
diagonal co-variance matrices are used [Stylianou et al., 1998].

Posterior probabilities:
The posterior probability pq(x) is computed per frame and component q to examine the likelihood of the current
source feature vector x to be generated by the evaluated GMM component component q. In practise, for the most
(stable) part of one phoneme, only one component exhibits a very high probability close to 1.0 while all other
components show very low probabilities close to 0.0 [Qiao et al., 2011]. The weighted sum of linear regressions
reduces actually to a single one. This is in fact a positive behaviour of GMM-based Voice Conversion. This
strongly biased probability weight changes on phoneme borders to another GMM component to properly reflect the
next phoneme type. However, it is not assured that the GMM conversion function reflects properly the underlying
correlation between source and target feature vectors while this transition. Artefacts are introduced in the converted
speech phrase if the posterior probabilities change rapidly [Helander et al., 2010].

Data Sparseness:
The GMM modelling may suffer from sparse values in the co-variance matrices. The problem may even occur for
STate-of-the-ART corpora with phonetically balanced and rich sentences of ∼10 - 20 minutes of speech recordings.
Especially the combination of the normalization by the source speakers co-variance Σxx−1

q and the weighting by the
cross-variance matrix Σ

yx
q results into very small values for a huge amount of matrix entries [Chen et al., 2003].

The small values lead to a reduction of the modelled variance such that the conversion function is reduced to the
mean values µy

q of the target. The variance reduction to mean values is a further reason for the over-smoothing
effect.

4.6.2 Hidden Markov Models (HMM)

Their state transition property facilitates HMMs for the usage as time alignment method, and as model to reflect
any feature evolution over time [Hsia et al., 2007]. Conventional GMM-based mapping for VC is combined with
a Bigram HMM (Bi-HMM) in [Yue et al., 2008] to employ a second feature alignment stage in training and con-
version. The estimated and DTW aligned source and target LSF vectors are employed as training data to construct
the Bi-HMM. Viterbi decoding is used to derive from the Bi-HMM the best state sequence with maximum joint
probability of the source and target vectors. The state chain of aligned features is used to train a conventional
GMM-based VC system. The same procedure is used for conversion. Another Bi-HMM is constructed from
the source speech phrase to be converted. Viterbi decoding obtains the best state chain from the Bi-HMM. The
converted to the target LSF parameters are computed per state.

4.6.3 Statistical model optimization

The most uses parameterization in conventional GMM-based VC system as introduced in the preceding section
is to convert the LSF parameterized spectral envelope between speakers. The reduced variance of the con-
verted LSF vectors introduced by conventional GMM models results into the broadening of formants after the
re-transformation to the LPC representation [Bäckström and Magi, 2006]. Specific statistical means try to mini-
mize the over-smoothing by applying different constraints or extended statistical modelling algorithms to maintain
a certain natural feature variance. Moreover, the time-independence assumption of GMM-based VC system facil-
itates the exclusive consideration of single frames which neglects the interrelated evolution of each feature over
time [Hsia et al., 2007].

4.6.3.1 Phonetic GMMs

One approach being studied over the last decade by the VC community is to restrict the GMM modelling to
single phoneme classes such that one dedicated GMM model reflects exclusively per phoneme class the correlation
between source and target speaker [Godoy et al., 2009]. The idea being that one part of the over-smoothing effect
can be attributed to the automatic partitioning of the acoustic space. The GMM components overlap to create
artificial phonetic groups. A more precise modelling can be achieved by means of splitting the speech data into
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single phoneme classes. Conversion functions are available for each phoneme class. The intention is to reduce the
influence of the one-to-many mapping problem discussed in section 4.3.

Phonetic information like phoneme type, point of articulation, manner and voicing are used per frame in
[Duxans et al., 2004] within a Classification and Regression Tree (CART) to organize the overlapping regions
of the acoustic space in one acoustic class per leaf. A GMM with 1 to 5 components is trained on the data per-
taining to one leaf. The objective and subjective evaluation reports improvements for this phonetic organization
approach.

The analysis of linguistic structure in [Li et al., 2010] is employed to classify phonemes. The phoneme classes are
base on phonetic similarity in energy distribution, the separability of individual phonemes and syllable duration.
One GMM may cover an individual or a group of phonemes.

In [Godoy et al., 2009], contextual phonetic-linguistic knowledge is employed to structure acoustic classes and to
guide frame classification. Frames are grouped into phonemes. One GMM component is used per phoneme in
the training stage. The learning and classification on the phoneme level reduces the one-to-many mapping errors.
However, the one-to-many problem still exists in Phonetic GMMs [Godoy, 2011].

4.6.3.2 Dynamic Model Selection (DMS)

Gaussian Mixture Models restrict VC to a constant dimensionality of the source and target vectors containing static
and dynamic features of the converted audio content. On the other hand, the adequate representation of the audio
streams is data dependent. The local F0 value or the entropy of the formant structure interferes per frame the best
performing order which most accurately approximates the underlying spectral envelope, or other voice descriptor
selected for conversion. The GMM modelling enables different dimensionalities [Kain, 2001]. A frame-wise order
selection of the number of GMM components using pre-trained models can be executed. The order adaptation
should improves the data representation and the VC quality. According to [Erro, 2008], a higher resolution and
quality is achieved with a higher-order filter, while a more stable and less erroneous conversion is secured with a
lower filter order. The lowest filter order with highest quality should thus be chosen.

The employment of a local order selection in [Villavicencio et al., 2009] for cepstrum-based spectral envelope
estimation and residual computation improved the synthesis quality. The parameter dimensionalities can as well be
adapted to the underlying speaker characteristic. TheTLPC estimator, applied to the internalT estimator of its auto-
regressive model, uses local order selection in order to model signal features adapted to its dynamic characteristics.
A perfect joint correlation between the source and target feature vectors for GMM-based VC is achieved by using
different dimensions for the source and target envelope parameters. The GMM-based linear regression adapts
then better, reduces mismatches between both envelopes at the conversion and synthesis stage and retains the real
spectral information. The linear regression model for conversion may partially be reduced to the mean target
values when dimensions of finer detail correlate poor between different voice types and result in small values in
the co-variance matrices. This depends on the number of mixture components and on the used co-variance matrix
type.

The trade-off between the goodness of fit and the model complexity is addressed in [Lanchantin and Rodet, 2010,
Lanchantin and Rodet, 2011] by selecting the best GMM model order over time. It assumes that the best model
changes over time. Several models are used in parallel. The most appropriate model is selected according to the
likelihood given the acoustic feature vector of the source speaker per frame. Problems occur while conversion if
the feature values exhibit a lower likelihood of having been generated by the model. In such cases a general model
of lower complexity is selected for conversion. If the source data proofs to be well reflected by the training data,
than a more complex and precise model can be selected, leading to a more accurate conversion. Dynamic Model
Selection improves the proximity to the target voice and the signal quality. DMS requires higher computational
costs since several models of different order have to be trained. Subjective tests indicate an improvement in terms
of conversion score and synthesis quality.

4.6.3.3 Maximum A-Posteriori (MAP) adaptation

The approach of [Chen et al., 2003] modifies the conventional GMM conversion function of equ. 4.6 by removing
the co-variance Σxx−1

q and the cross-variance Σ
yx
q matrix due to the problem of data sparseness, discussed in section

4.6.1. Instead, a GMM modelling only adapts the source speaker. It is used to derive a target speaker GMM by
means of Maximum A-Posteriori (MAP) adaptation. MAP is known from Speaker Verification systems. The same
mixtures of source and target GMM are used to shift the source µx

l towards the target µy
l mean vectors by means of
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the weighted distance metric:

F(x) = x +

L∑
l=1

pl(x)(µy
l − µ

x
l ) (4.7)

The source and target variances are assumed to be identical with respect to the class means. A median and low-
pass filter is employed to suppress discontinuities producing artefacts. The method exhibits improvements in both
conversion score and synthesis quality compared to the joined-density GMM baseline.

4.6.3.4 Covariance correction

The method proposed in [Lanchantin et al., 2011b] allows correcting the co-variance matrix values such that the
GMM-based over-smoothing effect can be alleviated. Please inspect the study online being available at 2 for further
details. Only some basic explanations are given here to understand the co-variance correction algorithm.

The joint probability distribution of the source and target features vectors can be modelled by a Gaussian mixture
having K components as follows:

p(zn|φ) =

K∑
k=1

αk · N(zn; φk), (4.8)

with mixture weight αk and N(zn; φk) containing the mean vector µz
k = [µx

k , µ
y
k]t and the co-variance matrix Σ =[

ΣXX
k ΣXY

k
ΣYX

k ΣYY
k

]
. The observed loss of the global variance resulting in the spectral over-smoothing effect is explicitly

given by the residual co-variance matrix Σres
G = Σ

yx
G

(
Σxx

G

)−1
Σ

xy
G . This co-variance matrix represents the co-variance

not explained by the Gaussian mixture regression. The idea is to correct the converted frame values according
to Σres

G . A new value ŷ∗n of the converted vector is given by means of a Cholesky de-correlation and correlation
method:

ŷ∗n =

[
(ŷn − µ

y
G)tLyy

G

(
Ly|x

G

)−1
]t

+ µ
y
G. (4.9)

Lyy
G and Ly|x

G are upper triangular matrices, leaving:
(
Lyy
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)t
Lyy
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yy
G(
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G

)t
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G = Σ
yy
G − λG · Σ

res
G

(4.10)

λG is the weight parameter governing the amount of co-variance correction. Please note that setting λG=0.0 sets
ŷ∗n=ŷn such that the resulting co-variance matrix reduces to the conventional GMM-based one. The variance is again
expressed as the target variance conditioned on the source variance. The feature vector converted to the target is
likely to contain a degradation in variance introduced by the over-smoothing effect. But, setting λG=1.0 results
into the co-variance matrix of the target speaker. Accordingly, the co-variance correction parameter λG allows to
adjust the variance of the target speaker (λG=1) and the variance of the target speaker given the variance of the
source speaker (λG=0). Informal tests in the laboratory and the evaluation conducted in [Lanchantin et al., 2011b]
suggest that setting λG=0.9 achieves a good performance.

4.6.3.5 Dynamic feature consideration

A GMM-based VC approach is extended in [Duxans et al., 2004] to an HMM-based system such that dynamic
characteristics can be modelled. All the states are interconnected to each other in the employed ergodic HMMs.
Each state of their emission probability function constitutes a Gaussian function. However, no significant improve-
ments versus the conventional GMM baseline could be reported.

4.6.3.6 Global Variance (GV)

Conventional GMM-based mapping approach are frame-based and neglect the natural evolution of the employed
voice descriptors over time on the one hand. On the other hand, the natural feature evolution is intrinsically

2Lanchantin 2011 - Extended Conditional GMM and Covariance Matrix Correction for Real-Time Spectral Voice Conversion
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contained by the source feature vectors used for mapping. Still the consideration of dynamic features as outlined
in the preceding section 4.6.3.5 is able to improve the VC quality.

The over-smoothing problem is addressed in [Toda et al., 2005] by means of combining a joint GMM with the
Global Variance (GV) of the converted spectra. It is intended to re-establish the natural variance of the feature
evolution over time which is lost due to over-smoothing. GV is a statistical post-filtering method to increase
the transformed data variance. The additional usage of delta features shall alleviate spectral discontinuities. The
correlation between frames is evaluated to influence the parameter generation process. The Global Variance of
static feature vectors in each utterance is denoted by v(y), with v being the feature vector and y being the target
static feature vector. The dynamic behaviour captured with Global Variance is modelled by the likelihood function
L:

L = log{p(Y |X,m, λ)ω · p(v(y)|λv)} (4.11)

It expresses the conditional probability of the target feature vectors Y and the probability of the Global Variance
v(y) of the target static feature vectors. The constant ω weights the likelihood of the target feature vector sequence
of the model parameters mean vector µ(v) and co-variance matrix

∑(vv) for the Global Variance vector v(y). It
defines the ratio of number of dimensions between v(y) and Y . The mean vector µ(v) and co-variance matrix

∑(vv)

are calculated using the target static feature vectors from the training data, and the parameters in each utterance
from the given source and converted feature vector.

The GV probability serves as penalty term such that the likelihood becomes a function of the parameter Y
[Godoy, 2011] to be estimated. Global Variance improves in ML-based VC systems the conversion qual-
ity and performs better than other a-posteriori-based spectral enhancement methods. GV is included in
[Toda and Young, 2009] as criterion to improve the trajectory HMM method which will be introduced in section
4.6.3.8.

4.6.3.7 Spectral Parameter Trajectory (SPT)

The method called Spectral Parameter Trajectory (SPT) in [Toda et al., 2007] considers static feature vectors and
their dynamic continuation over spectral sequences. It is used in a GMM-based training and VC scheme. A Max-
imum Likelihood (ML) based estimation for the SPT of the GMM mapping generates parameters with dynamic
features through the correlation of feature vectors over frames. A sub-optimal mixture sequence m′ given the input
feature vector and the model parameter for both source and target speaker is defined by the following probabilistic
function:

m′ = arg max p(m|X, λ(Z)) (4.12)

The optimized mixture component is employed to satisfy the optimal likelihood of one target speaker feature
sequence, given the source speaker feature sequences and the model parameters, defined as follows:

P(Y |X, λ(Z)) ≈ P(m|X, λ(Z)) · P(Y |X,m, λ(Z)) (4.13)

The converted static feature vector Y ′ can be retrieved to model correlations over frames of the target feature
vectors, which in turn is influenced by the source feature vectors. SPT exhibits improvements of the synthesis
quality.

4.6.3.8 Trajectory HMM/GMM

The Trajectory HMM/GMM technology of [Zen et al., 2004, Zen et al., 2007, Zen et al., 2008, Zen et al., 2011]
advances the idea of SPT shown in the preceding section 4.6.3.7. A conjoint consideration of static and dynamic
features is reflected in the model on utterance level. The approach exhibits an improved synthesis quality.

4.6.3.9 Gaussian process experts

A Gaussian process (GP) is a non-parametric Bayesian model which is more robust against over-fitting. Conven-
tional GMM-based VC methods are prone to over-smoothing due to their poor modelling and may suffer from
over-fitting due to a poor generalization. The utilization of Gaussian processes in [Pilkington et al., 2011] derives
static and dynamic experts from a joint probability density function, given the source feature vector x. The con-
verted target feature vector ŷ can be predicted from the static and dynamic experts. The VC mapping function
is now a sample from a Gaussian process. The objective evaluation using Mel-cepstral distortions in dB exhibits
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the best results for GP without dynamic features. The usage of dynamic features in GP still outperforms a GMM
baseline method with and without dynamic features, and the trajectory HMM/GMM approach of the preceding
section 4.6.3.8. The study concludes that Gaussian process experts are robust to over-fitting and over-smoothing
and predict thus the target spectra more accurately.

4.7 Conversion of remaining voice descriptors

Conventional VC systems treat only the conversion of the Vocal Tract Filter (VTF), constituting the perceptually
most important voice descriptor to describe a speakers voice identity. The extended VC systems presented in the
following include additionally other relevant voice descriptors contributing to speaker identity.

4.7.1 Transformation of the residual signal

Conventional VC systems only convert the VTF. Accordingly, the source signal contains the aperiodic and periodic
signal components of the glottal excitation source.

3rd speaker effect:
Converting the spectral envelope with standard VC techniques and applying the residual of the source speaker
to the converted target spectrum as in [Kain, 2001] may arise the perception of a 3rd speaker identity.
The converted phrase is perceptually neither close to the source nor to the target speakers voice identity.
Other listening tests for VC report as well the perception of a 3rd speaker if the residual was not consid-
ered at all for VC [Sündermann et al., 2005a, Sündermann et al., 2005c, Sündermann et al., 2005b, Erro, 2008,
Lanchantin et al., 2011b]. Prosodic as well as acoustical and segmental cues are important for the identification of
a speakers voice identity and the perceptual discrimination of a 3rd speaker [Felps et al., 2009]. This indicates that
the residual component contains speaker-dependent information. The reason being that the spectral features and the
corresponding residuals are correlated. Achieving a VC of highest quality requires consequently the consideration
of the residual.

The target residual can be constructed from the converted target speakers LSF vector with a prediction mech-
anism using a residual codebook [Kain and Macon, 2001]. A residual codebook of the target speaker provides
perceptually close residuals for the converted target speaker frames. Each codebook entry has usually different
weights assigned. A residual can be obtained from a weighted linear combination of codewords [Arslan, 1999,
Uriz et al., 2011], or from an unit selection algorithm known from speech synthesis [Sündermann et al., 2005b].
The statistically closest residual can be retrieved by minimizing the distance or optimizing the global cost. Optimal
residual computation uses prediction techniques [Sündermann et al., 2005a] to improve the residual processing.
Still, the artificial construction of sinusoidal content from converted spectral envelopes combined with predicted
residuals may lead to phase mismatches causing artefacts [Kain, 2001, Ye and Young, 2004a]. A final smoothing
of the concatenated residual units is required to minimize possible artefacts. However, a certain level of naturalness
may be lost.

In [Sündermann et al., 2005a] the modelling of the residual part using different variants like codebooks, to predict
the residual from the converted feature vectors or to select the best matching residual from the target database
is investigated. The best performing method is the residual selection technique with additional smoothing. The
following works of [Sündermann et al., 2005b, Sündermann et al., 2005c] propose unit selection known from con-
catenative speech synthesis which outperforms residual selection and smoothing. A residual codebook is cre-
ated by determining the residual for each mixture component. The selection of a perceptually closest target
residual codebook entry predicted from the converted spectral envelope outperforms the compared baseline ap-
proach in [Duxans and Bonafonte, 2006, Ye and Young, 2004a]. This indicates a stronger intra-speaker correla-
tion of the source and filter representation compared with the correlation of the residual between different speakers
[Erro, 2008]. The residual prediction technique of [Percybrooks and Moore, 2007] employs transition probabilities
between clusters to improve the probabilistic selection of codebook entries using GMMs. Further work presented in
[Percybrooks and Moore, 2012] models the temporal dependencies present between frames in consecutive speech
with an HMM.

4.7.2 Glottal excitation source modelling for VC

The mapping function of STAte-of-the-ART VC systems is usually conditioned on spectral envelope features only.
This representation mixes the characteristics of the glottal excitation source with the vocal tract transfer function.
This mixture of features leads to an increasing complexity in the parameter space that is used for the training of
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the feature mapping. Taking into account a separated feature representation of glottal source and VTF parameters
is considered as an important and challenging factor for VC systems [Rao and Yegnanarayana, 2006].

Recently new algorithms for the estimation of glottal pulse parameters [Vincent et al., 2007, Drugman et al., 2009,
Degottex et al., 2011a, Huber and Röbel, 2013] to separate the contribution of the vocal tract transfer function from
an spectral envelope estimation [Röbel et al., 2007, Villavicencio et al., 2009] have been proposed. The speech
processing systems discussed in section 3.8 provide means to transform the glottal excitation source.

Recently quite a few VC systems have used glottal pulse parameters [Childers, 1995, Rentzos et al., 2004,
del Pozo and Young, 2008, Pérez and Bonafonte, 2011] for the separation of the glottal pulse in the spectrum from
the spectral envelope features describing the vocal tract transfer function. The idea being that the mapping be-
tween source and target features should change with the phonemes, and that the decoding into phonemes can be
performed by means of clustering spectral envelope features. Due to the fact that the glottal pulse and especially
the glottal formant is part of the spectral envelope, the phonetic decoding in current VC systems is sub-optimal.
An improvement can be expected if the effect of the glottal pulse is extracted from the spectral envelope before
the statistical model is trained. Glottal pulse parameters can then be added separately as parameter and could be
transformed explicitly.

The approach presented in [del Pozo and Young, 2008] employs GMM-based modelling to convert glottal source
parameters between speakers in the context of Voice Conversion. The glottal excitation strength Ee, the normalized
R waveshape parameters Rg, Rk, and Ra of the LF model and the energy of the aspiration noise Ne are utilized as
feature set for the glottal source. The study reports an increase of the synthesis quality while the conversion score
towards the target speaker does not improve compared to the baseline method.

The same glottal source feature set is utilized in [Pérez and Bonafonte, 2011]. Extended means are applied to
analyze the aspiration noise. A CART-based decision tree classifies the VTF data into phonetic categories. A
GMM is trained explicitly on the data attributed to each category. General improvements in synthesis quality are
reported. The conversion score augmented only for one out of four source and target speaker pairs.

4.7.3 Modelling of prosodic features and F0

Conventional VC systems are limited to deal with the short-term timbre modelling of the VTF. The frame-based
means of conventional GMM-based VC systems neglect the variations in prosody present between source and
target speaker. Speaking characteristics contributing to the perception of voice identities such as speaking rate,
duration and timing are usually not or only to a minor extent reflected in the conversion. However, the long-term
speech prosody variation is a relevant part contributing significantly to the perceived voice identity. Recently,
studies intend at integrating global and short-term speech prosody variations into VC systems [Wu et al., 2010,
Nose and Kobayashi, 2011]. A rich description of prosodic characteristics are: Intensity, Intonation, Timing, Voice
Quality, and Degree of Reduction [Pfitzinger, 2006].

Intensity can be reliably measured by means of the Root-Mean-Square (RMS). RMS will be used in the proposed
speech system of chapter 6 as basis of its energy modelling, introduced in section 6.4.1. Intensity can also be
measured by smoothing the instantaneous amplitude of the Hilbert transformation. Short-term amplitude variations
maximize speech loudness. Intensity is important to account for a natural speech synthesis.

Intonation can be characterized by different voice descriptors being related to speaking gestures and the expressive
behaviour of human speech. The fundamental frequency F0 plays an important role in this context.

Timing being interpreted as perceptual local speech rate (PLSR) constitutes another prosodic contour. Syllable
durations and speech pauses characterize the timing structure of speech. Speech rate relates to the duration ratios
between voiced and unvoiced speech segments [Lanchantin et al., 2011a].

Voice quality is described in detail in section 3.5. The classification of voice quality into the common major groups
tense, modal, and relaxed relates voice quality as a function of vocal effort [Liénard and Barras, 2013]. Other voice
quality groups exist as well.

Degree of reduction refers to the phonological mechanisms present when uttering stressed or unstressed vowels,
syllables or words.

This rich description of prosody can be used to model by statistical means the speaking style of different speakers.
The modelling of speaking style generally limits to the short-term instantaneous or the global mean and variance
variations of the voice descriptors describing the voice identity of a speaker. The studies of [Rentzos et al., 2003,
Rentzos et al., 2004] report that the transformed voice similarity did benefit from the inclusion of prosodic features
into the VC system. In order to integrate properly the prosodic information for VC, the most appropriate approach
is to model the local and global speaking style of a speaker, with respect to the F0, timing, and energy contours.
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The modelling of prosody should reflect as much as possible the prosodic features discussed in this section. The
approach of [Yutani et al., 2008] employs a DP-GMM to model two different length sequences facilitating the
simultaneous conversion of spectrum and duration. The conversion from neutral to expressive speech within the
context of Voice Conversion in [Wu et al., 2006] uses an HMM including duration-embedded characteristics to
achieve prosodic conversion using an expressive style-dependent decision tree. A neural network model is trained
in [Rao and Yegnanarayana, 2007] on phonological, positional and contextual information to predict the durations
of syllables.

The most simple method to transform the F0 contour from source to target is a normalization in mean and variance.
The approach of [Wu et al., 2010] uses histogram equalization to convert F0 between speakers. It outperforms
the conventional mean and variance normalization in objective and subjective tests. A syllable-based prosodic
codebook uses linguistic information and segmental durations in [Helander and Nurminen, 2007]. It outperforms
the baseline method using GMM-based F0 conversion in a VC listening test.

4.8 Other VC approaches

4.8.1 Direct modelling of Spectral Peak Parameters

A Peak-HMM is proposed in [Godoy et al., 2010b, Godoy et al., 2010a] to narrow the feature mappings to the
spectral peak level within frames. It transforms individual peaks instead of the vocal tract formants described
by the spectral envelope. The method exhibits an increase in the transformed data variance to alleviate the over-
smoothing problem. However, the focus on narrow mappings and transformations of individual peaks proved to be
cumbersome and ineffective since the converted speech quality suffers from significant artefacts [Godoy, 2011].

4.8.2 Dynamic Frequency Warping (DFW)

VC approaches based on Frequency Warping maintain the natural signal contour describing formants. A higher
synthesis quality is achieved. However, the conversion score improvements are limited and the voice identity of
the target speaker is not fully converted.

The early approach of [Valbret et al., 1992] finds a frequency warping function w′(ω) of the spectra X(ω) and Y(ω)
which minimizes the spectral distance between X(w′(ω)) and Y(ω). The spectral tilt is deleted by eliminating
the effect of the glottal excitation source. The acoustic space is divided by means of VQ since different warping
functions are estimated for different phonemes.

4.8.2.1 Vocal Tract Length Normalization (VTLN)

The fast speaker adaptation technique denoted Vocal Tract Length Normalization (VTLN) accounts
for length differences in the physical vocal tract by means of linearly warping the frequency axis
[Panchapagesan and Alwan, 2009]. It is a standard technique for speaker normalization in speech recognition
to compensate for the effect of speaker-dependent vocal tract lengths [Elenius and Blomberg, 2010]. The studies
of [Sündermann and Ney, 2003, Sündermann et al., 2003] divide the acoustic feature space into classes to apply
different types of VTLN-based frequency warping functions. Smoothing avoids discontinuities between different
classes. It achieves a high synthesis quality while the speaker identity is not fully converted. VTLN is successfully
applied to the LPC residual in [Sündermann et al., 2006b].

4.8.2.2 Weighted Frequency Warping (WFW)

The VC approach called Weighted Frequency Warping (WFW) of [Erro and Moreno, 2007, Erro et al., 2008,
Erro, 2008] combines frequency warping with GMM-based modelling in a hybrid GMM-DFW approach
[Godoy et al., 2012]. Frequency warping calculates optimal warping functions for each Gaussian component. The
method enhances the VC performance both in terms of synthesis quality and conversion score. WFW estimates its
frequency warping functions W( f ) for source vector x as a weighted combination of m basis functions Wi( f ) with
GMM-based probability weights pi(x):

W( f ) =

m∑
i=1

pi(x) ·Wi( f ) (4.14)
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Mean LSF vectors represent the central formant frequencies and define the piecewise-linear frequency-warping
functions Wi( f ) per Gaussian component i. The soft classification from the GMM probabilities produces a smooth
evolution of the transformation function. LSF vectors are only used to model and classify the WFW weights. The
WFW conversion function W( f ) is applied to the original complex spectral envelope S ( f ):

S ω( f ) = S
(
W−1( f )

)
(4.15)

The application of equ. 4.15 reallocates the formants on the frequency axis but leaves intensity, bandwidth and
spectral tilt remain unmodified such that a different energy distribution remains over frequency bands. The final
converted spectrum

S ′( f ) = G( f ) · S ω( f ) =


∣∣∣∣∣∣∣S

(k)
g ( f )

S (k)
ω ( f )

∣∣∣∣∣∣∣ ∗ B( f )

 · S ω( f ) (4.16)

is computed as in [Erro et al., 2010b] by applying the energy correction filter G( f ). It modifies the magnitude
spectrum, the spectral tilt and energy distribution but does not affect small spectral details. B( f ) represents a
triangular shaped smoothing-in-frequency window whose shape controls the similarity-quality trade-off.

Automatic mapping of formants (AMF):
No one-to-one correspondence of formants can be assured despite the possibly high correlations of source and
target formant structures. The AMF method minimizes a spectral distortion measure D to search for pole-pair
combinations between X(ω) and Y(ω). AMF operates on an all-pole representation in the continuous spectrum and
uses formant positions in radian frequency ω as pivot points.

4.8.2.3 Dynamic Frequency Warping with Amplitude scaling (DFWA)

The DFWA approach proposed in [Godoy et al., 2011, Godoy et al., 2012] employs the method to pick peaks from
the magnitude spectrum presented in section 4.8.1. It does not require contrary to WFW a separate GMM transfor-
mation to adjust the spectral power after DFW [Erro, 2008]. DFWA mappings are established on a global acoustic
class level using histograms to model the statistical distribution of formant frequencies and amplitudes. DFWA
offers a flexible and versatile VC framework without having to rely on aligned speaker frames. Extensive objective
and subjective evaluations suggest that DFWA outperforms existing GMM and DFW-based methods. It maintains
spectral details in the transformed spectral envelopes but only slight improvements in the conversion scores are
reported.

4.8.2.4 Correlation-based Frequency Warping (CFW)

The Frequency Warping approaches WFW and DFWA of the preceding sections are based on different piece-wise
linear transformation in the spectrum. The DFW transformation function is based on determining pairs of spectral
magnitude peaks, AMF uses formant pairs. The approaches minimize the spectral distance of the warping path
through a trellis span by the peak or formant sequence. However, the spectral pairing of peaks or formants may
be error-prone due to misleading associations. Additionally, the accurate estimation of formants is cumbersome
[Fulop, 2003]. The Correlation-based Frequency Warping (CFW) proposed in [Tian et al., 2014] learns frequency
warping functions by maximizing the correlation between the converted and the target spectra. CFW is thus more
robust to inaccurate formant estimation. The method outperforms a DFW and an AMF based baseline approach in
synthesis quality and conversion score on a VC listening test.

4.8.3 Frame Selection

Several VC approaches based on Frame Selection have recently been proposed by the VC community. The algo-
rithms combine several techniques known from unit selection for TTS synthesis.

4.8.3.1 Unit selection for TTS-based speech synthesis

Unit selection as known from speech synthesis implies the knowledge about each database entry. Corpus-based
concatenative synthesis employs a unit selection algorithm which selects units or a unit sequence best matching
the target specification by utilizing sound character descriptors [Hunt and Black, 1996]. Selected sound units can
also be transformed to better match the target description.
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Larger DBs accomplish higher qualities in the perceived sound output due to a higher availability of sample units
for each selection step to match the target more precisely. The unit with the lowest descriptor distance or the
highest spectral match is selected. Path search algorithm search through the DB space to approximate the optimal
path.

Statistical models destroy the natural contour and evolution of the utilized feature vectors. The idea of many Frame
Selection approaches for VC is to extract features directly from the training database. This should avoid any feature
smoothing such that the target speakers voice identity and a high synthesis quality is preserved.

4.8.3.2 Proof-of-concept analysis

The selection of larger units such as diphones requires a huge amount of training data. The paper of
[Helander et al., 2007] analyzes if a reasonably VC performance can be achieved by means of Frame Selection
using smaller databases. As experimental setup, LSF vectors are taken as the perfect achievable LSF conversion
from the actual target phrase. A frame-based selection on the target database is executed on the perfectly converted
LSF vectors. This demonstrates which best performance can be achieved with the frame-based selection method
concerning the upper bound of the given the data set. The Frame Selection is based on a weighted squared error
criterion and on perceptual weights approximating the mechanisms of the human ear [Paliwal and Atal, 1993].
However, the study concludes that the selection of single LSF frames is not suitable for small DBs. Even the
best results of the experimental design to test the upper bound did not exhibit results below a spectral distortion
measure of 2 dB. The following sections present further research using the idea of Frame Selection for VC, despite
the proof-of-concept analysis of [Helander et al., 2007] denies its feasibility.

4.8.3.3 Frame Selection with trade-off parameterization

The unit selection approach of [Sündermann et al., 2006a] employs single speech frames and is independent of
additional linguistic information. It is based on minimizing the following cost function between the source feature
sequence xM

1 and a non-parallel target feature sequence yN
1 :

ŷM
1 = arg min

yM
1

M∑
m=1

{
α · S (ym − xm) + (1 − α) · S (ym−1 − ym)

}
(4.17)

The target cost α ·S (ym−xm) evaluates the Euclidean distance between source and target frames. The concatenation
cost (1 − α) · S (ym−1 − ym) reflects the Euclidean distance between neighbouring target frames. The parameter α
adjusts for the trade-off between the fitting accuracy of evaluated source and target frame versus the a spectral
continuity criterion.

4.8.3.4 Frame Selection using GMM pre-conversion

Three different Frame Selection setups for VC are examined in [Dutoit et al., 2007]:
1. Frame Selection without GMM-based feature mapping,
2. Frame Selection with GMM-based feature mapping, utilizing the source speakers excitation, and
3. Frame Selection with GMM-based feature mapping synthesizing an excitation converted to the target.

The proposal consists of two independent system blocks:
X -> Y ′: Conversion from source X to target Y ′ using as GMM-based mapping function the source density model
of section 4.6.1.
Y ′ -> Y ′′: Speech-to-speech synthesis from target Y ′ to target Y ′′ to achieve a more accurate approximate of
target Y .

The proposed system is similar to unit selection using Viterbi smoothing in concatenative speech synthesis. The
presented algorithm employs 32 ms frames as feature for Frame Selection, instead of diphones or phones as in
TTS-based unit selection systems. A pre-clustering divides the target database into 256 group of frames to reduce
complexity while retaining quality.

The Frame Selection algorithm uses Viterbi decoding to select frames Y from the target database. This minimizes
the overall distance between frames and the output sequence Y ′. The overall distance is a combination of target
and concatenation cost. Method 3 achieves the highest conversion score (2.77) but the lowest MOS sound quality
rating (2.56) among the evaluated approaches.

The systems proposed in [Gu and Tsai, 2014, Gu and Tsai, 2015] employ similar means as in [Dutoit et al., 2007].
First, an initial GMM-based feature mapping from source X to target Y ′ is executed. Second, Frame Selection
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converts from target Y ′ to target Y ′′. The difference being that a speech recognizer selects one out of 39 segmental
GMMs to optimize the first mapping stage. Additionally, the pitch is converted between source and target speaker.

4.8.3.5 Frame Selection using K-Histograms

The first proposal in [Uriz et al., 2008] is followed by a series of further studies using Frame Selection for VC.
The systems discussed in the following share similarity to the early VC approach of [Abe et al., 1988], with conti-
nuity constraints to avoid concatenation artefacts. The Frame Selection approach of [Uriz et al., 2008] is build on
minimizing the distance between source and target feature frames:

minx̂ =

∑
i

d(xi, x̂i) + d(ŷi−1, ŷi)

 (4.18)

A feature vector sequence x of the source speaker is used to find an optimal feature vector sequence x̂ from the
training data of the source speaker. The feature vector ŷ constitutes the corresponding feature vector sequence
retrieved from the target speakers training data. The cost function is basically the same as equ. 4.17 without the
trade-off parameter α. This reduces the VC mapping function to a lookup table of source-target feature pairs.
The distance term to the left can be interpreted as a source matching cost: Find for the source feature vector
X the optimal source feature vector X′ in the training data. The distance term to the right can be interpreted
as a target concatenation cost: Minimise the discontinuities between the corresponding target feature vectors in
the training data to reflect their dynamic behaviour. This minimizes discontinuities introduced by the one-to-
many problem [Godoy et al., 2009] at which one source frame may have many corresponding target frames. The
standard Frame Selection method FS uses Viterbi decoding to find according to the source sequence, the target
and the concatenation cost the optimal target sequence. The excitation of the source speaker and the converted
features are used for synthesis. The privileged method FS opt employs instead of the source the target sequence to
find the closest target feature vector in the training data. FS opt measures the highest sound quality and conversion
score achievable by FS .

FS opt receives in a listening test a similarly high conversion score than FS . A corresponding objective evaluation
by means of the P distance measure proposed in [Kain, 2001] exhibits a high difference between both methods:
FS opt ∼0.7, FS ∼0.25. The objective measure reflects the expectation of the outperformance of the privileged
method FS opt while the listeners could not confirm the expectation. However, both methods receive comparably
low synthesis ratings when compared to a GMM baseline method and the WFW method of section 4.8.2.2.

A mean and standard deviation normalization of the source speakers LSF vectors according to the target speakers
distribution is added in [Uriz et al., 2009c] to the Frame Selection algorithm. Improvements of the introduced
normalization are not clearly comprehensible due to the usage of a different P distance measure compared to
[Uriz et al., 2008].

The algorithms K-Histograms and K-Means to cluster categorical and respectively numerical data are examined
for VC in [Uriz et al., 2009b]. The LSF coefficients are clustered by means of K-Histograms in [Uriz et al., 2009a].
The transformation between histograms is performed by means of a Cumulative Distribution Function (CDF). The
VC system based on Frame Selection is evaluated with and without K-Histograms. The usage of K-Histograms
achieves a higher conversion score and sound quality rating in a listening test compared to the conventional Frame
Selection method, to the Frame Selection approach of 4.8.3.4 and to the GMM baseline. However, since this
approach used the excitation of the source speaker, the final system of this series proposed in [Uriz et al., 2011] uses
additionally residual conversion and averaging over concatenated segments to reduce concatenation differences and
to augment the synthesis quality.

4.8.4 Unit selection

Several VC approaches based on unit selection known from TTS systems have recently been proposed by the VC
community. The Frame Selection based variants presented in the preceding section 4.8.3 reduce the selection of
whole units to its nomenclature, the selection of one single frame. Conventional GMM-based VC systems and
the Frame Selection approaches assume the independence of consecutive frames. Reflecting only one frame to
calculate the concatenation cost ignores temporal information and does not consider a smooth frame-to-frame
transition in the target space. It results into discontinuities at the frame concatenation points which affects the
perceptional quality of the synthesized speech phrase.

The most promising perception of how to enforce Voice Conversion by robust and effective means is found in the
literature to the authors knowledge in [Wu et al., 2013] for the time being. It selects units being called exemplars
which span over multiple frames. The algorithm works roughly as follows:
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1. Data alignment: Find source-target exemplar pairs from parallel training data, align source X to target Y by
means of DTW explained in section 4.2.2 without using transcription information to detect phonemes as in
section 4.2.1.

2. Trellis generation: Select several target candidate exemplars found in the target corpus for each source
exemplar found in the source phrase.

3. Cost function: Calculate target and concatenation cost.

4. Sequence estimation: Apply Viterbi decoding to find the optimal target exemplar sequence which minimizes
the overall target and concatenation cost.

5. Parameter generation: Generate the converted speech parameters from overlapping exemplars by consider-
ing a smoothing window as temporal information constraint.

A mel-cepstral distortion metric is utilized to tune the frame amount per exemplar and the smoothing window
length. The proposed system outperforms a Joint density GMM and a conventional Frame Selection method. The
approach alleviates the selection of frames from the target database having different prosodic and phonetic content.

4.9 Non-parallel VC

4.9.1 Text-independent VC

A non-parallel corpus differs in the phonetic content spoken by source and target speaker. The sentences do not
have to be the same as in the parallel VC case. This special VC use case is denominated text-independent VC. It
adds more freedom and flexibility to apply VC by relieving the constraint which requires both speakers to utter
the same phonetic content. Text-independent VC usually transforms a non-parallel into a quasi-parallel training
corpus such that conventional VC means can be applied afterwards. However, many proposed text-independent
VC system found in the literature suffer from a degradation of the conversion score and the synthesis quality
[Duxans et al., 2006, Erro, 2008, Erro et al., 2010a, Silén et al., 2013]. The degradation results from the means
required to establish a mapping of corresponding features. The feature space of each corpus is segmented into
frames or units. They can then be clustered into similar groups to define artificial phonetic categories which
may or may not coincide with single phonemes [Machado and Queiroz, 2010]. The artificial grouping allows the
mapping of the selected voice descriptors from the source into the target speakers feature space. An advantage of
the artificial phonetic categories is that it does not require a-priori phonetic or linguistic information.

4.9.2 Cross-lingual VC

The non-parallel design of text-independent VC systems allow that source and target speaker talk in different
languages. It requires that the same or at least similar phonemes exist in both languages. However, most language
pairs suffer from the fact that a certain subset of both phonetic alphabets is not covered. Strategies have to be
implement known from the text-independent mapping of artificial phoneme groups to provide data for the subset
of missing phonemes [Machado and Queiroz, 2010].

Units covering complete phonemes instead of single frames can straight-forwardly be selected from the tar-
get corpus. Unit selection is a well-known technique and the quasi standard in TTS speech synthesis
[Hunt and Black, 1996, Taylor, 2009]. Unit selection techniques are employed in [Duxans et al., 2006] for intra-
lingual and cross-lingual VC to avoid the need for a parallel corpus. A TTS speech synthesis system is employed
to select acoustic units from the target speakers corpus such that they can be aligned with the corresponding units
of the source speaker. Then conventional VC means are applied to convert between a speaker pair using a trained
GMM along with different algorithmic variants like residual selection or prosody transformation. Another version
utilized for comparison is the direct concatenation of selected target speaker units given by the TTS system. It does
not apply a GMM for conversion and includes the source speakers prosody for synthesis. It is surprisingly rated
with a lower speaker identity score than the GMM-based versions. One explanation could be the automatic unit
segmentation which may be erroneous such that artefacts are introduced [Duxans, 2006].
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4.10 Source speaker selection

Informal work on speech encoding suggests that some voices seem to be better prone for their parameterization by
LPC coefficients. Similarly, the choice of the selected speaker pair for a VC setup is important and has significant
impact on the VC performance [Turk and Arslan, 2005]. Since each VC application desires to convert into the
voice identity of one specific target speaker like a celebrity person, the question remains which source speaker is
best suited to achieve the best VC performance. The perceptual evaluation of choosing one voice imitator from
a huge database is time consuming and expensive. Moreover, it does not assure that the VC algorithm performs
best with the perceptually chosen speaker. An objective criteria aids the selection process by comparing acoustical
features of source and target speaker.

The method proposed in [Turk and Arslan, 2005, Turk and Arslan, 2009] and filed under the patent of
[Turk et al., 2007] determines the objective distances of different acoustical features per source-target speaker pair.
A rich set of acoustical features is employed: VTF, Pitch, Duration, Energy, Spectral Tilt, Open Quotient, Jitter
and Shimmer, harmonic energy ratio between a low to high frequency region, H1-H2, and the shape of an EGG
recording. The objective distances are used to estimate the subjective quality of the Voice Conversion output. An
Artificial Neural Networks (ANN) is trained to learn the regression between the acoustical distance measures and
subjective scores derived from corresponding listening tests. The trained ANN algorithm selects and ranks each
source speaker in terms of the expected output quality for the conversion to a specific target voice. The rankings
predicted by the algorithm are compared in [Turk and Arslan, 2009] with listeners preferences. A ten-fold cross-
validation between the ANN-based rankings and listening test results exhibits an average correlation of 0.84 for a
male-to-male and 0.58 for a female-to-female conversion.

A large-scale automatic voice casting system based on the measurement of voice similarities is proposed in
[Obin et al., 2014]. It classifies speech into classes, instead of expressing voice similarity directly in the acous-
tic space. The concatenated output probabilities per class form a vector representing the vocal signature of a
speech recording. A similarity search is performed on the vocal signatures. A set of target actors being the most
similar to the source actor is determined. The multi-label system clearly outperforms standard speaker recognition
systems.

4.11 Objective and subjective evaluation methodology

Several methods for the objective measurement of the signal quality and the similarity between the pre-defined and
the converted target voices exist in the literature to evaluate the performance related to the individual components
and the different Voice Conversion methods. The results of the objective evaluation measures should validate
the corresponding subjective listening tests in order to exclude discrepancies between signal processing based
measures and the human auditory perception. Both evaluation methods evaluate if the converted sound character
is perceived as being realistic with intelligibility, naturalness and without artefacts.

The objective evaluation needs to identify and define relevant features which properly reflect the Voice Conversion
performance. However, it remains cumbersome to define objective distance measures being perceptually mean-
ingful [Machado and Queiroz, 2010]. A parallel data approach using utterance pairs of two voices speaking the
same sentence can be evaluated by comparing the converted output target vector with the original target vector.
Distance measures determine the acoustic alteration by calculating the differences introduced by the conversion
from the source to the target sound character. This measure can only be as accurate as the natural differences in
timing and prosody decrease the similarity between speakers. Such differences exist even if the same sentence is
spoken by two speakers having a similar prosodic behaviour since even the same speaker would naturally differ in
timing when repeating the same sentence. Objective evaluation measures are especially helpful for the evaluation
and the continuous monitoring of algorithmic changes.

Subjective perceptual tests are the ultimate test for a VC system, since the objective measure can only approxi-
mately simulate the human auditory perception and cognition.

4.12 Conclusions

Spectral envelope parameterization:
The widespread usage of parameterizing the LPC encoded spectral envelope by means of LSF vectors implies one
drawback. The same indices of LSF coefficients do not necessarily capture the same formants or respective fre-
quency regions [Godoy, 2011]. The modelling of the acoustic spaces of both speakers and the employed conversion
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function may be systematically biased such that erroneous mappings are applied. The direct usage of parameters
describing the spectral envelope such as cepstral coefficients or True Envelope is prohibitive due to the too huge
dimensionality which complicates the statistical modelling and feature mapping.

Conventional VC systems:
Conventional statistical models used in VC systems are prone to over-smoothing and over-fitting due to poor
modelling and poor generalization. This destroys the coherent formant interrelation in the converted spectral
envelope sequences.

VC with dynamic features:
The utilization of dynamic features extracted from successive frames tries to maintain or re-establish the coherent
natural formant contour. It reduces but does not suppress the degradation introduced by the over-smoothing effect
and the frame-by-frame conversion. The synthesis quality is still not satisfying and the converted phrase is still not
perceived as the target speakers voice identity.

VC using an extended feature set:
Residual: The residual constitutes an important part of a speakers voice identity. Its consideration in a VC should
alleviate the perception of a 3rd speakers voice. Residual modelling augments the synthesis quality and conversion
score.
Glottal excitation source: The additional separate conversion of glottal parameters has been successfully addressed
and represents important means in VC.
Prosody: Basic means have been addressed by the VC community to transform the speaking characteristics. How-
ever, further work is required with a higher level of abstraction to provide a more detailed prosodic feature conver-
sion.

VC using Frequency Warping:
Frequency-warping approaches maintain the natural formant structure of human speech such that a high synthesis
quality is achieved. However, the voice identity of the target speaker is still not sufficiently captured.

VC using Frame and Unit Selection:
The novel approaches to extract data directly from the target database are promising. The coherent natural formant
contour per spectral frame is maintained. However, the feature succession over frames is not sufficiently preserved.
Many concatenation points may appear if the selection algorithm matches frames from segments having different
prosodic and phonetic content.

The following chapter 5 proposes means to robustly estimate the deterministic part of the glottal excitation source.
The reason being that the conversion of glottal pulse shapes contributes as shown in section 4.7.2 to the VC
conversion score. The subsequent chapter 6 presents a novel speech framework designed to analyse, transform and
synthesize an extended set of voice descriptors. Please note that the application of PSY within the VC context is
not shown in this version of the thesis due to a pending patent application.
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Chapter 5

Contribution -
Glottal excitation source modelling

E very wave is related to every other wave.

Sogyal Rinpoche - The Tibetan Book of Living and Dying

5.1 Introduction

This chapter presents an extended version of the work conducted for the two publications [Huber et al., 2012,
Huber and Röbel, 2013] published while this work and listed in section 9.1. It summarizes the results of inves-
tigating into the estimation of the shape of the deterministic component of the glottal excitation source from a
speech recording. Means are presented to extend the STAte-of-the-ART method of section 3.7.3 based on the
phase minimization criterion.

The Liljencrants-Fant (LF) model of [Fant et al., 1985, Fant, 1995] and 3.2.3 describes the deterministic glottal
source component by modelling the glottal volume-velocity flow and its derivative. The glottal source shape pa-
rameter Rd, introduced in [Fant and Liljencrants, 1994, Fant et al., 1994, Fant, 1995, Fant, 1997] and section 3.3.1,
parameterizes the LF model by an efficient regression reducing the LF parameter space from a three-dimensional
to a one-dimensional one. The Rd regression parameter describes along its range the transition in voice quality
from a tense to a modal to a breathy voice character.

The adaptation and range extension of the Rd parameter regression was introduced in [Huber et al., 2012], further
discussed in [Huber and Röbel, 2013] and is here presented in section 5.2. It enables to coherently assess the
normal [Fant, 1995] and the upper Rd range [Fant et al., 1994]. Two variants to adapt and extent the Rd range of
are discussed.

The basic model for the human speech production is introduced in section 5.3.1. The phase minimization based
methods to estimate the Rd parameter are outlined in section 5.3. An optimized Rd estimation using Viterbi smooth-
ing is explained in section 5.4. A novel attempt called Viterbi steering to optimize Viterbi smoothing is presented
in section 5.5. Two extensive objective evaluation tests analyze the performance of the presented algorithms to
estimate the deterministic part of the glottal excitation source. The evaluation results on a synthetic test set and on
natural human speech are presented in the sections 5.6.3 and respectively 5.6.4. A summary and conclusions about
the advancements in estimating the deterministic part of the glottal excitation source are given in section 5.7.

5.2 The adapted and extended Rd range

Informal experimental evaluations with natural human speech signals show the importance to cover more extreme
adducted and abducted phonations. This requires to extend the normal Rd range [0.3, 2.7] defined in [Fant, 1995]
to lower Rd values up to Rd=0.1 (extremely tense adducted phonation) and to higher Rd values up to Rd=6.0
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(extremely relaxed abducted phonation). The upper Rd range defined in [Fant et al., 1994] for Rd>2.7 is required
to describe abducted phonations occurring mainly at phoneme transitions as well as at word and speaking pause
boundaries. The Rd range extension covers more glottal source shapes contained in the analyzed speech signal and
augments thus the robustness of the Rd estimation. The experimental findings show that the Rd range extension
is especially beneficial to estimate and synthesize Rd for abducted phonations observed for more breathy voice
qualities and at word or speaking pause boundaries. It will be shown on two voice quality transformation tests
presented in section 6.6 that the synthesis of extremely tense adducted phonation types in the lower Rd range [0.1,
0.3] may lead to an unnatural sounding re-synthesis or artefacts.

The R waveshape parameters Ra, Rk and Rg are introduced in section 3.3.1. Their definition and accordingly their
parameterization of the LF model requires to properly reflect the proposed adaptation and Rd range extension. The
prediction R∗p waveshape parameters Rap, Rkp and Rgp are defined by the corresponding prediction function to
derive their value from an Rd value. The prediction of the waveshape R∗p parameter set for the normal Rd range is
given in [Fant, 1995]. The only definition found in the literature for the prediction of the waveshape R∗p parameter
set for the upper Rd range Rd > 2.7 is given by the equations 8 to 11 in [Fant et al., 1994].

Unfortunately, the equations defining the Rd regression [Fant et al., 1994, Fant, 1995] do not produce smooth con-
tours of the R waveshape parameters when changing Rd continuously between the normal and the upper Rd range.
The equations proposed in [Huber et al., 2012, Huber and Röbel, 2013] coherently cover the extended Rd range
[0.1, 6.0]. Fig. 2 of [Fant, 1995] depicts the contour of the R waveshape parameters and for OQ for the Rd range
[0.3, 5], using only 10 sampling points. It is the sole figure found in the literature illustrating these contours for
both the normal and the upper Rd range established by Fant. However, joining the curves for the normal and the
upper Rd range of the parameters Rkp, Rgp and OQ reveals a discontinuity at the interconnection point Rd=2.7,
shown in fig. 5.1.
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The parameter contour of OQ for the upper Rd range [Fant et al., 1994] does not fit to OQ for the normal Rd

range [Fant, 1995], neither to OQe in complete form nor to OQi in reduced form [Fant, 1997]. An adaptation
of the equations defining the computation of the R∗p waveshape parameter set to establish continuous parameter
curves when changing Rd between both ranges were proposed in [Huber et al., 2012, Huber and Röbel, 2013].
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Additionally, the Rd range was extended to [0.01, 6] to cover more extreme tense or breathy voice qualities. This
requires to set Rap for Rd<0.21 to zero to avoid a negative return phase ta. The Rgp curves of the normal and the
upper Rd range are adapted at the minimum of the convex function of Rgp for the normal Rd range at Rd=1.8476.
An offset of 9.3552 · 10−3 has to be added to the Rgp contour of the upper Rd range to compensate for a remaining
difference. The equations 5.1, 5.2, 5.3, and 5.4 follow the adaptation proposed in [Huber et al., 2012], denoted
here as variant 1. It requires to add an offset of −4.2753 · 10−2 to Rkp2.70 of the upper Rd range.

Another adaptation variant 2 was introduced in [Huber and Röbel, 2013] taking into account that Rkp for the upper
Rd range depends on Rgp. This dependency can be comprehended in [Fant et al., 1994]. Rkp is adapted to depend
on the upper range equation not at Rd=2.7 as defined in [Fant et al., 1994] but already at Rd=1.8476. This renders a
more exact conformance with the Rd regression adaptation of Rgp in [Huber et al., 2012]. Rkp for adaptation variant
2 is consequently denominated as Rkp1.85 . An offset compensation of +4.2753 · 10−2 adapts Rkp1.85 accordingly at
the upper Rd range. The contours of the R∗p parameter adaptation for both variants are shown in fig. 5.2.

Please note that the OQ contour of the reduced form OQi, if derived from the original Rd regression of [Fant, 1995,
Fant, 1997], exhibits for the normal Rd range a maximum of OQi=0.790 already at Rd=2.42 and a lower value
of OQi=0.787 at Rd=2.70. But, OQ should increase over the Rd range from lower values for tense adducted to
higher values for breathy abducted phonations [Henrich et al., 1999, Doval et al., 2006]. The decrease of OQi for
the Rd range ]2.42 2.70] introduces ambiguities into pulse parameter estimation algorithms. The Rd regression
adaptation variants suppress these ambiguities by establishing a strictly increasing OQi contour over the whole Rd

range. The reduced OQi form defined in equ. 3.2 exhibits maximum values of OQi=0.90 at Rd=6.0 for variant 1
and OQi=0.95 for variant 2. The following set of equations defines the adaptation of the predicted R∗p waveshape
parameters for the regression of the extended Rd range:

Rap =


0 ∀ 0.01 ≤ Rd < 0.21
(−1 + 4.8 · Rd)/100 ∀ 0.21 ≤ Rd ≤ 2.70
(32.3/Rd)/100 ∀ 2.70 < Rd ≤ 6.00

(5.1)

OQupp = 1 − 1/(2.17 · Rd) ∀ 1.8476 ≤ Rd ≤ 6.00 (5.2)

Variant 1:

Rkp2.70 =

(22.4 + 11.8 · Rd)/100 ∀ 0.01 ≤ Rd ≤ 2.70
(2 · Rgp · OQupp) − 1.0428 ∀ 2.70 < Rd ≤ 6.00

(5.3)

Rgp =

0.25 · Rkp2.70/(
0.11·Rd

0.5+1.2·Rkp2.70
− Rap) ∀ 0.01 ≤ Rd ≤ 1.8476

9.3552 · 10−3 + (596 · 10−2/(7.96 − 2 · OQupp)) ∀ 1.8476 < Rd ≤ 6.00
(5.4)

Variant 2:

Rkp1.85 =

(22.4 + 11.8 · Rd)/100 ∀ 0.01 ≤ Rd ≤ 1.8476
(2 · Rgp · OQupp) − 0.9572 ∀ 1.8476 ≤ Rd ≤ 6.00

(5.5)

Rgp =

0.25 · Rkp1.85/(
0.11·Rd

0.5+1.2·Rkp1.85
− Rap) ∀ 0.01 ≤ Rd ≤ 1.8476

9.3552 · 10−3 + (596 · 10−2/(7.96 − 2 · OQupp)) ∀ 1.8476 < Rd ≤ 6.00
(5.6)

Both adaptation variants establish a continuous contour of the predicted R∗p waveshape parameters over the ex-
tended Rd range. The latter can be defined with a lower limit which has to be higher than Rd=0.0. The upper limit
can be chosen in practice with an Rd value in the Rd range [3, 6]. Rd upper limit values and Rd values being higher
than Rd>6.0 may not reflect different glottal pulse shapes in-between them being distinctive enough to discriminate
to a perceptually significant extent different voice qualities. Please note that the equations defining Rap and OQupp

are the original equations as defined by Fant for the normal Rd range in [Fant, 1995] and the upper Rd range in
[Fant et al., 1994]. The equations defining Rap and OQupp for lower Rd values Rd<0.3 result from the Rd range
adaptation, proposed in [Huber et al., 2012, Huber and Röbel, 2013].

Fig. 5.3 illustrates for the Rd adaptation variants 1 and 2 the relation of the Open Quotient OQ versus the return
phase ta and the asymmetry coefficient αm. Both examples are given for the extended Rd range [0.1, 6]. Fig.
5.4 exemplifies the relation of the return phase ta versus the asymmetry coefficient αm if both are derived from a
parameterized using the adapted and extended Rd range. The three-dimensional interrelation of the return phase ta,
the asymmetry coefficient αm and the Open Quotient OQ using the parameterization of the adapted and extended
Rd range is depicted for both adaptation variants in fig. 5.4.
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0.6 0.65 0.7 0.75 0.8
0

0.02

0.04

0.06

0.08

0.1

0.12

Asymmetry coefficient α
m

Re
tu

rn
 p

ha
se

 d
ur

at
io

n 
t a

Return phase duration t
a
 vs. Asymmetry coefficient α

m

←Rd=6.0

↓

Rd=0.01

↑

Rd=2.7

 

 
R

d

Figure 5.4: Relation of return phase ta vs. asymmetry coefficient αm

00.10.20.30.40.50.60.70.80.91
0.55

0.6
0.65

0.7
0.75

0.8
0.85

0.9

0

0.02

0.04

0.06

0.08

0.1

0.12

 

Asymmetry coefficient α
m

Adapted Rd contours

Open quotient OQ

 

Re
tur

n p
ha

se
 du

rat
ion

 t a

R
d
 (OQ

i
 reduced form v1)

R
d
 (OQi reduced form v2)

R
d
 (OQe complete form v1)

R
d
 (OQe complete form v2)

Figure 5.5: Interrelation of return phase ta, asymmetry coefficient αm and Open Quotient OQ

56



5.3 Glottal source estimation using phase minimization

Three phase minimization variants extend the baseline phase minimization method proposed in [Degottex, 2010,
Degottex et al., 2011a] and presented here in section 3.7.3. The phase minimization variants presented in this
section are build on the baseline method called MSPD2I1 in [Huber et al., 2012]. The variants called MSPD2I0,
MSPD2I2 and MSPD2IX were as well proposed in [Huber et al., 2012]. The first two proposed methods MSPD2I0
and MSPD2I2 extent the phase minimization paradigm by applying a different number of consecutive integration
steps. The third proposed method MSPD2IX achieves a more robust estimation of the glottal shape parameter Rd

by means of superimposing the evaluation errors calculated by the different phase error methods. Different tests
presented in the evaluation section 5.6 suggests that MSPD2IX achieves the most reliable Rd estimation.

5.3.1 A deterministic-only voice production model

The deterministic part of the voice production model used for the analysis consists of an extended source-filter
model for stationary speech in the spectral domain

S (ω) = GRd (ω) ·C(ω) · L(ω) · H(ω, F0,D), (5.7)

with ω being the angular frequency. Equation 5.7 defines the deterministic part of the voice production model
which is composed of a representation of the following components. The LF shape parameter Rd of [Fant, 1995]
parameterizes the Liljencrants-Fant (LF) glottal pulse model of [Fant et al., 1985] of the glottal excitation source
GRd (ω). The vocal tract transfer function is denoted as C(ω). It is assumed to have a minimum phase filter
response. The radiation at lips and nostrils level is given by an approximate representation being L(ω) = jω.
The harmonic structure H(ω, F0,D) is parameterized by the fundamental frequency F0 and the delay D. The
fundamental frequency F0 is estimated using the approach presented in [Yeh and Röbel, 2004]. The delay between
the glottal pulse sequence and the frame center of the applied (Hanning) window is expressed in terms of the phase
delay D of the fundamental.

5.3.2 The phase minimization paradigm

The phase minimization algorithm estimates first a sinusoidal model for each speech signal frame. It is transformed
into a harmonic model describing a single pitch period with the discrete spectrum S k which follows equ. 5.7. Each
bin k represents a single quasi-harmonic sinusoidal partial k. The partials are estimated from a Fourier transform
of a windowed speech signal. The harmonic model is assumed to be noise free for each harmonic k up to K. The
highest harmonic sinusoidal partial K is determined by rounding the ratio 8 kHz to F0 to the nearest integer value.
The procedure described in [Stylianou, 2001] is utilized to construct S k from a signal frame by means of finding
the parameter set having minimum error. According to equ. 5.7 the voice production model of the deterministic
component of the speech signal can be simplified into:

S k = GRd
k ·Ck− · Lk · e jkφ k ∈ [0, 1, . . . ,K] (5.8)

The linear phase term e jkφ defines the time position of the glottal pulse in the period. GRd
k represents the LF glottal

model being parameterized by the Rd parameter. The vocal-tract filter Ck− is assumed to be minimum phase. The
term Lk represents the radiation at the lips and nostrils level. According to [Markel and Gray, 1976] the filter Lk

can be approximated by a time derivative and is thus set to Lk = jk.

The algorithm proceeds by means of testing the minimum phase property of the VTF spectrum by division in the
frequency domain of the glottal model that is obtained for a sufficiently compact grid of Rd values:

CRd
k = E−

 S k

GRd
k · jk

 (5.9)

The operator E−(.) is the minimum phase realization of its argument that is calculated by means of using the real
cepstrum c(n) introduced in section 2.2.2. CRd

k will represent for the correct Rd parameter the minimum phase
transfer function of the VTF [Degottex et al., 2011a].

The convolutive residual R(θ,φ)
k :

The VTF expression CRd
k of equ. 5.9 is inserted into the voice production model of equ. 5.8. It forms the mathe-

matical basis for the convolutive residual R(θ,φ)
k defined in equ. 5.10:

R(θ,φ)
k =

S k

e jkφ ·Gθ
k · jk · E−(S k/Gθ

k · jk)
= e− jkφ ·

S k

E−(S k)
·
E−(Gθ

k · jk)

Gθ
k · jk

(5.10)

57



The shape of the glottal pulse is denoted by θ. φ refers to the position of the glottal pulse with respect to the fun-
damental period in the time domain [Degottex, 2010]. The division of S k, Gθ

k and jk by their respective minimum
phase versions flattens their amplitude spectrum. The remaining convolutive residual R(θ,φ)

k is thus all-pass for any
chosen glottal model. Its modulus is of unit amplitude: |R(θ,φ)

k | = 1 ∀ k, θ, φ. Therefore, a mismatch of the model
parameters to describe the observed speech signal affects only the phase spectrum of R(θ,φ)

k . The result is that the
better the estimate of the fitted voice model S k, the closer is the convolutive residual R(θ,φ)

k to a Dirac delta function
with a flat amplitude and zero phase spectrum [Degottex et al., 2011a]. Hence, the smaller the phase spectrum of
R(θ,φ)

k the closer is the Rd value utilized to synthesize the glottal model Gθ
k to the true glottal shape contained in

the observed signal [Huber et al., 2012]. This solution is unique as long as the glottal pulse that is present in the
speech signal is covered by the Rd parameter space.

The matching of the different glottal pulse shapes θ over a tense Rd grid deletes to a different extent all components
of the signal such that a phase error φε due to matching differences (desired) and a linear phase component e− jkφ

(not desired) remains. The objective of the following section is to determine which phase minimization variant
best deletes the non-desired linear phase component e− jkφ to optimally evaluate the desired matching differences
such that the glottal pulse shape parameterized by Rd is most robustly estimated.

5.3.3 The phase minimization variants

The objective function of each phase minimization algorithm estimates Rd by means of minimizing the deviation
of the convolutive residual from a minimum phase transfer function. An additional constant factor is introduced as
error by the simplification of L(k) into jk which does not affect the results.

The phase minimization on the convolutive residual R(θ,φ) is dependent on the remaining linear phase component φ
reflecting the time position of the current window position. The solution is to apply a 1st differentiation which sets
the linear phase slope to a constant, and to apply a 2nd differentiation which sets the constant to zero. However,
the differential operator introduces a high pass effect which can be minimized by consecutive integral operations.
Section 5.6 presents different evaluations examining which phase minimization variant achieves the highest per-
formance in estimating Rd.

Differentiations:
The underlying deterministic-only voice production model of equ. 5.7 is restricted to the observed number K of
harmonic sinusoidal partials X. The difference operator ∆∠Xk approximates the frequency derivative of the phase
for each harmonic k:

∆∠Xk = ∠Xk+1 − Xk, (5.11)

with ∠ denoting the phase angle as principal value of a complex number X.

The main problem with the convolutive residual R(θ,φ)
k is its dependency on the pulse position φ because an arbitrary

delay D is introduced into the voice production model of the equations 5.7 and 5.8. It depends on the delay between
the pulse position and the frame center in terms of the phase delay D of the fundamental [Huber et al., 2012]. This
dependency can be removed as in [Degottex et al., 2011a] by means of applying a 2nd order difference operator:

∆2∠Xk = ∠
Xk+1 · Xk−1

X2
k

. (5.12)

∆2∠Xk is centered on each of the harmonics k of the convolutive residual R(θ,φ)
k in the complex plane. This removes

the linear phase component of the observed phase spectrum and removes therefore the dependency to φ. Only the
deviation from a linear phase trend remains. The phase of the convolutive residual R(θ,φ)

k can be compared to the
optimal target value 0 to find the optimal Rd parameter. The phase minimization based glottal source estimation is
with this operation independent to the window position relative to the pulse position in time.

Integrations:
Please note that the 2nd order difference operator of equ. 5.12 not only removes the linear phase. It also applies a
high pass filter to the phase difference that will be used to determine the optimal Rd parameter. Thus, subsequent
integrations are required to suppress the influence of the high pass filter. To compensate this high pass filter a phase
integration according to equ. 5.13 can be applied:

∆−1∠Xk = ∠
k∏

n=1

Xk (5.13)
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This inverts the high pass filter without re-establishing the linear phase trend. Each integration step leads to a
different weighting of the phase errors φε of the convolutive residual R(θ,φ)

k .

A different number of integration steps L can be applied on the remaining phase errors φε of the convolutive
residual R(θ,φ)

k , with L being in the set [0,1,2]. An objective function minimizes each differentiation and integration
result. The algorithm selects the lowest phase error residual φε being considered as the most likely Rd estimate.
The denomination Mean Squared Phase Differentiation Integration specifies the acronym MSPDI. The number
of differentiation steps is indicated by a subsequent number after D. Similarly, the number of integration steps is
indicated by a subsequent number after I. The application of first 2 differentiations and then 0, 1, and respectively
2 integration steps on the phase errors φε of the convolutive residual R(θ,φ)

k is contained in the acronyms of the
three phase minimization methods MSPD2I0, MSPD2I1, and MSPD2I2 [Huber et al., 2012]. The different error
measures of this three methods are combined by the method MSPD2IX in form of a weighted sum. The summing of
the phase errors φε augments the robustness of the method MSPD2IX. If one phase error measure is erroneous it is
likely to be suppressed by the other two phase errors φε . The different objective functions described as [MSPD2I0,
MSPD2I1, MSPD2I2] present a different and not necessarily correlated error surface. The error surfaces drawn
from confusion matrices for each objective function will be given in section 5.6.1.

The objective function MSPD2I0:
The objective function to minimize the results of equ. 5.12 is the method MSPD2I0:

MSPD2I0(θ,N) =
1
N

N∑
k=1

(
∆2∠Rθ

k

)2
(5.14)

Please note that only the 2nd order difference operator of equ. 5.12 is applied to the convolutive residual R(θ,φ)
k of

equ. 5.10.

The objective function MSPD2I1:
An anti-difference operation (∆−1)

∆−1∆2∠Xk = ∠
k∏

n=1

Xn+1 · Xn−1

X2
n

(5.15)

applied to the second order phase difference of equ. 5.12 performs an integration according to equ. 5.13. This
retrieves again the first order frequency derivative representation.

The results of equ. 5.15 are evaluated by the corresponding objective function named MSPD2 in
[Degottex et al., 2011a]. The consistent naming convention given in this context is MSPD2I1. Its objective func-
tion is defined by equ. 5.16:

MSPD2I1(θ,N) =
1
N

N∑
k=1

(
∆−1∆2∠Rθ

k

)2
(5.16)

The method MSPD2I1 constitutes the baseline method of the presented phase minimization variants. It is used by
the original implementation of SVLN [Degottex, 2010] presented in section 3.8.4 to estimate Rd.

The objective function MSPD2I2:
Applying two anti-difference operators ∆−2 to the second order phase difference of equ. 5.12 computes the twice
differentiated and twice integrated phase term:

∆−2∆2∠Xk = ∠
k∏

n=2

k∏
n=2

Xn+1 · Xn−1

X2
n

(5.17)

The corresponding objective function to minimize the results of equ. 5.17 is the method MSPD2I2:

MSPD2I2(θ,N) =
1
N

N∑
k=1

(
∆−2∆2∠Rθ

k

)2
(5.18)

MSPD2I2 is the most selective and most distinctive among the different phase minimization methods. It weights
slight differences of the matched glottal model to the observed glottal source the most.

The objective function MSPD2IX:
A linear superposition of the error surfaces of each preceding objective functions MSPD2I0, MSPD2I1 and
MSPD2I2 results into the combined objective function called MSPD2IX:

MSPD2IX(w0,w1,w2) = w0 ·MSPD2I0 +w1 ·MSPD2I1 + w2 ·MSPD2I2
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The weights w0=w1=w2 defined in equ. 5.19 allow to adjust the influence of each objective function MSPD2I0,
MSPD2I1 and MSPD2I2 on their combination MSPD2IX. The motivation for the linear superposition of
MSPD2IX and suggestions on the weighting will be discussed in detail in section 5.6.1. Each objective func-
tion is analyzed visually on their theoretical performance of the error surfaces retrieved from confusion matrices.

5.3.4 A summary of drawbacks estimating the glottal excitation source

Please note that if the duration of the impulse response of the VTF is close to or above the period the evaluation
of the minimum phase property of the VTF becomes problematic. Ambiguous solutions may arise in these cases
which may lead to erroneous Rd (contour) estimates. Therefore, higher fundamental frequencies F0 decrease as
reported in [Huber et al., 2012] the robustness and the accuracy of the Rd estimation.

The major conditions that are likely to result in an erroneous Rd estimation are discussed in this section. The
findings are based on the analysis of a large number of speech signals, conducted for the evaluation shown in
chapter 5.6. The Rd parameter estimation operates frame-based by selecting at each analysis step the glottal pulse
shape corresponding to the lowest remaining phase error residual φε . Errors may arise from:

• environmental or aspiration noise,
• general ambiguities from non-linear phase distortions present in the phase residual [Walker and Murphy, 2007,

Ó Cinnéide et al., 2011],
• situations where the Rd parameterization of the LF model restricts the synthesized and estimated glottal source

shape to an subspace of the LF model parameter space which does not cover the true glottal source contained in
the signal,
• the fact that the precise minimum phase impulse response of the vocal tract cannot be observed with the real

cepstrum used by the phase minimization methods [Degottex, 2010] from signal parts where only few stable
harmonic partials are available before being masked by noise. This situation occurs predominantly for higher
fundamental frequencies, at phoneme transitions or at word and speaking pause boundaries. Moreover, the
stationarity of the vocal-tract filter over the length of the analysis window may not be anymore valid at these
situations. The phase minimization paradigm [Degottex et al., 2011a] may systematically be mislead in such
segments.

The analysis of these findings result into means increasing the robustness of the Rd parameter estimation, presented
in the sections 5.4 and 5.5.

5.4 Viterbi smoothing

Many different approaches have been proposed by the speech research community over the last decades to solve
the problem of estimating all components that are used in a model of voice production, e.g. as defined in equ. 2.2,
from a speech recording. However, for the moment none of these algorithms is sufficiently robust to allow for a
reliable analysis of natural human speech. This section presents an approach to add robustness to the estimation
of the glottal shape parameter Rd. First it is based on the phase minimization variants introduced in section
5.3.3. But additionally it utilizes the Viterbi algorithm of [Forney, 1973] to address the problems in estimating the
glottal excitation source as discussed in section 5.3.4. The attempt shall provide means to obtain a physiologically
consistent estimate of the glottal pulse shape parameter Rd from synthetic and natural human speech signals. The
smoothing with the Viterbi algorithm suppresses unnatural jumps and avoids local instabilities of the Rd estimator
within short-time segments.

The random influences listed in section 5.3.4 can partially be reduced by smoothing over time with the Viterbi
algorithm, as long as these problems are present over a relatively short-time segment. The probabilistic model of
standard Viterbi smoothing is defined as follows:

Observation probability P(O|X):
The speech production model is approximate on a reasonably small grid of Rd values. Each of the NRdi Rd values
represents a hidden state Xi of a finite-state Markov process that defines the random process to establish the Viterbi
algorithm. The phase error φε of the convolutive residual determines the log-likelihood of the observation. The
probabilistic distribution of the observation is configured so that the minimum error of the residual phase ERd =0
has maximum probability. The emitted observations over time span up the lattice over which the Viterbi algorithm
determines the optimal path representing the lowest overall error.

Transition probability P(Xn|Xn−1):
The transition probability is described as a function of the Rd parameter slope ∆Rd/∆n, with ∆n representing the
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time difference between two analysis frames such that the transition probability can consistently handle different
STFT analysis step sizes. The probabilistic distribution of the transition is modelled as Gaussian with zero mean
and variance σ2

T .

Optimal Viterbi smoothing path:
The sequence of observations is segmented into regions of voiced speech. The voicing decision is
based on the presence of frames containing valid glottal closure instants (GCI). The SIGMA algorithm of
[Thomas and Naylor, 2009] is utilized to detect the GCIs. The Rd estimation evaluation on natural human speech
signal of section 5.6.4 is restricted to only consider voiced segments having at least five consecutive voiced frames.
The Rd sequences having maximum probability are determined by applying the Viterbi algorithm independently to
each voiced segment. The log-likelihood of each sequence is

L(p) =
∑

n

log(P(O|Xp(n)) · P(Xp(n)|Xp(n − 1))), (5.19)

where n is the discrete time and p is a path through the state space of the process. The log probability function ERd

of the observation probability P(O|X) is inserted into equ. 5.19. Its distribution is scaled with parameter αa. The
probabilistic distribution ∆Rd/∆n of the transition probability P(Xn|Xn−1) is included with its scale parameter γg to
find

L̄(p) = −
∑

n

αa · ERd n + γg ·
∆Rd

∆n
+ cd. (5.20)

The term cd is a constant gathering all the contributions of the constant scaling factors of the distributions. This
constant term can be ignored by the Viterbi algorithm. The scaling factor γg of the log-likelihood of the transition
is factored out. This leaves the parameter α = αa/γg as control parameter. It defines the probability function that
is used to perform Viterbi smoothing on all sequences p:

¯̄L(p) = −
∑

n

α · ERd n +
∆Rd

∆n
. (5.21)

The experimental setup of section 5.6.4 examines which value for α creates the best Viterbi smoothing results
without the application of the novel Viterbi steering.

5.5 Viterbi steering

Each of the phase minimization based Rd estimators can under the conditions discussed in section 5.3.4 be system-
atically skewed. In addition, the Viterbi smoothing of the preceding section 5.4 cannot correct possibly skewed
or biased Rd contours in longer time segments. A possible systematic bias for each Rd estimator occurs predom-
inantly in regions where only few stable harmonic sinusoids are available, e.g. at phoneme transitions, word and
speaking pause boundaries or for higher fundamental frequencies. However, the phase minimization paradigm of
[Degottex et al., 2011a] requires a precise estimation of the minimum phase response of the VTF from the observed
partials. This condition may not be given if only few stable harmonic sinusoids are observable.

The Viterbi steering approach presented in this section shall provide means to correct a possible systematic bias
of the Rd estimation in the mentioned problematic regions. The steering of the Viterbi algorithm improves Viterbi
smoothing by exploiting the co-variation of other voice descriptors. The Viterbi steering algorithm is based on
GMMs representing the joint density of the voice descriptors and the Open Quotient (OQEGG) estimated from
corresponding electroglottographic (EGG) signals. A conversion function derived from the trained mixture model
predicts the second OQGMM estimate from the voice descriptors. Converted to Rd it constitutes a second predicted
Rd estimate. It is employed to define an additional prior probability to adapt the partial probabilities of the Viterbi
algorithm accordingly.

Additional voice descriptors are examined on their co-variation in terms of a strong positive or negative correlation
with a robust OQ estimate. The latter defines partially the shape of the deterministic part of the glottal excitation
source. The recordings of natural human speech of the speakers BDL, JMK and SLT of the CMU Arctic speech
database are used, introduced in [Kominek and Black, 2004]. This speech database simultaneously provides the
recorded speech waveforms and their corresponding EGG signals. The DECOM method of [Henrich et al., 2004]
estimates OQEGG from the corresponding EGG signals. The OQEGG contours are derived from all available phrases
of all three speakers for all voiced segments using the voicing decision described in section 5.4.
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The novel steering of the Viterbi algorithm constitutes an extension of standard Viterbi smoothing presented
in the preceding Section 5.4. It serves as a proof-of-concept for the possibility to exploit specific speech sig-
nal features with a machine learning approach to aid Viterbi smoothing for the estimation of the LF shape pa-
rameter Rd. The usage of a statistical model exploits the information measured from additional voice descrip-
tors that are correlated with OQEGG. The utilized features and the OQEGG originate both from the same un-
derlying glottal gestures which reflect the physiological mechanisms of human speech production at the larynx
[Laver, 1980, Gobl and Chasaide, 1992].

5.5.1 Exploiting the co-variation of voice descriptors

Several voice descriptors are determined from an extensive analysis of different voice descriptors and combinations
in-between them on the CMU databases. Each selected feature demonstrates to be highly positively correlated with
the OQEGG reference. Only the Voiced/Unvoiced Frequency boundary FVU introduced in section 2.3.2 shares a
negative correlation [Huber and Röbel, 2013]. All proposed voice descriptors are not influenced by a lower number
of stable harmonic sinusoids and are therefore well suited to exploit their co-variation with the shape of the glottal
excitation source.

H1-H2:
The amplitude difference in dB of the first two harmonic sinusoidal partials H1 and H2 (H1-H2). Ac-
cording to [Henrich et al., 2001] it is a reliable spectral correlate of OQ. H1-H2 generally depends on OQ
[Liénard and Barras, 2013] and on the asymmetry αm of the glottal flow or it’s derivative [Doval et al., 2006]. H1-
H2 proved to contribute to the discrimination between breathy and tense voice qualities in [Scherer et al., 2012].

The H1-H2 amplitude difference used in this work is measured as the direct relation in the magnitude spec-
trum. No inverse filtering is applied to measure H1∗-H2∗ from the corresponding glottal source signal
as in [Fant, 1995, Hanson, 1995, Henrich et al., 2001]. This avoids possible problems with inverse filtering
[Rothenberg, 1972, Alku, 1992, Drugman et al., 2008]. However, the direct measure of H1 and H2 in the mag-
nitude spectrum is according to [Keating and Esposito, 2006] influenced by the first formant F1. To smooth the
direct H1-H2 measure a median filter of order 5 is applied.

3 MFCC bins:
The sum of the 3rd, 4th and 6th MFCC bin [Ellis, 2005] models the spectral slope [Scherer et al., 2012] or the spec-
tral tilt [Murphy, 2001] to reflect the amplitude continuation of the spectral envelope being correlated to a tense,
modal or breathy phonation. However, a regression on the slope of the spectral peaks as in [Scherer et al., 2012]
did not exhibit a high correlation to the OQEGG reference. In addition, as well the spectral tilt measures R14 or
R24 as in [Murphy, 2001] and other related measurements of the spectral tilt or slope did not correlate feasibly
high enough with OQEGG. In contrast, the summed combination of the 3rd, 4th and 6th MFCC bin [Ellis, 2005]
achieves a suitable high correlation with OQEGG. Apparently, the proposed summation of the three MFCC bins is
less influenced by the variation of the vocal tract formants.

F0:
The fundamental frequency F0 shares according to [Fant et al., 1994] systematic dependencies with U0 and Ee,
and hence with Rd. U0 has a close relation to the amplitude of the voice fundamental. Ee is the basic determinant
of formant amplitudes. In [Laver, 1968] the laryngeal settings are categorized into phonation types, pitch ranges
and loudness ranges. Therefore, the larynx as physiological origin of the voice does not only give rise to different
voice qualities but also affects the fundamental frequency F0 and the sound pressure level (SPL) of speech signals.
Speakers favour a particular pitch range for each phonation type [Laver, 1968, Childers and Lee, 1991]. However,
different studies as in [Laver, 1980, Maddieson and Hess, 1987, Hanson et al., 1990] have shown that the relation
between pitch and different phonation types is speaker-dependent. The F0 estimation uses the monophonic F0
implementation based on the principles described in [Yeh and Röbel, 2004].

FVU:
The FVU boundary correlates with the voiced / unvoiced energy ratio, and the bandwidth of the glottal formants.
The FVU is thus related to Ee which determines the amount of generated sinusoidal energy [Fant, 1995]. The noise
energy level is as well related to Ee and FVU . It originates from turbulences created at the glottis, for example
due to an imperfect glottal closure and a high airflow rate [Childers and Lee, 1991]. A tense voice, parameterized
by lower Rd values, originates a broad excitation spectrum with sinusoidal content present in higher frequency
regions. A relaxed voice, parameterized by higher Rd values, originates only few harmonic sinusoidal partials in
lower frequency regions [Fant, 1995]. The FVU estimation follows the principles outlined in section 2.3.2.
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5.5.2 GMM-based prediction model

The establishment of a formula that uses the proposed voice descriptor feature set to predict Rd is very diffi-
cult. For example, the empiric formulation of [Fant, 1997] expresses the relation between the H1∗-H2∗ measure
with OQ by an exponential function. It implies a lower limit of -5.73 dB for H1∗-H2∗ at OQ=0.3. However,
an informal examination on the CMU Arctic databases proved that H1-H2 and OQEGG values below both limits
exist. In [Henrich et al., 2001, Doval et al., 2006] it is shown that the relation between H1∗-H2∗ and OQ is ad-
ditionally influenced by the asymmetry coefficient αm representing the skewness of the glottal pulse. Moreover,
recent studies like [Kreiman et al., 2012a, Kreiman et al., 2012b, Chen et al., 2013b] suggest that the relationship
is speaker-dependent. This leads to positive and negative correlations, or situations where one parameter remains
relatively constant while the other varies considerably.

No analytic formulation expressing the relation of OQ with any of the other voice descriptors can be found in
the literature, and surely not for the complete set of the proposed voice descriptors. Thus, a GMM is em-
ployed to model the relation of the co-variation feature set with the OQEGG reference. A similar approach us-
ing Gaussian mixture modelling to predict glottal source signals or speech features has already been proposed
in [Darch et al., 2007, Thomas et al., 2009a, Gudnason et al., 2012]. Per speaker one GMM is trained on the co-
variation feature combination estimated on each voiced segment of the other two speaker databases and their
corresponding OQEGG estimates.

The Viterbi steering approach is examined on two distinct voice descriptor feature sets D:
Feature set D1 refers to the utilization of the voice descriptors H1-H2, FVU and the sum of the 3rd, 4th and 6th

MFCC bin.
Feature set D2 additionally includes the fundamental frequency F0.

The GMM modelling is based on a modified version of the Voice Conversion system described in
[Lanchantin and Rodet, 2010, Lanchantin and Rodet, 2011]. The joint probability density p(D,R|λ(Z)) is expressed
as

p(D,R|λ(Z)) =

Q∑
q=1

αq · N(D,R; µ(Z)
q ,Σ(Z)

q ), (5.22)

with D being either the feature set D1 or D2, and R being the OQEGG reference, conditioned on the model parame-
ters λ with the weights αq, mean vector µZ

q and the co-variance matrices ΣZ
q over Q mixture sequences. Q is set to

6 mixture components for model D1, and to respectively 8 mixture components for model D2. The function

F(d) =

Q∑
q=1

pd
qd · [µr

q + Σrd
q Σdd−1

q (d − µd
q)] (5.23)

for the prediction of OQGMM from a feature set D is derived from the trained GMM modelM, with the conjoint
data set of D and R being expressed by Z = {zk}, zk = [dT

k rT
k ]T .

5.5.3 Viterbi steering model

The prediction of OQGMM values from each GMM model per speaker defines the additional prior probability Pprior

for the Viterbi algorithm. It is used to steer the standard Viterbi smoothing approach according to the prediction of
OQGMM using either the feature sets D1 or D2.

Prior Rd probability P(X|D):
The OQGMM prediction is transformed into the Rd value range RdGMM . It is modelled as Gaussian with variance
σ2

P. It defines an additional prior Rd probability from the RdGMM prediction given the voice descriptor feature set
D that is used to steer the Viterbi algorithm. A possibly occurring mean offset between the predicted RdGMM and
the estimated Rd of each phase minimization method has to be compensated per voiced segment. The probabilistic
modelling Pprior is configured to have maximum probability if the value of RdGMM and the Rd value estimated by
our phase minimization methods are congruent to each other. Differences between predicted and estimated Rd lead
to lower Pprior probabilities.

Optimal Viterbi steering path:
The prior Rd probability is inserted into equ. 5.19 to find

L(p) =
∑

n

log(P(ORd |Xp(n)) · P(Xp(n)|D(n)) · P(Xp(n)|Xp(n − 1))). (5.24)

63



The scale parameters of the log-likelihood function L of the distribution is defined as follows. Parameter αa

represents the scale parameter of the error function ERd of the observation probability ORd . The log-likelihood
Pprior of the prior Rd probability is scaled by parameter βb. Parameter γg scales the distribution of the transition
probability P(Xn|Xn−1).

L̄(p) = −
∑

n

αa · ERd n + βb · Mpriorn + γg ·
∆Rd

∆n
+ cd (5.25)

Again, the constant term cd gathers all the contributions of the constant scaling factors of the distributions and can
be ignored by the Viterbi algorithm. The scaling factor γg is factored out to define the scaling factors α = αa/γg

and β = βb/γg as control parameters of the Viterbi steering approach on all sequences p.

¯̄L(p) = −
∑

n

α · ERd n + β · Mpriorn +
∆Rd

∆n
(5.26)

The evaluation of the novel Viterbi steering of equ. 5.26 is presented and discussed in the following section 5.6.
The evaluation tests examine which values of α and β result in the highest performance to estimate Rd contours
on natural human speech. The speech corpora utilized as evaluation data set are taken from three CMU Arctic
databases [Kominek and Black, 2004].

5.6 Evaluation

This chapter presents an extensive evaluation on the performances of the phase minimization based methods ex-
plained in section 5.3.4, the different variants to adapt and extent the Rd regression shown in section 5.2, and the
Viterbi smoothing as well as the Viterbi steering approach of section 5.4 and respectively section 5.5. The evalu-
ation is conducted on synthetic confusion matrices shown in section 5.6.1, one extended synthetic test presented
in section 5.6.3, and on one test of natural human speech discussed in section 5.6.4. The latter evaluation is simi-
lar to [Fröhlich et al., 2001, Ó Cinnéide, 2012, Kane and Gobl, 2013a]. For the test on natural human speech, the
OQRd estimates are derived from the estimated Rd curves and compared with the OQEGG estimates derived from
an analysis of synchronously to the audio waveforms recorded EGG signals. The objective of the evaluation is to
determine the best performing and most robust parameterization for Viterbi smoothing, Viterbi steering, and the
phase minimization variants.

5.6.1 Evaluation of error surfaces from confusion matrices

This section presents an theoretical proof-of-concept analysis of the different phase minimization variants pre-
sented in section 5.3.3. The different corresponding objective functions produce similarly as in [Degottex, 2010]
confusion matrices along the Rd range. The confusion matrices serve to detect ambiguities of the functions for
phase minimization in estimating Rd. The error surfaces of the confusion matrices illustrate the sensitivity of the
objective functions for phase minimization according to the following influences:
-the variation of Rd over its complete range,
-the fundamental frequency F0,
-the first formant of the vocal tract F1, and
-the glottal formant Fg.

Test setup:
The experimental evaluation examines the accuracy of each phase minimization method to distinguish between the
shapes of a fitting or mismatching glottal formant Fg of the synthetic model GRd (ω), under the influence of the first
formant F1.

The objective functions examine the remaining error residuals obtained by synthesizing and matching a set of voice
descriptors according to the presented experimental setup. The test uses the following parameterization:
- The fundamental frequency F0 is set to 80 Hz.
- The vocal tract formant F1 is modelled by a 2-pole filter, having a pole position at 800 Hz and a radius of 0.98
close to the unit circle.
- The synthesis of the LF model is parameterized by Rd and F0 to generate the glottal formants Fg. This results in
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different shapes of the glottal formant Fg in the spectrum.
- The same formant F1 is convolved with each synthesized glottal pulse GRd2 (ω).

The spectra resulting from the convolution of formant F1 and different glottal pulses Fg contain therefore different
shapes of Fg. Each Fg is parameterized by an Rd2 value. A vector of Rd2 values is derived from a sufficiently dense
grid over the Rd range.

Each synthesized glottal pulse GRd2 (ω) to be convolved with F1 thus parameterized by the glottal source shape
parameter Rd2. Each glottal pulse GRd1 (ω) under evaluation is parameterized by the glottal source shape parameter
Rd1 to be evaluated. Each confusion matrix shown in fig. 5.6 is the result of the corresponding objective function
to evaluate each Rd1 value against all other Rd2 values along the Rd range. An ideal error surface of any confusion
matrix would exhibit a tiny error valley in blue colour on the diagonal, and large error mountains in red colour
elsewhere away from the diagonal.

Test evaluation:
Fig. 5.6 depicts the error surfaces of the confusion matrices retrieved from each Rd parameter estimation method
of each phase minimization variant. The figures depict from top to down the variants MSPD2IX, MSPD2I0,
MSPD2I1 and MSPD2I2. An ideal error surface would have a tiny blue error valley at the matching diagonal axis,
with the rest of the error surface exhibiting large error mountains in red colour elsewhere away from the diagonal.
A dark blue colour indicates a complete match, and a dark red colour a complete mismatch of the synthesized
GRd2 (ω) versus the evaluated glottal pulse GRd2 (ω). It is not predictable how many stable sinusoidal partials are
observable from the speech signal for each frame. Therefore only 7 sinusoidal partials N are employed as a realistic
expectation for the Rd evaluation before the harmonic content is masked by noise. Please note that the results are
qualitatively the same for other numbers of harmonic partials N.

By visual inspection of fig. 5.6 it can be observed that each integration step leads to a more tiny error valley in
blue colour being delimited by broader error hills in red or respectively yellow colour. The 2nd figure shows the
error surface for no integration step applied with MSPD2I0, followed by one integration step of MSPD2I1 and the
lowest figure with two integration steps for MSPD2I2. Broader error valleys appear more at the upper Rd range Rd

> 2.7. This may lead to possibly unnatural broad steps when estimating Rd especially at word or pause boundaries
of a continuous speech signal.

Analysis per variant:
MSPD2I0 exhibits the broadest error valley at the lower normal Rd range Rd <= 2.7. It is delimited by high error
values (red) for higher values of Rd. Additionally it exhibits the broadest error valley at the upper Rd range Rd >

2.7. MSPD2I1 may suffer from ambiguities from the additional error valleys for low Rd values Rd < 0.5 versus
higher Rd values Rd > 3 at the upper left and lower right. MSPD2I2 may be mislead by several appearing side
minima in blue colour being especially present in the normal Rd range for Rd <= 2.7. Its error surface shows the
smallest error valley of all variants in the middle. No significant side minima can be observed on the Rd range
borders for MSPD2IX. Continuous side minima are only observable close to the ideal error valley in the middle.
This may lead to little unnatural jumps of the Rd estimation around the ideal error valley.

Analysis between variants:
MSPD2I1 exhibits a smaller error valley than MSPD2I0 but may suffer from ambiguities from the additional error
valleys for low Rd values Rd < 0.5 versus higher Rd values Rd > 3 at the upper left and lower right. MSPD2I2
has a more distinguishing error valley than MSPD2I0 and MSPD2I1, with only very minor secondary minima
present. The combinatorial error surface of MSPD2IX exhibits the least ambiguities compared to the other phase
minimization variants. It shows a close to be quasi-ideal small error valley in the middle. However, the size of its
error valley increases with increasing Rd values.

MSPD2IX error combination and weighting:
MSPD2IX slightly improves the robustness of each single phase minimization variant because the linear superpo-
sition introduces a combinatorial effect. It may cancel out in may cases one misleading side minima present in
one variant by non-misleading error hills present in the same Rd regions of the other two variants. A combina-
tion of all error functions is thus able to emphasize the true minima since the appearing side minima result from
non-linear fluctuations present for only one phase error function and not from an analytic functional behaviour.
A non-informal test conducted on the synthetic test set presented in the following section 5.6.3 indicates that a
more refined variation of the weighting sequence w0=w1=w2 defined in equ. 5.19 for MSPD2IX does not lead to
statistically significant improvements [Huber and Röbel, 2013]. An equal weighting is therefore set for MSPD2IX.

However, a different behaviour concerning the MSPD2IX weighting sequence can be observed for the analysis
of natural human speech. The summary given in section 5.3.4 lists that for natural human speech each phase
error function might exhibit stronger side minima than the true minima due to influences originating from noise,
higher frequencies F0 resulting in an impulse response of the VTF being longer than the fundamental period, or
the non-stationarity of the VTF at transient regions. Further informal tests conducted throughout the work for the
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Confusion matrices illustrating the error surface of each phase minimization variant
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Figure 5.6: Error surfaces from top to down: MSPD2IX, MSPD2I2, MSPD2I1, MSPD2I0
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novel speech system of chapter 6 demonstrate a different behaviour on natural human speech. The tests indicate
that a weighting in favour of the phase minimization variants MSPD2I1 applying a 1st and MSPD2I2 applying a
2nd integration is beneficial for the robustness of the Rd estimation. The reasoning being that each integration step
removes further the effect of the high pass filtering introduced by the preceding differentiation steps. This evaluates
more lower frequency regions which minimizes the noise influences present in higher frequency regions. These
suggestions are validated by the error surface evaluation on natural human speech of section 5.6.4.2 corresponding
to the theoretical error surface analysis presented in this section. In addition, the results of the objective evalua-
tion on natural human speech given in section 5.6.4 show that MSPD2IX performs best, followed by MSPD2I2,
afterwards MSPD2I1 and finally MSPD2I0 performing the worst.

5.6.2 Spectral distortion effect

An explanation of the Rd estimation errors is given by the fact that the complete VTF cannot always be observed
because some sinusoidal partials may be covered by noise. The synthetic test presented in this section examines
how many stable sinusoidal partials Nharms from the harmonic model are required to reliably construct the min-
imum phase spectrum of the first N bins of a discrete spectrum S k of a single period. With this the problem of
the calculation of the minimum phase variant of a filter given a handled version of the filter transfer function is
examined. The calculation depends as well on the position of the formants and the fundamental frequency F0.
Both are however not considered in this experiment such that its result is of limited validity.

The number of sinusoids to evaluate the phase errors φε is set to N=7. The amount of Nharms is varied to measure
the mean error of the Rd estimation.
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Figure 5.7: Rd estimation error by number of sinusoidal harmonics Nharms

The y-axis reflects the Rd estimation error bias in terms of the Rd value unit. The results depicted in fig. 5.7
show that for Nharms=11 the error function is already reasonably attenuated because the boundary effects that are
introduced at the spectral border have sufficiently diminished.

5.6.3 Objective evaluation on a synthetic test set

This section presents the examination on the performance of the phase minimization algorithms to estimate Rd on a
synthetic test set similar to [Degottex et al., 2011a, Huber et al., 2012]. The four Rd estimation methods MSPD2I0,
MSPD2I1, MSPD2I2 and MSPD2IX [Huber et al., 2012] are evaluated with respect to their dependency on some
characteristics present in speech signals. The influences of the fundamental frequency F0, the number of observed
stable harmonic sinusoids N, different configurations of the VTF, the glottal source noise nσg and the environmental
noise nσe are investigated.

The estimation of glottal source characteristics depends as reported in [Drugman et al., 2008] on the position of the
glottal formant Fg to the VTF formants, notably to the first formant F1. The VTF influence is simulated using 16
synthetic vowels CVT F . Maeda’s digital simulator [Maeda, 1982] synthesizes each CVT F using one of 10 different
F0 values within the range [80, 293] Hz. Each CVT F is convolved with each glottal formant parameterized by an
Rd value within the Rd range [0.1, 6] on a grid of step size Rd=0.1. 6 Gaussian noise levels n between [-50, -25]
dB are added to the voiced signal. Each noise level is applied to both noise influences nσg [n] and nσe [n].

The ratio of FVU boundary to F0 determines how many stable harmonic sinusoids N are observable before being
masked by noise. The influence of N for the range [3, 8] is evaluated by restricting the Rd estimation algorithm
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to observe N partials. The number of harmonics Nharm used to calculate the minimum phase version of the VTF
is limited to the ratio of 8 kHz by F0. Additionally the position of the window with respect to the period in time
is simulated on a grid of 4 different delays φ∗ covering the range [−0.5 · T , 0.5 · T ]. One synthetic test per Rd

regression variant and phase minimization method consists in total of 1,382,400 single tests (60 Rd · 10 F0 · 6
nσg [n] / nσe [n] · 16 CVT F · 6 N · 4 φ· values).

Four fundamental periods found in the middle of each synthesized test waveform are windowed. Each windowed
segment is examined by each phase minimization variant on the contained glottal pulse shape. Each remaining
phase error φε is used to estimate the glottal pulse shape parameter Rd per test set. The test results are presented
in the following in a compact manner by adding up the bias and standard deviation of the Rd estimation errors as
a function of the examined parameters. The different parameters under evaluation are the fundamental frequency
F0, the number of stable harmonics N and the glottal pulse shape parameter Rd itself.

5.6.3.1 Examination on dependency in F0

Fig. 5.8 illustrates how higher fundamental frequencies F0 lead to a constant increase in the error amount of
wrongly estimated Rd glottal source pulse shapes. The y-axis reflects the amount of Rd estimation error bias and
standard deviation, summarized over all test results for each utilized F0 value depicted on the x-axis.
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Figure 5.8: Evaluation of Rd estimation, F0-dependency

The Rd regression adaptation variant 2 (depicted for each method in dash-dotted lines) performs in general worse
than variant 1 (solid lines). The overall best performing methods over the complete frequency range of 80 to 293
Hz are MSPD2IX and MSPD2I2 under the utilization of adaptation variant 1. The method MSPD2IX using the
less performant adaptation variant 2 even outperforms the baseline method MSPD2I1 using adaptation variant 1
over the complete F0 range. The latter yields overall similar results as MSPD2I2 using the less good performing
adaptation variant 2. The method MSPD2I0 performs in general worst. The Rd estimation results are relatively
robust up to frequencies of ∼150-200 Hz, above which more severe perturbations of the estimation accuracy are
apparent [Drugman et al., 2008, Huber et al., 2012]. If the duration of the impulse response of the VTF is close to
or above the period the estimation of the VTF minimum phase property is less accurate. This leads to less robust
estimations with increasing F0.

5.6.3.2 Examination on dependency in harmonic partials

The same effect of a comparatively lower number of stable harmonic sinusoids N and a less accurate estimation of
the minimum phase property of the VTF is introduced with higher noise levels. These influences are simulated by
varying N, shown in fig. 5.9. The y-axis reflects as in fig. 5.8 the amount of Rd estimation error bias and standard
deviation, here being summarized over all test results for each utilized number N of stable harmonic sinusoids
depicted on the x-axis.

Both the glottal source noise nσg and the environmental noise nσe are set to n=1 for the variation of N depicted in
fig. 5.9. This corresponds to the lowest noise level of -50 dB used in the synthetic test. The characteristics of natural
human speech are well reflected with this low noise level. The misleading interference of noise is suppressed. This
is required to properly examine a different number of stable harmonic sinusoids N. The method MSPD2I0 is
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Figure 5.9: Evaluation of Rd estimation, N-dependency

omitted in fig. 5.9 due to its weak performance. The best performing methods MSPD2IX and MSPD2I1 indicate
most obviously that a lower number of stable harmonic sinusoids N leads to a higher amount of Rd estimation
errors. However, each method exhibits the lowest overall accumulated amount of Rd estimation errors at N=7.
This is justified by the fact that the harmonic sinusoids of N >= 8 may already be covered by noise at level -50 dB.
Again, the Rd adaptation variant 2 leads to less good Rd estimation results than adaptation variant 1.

5.6.3.3 Examination on dependency in voice quality

This section explains how the objective function of each phase minimization based method is dependent on the
phase differences of the LF model. The y-axis reflects again the amount of Rd estimation error bias and standard
deviation. The latter is summarized over all test results for each evaluated Rd value on the x-axis. The LF model
latter is thus parameterized by different Rd values over the complete Rd range. A too high self-similarity of LF
models parameterized by an R waveshape parameter set being close in value leaves the estimation method with
little differentiation possibilities.
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Figure 5.10: Evaluation of Rd estimation, dependency on voice quality measured in Rd

Fig. 5.10 indicates that glottal source shapes in the Rd range of [0.3, 2] are more dissimilar to each other than the
glottal source shapes of the upper Rd range of ]2.7, 6] or tense phonations parameterized by the Rd range extension
of 5.2 below the lower limit Rd < 0.3 of the normal Rd range. This reflects to a certain extent the observations
concluded with the Rd confusion matrices of [Huber et al., 2012]: Broader error valleys of each objective function
for phase minimization lead to a less robust Rd estimation. The conceptual equivalent to the Rd confusion matrices
is shown by Fig. 5.12. The Rd estimation error surfaces are spanned up frame-wise over time and reflect the
behaviour of each objective function. The overall less good Rd estimation performance of Rd adaptation variant 2
results from the fact that it renders higher OQ values which proves for this synthetic test to suffer from a higher
error rate. Examining fig. 5.10 by visual inspection reveals that the phase minimization methods using adaptation
variant 2 perform better for lower Rd values in the normal Rd range [0.3, 2.7] and gradually under-perform more
for higher Rd values above Rd > 2.7.
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5.6.4 Objective evaluation on natural human speech

In this section the four phase minimization methods of [Huber et al., 2012] are evaluated on recordings of natural
human speech. Each method has estimated Rd on each voiced segment of all available phrases of the CMU Arctic
speech databases [Kominek and Black, 2004] BDL, JMK, and SLT.

5.6.4.1 Test basis on EGG measurements

No reliable ground truth is known to date to evaluate the estimation of glottal source parameters from natural human
speech. A measurement of the movement of the glottal folds is given by EGG signals recorded simultaneously to
speech signals. It is considered to form the basis of a more robust glottal source parameter estimation compared to
estimations based on recorded audio signals of human speech. EGG waveforms are regarded as valid indicator of
the vocal fold contact area to measure glottal activity [Baer et al., 1983]. The differentiated EGG (DEGG) can be
considered as reliable indicator of the time instant of glottal closing (GCI) [Henrich et al., 2004].

However, it is not yet validated that the glottal opening and closing events extracted from an EGG sig-
nal reflect exactly the time instants of the physiological contact of the vocal folds muscles [Baer et al., 1983,
Childers et al., 1986, Orlikoff, 1991, Marasek, 1997]. Furthermore, the EGG-based time instants may not exactly
match the start and end of the glottal air flow [Fröhlich et al., 2001]. Moreover, despite the general acceptance to
provide more reliable estimates, the EGG-based measurements can still be inaccurate [Colton and Conture, 1990,
Marasek, 1997, Sapienza et al., 1998]. A reliable and exact determination of the time instant of glottal opening
(GOI) can be more difficult and erroneous than the estimation of GCIs [Baken, 1992, Baer et al., 1983]. The GOI
estimation on EGG waveforms can especially be error-prone if strands of mucus bridge the glottis while the open-
ing of the vocal folds [Titze and Talkin, 1979, Childers et al., 1986, Dromey et al., 1992]. Other vocal fold vibra-
tory motions than the modal register may lead as well to less robust estimations [Childers et al., 1986]. Difficult to
estimate are phonation types with a continuously open glottis. For such cases the variation of the impedance mea-
sured at the larynx does not correspond to the glottal area [Marasek, 1997]. Moreover, higher F0 values may result
in EGG waveforms with lower Signal-To-Noise ratios (SNR) [Hanson et al., 1990] which poses more difficulties
to reliably extract the time instants when the vocal folds open and close. The study of [Herbst, 2004] illustrates
that each analyzed algorithm to estimate OQ from an EGG signal introduces a bias, either by having to choose a
certain threshold to measure the short-term peak-to-peak amplitudes of the EGG signal or by having to pick one of
possibly several peaks from the DEGG signal appearing while the glottal opening phase [Childers and Lee, 1991].

Despite the mentioned problems the test scenario for natural human speech to compare the OQ estimations from
EGG and audio recordings is chosen because of its reasonable reliability in contrast to other methods and its
relatively easy setup. The example of fig. 5.11 shows the curves of the frame-based Rd estimator in dotted lines
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Figure 5.11: Speaker BDL phrase 402 - Rd estimation with MSPD2IX and Viterbi smoothing, α=0.47

with light blue colour, the Rd estimation after Viterbi smoothing in solid lines with dark blue colour, the from it
derived OQRd contour in dashed lines with purple colour, and the OQEGG reference in dash-dotted lines with black
colour. Each OQ contour OQRd derived from each Rd estimate is compared with each OQEGG contour estimated
on the corresponding EGG signal using the DECOM method of [Henrich et al., 2004]. A general non-constant
offset between the OQRd and OQEGG contours can be observed as in [Childers and Lee, 1991, Herbst, 2004] due to
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the mentioned systematic bias of the OQ estimation by the EGG-based technique. The phrase shown in fig. 5.11
exemplifies that the EGG measure can be error-prone as the physiologically impossible jumps of OQEGG around
∼1.3 and ∼1.95 seconds illustrate.

5.6.4.2 Error surface evaluation on natural human speech

This section discusses a similar evaluation metric as it has been conducted in section 5.6.1 with the evaluation of
the error surfaces from confusion matrices. The difference being that here the error surface is derived from natural
human speech signals instead of a synthetic test setup. Fig. 5.12 depicts examples of how Viterbi smoothing
suppresses unnatural jumps of each frame-based Rd estimator. The error residuals of the phase error functions of
each phase minimization based objective function generate an error curve per frame. The error curve is span over
the evaluated Rd range [0.1, 6.0]. The y-axis reflects for each frame the computed error curve as Rd estimation
error in brightness. Dark colours constitute error minima. Bright colours constitute error maxima. Frames over
time span up the illustrated error surfaces. Completely black segments are set as unvoiced.

The error lattices of the voiced segments define the observation probability of the noise-robust Viterbi algorithm.
The Viterbi algorithm computes the highest probability which best explains the observation sequence O and which
determines the optimal state sequence X per voiced segment. The optimal state sequences X of glottal source
shapes Rd of the standard Viterbi smoothing approach are illustrated as dashed grey lines. The initial Rd estimates
are illustrated in white colour and reflect the Rd value where the frame-based phase error function exhibits the
lowest error. Tiny error valleys in black around these initial Rd estimates are very well developed for the methods
MSPD2IX and MSPD2I2. MSPD2IX has distinctive error hills which are plotted with a brighter contrast and
leaves little confusing side minima to its objective function to minimize the error of the phase error function.
MSPD2I2 shares are similarly robust error surface for this natural human speech example of speaker BDL. Side
minima appear e.g. at ∼0.6 seconds at Rd≈2.0 and Rd≈5.0. No unnatural jumps occur since these side minima
are higher than the overall lowest error value. The latter are present for MSPD2I2 at ∼2.9 seconds where the
initial Rd estimate in white jumps three times from the apparently true Rd contour and its obvious error valley at
Rd ≈1.0 to misleading side minima at Rd ≈2.5 and Rd ≈4.0. The method MSPD2I1 exhibits as well clear valleys
which are broader and less distinctive than the ones of MSPD2IX and MSPD2I2. Its occurring side minima are
more developed. This results in a higher probability to produce physiological impossible jumps of the Rd estimate.
MSPD2I1 suffers for example at ∼0.6 seconds from a misleading side minima which got suppressed for MSPD2IX
and MSPD2I2. The reason why the method MSPD2I0 performs worst is apparent when examining its error surface
shown in Fig. 5.12. No clear error valleys in black for the underlying glottal excitation source contained in the
analyzed speech phrase are established. Its original Rd estimates in white and the smoothed Rd contours in grey do
not follow the true shape of the glottal source.

5.6.4.3 OQ test across speakers

Without Viterbi smoothing:
The Pearson product moment correlation coefficient r [Pearson, 1900] normalizes the co-variance of OQRd and
OQEGG by the product of its standard deviations. The Pearson coefficient r is used as correlation metric to examine
how well the OQRd derived from each Rd estimate correlates with OQEGG. It is defined in the range [-1, 1] with
-1 expressing a perfectly negative correlation, +1 a perfectly positive correlation, and 0 no correlation. The Root-
Mean-Square Error (rmse, RMSE) serves as second evaluation metric. The mean between the OQ estimates for
each voiced segment is removed to avoid any impact of the bias that is present in the EGG-based OQEGG estimate
for the rmse measure. Please note that the calculation of r implies the removal of a possible bias between both
evaluated sample distributions. In the following, the Rd adaptation variants 1 and 2 of section 5.2 are evaluated
together with each phase minimization variant of section 5.3.3.

Table 5.1: OQ test results, without Viterbi smoothing, Rd adaptation variant 1
Metric MSPD2IX MSPD2I0 MSPD2I1 MSPD2I2

r 0.2958 0.1599 0.2910 0.3305
rmse 0.0835 0.1928 0.0804 0.0772

The results for each objective function estimating Rd without applying Viterbi smoothing are listed in the tables
5.1+5.2. The r-correlation maxima and the rmse-error minima are shown per method. The method MSPD2I2
achieves the highest correlation and a smaller error between its estimated and the EGG-based OQ contours. The
results of MSPD2IX and MSPD2I1 are slightly worse. MSPD2I0 performs worst by a substantial margin. Please
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Figure 5.12: Speaker BDL phrase 402 - Rd error surface examples, 4 phase minimization methods, α=0.47
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Table 5.2: OQ test results, without Viterbi smoothing, Rd adaptation variant 2
Metric MSPD2IX MSPD2I0 MSPD2I1 MSPD2I2

r 0.3189 0.1788 0.3138 0.3457
rmse 0.0765 0.1846 0.0747 0.0724

note that the baseline method MSPD2I1 of [Degottex et al., 2011a] constraint to the normal Rd range [0.3, 2.7]
and without Viterbi smoothing achieves r=0.23. By visual inspection its estimated Rd and OQ curves appear to
fluctuate more. However, due to the constraint range the failures are less weighted. The Rd adaptation variant
2 obtains better results for each method than variant 1. Only the Rd adaptation variant 2 will be shown in the
following since it outperforms variant 1 for each test set on natural human speech.

Smoothing with a moving average filter:
Different moving average filter types were evaluated on their ability to suppress the local instabilities of each
frame-based Rd estimator that are present within short-time segments. The best results were achieved by a median

Table 5.3: OQ test results, median smoothing, order 5
Metric MSPD2IX MSPD2I0 MSPD2I1 MSPD2I2

r 0.3438 0.1776 0.3343 0.3711
rmse 0.0710 0.1336 0.0774 0.0635

filter with order 5, shown in table 5.3. It improves the estimated Rd contours of each phase minimization method
only to a marginal extent. In the following an investigation into means of establishing a more robust correction of
the estimated Rd contours by utilizing different configurations of the Viterbi algorithm will be presented.

Standard Viterbi smoothing
The results of Viterbi smoothing without the utilization of the novel OQGMM prediction-based Viterbi steering
are summarized in table 5.4. The improvements of applying a dynamic programming algorithm to smooth the

Table 5.4: Viterbi smoothing (optimal α-values in parentheses)
Metric MSPD2IX MSPD2I0 MSPD2I1 MSPD2I2

r 0.5327 (0.07) 0.2404 (0.13) 0.4894 (0.07) 0.5241 (0.09)
rmse 0.0507 (0.03) 0.0564 (0.01) 0.0515 (0.03) 0.0513 (0.01)

estimated glottal source shape curves are apparent when comparing its results with the ones of the tables 5.1
and 5.2 (without the application of Viterbi smoothing) and table 5.3 (smoothing with a moving average filter).
Especially the best performing methods MSPD2IX, MSPD2I2 and MSPD2I1 benefit enormously from Viterbi
smoothing while the improvements for the worst method MSPD2IO are limited. The corresponding α-values to
scale the observation probability of Viterbi smoothing are given in parentheses. One global maximum for the
correlation r and one global minimum for the error rmse exists for each method concerning the Viterbi parameter
α. The r-maxima occur for α in the range [0.07, 0.13] and lie with a maximal offset of α=0.10 to the rmse-minima.

Viterbi smoothing summary
This section summarizes the results of the OQ comparison test without Viterbi steering in terms of the Pearson r
correlation coefficient. The baseline MSPD2I1 achieves with the restriction to the normal Rd range [0.3, 2.7] and
without Viterbi smoothing a Pearson r correlation of r=0.23.

Table 5.5: OQ comparison results, Pearson r, (optimal α)

Index MSPD2IX MSPD2I0 MSPD2I1 MSPD2I2
1 0.2958 0.1599 0.2910 0.3305
2 0.3189 0.1788 0.3138 0.3457
3 0.3153 0.1598 0.3063 0.3542
4 0.3438 0.1776 0.3343 0.3711
5 0.5266 (0.11) 0.2224 (0.13) 0.4804 (0.07) 0.5165 (0.13)
6 0.5327 (0.07) 0.2404 (0.13) 0.4894 (0.07) 0.5241 (0.09)

Table 5.5 summarizes the results with the following indices:
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Index 1: Rd adaptation 1, without Viterbi smoothing
Index 2: Rd adaptation 2, without Viterbi smoothing
Index 3: Rd adaptation 1, moving average smoothing filter
Index 4: Rd adaptation 2, moving average smoothing filter
Index 5: Rd adaptation 1, Viterbi smoothing
Index 6: Rd adaptation 2, Viterbi smoothing

The phase minimization variant MSPD2I2 achieves for the tests without Viterbi smoothing and with a moving
average smoothing filter the highest r-correlations. The additive combination MSPD2IX of the phase minimization
variants achieves the overall best performance of r=0.5327 with Viterbi smoothing and Rd adaptation 2. The Rd

adaptation variant 2 in bold outperforms the Rd adaptation variant 1 in italic letters for the best performing methods.
The Rd adaptation variant 2 performs as well for each other test better than Rd adaptation variant 1.

In the following the results of the novel steering of Viterbi smoothing will be presented in the same manner. Each
algorithm variant exhibits one global r-maxima and one global rmse-minima concerning the scaling parameters
α or respectively β of the Viterbi algorithm, introduced in section 5.4. The objective of the following tests is to
determine the best overall values a) for the scaling parameters α and β of Viterbi smoothing and steering, and b)
for each phase minimization method.

Viterbi steering using GMM prediction
The GMM-based OQ prediction by means of a 3-fold leave-one-out cross-validation on the training and test sets
corresponding to each speaker database will be evaluated. The rmse-error and the r-correlation of each OQGMM

Table 5.6: Validation on training and test sets per speaker, GMM model 1
Speaker rmse (train) rmse (test) r (train) r (test)

BDL 0.0837 0.1140 0.5508 0.4705
JMK 0.0837 0.0787 0.7280 0.3500
SLT 0.0574 0.1114 0.9054 0.3956
ALL 0.0749 0.1014 0.7281 0.4054

prediction model using the feature set D1 of GMM model 1 are shown in table 5.6. Table 5.7 lists respectively the
results using the feature set D2 of GMM model 2. Please note that by the straightforward training of a GMM using

Table 5.7: Validation on training and test sets per speaker, GMM model 2
Speaker rmse (train) rmse (test) r (train) r (test)

BDL 0.0781 0.0592 0.6273 0.7285
JMK 0.0742 0.0917 0.7926 0.3478
SLT 0.0529 0.1072 0.9209 0.4030
ALL 0.0684 0.0860 0.7803 0.4931

the OQEGG contours and the corresponding voice descriptor feature combination of two speakers, the predicted
OQGMM contours for the test set on the third speaker achieves r-correlations shown in the tables 5.6+5.7 being
close to the performance of the signal processing based Rd estimation methods. The potential of the proposed
OQ prediction using voice descriptors is indicated by the corresponding results of r (train) on the training test
sets. It outperforms the results discussed in the following tests. However, further examination conducted after the
publication of these results in [Huber and Röbel, 2013] indicate that the comparably high r-correlation and low
rmse error values are interfered by the estimation being examined on two speakers. The different means between
two speakers introduce a bias into both evaluation metrics.

The remaining principal problem of Viterbi steering is to overcome the speaker-dependency of the modelling to
generalize better over speaker specific characteristics. This could be solved by employing more speaker corpora
and a more sophisticated handling of the feature combination. The higher prediction accuracies of the training
versus the test sets for the speakers JMK and SLT indicate that the utilized feature sets do not generalize optimally
on their data sets. However, the OQGMM prediction model 2 for speaker BDL is able to predict more precise
OQGMM contours on the BDL test set than on its own training set of the speakers JMK and SLT.

The intrinsic characteristics of each speaker data set of the utilized CMU Arctic databases will be analyzed more
in detail in section 5.6.4.4. The following sections present the utilization of the models trained to evaluate the test
set errors. This reflects the later application of the proposed novel Viterbi steering to estimate Rd where no training
data will be available.
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a) Viterbi steering, OQGMM prediction model 1:
The results of the four phase minimization methods using Viterbi smoothing and its auxiliary GMM prediction
based Viterbi steering for model 1 of section 5.4 are shown in table 5.8. The Viterbi scaling parameter α is varied

Table 5.8: Viterbi steering, model 1 (optimal α-values in parentheses)
Metric MSPD2IX MSPD2I0 MSPD2I1 MSPD2I2

r 0.5348 (0.07) 0.4202 (0.05) 0.5047 (0.09) 0.5227 (0.03)
rmse 0.0502 (0.05) 0.0536 (0.07) 0.0510 (0.07) 0.0507 (0.03)

for this test while the Viterbi scale β remains fixed to a constant value of 1.0. The values in parentheses illustrate
the α values of the r-maxima and rmse-minima. A one-way ANOVA comparison [Hill and Lewicki, 2007] with
the correlation results of standard Viterbi smoothing presented in table 5.4 validates that the improvements of
Viterbi steering using model 1 are statistically significant for method MSPD2I1 at significance level 1 % (p-
value < 0.01) and for method MSPD2I0 at significance level 0.1 % (p-value < 0.001). No statistically significant
improvements could be validated for the methods MSPD2IX and MSPD2I2. The best β-values for each method are

Table 5.9: Viterbi steering, model 1 (optimal β-values in parentheses)
Metric MSPD2IX MSPD2I0 MSPD2I1 MSPD2I2

r 0.5350 (0.82) 0.4203 (1.06) 0.5071 (0.67) 0.5233 (0.76)
rmse 0.0502 (1.06) 0.0527 (0.40) 0.0510 (0.91) 0.0506 (1.50)

determined by fixing α to the maximum values of the r-correlation while varying β to scale the prior Rd probability
Mprior of section 5.4, shown in table 5.8. The one-way ANOVA analysis between the r-correlation and rmse-error
distributions of the maximum α-scale parameters of table 5.8 with the maximum β-scale parameters of table 5.9
shows no statistical significant improvement for any of the four phase minimization based methods. This validates
the widespread distribution of the scale parameter β concerning the r-correlation maxima and rmse-error minima
over a bigger value range than α. The ANOVA analysis demonstrates that β has no statistically significant influence
on each of the evaluated phase minimization variants.

b) Viterbi steering, OQGMM prediction model 2
The OQGMM prediction model 2 uses as additional voice descriptor the fundamental frequency F0 to further aug-
ment the robustness of the Rd estimation on natural human speech. A comparison of each rmse-error and each
r-correlation value for each speaker between table 5.6 (model 1, without F0) and table 5.7 (model 2, with F0)
shows that the consideration of F0 contributes to the robustness of the GMM estimation model to predict OQGMM .
On the one hand, only the correlation on the data test set for speaker JMK deteriorates to a marginal extent from
r=0.3500 for model 1 to r=0.3478 for model 2. On the other hand, the correlation on the data test set for speaker
BDL augments by employing F0 from r=0.4705 for model 1 to r=0.7285 for model 2 to a significant extent. Again,

Table 5.10: Viterbi steering, model 2 (optimal α-values in parentheses)
Metric MSPD2IX MSPD2I0 MSPD2I1 MSPD2I2

r 0.5437 (0.05) 0.4623 (0.01) 0.5234 (0.05) 0.5337 (0.01)
rmse 0.0498 (0.03) 0.0515 (0.03) 0.0501 (0.05) 0.0499 (0.01)

the scale parameter β remains fixed to 1.0 while the scale parameter α is varied. Table 5.10 illustrates the results
of the α-optimization for the Viterbi steering of model 2. A one-way ANOVA analysis evaluates between the
results of the corresponding test to optimize the scale parameter α of Viterbi steering using model 1 (illustrated in
table 5.8) with Viterbi steering using model 2 (listed in table 5.10). It demonstrates improvements to a statistically
significant extent for method MSPD2I2 at significance level 5 % (p-value < 0.05), for method MSPD2I1 at signifi-
cance level 1 % (p-value < 0.01), and for method MSPD2I0 again at significance level 0.1 % (p-value < 0.001). No
statistically significant improvement could be measured for the overall best performing method MSPD2IX when
using model 2 compared to using model 1. Please note that the r-correlation improved for MSPD2IX slightly from
r=0.5348 (listed in table 5.8) to r=0.5437 (listed in table 5.10). Fixing the determined α-maxima in terms of the
measured r-correlations, depicted in table 5.10, to optimize the scale parameter β, whose results are illustrated
in table 5.11, does not exhibit statistically significant improvements. The β-optimization of table 5.11 shows the
overall best performance of the OQ comparison test to motivate the following one-way ANOVA analysis. It val-
idates that applying Viterbi steering is statistically significant for all evaluated phase minimization variants. The
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Table 5.11: Viterbi steering, model 2 (optimal β-values in parentheses)
Metric MSPD2IX MSPD2I0 MSPD2I1 MSPD2I2

r 0.5438 (1.06) 0.4625 (1.03) 0.5246 (0.76) 0.5343 (0.76)
rmse 0.0498 (1.50) 0.0502 (0.20) 0.0501 (1.00) 0.0499 (1.09)

evaluation distributions of standard Viterbi smoothing illustrated in table 5.4 are compared with the overall best
Viterbi steering results, the β-optimization of model 2 shown in table 5.11. The improvements are statistically
significant for method MSPD2IX at significance level 5 % (p-value < 0.05), for method MSPD2I2 at significance
level 10 % (p-value < 0.1), as well as for the methods MSPD2I1 and MSPD2I0 at significance level 0.1 % (p-value
< 0.001).

c) Viterbi steering summary
The utilization of the novel Viterbi steering approach to augment the robustness of Viterbi smoothing when applied
to smooth the estimated Rd contours demonstrates improvements to a statistically significant extent when compar-
ing the results with standard Viterbi smoothing
a) for both employed GMM models (with and without F0),
b) for each of the four phase minimization methods of section 5.3.3 and,
c) for both Rd regression adaptation variants of section 5.2.

Please note that only the results for Rd regression adaptation variant 2 was presented. The adaptation variant 1
proved to be as well statistically significant. The usage of the OQGMM prediction model 2 outperforms model 1 for
each Rd estimator and each Rd regression variant on each evaluation metric (r-correlation and rmse-error). This
suggests that the fundamental frequency F0 as the first dimension of prosody [Fujisaki et al., 1981] correlates to
a reasonably extent with the Rd contours. F0 can thus additionally be exploited as co-variation feature with other
voice descriptors to train a model for the Rd prediction. However, this has to be further examined on a bigger test
set employing more speakers to evaluate its speaker-dependency.

The Rd regression adaptation variant 2 achieves the overall better results compared to variant 1 on the OQ compar-
ison test. The overall best performing Rd estimation method is MSPD2IX, followed by MSPD2I2, MSPD2I1 and
respectively MSPD2I0. It was shown that the worst performing method MSPD2I0 profits the most from the aux-
iliary steering of the Viterbi algorithm while the best performing method MSPD2IX profits the least from Viterbi
steering. On the one hand, this suggests that the OQGMM prediction exploiting the co-variation of other voice de-
scriptors is a relatively robust manner to estimate Rd. On the other hand, this conclusion indicates that MSPD2IX
and to some extent the good performing methods MSPD2I2 and MSPD2I1 may already estimate comparatively
robust Rd curves by the utilization of standard Viterbi smoothing without the additional steering.

The EGG-based technique is not error-free, as shown in fig. 5.11. The employed evaluation metric comparing the
OQEGG with the OQRd values presented in this evaluation chapter is therefore limited. It prevents the potential
to achieve higher correlation and lower error measurements. The relatively lower performance improvements of
Viterbi steering compared to Viterbi smoothing suggest furthermore that the estimation results may already be
close to a certain upper boundary given the utilized data set and employed estimation algorithms.

OQ test of other methods across speakers:
The results of the following other glottal source estimation algorithms are examined on the same test set of the
CMU Arctic databases. It provides an objective comparison to the presented algorithm variants of the preceding
sections. The same evaluation metrics r and rmse are applied.

DyProg-LF:
The first method chosen for comparison is the DyProg-LF method described in section 3.7.1.4. It uses Inverse
Filtering and Dynamic Programming to estimate Rd.

Strik-LF:
The second method chosen for comparison is called Strik-LF, proposed in [Strik et al., 1993, Strik, 1998]. For this
work the same glottal source signals estimated by the inverse filtering method of the DyProg-LF algorithm were
utilized. The method estimates LF model parameters and its amplitude measures directly on glottal source signals
in the time domain. A two part optimization procedure improves the LF model parameter estimation. First, the
Nelder and Mead simplex optimization algorithm is applied being insensitive to large errors in the initialization.
Second, a steepest descent optimization algorithm further refines the LF model fit.

PowRd:
The third evaluated method called PowRd is the power spectrum based method of [Ó Cinnéide, 2012], introduced
in section 3.7.4.

Other methods results:
As well a non-constant offset between the OQ curves estimated by each of the three comparison methods versus
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Table 5.12: Comparison results of other methods
Metric DyProg-LF Strik-LF PowRd

r 0.3721 0.1215 0.1776
rmse 0.0716 0.1217 0.1760

the OQ curves derived from the corresponding EGG recordings was inspected. It confirms the observation of a
possible systematic OQ bias by the EGG-based method discussed in section 5.6.4.1.

However, since the author of [Kane and Gobl, 2013a] provided the OQ estimation results for the methods Strik-LF
and DyProg-LF using the method described in [Drugman et al., 2012b] to estimate the required GCIs, the GCI
time instants and voicing decisions were not completely congruent to the DECOM basis utilized here. It lead to a
slightly different evaluation metric. The Strik-LF and the DyProg-LF method are based on the same estimation of
the glottal source signal from inverse filtering. The better performance of the DyProg-LF compared to the Strik-
LF method shown in table 5.12 confirms to a certain extent the conclusions drawn from our the presented Viterbi
smoothing. Dynamic programming immensely improves the results of a glottal source shape parameter estimation.
It suppresses unnatural jumps in short-time segments. On the other hand, parts of the better performance of the
DyProg-LF method can be assigned to the conjoint optimization in the time and the spectral domain.

The evaluated variant of the PowRd method is frame-based without the utilization of a dynamic programming
approach. Its estimation robustness could therefore be augmented by employing as well a probabilistic smoothing
algorithm.

5.6.4.4 OQ test per speaker

The preceding sections of the OQ comparison test illustrated the performance of the employed algorithms gener-
alized over different speakers to estimate Rd. However, it is of vital interest to examine the estimation robustness
of each method in dependency to the intrinsic peculiarities of each speaker.

Speaker analysis:

Table 5.13: Mean µ and standard deviation σ of speaker characteristics
Measure BDL JMK SLT

Fµ
0 121.83Hz 112.42 Hz 174.19 Hz

Fσ
0 17.16 Hz 13.91 Hz 17.38 Hz

OQµ
EGG 0.41 0.62 0.54

OQσ
EGG 0.09 0.07 0.10

Table 5.13 shows the mean µ and standard deviation σ for F0, and OQ derived from the EGG signals. Both are
measured on all voiced segments and all phrases for each speaker of the employed three CMU Arctic speakers.
The two male speakers BDL and JMK exhibit a comparatively lower mean pitch Fµ

0 than the female speaker SLT.
Speaker JMK has the least variance σ2 in his F0 contour while SLT and BDL exhibit larger F0 variations. The
observation for BDL corroborates the findings of [Drugman et al., 2012a]. JMK demonstrates the highest mean
open quotient OQµ

EGG with the lowest variance σ2.

Informal listening tests suggest that BDL has a very clear articulation and speaks with a high vocal effort. BDL has
an overall modal phonation but uses quite often creaky voice offsets [Drugman et al., 2012a] which may degrade
the Rd estimation accuracy due to the non-modal phonation of the creaky voice quality. JMK has a clear articulation
but speaks with a weak vocal effort which partially results in a whispered [Obin, 2012] and creaky voice quality
[Titze, 1994] with a bit of nasality. SLT under-articulates and speaks with a low vocal effort. She has a rather
modal phonation with a bit of nasality. All three speakers talk with a low pulmonic pressure [Catford, 1977]. BDL
and to a less extent STL exhibit a pressed voice quality. JMK in contrary has a more relaxed voice quality which
can lead according to the evaluation of the synthetic test set in section 5.6.3 to a less robust glottal source shape
parameter estimation performance.

Per speaker test setup:
The OQ comparison test results per speaker are presented in the following. Only the results for each speaker using
Rd adaptation variant 2 are shown. It demonstrates the better performance throughout the whole OQ comparison
test. The discussion examines only Pearsons correlation metric r.

Please note that the r-correlations as well as the α- and β-values listed for each speaker in the following sections
correspond to the maxima measured for each test set. Each preceding test was executed for all speakers to de-
termine the best scale parameter α for Viterbi smoothing and the best scale parameter β for Viterbi steering per

77



algorithmic variant and globally over speakers. Therefore, not the optimal α-maxima per speaker but the optimal
α values over speakers were fixed for the subsequent β variation tests. This global setting does partially render
not optimal speaker specific results for the tests presented in the following. The values which will be given in
the following sections to each correlation r in parenthesis correspond to the following indices of each algorithmic
variant:

1. Without Viterbi smoothing
2. Standard Viterbi smoothing
3. Viterbi steering, model 1, α variation, β fixation
4. Viterbi steering, model 2, α variation, β fixation

OQ test results for speaker BDL:
The results of the synthetic test discussed in section 5.6.3 associate higher F0 values as well as higher Rd and
OQ values with a lower performance in estimating glottal source shape parameters. Speaker BDL presents among

Table 5.14: BDL r-correlation results (α- or β-values in parentheses)
Smoothing MSPD2IX MSPD2I0 MSPD2I1 MSPD2I2

r (1) 0.5165 0.4761 0.5005 0.5233
r (2) 0.7263 (0.05) 0.6029 (0.21) 0.6820 (0.03) 0.7043 (0.11)
r (3) 0.7312 (0.07) 0.6323 (0.13) 0.6989 (0.09) 0.7021 (0.03)
r (4) 0.7771 (0.01) 0.7479 (0.03) 0.7708 (0.03) 0.7568 (0.01)

the three evaluated speakers the highest r-correlations, listed in table 5.14. He has the lowest mean open quotient
OQµ

EGG and a comparatively low F0. His high vocal effort and clear articulation contribute to the ease of estimating
his glottal excitation source shape. The utilization of F0 within the voice descriptor set for prediction model 2
contributes to the Rd estimation robustness for speaker BDL. The other three methods DyProg-LF, Strik-LF, and

Table 5.15: BDL comparison results of other methods
Metric DyProg-LF Strik-LF PowRd

r 0.6606 0.3268 0.3315

PowRd achieve as well the best Rd estimation results for speaker BDL, illustrated in table 5.15.

OQ test results for speaker JMK:
Speaker JMK poses not before expected problems to estimate the shape of his glottal excitation source. Despite
the lowest mean F0 of all speakers his high mean open quotient OQµ

EGG measured and his perceived weak vocal
effort lead to less robust Rd estimation results. The EGG-based OQEGG reference of speaker JMK exhibits more
physiological impossible movements compared to the other speakers OQEGG reference. The Viterbi steering of

Table 5.16: JMK r-correlation results (α- or β-values in parentheses)
Smoothing MSPD2IX MSPD2I0 MSPD2I1 MSPD2I2

r (1) 0.1902 -0.0183 0.1755 0.2478
r (2) 0.4267 (0.05) 0.0322 (0.05) 0.3922 (0.07) 0.4235 (0.03)
r (3) 0.4299 (0.03) 0.3307 (0.01) 0.3900 (0.07) 0.4242 (0.01)
r (4) 0.4344 (0.05) 0.2646 (0.01) 0.3937 (0.09) 0.4274 (0.03)

model 2 using F0 demonstrates only slight improvements for all but the worst performing method MSPD2I0,
depicted in table 5.16. The latter does not benefit from the exploitation of the F0-covariation but from the utilization
of Viterbi steering in general. Moreover, the three methods employed for comparison have even greater problems

Table 5.17: JMK comparison results of other methods
Metric DyProg-LF Strik-LF PowRd

r 0.0879 -0.1106 0.0797

to establish performant Rd estimation results for speaker JMK, shown in table 5.17. The PowRd method without
the utilization of dynamic programming achieves a similar performance to the DyProg-LF approach which uses
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dynamic programming.

OQ test results for speaker SLT:
Speaker SLT with the highest Fµ

0 achieves similar Rd estimation results as speaker JMK with the lowest Fµ
0 . No

Table 5.18: SLT r-correlation results (α- or β-values in parentheses)
Smoothing MSPD2IX MSPD2I0 MSPD2I1 MSPD2I2

r (1) 0.2485 0.0764 0.2636 0.2651
r (2) 0.4486 (0.15) 0.0943 (0.53) 0.4005 (0.13) 0.4541 (0.11)
r (3) 0.4497 (0.15) 0.3929 (0.03) 0.4280 (0.15) 0.4500 (0.11)
r (4) 0.4444 (0.15) 0.3772 (0.03) 0.4197 (0.13) 0.4454 (0.11)

method could benefit from F0 as voice descriptor for the OQGMM prediction model 2, shown in table 5.18. It
indicates that the rather large difference in Fµ

0 between the employed training data set of the male speakers BDL
and JMK versus the test data set for the female speaker SLT requires more speaker data with higher pitch to train the
prediction model 2 using F0. The DyProg-LF method listed in table 5.19 benefits from the application of its used

Table 5.19: SLT comparison results of other methods
Metric DyProg-LF Strik-LF PowRd

r 0.3638 0.1206 0.1204

dynamic programming approach and achieves nearly a similar performance compared to the phase minimization
variants using Viterbi smoothing and steering.

OQ test results summary per speaker:
The results of the best performing phase minimization variant MSPD2IX are summarized per CMU Arctic speaker
for the following algorithmic variants being indexed by the same number as shown in fig. 5.13:
1. No Viterbi smoothing
2. Standard Viterbi smoothing
3. Viterbi steering, model 1, α-optimization
4. Viterbi steering, model 1, β-optimization
5. Viterbi steering, model 2, α-optimization
6. Viterbi steering, model 2, β-optimization

The OQ test across speakers of section 5.6.4.3 reports no statistically significant improvements for MSPD2IX when
conducting an ANOVA analysis between the estimation results of algorithmic variant number 2 (Standard Viterbi
smoothing) with the following Viterbi steering variants of number 3 to number 5. Only the β-optimized Viterbi
steering with model 2, listed here as algorithmic variant number 6, achieves statistically significant improvements
for method MSPD2IX at significance level 5 % (p-value < 0.05) when compared to standard Viterbi smoothing.
Clear improvements can be visually inspected in fig. 5.13 for speaker BDL in terms of higher mean and higher
values of the horizontal whiskers which reflect the variability of the results outside the upper and lower quartiles.
Also the outliers shown in red dots exhibit in general higher r-correlation values. However, such improvements
aren’t or only to a very little extent visible for the speakers JMK and SLT. The improvement of Viterbi steering
(numbers 3 to 6) compared to Viterbi smoothing (numbers 2) is therefore limited. In contrast, the sole application
of Viterbi smoothing shows significant improvements compared to the frame-based MSPD2IX estimator without
smoothing (number 1).

5.6.4.5 Viterbi steering extension

Additional voice descriptors:
This paragraph presents further investigations to improve Viterbi steering by means of utilizing voice descriptors
being higher correlated to the OQEGG reference than the voice descriptor presented in the preceding sections. The
idea being that higher co-varying voice descriptors should improve the GMM data modelling and the corresponding
OQGMM prediction to increase the Viterbi steering performance accordingly.

Table 5.20: Pearsons r-correlation of selected voice descriptors versus the OQEGG reference
Metric H1-H2 [dB] 3 MFCC bins FVU [Hz] F0 [Hz] Loudness [dB] Skewness Kurtosis

r 0.3496 0.3401 0.2627 0.2153 0.4750 0.4907 0.4563
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Figure 5.13: OQ test results summary per speaker
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The first four columns of table 5.20 lists the voice descriptors which have been employed for the study of
[Huber and Röbel, 2013]. H1-H2, the 3 MFCC bins, FVU and F0 exhibit a comparably lower r-correlation than the
voice descriptors of the last three columns. The Skewness and the Kurtosis of the spectral representation of signal
S (ω) and its Loudness in dB co-vary to a higher extent with OQEGG. A large set of 1285 voice descriptors available
from the IRCAM descriptor library [Peeters, 2004] was examined on their correlation with OQEGG. The two new
selected voice descriptors Skewness and the Kurtosis exhibit a higher r-correlation since they reflect better the spec-
tral changes implied with the continuously changing glottal gestures. The Loudness measure reflects the vocal in-
tensity originating from the sub-glottal pressure [Laver, 1968, Vilkman et al., 1999, Fant and Kruckenberg, 2005].
All voice descriptor particularities are reflected to a different extent in the signal S (ω) and the OQEGG reference.

Two new OQGMM prediction models 1 and 2 are trained on their corresponding voice descriptor set:
GMM model 3 - Feature setD3:
D3 = H1-H2, 3 MFCCs, log10(F0µ

VU), log10(F0µ
0 ).

GMM model 4 - Feature setD4:
D4 = H1-H2, 3 MFCCs, log10(F0µ

VU), log10(F0µ
0 ), Loudness dB, Spectral Skewness, Spectral Kurtosis.

The feature set D3 of GMM model 3 equals D2 of section 5.5.2 with the difference that the two frequency measures
FVU and F0 have zero mean and are interpreted on the logarithmic scale. GMM model 4 employs in its feature set
D4 additionally the new voice descriptors Loudness dB, the Spectral Skewness and Kurtosis being listed in table
5.20.

Standard 3-fold cross validation:

Table 5.21: GMM prediction results, training set, 3-fold
Speaker r (train, Model 3) r (train, Model 4)

BDL 0.5604 0.6410
JMK 0.7852 0.7946
SLT 0.9115 0.9230
ALL 0.7524 0.7862

Table 5.21 lists the Pearson r-correlation measured on the data set to train each GMM by means of the 3-fold
leave-one-out cross-validation as performed with the preceding models. The removal of the mean for F0 and FVU

and the application of the logarithmic scale does not contribute to higher r-correlations of the GMM prediction.
The column for Model 3 (train) lists lower r-correlations per speaker than the corresponding 3rd column r (train)
of table 5.7. The additional consideration of the three highly co-varying voice descriptors Loudness, Spectral
Skewness and Spectral Kurtosis in the feature set D4 achieves slightly higher r-correlations for the training test set
of GMM Model 4, shown in the 3rd column of table 5.21. However, the higher correlations of r=0.7862 for Model
4 is only marginal better compared to r=0.7803 for Model 2, shown in table 5.7. Table 5.22 lists the r-correlation

Table 5.22: GMM prediction and Viterbi steering results, test set, 3-fold
Method r (test)

Model 3 (predict) 0.4244
Model 4 (predict) 0.3845

Model 3 + MSPD2IX 0.5200 (0.07)
Model 4 + MSPD2IX 0.5105 (0.05)

results not per speaker but being averaged over the three used speakers. The desired improvements of utilizing
additional highly correlating voice descriptors do not manifest in the corresponding evaluation on the test set. The
performance of the sole GMM prediction using the models 3 and 4 on the test set is with r=0.4244 and r=0.3845
lower than r=0.4931 for the corresponding prediction of model 2 listed in table 5.7. The probabilistic surface of
the GMM prediction is combined with the error surface of the phase minimization algorithm MSPD2IX to form a
probabilistic surface for the Viterbi algorithm. Global r-maxima exist for the optimization of the Viterbi weighting
parameter α, shown in parentheses. The results for the presented extension of Viterbi steering listed in the 4th and
5th row of table 5.22 lie below r=0.5438 of the preceding Viterbi steering model 2 shown in table 5.11.

5-fold cross validation without speaker dependency:
One reason for the failing improvement of the Viterbi steering models 3 and 4 may be in general the utilized 3-
fold leave-one-out cross validation. The GMM prediction model is trained on two speakers to predict OQGMM on
the third speaker. Speaker value differences may introduce a bias into the data modelling and prevent the model
to generalize well. The following investigation presents therefore a 5-fold cross validation. The GMM training
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data is comprised of 80 % of all three speakers corpora, which the remaining 20 % building the test data from
all three speakers. The higher r values reported in table 5.23 of the 5-fold approach with sole GMM prediction

Table 5.23: GMM prediction results, training set, 5-fold
Speaker r (train, Model 3) r (train, Model 4)

ALL 0.8255 0.8445

on the training set confirm that value differences between speakers are present in the 3-fold cross validation. The

Table 5.24: GMM prediction and Viterbi steering results, test set, 5-fold
Method r (test)

Model 3 (predict) 0.5081
Model 4 (predict) 0.5041

Model 3 + MSPD2IX 0.5641 (0.07)
Model 4 + MSPD2IX 0.5701 (0.05)

evaluation results of the 5-fold cross validation shown in table 5.24 constitute the highest r-correlations on the test
data for both the sole GMM prediction listed in the 2nd and 3rd row and the actual Viterbi steering in combination
with phase minimization listed in the 4th and 5th row. The better results of table 5.23 on the training data set and
of table 5.24 on the test set versus the 3-fold leave-one-out approach confirm that a speaker dependency is present
in the utilized GMM modelling. This indicates that more speaker data is required such that the GMM-based data
modelling generalizes well over different speakers and their intrinsic peculiarities.

5.7 Conclusions

Rd range adaptation and extension:
A continuous coverage of voice qualities from a tense to a normal to a relaxed phonation type is provided by the
proposed parameterization of the extended Rd range presented in section 5.2. It requires a parametric adaptation
of the equations defining the Rd regression of the parameter space of the LF model. The Rd range extension covers
more adducted and abducted phonations found outside the normal Rd range [0.3, 2.7]. The Rd adaptation variant
2 achieves a more precise distinction between glottal source shapes for the normal Rd range. This can be the
reason for its better performance on the test set of natural human speech of section 5.6.4 where Rd values occur
predominantly in the normal Rd range.

The objective evaluation on a synthetic test set of section 5.6.3 by interpreting the test results as in section 5.6.3.3
in terms of voice quality shows that higher values than e.g. Rd=6.0 to limit the Rd upper range may not be
beneficial to the Rd estimation. One reason is that the estimation of higher Rd values is more error-prone because
the (perceptual) similarity of different glottal pulse shapes in higher Rd value regions is higher than in lower Rd

value regions. The perceptual impact in the upper Rd range for abducted termination is lower than for adduction in
the lower and normal Rd range. This is additional corroborated by the test results of test on natural human speech
of section 5.6.4. The adaptation variant 2 achieves a better Rd estimation performance since it samples the LF
parameter space of the predicted R∗p waveshape set with a higher resolution in the Rd sub-range Rd=[1.8476, 2.7].
of the perceptually more important normal Rd range [0.3, 2.7]. Moreover, higher Rd values reflect more relaxed
voice qualities with an increased breathiness and thus a higher noise level with less stable harmonic sinusoids
available.

Phase minimization variants:
The results of section 5.6 demonstrate that the two novel phase minimization variants MSPD2IX and MSPD2I2
explained in section 5.3.3 and proposed in [Huber et al., 2012] outperform the baseline method MSPD2I1 of
[Degottex, 2010, Degottex et al., 2011a] in estimating Rd. The results of the synthetic test of section 5.6.3 con-
firm their promising proof-of-concept explained with the analysis of the error surfaces shown in fig. 5.12. The
error surfaces estimated on natural human speech shown in fig. 5.6 verify the findings. The better performance of
MSPD2IX and MSPD2I2 is completely validated by the two objective evaluation tests presented in sections 5.6.4
and 5.6.3. The estimation of voice qualities with a comparatively higher relaxed phonation and less vocal effort
poses more difficulties.

Viterbi steering:
The Viterbi steering attempt explained in section 5.5 was implemented as a proof-of-concept to add more ro-
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bustness to the glottal source estimation algorithms which use already Viterbi smoothing. It demonstrates certain
advancements to a statistically significant extent compared to the Viterbi smoothing baseline approach of section
5.4. The exploitation of co-varying voice descriptors is able to increase the Rd estimation performance. The uti-
lization of a machine learning approach to predict Rd from a set of voice descriptors is able to aid and to possibly
outperform the signal processing paradigms known to date to estimate glottal source signals in the future.

The continuative extension of Viterbi steering discussed in section 5.6.4.5 tries to provide means leading to a
higher performant Rd estimation compared to its baseline models 1 and 2 proposed in [Huber and Röbel, 2013].
The utilization of three additional highly correlated voice descriptors provided by the IRCAM descriptor library
[Peeters, 2004] could not improve the Viterbi steering method. Despite model 5 improves the GMM prediction on
the training data it results into a comparably lower performance on the test data set. Any executed test trial (e.g.
the selection of different new voice descriptors) to improve the GMM prediction and Viterbi steering resulted in
improvements for two and in a deterioration for another speaker. This indicates that the utilized CMU Arctic data
set in combination with the evaluated algorithms and evaluation metrics is already saturating on a certain upper
border.

Viterbi steering requires more speech corpora from more speakers of different age and gender covering more
speaker characteristics in the trained models to achieve a robust GMM-based prediction which is able to generalize
properly its data modelling on any analyzed speaker. The underlying data model of the utilized GMM models
requires to cover any possible feature combination present in any analyzed speech phrase. The 5-fold cross val-
idation presented in section 5.6.4.5 confirms that the utilized 3-fold leave-one-out cross validation shown in the
preceding sections 5.6.4.3 and 5.6.4.4 suffers from a speaker dependency.

Another drawback of the presented Viterbi steering is that the probability surfaces of the GMM prediction and
phase minimization may compete against each other. The simple superposition of both probability surfaces does
not assure that their combined probability constitutes only one maximum per evaluated frame. Contrariwise, the
sole application of either GMM prediction or phase minimization proved to be less performant.

The achieved improvements of Viterbi steering are of minor impact compared to the comparably bigger amount
of required data modelling and higher computational costs. The Rd estimator using standard Viterbi smoothing is
therefore the default glottal source estimation algorithm used throughout this thesis. The novel speech framework
introduced in chapter 6 and the novel VC system employ MSPD2IX along with standard Viterbi smoothing to
estimate Rd.

Please note that the partially very promising results of the GMM-based predictor reported in the tables 5.6 and
5.7 for the training test set may be biased. The employed Pearson r-correlation metric was evaluated over two
speakers used in the training. The evaluation metric analyzes therefore additionally the mean difference present
between two speakers. This is not the case for the evaluation on the test set where only the prediction results for
one speaker are examined. The correlation values for the test set express therefore only specific details between
the predicted Rd contour and the Rd contour derived from the EGG comparison basis. In contrast, the correlation
values for the training set may be biased by the mean difference present between two speakers. This behaviour
was realized while the non-published continuation work on Viterbi steering presented in section 5.6.4.5, after the
publication of [Huber and Röbel, 2013].

Viterbi smoothing:
The importance to smooth estimated glottal source parameters over time was validated as in [Vincent et al., 2007,
Kane et al., 2012, Kane and Gobl, 2013b] by the experimental findings. The results shown in table 5.4 and in fig.
5.13 confirm that contour smoothing by means of dynamic programming immensely increases the glottal source
estimation performance compared to the frame-based Rd estimator, shown in table 5.2.

Estimator parameterization:
The optimal parameter adjustment poses further difficulties especially for the analysis of natural human speech.
Different parameterizations of the Rd estimator lead to different estimated Rd contours. A missing ground truth
in real world application leaves the user to choose visually which Rd contour could resemble the most the true
underlying Rd contour contained in the input signal S (ω). A user adjusts the parameterization of the Rd estimator
by means of an iterative trial-and-error parameter optimization accordingly. Crucial parameters are the α (and
β) weights of Viterbi smoothing (and steering) determining the influence between transition and (the two) error
surface(s). Also the chosen minimum and maximum amount of available stable harmonic sinusoids to execute
phase minimization is influential. One trick to optimize the parameterization is to examine the estimated GCI
locations visually versus the repetitive minimal amplitude locations present in each short-time segment of the time
domain waveform according to the local fundamental period. If both time locations differ to a huge extent over
longer time segments like a diphone or a syllable A too huge time difference of both time locations present over
longer time segments like a single phoneme or a complete syllable indicates an erroneous Rd estimation which in
turn leads to the erroneous GCI estimation.
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Chapter 6

Contribution -
PSY: A flexible Parametric Speech
SYnthesis system

M y sheep liĆen to my voice. I know them, and they follow me.

The Holy Bible (John 10:27)

6.1 Overview

6.1.1 Introduction

Building set framework:
A new flexible speech framework for the advanced analysis, transformation and synthesis of spoken voices is pre-
sented in this chapter. It is based on an extended source-filter model introduced in the following section 6.1.2. The
novel speech system is openly designed for the utilization as a basic building block system allowing for advanced
Voice Transformation and Voice Conversion purposes to alter voices. The analysis sub-system of PSY allows for
the automated estimation of an extended voice descriptor set for a source and target speaker pair. Its synthesis
sub-system depends on a set of designated voice descriptors to construct the synthesis of a spoken phrase. It can
process the required voice descriptors from the same or different voice sources. The extended voice descriptor set
consists of a voiced part V(ω) and an unvoiced part U(ω). V(ω) comprises the Vocal Tract Filter (VTF) C(ω),
the glottal pulse G(ω), the fundamental frequency F0, the Voiced / Unvoiced Frequency boundary FVU , and its
RMS-based energy Evoi. U(ω) consists of the unvoiced component signal itself and its RMS-based energy Eunv.

The novel speech system is denoted ”PSY” to refer to Parametric Speech Analysis, Transformation and SYnthesis.
For the time being, PSY is primarily suited for advanced transformations of the glottal excitation source of speech
signals, and the transformation of the employed voice descriptor set from a source to a target speaker within the
context of VC.

A future and not yet tested application is the transformation of the fundamental frequency F0 and other prosodic
characteristics.

SVLN continuation:
Recent research in the speech community [Drugman and Dutoit, 2012, Cabral and Carson-Berndsen, 2013] has
notably improved the speech synthesis quality by explicitly modelling the deterministic and stochastic component
of the glottal excitation source. Advanced source-filter decomposition strategies, presented in section 3.8 and pro-
posed in [Vincent et al., 2007, Cabral et al., 2008, Degottex et al., 2013], address finer details defined by extended
voice production models for human speech. These approaches analyze an extended voice descriptor set to model
their transformation and synthesis. The extended voice descriptor sets consist of: the Vocal Tract Filter (VTF), the
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shapes and the GCI positions of glottal pulses, the random noise component, and energies. The parametric analysis,
transformation and synthesis framework PSY is build on the means of the SVLN system presented in chapter 3.8.4
since SVLN was developed in the same laboratory. In PSY, the underlying model of SVLN is notably extended by
a) advanced means to estimate the unvoiced stochastic component U(ω) introduced in chapter 6.3,
b) an additional model being more robust to control energy changes required to facilitate voice quality transforma-
tions and VC,
c) more robust means to handle the VTF by relieving the model from the dependency on the FVU , and
d) the modelling of finer details of speech signals such that a certain naturalness is maintained in the synthesized
speech waveform.
The PSY framework is explained in the subsequent sections and chapters. At certain points in the following it will
be partially compared to its SVLN baseline approach. Example illustrations of particular technical steps are given
in the following discussion for the CMU Arctic speaker BDL [Kominek and Black, 2004, Huber and Röbel, 2013]
to better visualize the algorithmic behaviour.

Chapter 6.5 presents different schemata to synthesize a speech signal. Different synthesis possibilities cover dif-
ferent requirements imposed by different speech processing tasks like VC or the transformation of voice quality.
For this reason, PSY offers to process speech with a wide-band or a full-band model without frequency limits
[Degottex and Stylianou, 2013]. Future applications like F0 transformation or the generation of a human voice
avatar have not yet been implemented.

PSY operates with only little constraints imposed on the utilized voice descriptor set. The SVLN baseline ap-
proaches of [Degottex, 2010, Drugman and Dutoit, 2012, Degottex et al., 2013] assume a constant voice quality
over longer time segments like one phoneme, one syllable or one word. In contrast, PSY attempts to capture and
reproduce finer voice quality details such that synthesized phrases do not contain buzzy and muffled sounding
effects. However, the robustness and synthesis quality of PSY is for the time being depending on the accuracy of
the estimated GCI times, along with the corresponding Rgci

d estimation at each closure time of the glottal excitation
pulse.

Voiced and Unvoiced separation:
In PSY, one main conceptual design separates the processing into a voiced deterministic V(ω) and into an unvoiced
stochastic U(ω) component. The separation is based on a deterministic plus stochastic model (DSM) approach
[Serra, 1989]. The modelling of V(ω) by glottal pulses convolved with VTFs facilitates the superimposition of
auxiliary or the suppression of present sinusoidal content in the voiced component. Such handling of the sinusoidal
content is for instance required to transform the deterministic part of the glottal excitation source, according to a
transformed R

′

d or R
′gci
d contour. Within the context of the separation into a voiced and an unvoiced part, a novel

method to estimate the stochastic component is presented. An informal subjective listening test conducted within
the laboratory suggests that the re-synthesized stochastic component carries, in comparison to the re-synthesized
sinusoidal part, more perceptual information of a speakers voice identity and information required to render a
synthesized speech signal intelligible. The unvoiced component U(ω) is as the voiced component V(ω) coloured
by the resonances of the vocal tract formants. A similar observation concerning the LPC residual representing
the source excitation is discussed in [Sündermann et al., 2006b]. The residual obtained by inverse filtering is
discussed in [Erro, 2008]. It contains among noise and the glottal source perceptually important formant and phase
information contributing to a speakers voice identity.

Pulse-based speech modelling:
One major difference of the proposed system lies in its liberation of not having to model amplitude Ak, instanta-
neous frequency fk and instantaneous phase φk of each quasi-harmonic sinusoid k in voiced segments [Serra, 1989].
This freedom is achieved by simply exciting a sequence of VTF envelopes with a glottal pulse sequence, syn-
thesized at the corresponding glottal closure time instants. The localization of the pulses at the GCIs liberates
the PSY framework of having to model the phase and frequency continuation of single sinusoids for synthesis
[Bonada, 2008]. The correct amplitude values A are determined by the convolution of glottal pulses with the VTF,
along with the energy management of PSY which will be presented in chapter 6.4.1. The complete sinusoidal
analysis and synthesis to model speech is with this transferred to the spectral envelope estimation of the signal
and the VTF, as well as the analysis and synthesis of a pulse sequence of the glottal excitation source. However,
the sinusoidal parameter estimation may perform more robust than the GCI [Degottex, 2010] and the glottal pulse
shape parameter estimation [Huber and Röbel, 2013].

The processing of the unvoiced stochastic component via the white noise excitation of spectral envelopes is de-
scribed section 6.3. Its corresponding energy model is introduced in section 6.4.1. Both relieve the speech process-
ing system of having to model explicitly the noise modulations in time, frequency and amplitude. The evaluation
presented at the end of this chapter indicate that this constitutes an improvement compared to the synthesis of an ar-
tificially constructed noise component as in [Klatt and Klatt, 1990, d’Alessandro et al., 1998, Lu and Smith, 2001].
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Excitation:
A more simple synthesis possibility is to excite a spectral envelope sequence with the impulse train δs(n) of a
Dirac delta function δ(n). Different means to use an impulse train for F0 modification in a LPC vocoder are
discussed in [Cotescu and Gavat, 2010]. The utilization of a glottal source model within a speech synthesis system
not just permits to alter F0 but also the voice quality in terms of a tense, modal or breathy voice. Results given in
[Cabral et al., 2008] indicate that the glottal excitation source outperforms impulse excitation.

Publication:
Please note that the works presented in this chapter were published as a basic version in [Huber and Röbel, 2015a]
and as an extended version in [Huber and Röbel, 2015b].

6.1.2 Voice production model

PSY operates upon the following generic interpretation of the human voice production in the time domain:

s(n) = u(n) + v(n) (6.1)

= u(n) +
∑

i

g(n, Pi) ∗ δ(n − Pi) ∗ c(n, Pi) (6.2)

A speech signal s(n) can be approximated as a superposition of an unvoiced stochastic component u(n), and a
voiced deterministic component v(n). The deterministic component contains a sequence of glottal pulses that
are located at the time positions P. Glottal Closure Instants (GCI) are estimated by the means described in
[Degottex et al., 2010]. Each estimated GCI defines at index i the corresponding time position Pi. Each glottal
pulse is represented by the glottal flow derivative g(n, Pi). The LF glottal source model introduced in section 3.2.3
is used to synthesize g(n, Pi). The one-dimensional LF shape parameter Rd discussed in section 3.3.1 parameterizes
the LF model to describe the pulse shape of g(n, Pi). The glottal flow derivative g(n, Pi) describes as well the effect
of the radiation filter r(n) at lips and nostrils level [Fant, 1981]. g(n, Pi) is convolved with a Dirac impulse at the
GCI Pi and the Vocal Tract Filter (VTF) that is active for the related position c(n, Pi). The VTF c(n) is supposed
to be minimum phase [Maia and Stylianou, 2014].

The speech signal model given in equ. 6.2 is processed in the spectral domain using the Short-Time Fourier
Transform (STFT) for being able to make spectral domain manipulations. Please note that for brevity the sequence
of a few consecutive glottal pulses g(n, P j) will be denoted as gs(n) =

∑
j g(n, P j) ∗ δ(n − P j) in the following.

The summation over the GCI index j is set to comprise a signal segment of a few glottal pulses being covered
by the Hanning window wh(n) of the STFT. Each glottal pulse is related to a slightly different VTF. The glottal
pulse shape and the VTF are assumed to not change within the Hanning window wh. Both are expected to be
approximately given by the corresponding parameters in the window center.

Assuming that the filtering processes implied by each convolutional operation between the signal components of
equ. 6.2 is involving impulse responses that are shorter than the length of window wh allows interpreting the voice
production model in the spectral domain. The STFT of the speech signal with each signal component denoted in
upper case is given by:

S (ω, k) = U(ω, k) + V(ω, k) (6.3)
= U(ω, k) + G(ω, k) · ∆(ω, k) ·C(ω, k) (6.4)

Each STFT frame k reflects the position of the window center. The frequency variable of the Discrete-Time
Fourier Transform (DTFT) is denoted by ω. The dependency of all signal spectra with respect to k will be dropped
in the following for easier illustration purposes. The STFT frame index k will still be utilized where needed. The
unvoiced U(ω) and the voiced V(ω) components are the DTFT of the windowed unvoiced and voiced signals from
equ. 6.2. It is assumed that g and c and the corresponding DTFT spectra G(ω) and C(ω) are quasi-stationary within
the window. The spectral representation ∆(ω) of the Dirac impulse sequence δ(n − Pi) reflects the GCI sequence
of the glottal pulses time instants.

A quick overview explaining each signal component involved in the presented voice production model of PSY
is given in table 6.1. Denotations in upper case indicate the spectral domain, denotations in lower case the time
domain. More detailed explanations of each involved signal component are listed as follows:

U(ω): The unvoiced stochastic component U(ω) is extracted from the spectral representation S (ω) of signal
s(n) by deleting the sinusoidal content. The precise procedure to estimate U(ω) using different algorithmic
variations are explained in chapter 6.3.
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Table 6.1: Signal descriptors used in PSY
Spectral domain Time domain Signal type

U(ω) u(n) Stochastic component, unvoiced or noise part
V(ω) v(n) Deterministic component, voiced part
R(ω) r(n) Radiation filter at lips and nostrils level
C(ω) c(n) Vocal Tract Filter (VTF)

G(ω) g(n) Glottal flow derivative signal,
deterministic part of the glottal excitation source

Gs(ω) gs(n) Glottal flow derivative sequence,
covering a few consecutive glottal pulses g(n, P j)

Ggci
Rd

(ω) ggci
Rd

One glottal pulse at an associated GCI position,
parameterized by the LF shape parameter Rd

∆(ω) δs(n) Impulse train representing a sequence of Dirac delta functions
Wh(ω) wh(n) Hanning window

V (ω): The voiced deterministic component V(ω) is estimated to synthesize purely harmonic sinusoidal content
by means of exciting a VTF C(ω) by a glottal excitation pulse sequence G(ω). Another preliminary approach
implemented in PSY for comparison purposes is given by the excitation of a spectral envelope sequence Tsig

estimated on the signal s(n) with the impulse train of a Dirac delta function δ(n). The precise procedure to
construct V(ω) and its different algorithmic variations are explained in chapter 6.5.3.

R(ω): The radiation filter R(ω) in the spectral and r(n) in the time domain reflects as explained in chapter 3.8.4.1
the radiation at lips and nostrils level. It is described as the time derivative r(n), being in the spectral domain
described by R(ω) = jω [Markel and Gray, 1976, Degottex et al., 2011a]. Please note that the radiation filter
at lips and nostrils level R(ω) is not explicitly addressed in the voice production model of PSY described by
equ. 6.2 and equ. 6.4. R(ω) is implicitly processed in the presented speech system PSY. For the voiced
component V(ω), the glottal flow derivative G(ω) is a result of the convolution of r(n) with the glottal
volume-velocity flow. For the unvoiced component U(ω), the convolution of R(ω) with the stochastic part
is already contained in the analyzed signal s(n). The DSM-based extraction of U(ω) contains therefore
implicitly the radiation R(ω).

C(ω): A Vocal Tract Filter C(ω) describes the filter of human voice production, as discussed in the sections 2.1
and 3.8.4.1. An Auto-Regressive (AR) model represents the VTF resonances exclusively by poles A(z):
C(z) = 1/A(z). The AR Model considers the VTF as an all-pole filter [Mathews et al., 1961]. Adding the
coupling with the nasal cavity introduces pole-zero pairs. The additional modelling with zeros B(z) results in
an Auto-Regressive and Moving Average (ARMA) model: C(z) = B(z)/A(z) [Makhoul, 1975]. Two different
means to extract the VTF from a speech signal are presented in chapter 6.2.3. Both are based on the AR
model without considering the possibility to attribute zeros to the VTF.

G(ω): G(ω) and g(n) represent the glottal flow derivative signal as part of the human voice production model of
PSY. The glottal pulses constitutes the deterministic part of the glottal excitation source.

Gs(ω): Gs(ω) and gs(n) represent the windowed combination of several consecutive glottal pulses. Its length is
determined by the window size of the STFT. The exact deployment of Gs(ω) and gS (n) is detailed in chapter
6.2.2.2.

Ggci
Rd

(ω): Ggci
Rd

(ω) and ggci
Rd

represent a single glottal flow derivative, synthesized on a time instant corresponding
to an estimated GCI being associated to the pulse. The spectral Ggci

Rd
(ω) and time domain ggci

Rd
waveforms

represent the shape of the glottal pulse. The latter is described with the LF model [Fant et al., 1985] which
is parameterized by the LF regression parameter Rd, introduced in chapter 3.3.1.

∆(ω): The Dirac delta function δ(n) represents in the time domain in a similar manner as explained in section
3.8.4.1 the pulse interval generated by the opening and closing of the glottis. The latter is the source of each
pulse in the human voice production, causing the deterministic part in speech signals [Degottex, 2010]. ∆(ω)
constitutes the spectral representation of the Dirac impulse sequence δs(n). Please note that contrary to the
usage of the harmonic structure HF0 (ω) in section 3.8.4.1, ∆(ω) expresses in the voice production model of
PSY described in equ. 6.4 the Dirac impulse sequence. The latter causes the voicing of the sinusoidal content.
∆(ω) does not reflect a harmonic structure for irregular spaced pulse sequences such as speech segments
containing creak [Drugman et al., 2013, Kane et al., 2013a]. However, the Dirac impulse train δs(n) reflects
for many voiced speech segments a quasi-periodic pulse interval sequence. The quasi-harmonic periodicity
is for these cases expressed by ∆(ω). The pulse continuation over time given by the time intervals of the GCI
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sequence defines for these cases the fundamental periodicity which can be expressed by the fundamental
frequency F0.

6.1.3 PSY analysis system layout

Fig. 6.1 illustrates the different analysis blocks to estimate the voice descriptor set utilized in the speech framework
PSY. The estimation of the voice descriptors F0, FVU and Rgci

d allows to synthesize a sequence of glottal pulses
as glottal pulse waveform g(n) on which the spectral envelope sequence Tg(ω) is estimated. The Vocal Tract
Filter C(ω) results from a division of the spectral envelope sequence Tsig(ω) by Tg(ω). The latter is estimated on
the original speech signal s(n). The spectral envelope sequence Tunv(ω) is estimated on the extracted unvoiced
component u(n). The RMS-based energy contour Eunv of u(n) is subtracted from the speech signals energy contour
Esig to express the energy contour Evoi of the voiced component v(n) as their simple linear difference. The voiced
Evoi and unvoiced Eunv energy contours are estimated over a whole speech corpus to provide training data for the
corresponding voiced Mvoi and unvoiced Munv GMM-based energy models. The latter is used to model the energy
variations implied with the voice quality transformation, presented in section 6.4.3. The VTF sequences C(ω)
and the spectral envelope sequences Tunv(ω) are employed within the VC context . The different steps required
to analyse all illustrated voice descriptors, spectral envelopes and the VTF sequence of one speech phrase will be
introduced in the following.
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Block diagram illustrating the different analysis parts in PSY

Figure 6.1: System overview of the analysis stage in PSY
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6.2 Analysis I - The voiced deterministic component

6.2.1 Voice descriptors

6.2.1.1 Fundamental Frequency F0

A monophonic version of the algorithm to estimate multiple fundamental frequencies proposed in [Yeh et al., 2010]
constitutes the basic means to estimate F0 throughout the work being here presented. It is implemented in IRCAMs
basic signal processing system SuperVP, introduced in chapter 2.5.2. SuperVP enables further parameterization
and post-processing steps to configure the F0 estimation process.

First, an estimated F0 value is only considered valid if the noise level estimation Nσg of the corresponding analysis
frame lies below the noise threshold θsn. In PSY, θsn is set to a lower value of only 20 dB. This allows a less
conservative F0 estimation with a higher probability of available F0 estimates within voiced segments. It leads to
a lower rate of false negative F0 estimations in voiced segments. However, more false positive F0 estimations may
occur in unvoiced segments.

Second, stable harmonic sinusoids are inevitably required for a robust analysis of the harmonicity, an attribute
representing the degree of acoustic periodicity [Boersma, 1993] which is implicitly contained in the deterministic
component V(ω) of most audio signals. The evaluated frequency range is thus delimited by its upper border
Lhigh, set to 1.7 kHz in PSY. This diminishes the interference of unstable noisy peaks which increasingly mask the
sinusoidal content in higher frequency regions.

Third, a harmonicity score Pharm of the F0 estimate serves as voiced / unvoiced confidence measure. The F0
estimate is set to zero if the Pharm measure lies below the significance level αharm. As with the noise threshold θsn,
the significance level αharm is set as well to a relatively low value of 20 % to lower the rate of false negative F0
estimations in PSY.

Fourth, a median smoothing filter of order Ms = 8 is applied to the estimated F0 contour.

6.2.1.2 Voiced / Unvoiced Frequency FVU

As indicated in chapter 2.3.2, the basic FVU estimation follows in PSY the explanations given in [Röbel, 2010c].
Same as with the F0 estimation, the FVU estimator is available in SuperVP to allow for further configurations. The
error tolerance εsn for noise vs. sinusoidal peak classification is set to a relatively high value of 30 % to lower the
rate of false negative FVU estimations in PSY. A median smoothing filter covering a signal segment of 2.5 analysis
windows is applied to the initial FVU estimate.

6.2.1.3 LF shape parameter Rd

The LF regression parameter Rd efficiently parameterizes the LF glottal source model [Fant, 1997,
Huber and Röbel, 2013]. It is estimated using the previously established F0 and FVU contours as additional signal
information. The Rd estimation is connected with an additional GCI estimation [Degottex et al., 2010] to restrict
the Rd estimation to Rgci

d . It describes the Rd contour as Rgci
d exclusively on the estimated sequence of glottal closure

time instants. The estimation of the Rgci
d and Rd contours in PSY is explained by the following steps.

Step 1 - MSPD2IX:
The phase minimization variant MSPD2IX, introduced in chapter 5.3.3 and proposed in [Huber et al., 2012], builds
the basic means to estimate Rd in PSY. According to some informal heuristic tests on the speech recordings pre-
sented in the evaluation chapter 6.6, the weight for each phase minimization of MSPD2IX in PSY is parameterized
as follows: MSPD2I0 = 25 %, MSPD2I1 = 25 %, MSPD2I2 = 50 %. This setting is slightly contrary to the
proposal given in [Huber and Röbel, 2013], being presented in this study in section 5.6.3. This considerably huge
synthetic test set indicated that a variation of the single weights for MSPD2IX does not alter the estimation results
to a statistically significant extent. Therefore, a default equal weighting of MSPD2I0 = 33 %, MSPD2I1 = 33 %,
MSPD2I2 = 33 % has been proposed. However, further informal tests on natural human speech suggest, without
the possibility of having a ground truth for comparison available, that a weighting scheme in favour of the second
integrator MSPD2I2 leads to a more robust Rd estimation.

Step 2 - Viterbi smoothing:
Standard Viterbi smoothing, introduced in chapter 5.4 and proposed in [Huber and Röbel, 2013], is applied on
the initial MSPD2IX estimate to suppress non-natural jumps within short-time segments [Vincent et al., 2007,
Kane and Gobl, 2013b].
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Step 3 - GCI bound:
The initial Rd estimate in PSY using SuperVP is bound to GCIs and results first in a Rgci

d contour.

Step 4 - FadeRgci
d

in/out at voiced segment borders:
One major problem in estimating the deterministic part of the glottal excitation source appears when only few
stable harmonic partials can be observed [Drugman et al., 2008, Degottex et al., 2011a]. As explained in chapter
5, such situations may occur at phoneme transitions or at word and speaking pause boundaries, as well as for higher
F0 values [Drugman et al., 2008, Huber et al., 2012].

Rd border hypothesis:
One general expectation on an estimated Rd contour is the hypothesis that the Rd values should comparably increase
on word and speaking pause boundaries, and as well as on phoneme transitions. The same hypothesis expects that
the Rd contour should generally be comprised of lower Rd values at the more stable parts of a speech phrase,
for example in the middle of a vowel. The reason for that hypothesis being that the muscles of the vocal chord
should be in a more relaxed state at speaking pause boundaries. Before starting and after ending an utterance, the
vocal chord muscles rest inactive. To enter into a strained vibration mode, the muscles have to transition from
completely resting via relaxed and modal to finally tense. Please note that this tense or pressed voice quality is
relatively independent from vocal effort [d’Alessandro, 2006]. A tense voice quality is described by lower Rd

values. A relaxed voice quality is related to higher Rd values.

The tests on natural human speech of the CMU Arctic data set [Kominek and Black, 2004] conducted for the
study of [Huber and Röbel, 2013] are explained in chapter 5.6. Informal visual inspections on this test results
confirm in general this hypothesis for the comparison basis OQEGG. However, the OQRd contour, derived from
the phase minimization based Rd estimates [Huber et al., 2012], appears to sometimes contradict the hypothesis by
approaching comparably lower instead of higher Rd values on some speaking pause borders. As outlined in chapter
5.6, the Rd estimation based on phase minimization is more error prone if only a lower number of stable harmonic
sinusoids N is observable before being masked by noise. This situation occurs predominantly at speaking pause
borders and at transitions between some phoneme pairs.

Therefore, a simple algorithm to fade in/out the Rgci
d contour is implemented in PSY. The algorithm works according

to the following explanations given by the pseudo-code Algorithm 1. The algorithm assures that the first three
Rgci

d estimations found at voiced segment borders do not decrease at segment ends and do not increase at segment
starts. The algorithm fades the Rgci

d contour in at the start time tstart of a voiced segment, and fades Rgci
d out at the

end time tend of a voiced segment.

Fig. 6.2 illustrates the impact of fading in and out the Rgci
d contour at voiced segment borders. The original Rgci

d

curve is shown by a solid line in cyan colour. The corrected Rgci
d curve is shown by point markers in red colour.

Examples where the extrapolation resulted in the desired increase of the Rgci
d contour can be inspected around the

time instants ∼0.15 and ∼3.30 seconds. Please note that the denomination Rdgci given in the fig. 6.2 denotes Rgci
d .

Figure 6.2: Example of Rgci
d fade in/out at voiced segment borders
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Algorithm 1 - Fade Rgci
d in/out on voiced segment borders

Compute voicing decision with frequency threshold Fmin = 50 Hz:

voiced =

True ∀ (F0 ∧ FVU) >= Fmin

False ∀ (F0 | FVU) < Fmin

Delete all Rgci
d estimations found in unvoiced segments:

Rgci
d [∼ voiced] = []

Compute all indices K′start and K′end corresponding to start times Tstart and end times Tend of voiced segments
over all STFT time steps K and time instants T :

Tstart,K′start = tk, k ∀ voiced[k-1] == False ∧ voiced[k] == True
Tend,K′end = tk, k ∀ voiced[k-1] == True ∧ voiced[k] == False

for (tstart, kstart) in (Tstart, K′start) do
if any(Rgci

d [kstart:kstart+2]) does not decrease compared to its predecessor from kstart to kstart+2: then
Extrapolate: Rgci

d [kstart:kstart+2] from f
(
Rgci

d [kstart+3:end]
)

end if
if (still after extrapolation) any(Rgci

d [kstart:kstart+3]) does not decrease (fallback): then
Saturate: Rgci

d [kstart:kstart+2] to Rgci
d [kstart+3]

end if
end for

for (tend, kend) in (Tend, K′end) do
if any(Rgci

d [kend-2:kend]) does not increase compared to its predecessor from kend-2 to kend: then
Extrapolate: Rgci

d [kend-2:kend] from f
(
Rgci

d [begin:kend-3]
)

end if
if (still after extrapolation) any value in Rgci

d [kend-2:kend] does not increase (fallback): then
Saturate: Rgci

d [kend-2:kend] to Rgci
d [kend-3]

end if
end for
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Step 6 - GCI time correction:
The informal visual inspections mentioned for the previous step 5 indicate as well that not just the Rgci

d values
estimated at voiced segment borders are more likely to be erroneous. Also the estimated GCI times may be wrong
if only few stable harmonic sinusoids N are observable.

A simple algorithm in PSY permits the correction of the estimated GCI time instants tgci at voiced segment borders.
Each tgci is compared to the time instant tminsig found at the minimum of the original signal s(n) within a time
distance of half a fundamental period tsearch = tgci ± 1/(F0 · 2). If the time difference tgci

δ between tminsig and tgci

exceeds the GCI time threshold θgci, tgci is considered as wrongly estimated. A wrong tgci estimate is only replaced
by tminsig if the latter is located within the time distance constraint θgci

dist. The constraint imposed by θgci
dist assures

that tminsig lies within a relatively similar time distance to the preceding GCI tgci−1 and / or the subsequent GCI
tgci+1. This guarantees that the quasi-harmonic continuation of the fundamental periods, set by the estimated GCI
contour, remains approximative to the F0 contour.

Figure 6.3: Speaker Fernando - Example of GCI timing correction

Fig. 6.3 illustrates the correction in time of wrongly estimated GCIs. The original estimated GCI time instants
are depicted in red colour. Correctly estimated GCIs are superimposed by the finally utilized GCI time instants
shown in cyan colour. Wrongly estimated GCI time instants are consequently visible in red colour. The estimated
GCIs in red colour are clearly set in a wrong manner to time instants where the speech waveform depicted in grey
colour does not contain a local minimum. The GCI time correction algorithm identifies such GCI misplacements.
It searches for a local minimum within a quasi-harmonic distance to the preceding GCI and relocates the wrong
GCI in red to the final GCI in cyan colour.

Please note that this algorithmic step is by default de-activated in PSY. It is activated for experimental usage only if
erroneous GCI estimation lead to obvious sound artefacts on voiced borders. The main reason being that the simple
minimum tminsig found within a short-time segment may not correspond to the true GCI position. The true GCI time
position corresponds to the time instant te of the glottal flow derivative. It is hidden in the speech signal since the
glottal flow derivative is convolved with noise turbulences and the VTF. This leads to a possible time shift between
the local minimum of the time waveform of the signal and the true GCI. A GCI estimation can therefore not be
conducted by the straight-forward determination of local minima in the time domain signal. Different approaches
to estimate the true GCI position are presented in section 3.4.

Step 7 - Time basis interpolation:
The Rgci

d estimate, established with the preceding steps 1 - 6, is used in PSY to synthesize a sequence g(n) of glottal
pulse derivatives ggci

Rd
in the time domain at each corresponding GCI. It is required to estimate its spectral envelope

sequence for the VTF extraction presented in chapter 6.2.2.2. Additionally it constitutes the basic voice descriptor
to conduct a voice quality transformation as introduced in chapter 6.4.3.

Still, the Rgci
d contour does only provide information about the estimated Rd values per estimated GCI time instants

Tgci. However, the energy modelling and the GMM-based parameter prediction of PSY, introduced in chapter 6.4.1
and respectively 6.4.2, require the Rd estimation to be available at the same STFT analysis/synthesis time steps as
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with the F0 and FVU estimations. The Rgci
d curve is thus interpolated to the Rd curve on the STFT time grid.

Figure 6.4: Speaker BDL - Example of an interpolated Rd and its original Rgci
d contour

Figure 6.4 shows the interpolated Rd and the Rgci
d contour for the first phrase of CMU Arctic speaker BDL. Please

note that the denomination Rdgci given in the figure denotes Rgci
d .

6.2.2 Spectral envelopes

6.2.2.1 Spectral envelope of the input signal

A spectral envelope sequence Tsig is estimated on the input signal s(n) using the True Envelope (TE) estimator
described in chapter 2.6.4 and in [Villavicencio et al., 2006, Röbel et al., 2007]. The TE local order selection
is adapted per STFT frame to an optimal TE order T Eopt given the previously estimated F0 information. The
automatic determination of the optimal TE order T Eopt can further be influenced in SuperVP by defining an
additional scaling factor T Escale to account for different audio signal types:

T Eopt = Fs/F0 · 0.5 · T Escale. (6.5)

Fs is the sampling rate of the recording. The TE order can be reduced for comparably smooth spectral peak
sequences by setting T Escale < 1.0. A very detailed approximation of the spectral peak sequence is achieved
with T Escale values > 1.0. In PSY, the default T Escale factor is set empirically to a relatively high order of 1.5.
Additionally, the TE convergence criterion θT E

conv is set to a very small value of 0.01 dB in PSY. The iterative
spectral envelope estimation with TE stops per default if a θT E

conv of 2 dB is reached. Lower values approximate a
peak-to-peak like spectral envelope while higher values average over the spectral peaks. Both a high T Escale and a
low θT E

conv value allow to capture more specific spectral information such as narrow formant structures.

6.2.2.2 Spectral envelope of the glottal excitation source

The SVLN method of section 3.8.4 synthesizes per synthesis step mk of the STFT one glottal pulse GRd (ω) in the
spectral domain. SVLN determines by interpolation for each synthesis time instant the corresponding Rd value
from any Rd or Rgci

d input contour. It does not matter if the given input sequence consists of Rgci
d values on a GCI

time basis, or a sequence of Rd values on any analysis time grid [Degottex et al., 2013]. This technical issue is
approached in a different manner in PSY.

Synthesis of glottal pulses g gci
Rd

and the glottal pulse sequence g(n):
Each differentiated glottal flow pulse ggci

Rd
is synthesized at its corresponding glottal closure time instant tgci. The

LF model is parameterized by the corresponding Rgci
d and F0 estimates, synthesized as Ggci

Rd
(ω) in the spectral

domain, convolved with the radiation filter R(ω), and transformed by the inverse Fourier transform to ggci
Rd

in the
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time domain. The LF amplitude parameter E0 used to scale the LF model in amplitude at synthesis is set to 1.0. A
precise explanation of the energy modelling in PSY is given in chapter 6.4.1. Here, each synthesized single glottal
pulse ggci

Rd
is scaled according to a linear Root Mean Square (RMS) energy measure. The local RMS energy Esig of

the original waveform s(n) is measured with the operator FRMS on a signal segment being additionally windowed
with a Hanning window wh(n). The evaluated segment has a length of two fundamental periods tseg = 2·T0 = 2/F0,
with one period before and one period after the GCI tgci.

Esig = FRMS (wh(s[tgci − 1/F0 : tgci + 1/F0])) (6.6)

EgRd
= FRMS (ggci

Rd
) (6.7)

ggci
Rd
∗ = Esig/EgRd

(6.8)

FRMS (x, k) =

√
1/K · ΣK (

x(k)2) (6.9)

wh(k) = 0.5 · (1 - cos(2 · π · k/K)) (6.10)

The glottal flow derivative sequence g(n) constitutes the deterministic part of the glottal excitation source. It is
constructed iteratively by overlap-adding each synthesized and energy scaled glottal pulse ggci

Rd
to the signal g(n).

One example of a synthesized pulse sequence g(n) is depicted in fig. 6.5 in blue solid line. The horizontal solid

Figure 6.5: Speaker BDL - Example of a synthesized glottal pulse sequence

lines in red colour show the GCI time instants te of maximum formant excitation per pulse [d’Alessandro, 2006].

Estimation of the glottal source spectral envelope T g:
The TE spectral envelope Tg is estimated on the synthesized glottal flow derivative sequence gs(n) =

∑
i g(n, Pi) ∗

δ(n − Pi). Fig. 6.6 depicts the spectrum Gs(ω) of a windowed glottal pulse sequence gs(n) and its corresponding
TE spectral envelope estimate Tg(ω) for one frame of CMU Arctic speaker BDL. Please note that the shown Rd

value of 1.04 does not reflect the spectral representation of the LF model being synthesized by the same Rd value.
The shown glottal pulse spectrum is the STFT spectrum of the windowed glottal pulse sequence gs(n) synthesized
in the time domain. Gs(ω) is thus influenced by the shape of the neighbouring glottal pulses.

Two ripple types exist in the spectral representation of Gs(ω). An example of both is given in fig. 6.7 with the
sinusoidal content of a glottal pulse sequence in red and its corresponding spectral envelope in cyan colour.
a) Sinusoidal content (red colour):
A higher modulation in amplitude and a faster modulation in frequency leads to smaller and more densely sampled
ripples. These ripples result from the sequence of quasi-harmonic sinusoids in the spectrum, convolved with the
Hanning window wh(n) of the STFT. They origin from the quasi-periodic pulse sequence of the harmonic structure
which generates the fundamental periodicity.
b) Spectral envelope (cyan colour):
A lower modulation in amplitude and a slower modulation in frequency leads to bigger and more widely sampled
ripples. These ripples are the result of higher Rd values for which the LF model produces bigger curvatures
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Figure 6.6: Speaker BDL - Glottal pulse spectrum Gs(ω) and spectral envelope Tg(ω) example

[Fant, 1995]. The LF ripple effect increases with an increasing return phase ta and an decreasing amplitude ratio
Ae=Ee/Ei [Fant et al., 1985]. This effect is according to [Doval et al., 2003] caused by the truncation of the impulse
response. It induces regularly spaced zeroes and ripples in the spectrum. The truncation originates from windowing
the return phase signal being minimum phase. A truncated minimum phase filter impulse response may interfere
the minimum or mixed phase characteristic [Bozkurt, 2005].

The mentioned LF ripples are not the type of ripple manifesting themselves as oscillations in the glottal source
contour while the open phase [Fant and Ananthapadmanabha, 1982]. Peaks and valleys present while the open
phase originate from formant oscillations which are induced by the interaction of the glottal excitation source with
the VTF, as observed in [Fant and Lin, 1987, Childers and Wong, 1994, Båvegård and Fant, 1994, Titze, 2004,
Titze et al., 2008, Zañartu et al., 2013].

The bigger ripples (lower amplitude modulation, slower frequency modulation) origin from a synthetic signal in
the example shown in fig. 6.6. This type of ripples does not originate from a glottal source signal extracted by
inverse filtering recordings of natural human speech [Fant and Lin, 1987]. The curvature pattern of the LF ripples
depends not just on the Rd value but as well on the fundamental frequency F0. Fig. 6.7 exemplifies the spectral
contour of LF pulses for the two Rd values 0.5 and 3.0, each synthesized with the three F0 values 80 Hz, 160
Hz, and 240 Hz. For Rd=0.5, almost no spectral ripples appear. The three LF pulses describe an approximately
continuous spectral wave. Only for F0=80 Hz a very subtle ripple can be observed. For Rd=3.0 however, all
three LF pulses are interfered by a different spectral ripple structure. The latter being determined by F0. Smaller
F0 values lead to finer ripples with a lower bandwidth. Higher F0 values generate a bigger ripple curvature
pattern. Fig. 6.8 illustrates the impact of the LF ripple pattern over the complete Rd range for two different
frequencies. The LF spectra of the lower frequency F0=80 Hz exhibits only minor undulations, predominantly
present in higher frequency regions for higher Rd values in the upper Rd range Rd >2.7. The example with the
higher frequency F0=240 Hz depicts the interrelation of the smaller and bigger spectral ripples, being determined
by F0 and respectively by Rd. Fig. 6.9 illustrates the spectrograms of the synthesized glottal pulse derivative
sequence gs(n) and the TE spectral envelope Tg for the complete phrase number one of CMU Arctic speaker BDL
[Kominek and Black, 2004, Huber and Röbel, 2013].
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Figure 6.7: Spectrum of three synthetic glottal pulses for different F0 and Rd values

6.2.3 Vocal Tract Filter extraction

Two different versions of the Vocal Tract Filter C(ω) are implemented in PSY. The CFVU (ω), introduced in the
following chapter 6.2.3.2, implies spectral splitting at the FVU . It follows the assumptions introduced in chapter
2.3.2. The C f ull(ω), introduced in chapter 6.2.3.4, does not reflect the splitting of the spectrum at the FVU . If follows
the signal interpretation outlined in chapter 6.2.3.3. Please note that the discussion presented in the following is
restricted to voiced segments only. Such segments must contain valid F0, FVU and Rgci

d estimates.

6.2.3.1 Suppression of spectral ripples

SVLN divides the input signal s(n) not by spectral envelope estimations of glottal pulses but by their direct signal
representations. The latter is described below FVU by a synthesized glottal pulse GRd (ω). Above FVU it is described
by a constant value of the energy level found at |GRd (FVU)|, in combination with the radiation filter R(ω). Defined
in equ. 3.9, the cepstral spectral envelope T is estimated on the deterministic, and the real cepstrum envelope P
on the stochastic part of the division. According to the discussion presented in section 6.2.2.2 such an approach is
prone to produce ripples in the created VTF as a result of the LF ripples whose curvature pattern is determined by
F0 and Rd. Therefore, one should first estimate the spectral envelope of the implied signal components and then
apply the division. Fig. 6.10 shows an example in which the glottal pulse signal Gs(ω), and not its corresponding
spectral envelope Tg, divides the spectral envelope Tsig of the input signal s(n). Please note that the denomination
GRdgci

(ω) given in the figure denotes Gs(ω).

As explained in the preceding chapter 6.2.2.2, smaller ripples from the spectral representation ∆(ω) of the Dirac
impulse sequence and bigger ripples generated with higher Rd values are present in the glottal excitation source
Gs(ω). The S (ω) contains additionally the contribution of the VTF. As can be clearly visually inspected from
fig. 6.10, the result of dividing S (ω) by Gs(ω), shown in solid line with magenta colour, results into a spectral
curve not properly describing the intended VTF contour. Especially the smaller ripples of both signals used in the
division mask the true VTF contour. Estimating after such division a spectral envelope T on the result does not
properly reflect the formant structure described by the VTF. The estimation of the spectral envelope sequences Tg

on the glottal pulse sequence g(n) and Tsig on the input signal s(n) is hence necessary. It suppresses at least for the
influence of the smaller ripples present in the amplitude spectrum of Gs(ω). The impact is exemplified in fig. 6.11.
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Figure 6.8: Spectrogram of glottal LF pulses for two F0 values over complete Rd range
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Figure 6.9: Speaker BDL - Spectra of glottal pulse gs(n) and envelope Tg sequence

99



Figure 6.10: Speaker BDL - Example of dividing S (ω) by glottal pulse Gs(ω), not Tsig by Tg

Figure 6.11: Speaker BDL - Example of dividing Tsig by |Gs(ω)|, not by Tg

100



Dividing Tsig by Gs(ω) transfers the smaller ripples to the VTF contour, shown in solid line with magenta colour.
This approach mirrors the local minima of Gs(ω) on Tsig. This results into local maxima at the opposite direction
of Tsig.

The proper manner to extract the VTF is by applying the spectral division on the estimated spectral envelopes of
the glottal source and the speech signal. The solid line in blue colour of fig. 6.11 depicts an example of the VTF
C f ull(ω) which will be introduced in section 6.2.3.4. The spectral envelope Tsig is divided by the spectral envelope
Tg over the complete spectrum. In PSY, both C(ω) versions are based on the division of the relevant spectral
envelopes. No direct signal representation is involved. Please note that the denomination GRdgci

(ω) given in fig.
6.11 denotes Gs(ω).

Please note that in SVLN, these smaller ripples originating from the quasi-harmonic sinusoids are not present.
SVLN synthesizes per analysis and synthesis frame the LF model directly in the spectral domain, without em-
ploying a STFT. Therefore, only the bigger ripples for higher Rd values are present. However, SVLN still em-
ploys the input signal s(n) in the spectral division. The VTF contour estimated by SVLN is not masked by the
mentioned smaller ripples since S (ω) is used as dividend and divided by the glottal pulse being directly syn-
thesized with the LF model. Therefore, only the LF ripples present for higher Rd values are transferred to the
VTF estimation in SVLN. Please note that the original implementation of SVLN employed only the normal Rd

range of [Fant, 1995, Fant, 1997] and not the extended one of [Huber et al., 2012, Huber and Röbel, 2013]. Thus
only the LF ripples occurring below Rd<2.7 are interfering the VTF estimation of the SVLN version used in
[Degottex et al., 2013].

6.2.3.2 CFVU (ω) - Split at FVU

The CFVU (ω) in PSY follows the signal interpretation of SVLN to split the spectrum at the FVU . The SVLN ap-
proach is introduced in section 3.8.4.2. The FVU and the splitting of the spectrum into two bands is discussed in
section 2.3.2. Equation 3.9 defines the VTF C(ω) of SVLN. It is based on the fact that at the Voiced / Unvoiced
Frequency boundary FVU , the spectrum is divided into a deterministic frequency band ω < ωVU below FVU , and
into a stochastic frequency band ω > ωVU above FVU . The FVU frequency is interpreted as angular frequency
ωVU . An example of both frequency bands is given in fig. 2.2. The idea behind the splitting theory is that
a) the deterministic and the stochastic signal part describe two different signal types and thus two different percep-
tual sensations, and that
b) the one signal part with higher energy perceptually masks in its frequency band the other signal part having
lower energy,
with a) requesting and b) confirming a separate processing of both parts.

In PSY, the VTF CFVU (ω), being similar to the implementation of C(ω) in SVLN, is constructed by connecting the
contributions of the deterministic band ω < ωVU in lower frequency regions with the stochastic frequency band
ω > ωVU in higher frequency regions. In the deterministic band, the spectral envelope Tsig(ω) of the signal s(n)
is divided per STFT frame by the spectral envelope Tg(ω) of the glottal pulse sequence gs(n). In the stochastic
band, the division is not applied. Instead, the spectral envelope Tsig is directly adopted in the higher frequency
band. The linear operation CFVU (FVU) - Tsig(FVU) accounts for the magnitude difference between the CFVU and
the spectral envelope Tsig of the signal found after the spectral division at the FVU . The difference compensation
assures a smooth magnitude continuation of CFVU between the deterministic ω < ωVU and the stochastic ω > ωVU

frequency band. An illustration of the difference compensation can be found in fig. 6.13 at the FVU . Equation 6.11
defines mathematically the construction of the VTF CFVU in PSY.

CFVU (ω) =

Tsig(ω) / Tg(ω) ∀ ω ≤ ωVU

Tsig(ω) + CFVU (ωVU) − Tsig(ωVU) ∀ ω > ωVU
(6.11)

Fig. 6.12 illustrates the spectrogram of the constructed Vocal Tract Filter CFVU for one whole phrase of speaker
BDL. The FVU contour is shown as blue solid line plotted on top of the spectrogram. Using a higher zoom level it
can be inspected that on time positions where the FVU estimate underlies jumps or is erroneous. The established
CFVU surface exhibits as well huge changes within short-time segments, e.g. at ∼1.95, ∼3.2, and ∼3.3 seconds.
Please note that the denomination VVUF given in fig. 6.12 denotes CFVU (ω).

6.2.3.3 Drawbacks related to utilizing the FVU boundary

In theory, the different handling of the spectral envelope Tsig at the FVU to construct the VTFs C(ω) in SVLN or
CFVU (ω) in PSY may be theoretically a good idea. However, in practice, the splitting of the spectrum into two
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Figure 6.12: Speaker BDL - VTF example CFVU (ω) reflecting the spectral split at the FVU

frequency bands, its distinct signal treatment, and the connection of the two differently processed frequency bands
depends highly on the estimated FVU contour.

Inaccurate FVU estimate:
Erroneous FVU estimations introduce misinterpretations of deterministic V(ω) or stochastic U(ω) signal types into
the signal processing framework. Stable sinusoidal content is treated as a spurious noisy signal, and vice versa.
High jumps of the FVU contour in short-time segments may as well lead to difficulties in establishing a smooth and
robust VTF contour over time.

Frequency dependent noise and signal level:
The deterministic signal content is described by quasi-harmonic sinusoids. The stochastic signal content is de-
scribed by random noise. Both are generated by a convolution of the glottal excitation source G(ω) with the VTF
C(ω). The glottal excitation source G(ω) consists of the deterministic sinusoidal-like and the stochastic noise-like
parts. Both are filtered by the VTF while passing through the vocal tract. The filter C(ω) is physically determined
by the pharyngeal, oral and nasal cavities of the vocal tract. In LTI system terms, the filter C(ω) is described by
bandwidth, frequency and amplitude of all formants VF comprising the vocal tract. The formants VF characterize
the physical resonances of the filter caused by the vocal tract cavities. The signal levels of both the deterministic
V(ω) and the stochastic U(ω) component are thus
a) varying over frequency F at one quasi-stationary STFT frame k, with the formants VF assumed to be fixed, and
b) varying over time t and consecutive STFT frames k, with the formants VF assumed to change. The convolu-
tion of the vocal tract formants VF with the deterministic and stochastic part of the glottal excitation source G(ω)
introduces thus a energy variation over time t and frequency F for both signal parts.

Existence of several FVU boundaries:
Due to this interference, one spectral frame S (ω) of the signal s(n) is likely to contain several Voiced / Un-
voiced Frequency boundaries FVU . After the deterministic component V(ω) is masked by the stochastic compo-
nent U(ω) at a first FVU frequency, the deterministic part may again rise in energy above the noise energy level
[Chan and Hui, 1996]. With this a second FVU is found at the frequency where the deterministic component de-
scends again into noise. The variation in energy level of both signal parts may originate several FVU boundaries.
This may lead to local instabilities of the FVU estimate over consecutive signal frames. The FVU estimator utilized
in this work, implemented in SuperVP from section 2.5.2, is configured to determine the highest narrow frequency
band having sinusoidal content as FVU boundary. If the FVU estimator has to select one out of several possible
FVU boundaries over time, the estimation is prone to jumps. If several FVU boundaries coexist over time and the
formant causing the highest FVU diminishes into noise, the FVU estimate will have to fallback to the second highest
FVU . This exemplifies one unavoidable cause of the mentioned jumps in the FVU contour.
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Due to the possibility of such local instabilities, the initial FVU estimate is smoothed in PSY with a median filter
covering 2.5 analysis windows, as indicated in section 6.2.1.2. In section 6.6 it will be shown with the tests on
voice quality transformation that SVLN requires even more smoothing.

6.2.3.4 C f ull(ω) - Full-band glottal source effect

The VTF C f ull(ω) in PSY does not follow the signal interpretation to split the spectrum at the FVU . It applies the
simple division over the whole spectrum of the spectral envelope Tsig of the signal by the spectral envelope of the
deterministic part of the glottal excitation source Tg, defined in equ. 6.12:

C f ull(ω) = Tsig(ω) / Tg(ω) ∀ 0 ≤ ω ≤ ωFs/2 . (6.12)

With this it is independent to the drawbacks of the FVU estimate, outlined in the preceding section 6.2.3.3.

Figure 6.13: Speaker BDL - Spectral division example to extract full-band C f ull(ω) and split CFVU (ω)

Fig. 6.13 illustrates the creation of the full-band C f ull(ω) and the CFVU (ω) with the split at the FVU . The full-band
C f ull(ω) is described by higher magnitude values above the FVU compared to the split version CFVU (ω). The latter
applies the energy difference of Tsig(FVU) - CFVU (FVU) on the stochastic band ω > ωVU . The energy correction
is defined in equ. 6.11. CFVU (ω) contains the spectral envelope Tsig(FVU) described by the stochastic part in the
stochastic frequency band. It assumes that the contribution of the deterministic part of the glottal excitation source
is masked above the FVU by the contribution of its stochastic part. Please note that the denomination VUF given
in fig. 6.13 denotes FVU .

Contrariwise, the signal interpretation for the full-band C f ull(ω) is based on the assumption that despite the masking
by the noise part the contribution of the deterministic glottal excitation source part still influences the spectral slope
in the stochastic frequency band ω > ωVU . Additionally, another hypothesis not being validated here claims that
the filter described by the vocal tract has zero spectral slope over the full frequency band. The LF model describes
over its complete Rd parameterization range a descending slope from low to high frequencies. The energy contour
in the stochastic band describes to a huge extent as well a descending spectral slope. However, this depends on the
phonetic content type of the speech signal in voiced segments, with different phonemes having different spectral
slopes. In most of the cases the slopes of the synthetic LF pulse and the slope described by the original signal
cancel itself out such that a VTF contour having zero spectral slope remains.

Figure 6.14 shows the spectrogram of the constructed VTF C f ull(ω) for speaker BDL. It exhibits throughout most
of the spectrogram an amplitude contour having roughly a zero spectral slope. In voiced segments where the
speech signal is comprised of harmonic sinusoids and random noise, the spectral slope descends. However, if the
spectral slope of the stochastic component does not descend by an amount being higher than the spectral slope of
the synthetic LF pulse, the division by a glottal pulse synthesized with the LF model results into a spectral slope f
or the extracted VTF ascending with frequency. On the other hand, in purely unvoiced segments with no sinusoidal
content, for example for the unvoiced fricative phonemes [ f ] or [s], the spectral energy rises from low in lower to
high in higher frequency bands. But it descends when approaching the Nyquist frequency. A parabola-like shape
can be observed for such phoneme types. If the spectral division to construct a VTF is executed in a transient
region with nearly no deterministic but much more stochastic content present, the contour of C f ull(ω) is prone to
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Figure 6.14: Speaker BDL - Example of full-band VTF C f ull(ω) without scaling to 0 dB mean

Figure 6.15: Speaker BDL - Example of full-band VTF C f ull(ω) with scaling to 0 dB mean
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rise with higher frequencies. This behaviour can be inspected in fig. 6.14 to a huge extent at ∼0.65 seconds and
slightly in the region around ∼3.30 seconds.

Fig. 6.15 exemplifies the same C f ull(ω) with each frame being scaled to have 0 dB mean. It better illustrates the
formant structure contained in lower frequency regions present in C f ull(ω). The preceding example of fig. 6.14 is
biased by the very high amplitudes of the stochastic part at the transient around ∼0.65 seconds. Please note that
the Vocal Tract Filter example for CFVU (ω) shown in fig. 6.12 is not scaled to 0 dB mean. The only scaling present
in PSY concerning the extraction of both VTF versions is the energy correction of each synthesized glottal pulse
ggci

Rd
, defined in equ. 6.10.

It will be shown in section 6.5 that the convolution of C f ull(ω) with a glottal pulse Gs(ω) at synthesis re-establishes
a spectral slope contour over time reflecting the one of natural human speech. Obviously, changing the original Rd

contour for the re-synthesis of a transformed glottal pulse sequence g′Rd
(n) with C f ull(ω) or CFVU (ω) results into a

change of the spectral slope of the output signal s′(n). The spectral fading synthesis variant of PSY introduced in
section 6.5.5 is designed for the synthesis of transformed R′d contours.
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6.3 Analysis II - The unvoiced stochastic component

This section presents different means conducted for this work to estimate the stochastic signal u(n) from a speech
signal s(n). The best performing approach of the presented methods utilized in PSY is the combination of:
1. The method "Re-Mixing with De-Modulation" of section 6.3.1.3 to delete the voiced part v(n) generating the
unvoiced residual signal ures(n)
2. The posterior filter applying an high pass filter below FVU of section 6.3.2.3, applied on ures(n) to synthesize
u(n).

The posterior filter is required since an erroneous sinusoidal detection usually provokes an increased energy level
in ures(n). The deterministic part discussed in this section is represented by a sinusoidal parameter model. The sep-
aration of a speech signal s(n) into the contributions of the voiced deterministic v(n) and the unvoiced component
u(n) is based on the calculation of a residual of a sinusoidal model. Using the sinusoidal model has the advantage
that pulse shape errors that are due to the rather limited coverage of the Rd parameterization of the LF model will
not lead to an increase in the unvoiced component.

The separation of a speech signal into the contributions of a voiced deterministic V(ω) and an unvoiced stochas-
tic U(ω) component represents one of the basic signal operation means performed in the presented PSY speech
processing framework. An exact estimation of the quasi-harmonic sinusoidal and random noise signal types is
indispensable for a high qualitative synthesis. The energy of a wrongly as noise classified sinusoid would be
transformed into a random noise signal. This can be perceived as increased high frequency noise. On the other
hand, wrongly as sinusoidal content classified spurious peaks, sub-harmonic peaks or a narrow-band noise region
is prone to produce crackling or buzzing artefacts.

Section 6.3.1 presents the first part of estimating the stochastic signal u(n). First, the classification of an in-
put signal s(n) into the voiced component V̂(ω) and into the unvoiced component Û(ω) is discussed in section
6.3.1.1. An attempt to employ the Quasi-Harmonic Model of [Pantazis et al., 2008] for this task is shown in sec-
tion 6.3.1.2. Section 6.3.1.3 introduces a novel method called "Re-Mixing with De-Modulation". It is based on
the de-modulation of the spectral representation ∆(ω) of the Dirac impulse sequence to optimize the estimation
of amplitude Âk(n), instantaneous frequency f̂k(n) and instantaneous phase φ̂k(n) for each sinusoid k contained in
V̂(ω). Informal listening test suggest that the "Re-Mixing with De-Modulation" method estimates most accurately
the sinusoidal content V̂(ω) for its spectral subtraction from S (ω), compared to the other approaches presented in
the same section.

The first step of section 6.3.1 evaluates the residual waveform Ures(ω) as a result of the spectral subtraction per-
formed by either the approach introduced in section 6.3.1.2 or the one of 6.3.1.3. A spectral envelope sequence
T Eres(ω) is estimated on Ures(ω) and excited by white noise. The result is the unvoiced residual waveform unoi

res(n).
Despite, not all sinusoidal content could be properly detected and deleted from S (ω) by these approaches. Si-
nusoidal energy is transformed into unvoiced energy and remains in unoi

res(n). This leads to a buzzy and metallic
sounding unvoiced residual waveform unoi

res(n). Hence, section 6.3.2 presents two posterior filters to further suppress
sinusoidal content, and to more accurately approximate the true stochastic signal u(n). Section 6.3.2.2 presents a
posterior filter which exclusively deletes remaining sinusoids at phoneme borders where the signal transitions ei-
ther from purely unvoiced to a mixed voiced and unvoiced signal, or vice versa. Another posterior filter introduced
in section 6.3.2.3 applies a high pass filter whose cutoff frequency is controlled by the FVU .

6.3.1 Stochastic residual estimation

6.3.1.1 Signal classification into sinusoidal / noise peaks

The estimation of the random noise component Û(ω) is straightforward in the stochastic frequency band above the
FVU border. Its amplitude envelopeTunv is solely described by the frequency dependent noise floor in the stochastic
frequency band ω > ωVU . The problem to extract the true U(ω) from a speech recording is the superposition of
the voiced component V(ω) in the deterministic frequency band ω < ωVU below the FVU border. The estimation
of the noise level is error-prone in this lower frequency area due to the strong or complete masking of the noise
component U(ω) by the sinusoidal harmonic component V(ω). The latter has to be estimated precisely such that
it can be completely cancelled from the input waveform s(n) without further cancelling parts of the unvoiced
waveform u(n). The sinusoidal detection [Röbel et al., 2004] is more likely to fail if the sinusoidal peaks are
close in amplitude to the peaks of the stochastic component. This occurs predominantly at frequency regions
close to FVU , as well as at time instants around phoneme boundaries and transient regions. A too long analysis
window wh(n) may lead as well for such signal areas to an erroneous estimation of amplitude Âk(n), instantaneous
frequency f̂k(n) and instantaneous phase φ̂k(n) for all sinusoids K. Such erroneous sinusoidal estimation leads
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in turn to the deformation of the spectral envelope T evaluated on the estimated sinusoids. At synthesis, these
sinusoidal estimation errors lead to a wrong pulse form and pulse position.

An empiric investigation revealed problems with a standard STFT based method using an F0-adaptive window
size of four fundamental periods T0. The drawbacks are related to the exact estimation of phase alignment and
amplitude contour of sinusoids for certain signal segments, such as transients. At synthesis, not precisely estimated
pulses are smeared since the voiced component V̂(ω) could not properly be constructed.

The sinusoidal parameters of the deterministic component V̂(ω) are estimated for every peak being classified as si-
nusoidal [Zivanovic et al., 2004]. The peak is re-synthesized according to the estimated parameters and subtracted
from the spectrum S (ω). The aperiodic residual Ures(ω) is accordingly extracted by subtracting the estimated
deterministic component V̂(ω) from S (ω): Ures(ω) = S (ω) - V̂(ω).

Misclassified voiced V̂(ω) and unvoiced Û(ω) components cause reconstruction errors in the re-synthesized wave-
form ŝ(n) of the original waveform s(n). A misclassification leads to an undesired energy shift between both parts
[d’Alessandro et al., 1998]. Disturbing artefacts and undesired effects like reverberation may be induced.

The sinusoidal detection and deletion is evaluated as follows. A spectral envelope sequence T unv
adapt(ω) is estimated

on Ures(ω). The unvoiced component Ûnoi(ω) is generated by exciting T unv
adapt(ω) with white noise. The extracted

aperiodic residual ures(n) and the re-synthesized unvoiced component ûnoi(n) may still be comprised of sinusoidal
content and sound therefore unnatural, unpleasant, buzzy and synthetic. This initial investigation proved to be not
sufficient to estimate the unvoiced signal u(n) with high quality.

6.3.1.2 Quasi-Harmonic Model (QHM)

The implemented QHM-based approach to extract the unvoiced residual waveform UQHM
res (ω) and the unvoiced

component UQHM
noi (ω) is summarized by the pseudo-algorithm 2 defined below. The detailed steps are outlined as

follows:

I. VQHM(ω):
The Quasi-Harmonic Model presented in [Pantazis et al., 2008] and section 2.4.6 facilitates developing a harmonic
sinusoidal estimator which requires an analysis window size of only two fundamental periods T0. A shorter window
size achieves a more robust sinusoidal analysis of VQHM(ω) at especially problematic signal regions like phoneme
boundaries and transient regions. An exact sinusoidal analysis facilitates its deletion from the signal to precisely
construct the unvoiced residual Ures(ω).

II. V f ade
QHM(ω):

Even with a precise estimation of the voiced borders, sinusoidal content may remain around a voiced segment
border in Ures(ω). Therefore, an optimization determining the best fade in and fade out times of the sinusoidal
component V f ade

QHM(ω) is necessary. Sinusoids are synthesized using different fade times on a fixed time grid in the
unvoiced region at each voiced segment border. The maximum length of the fade times in the evaluated time grid
is 50 ms. The grid is partitioned into 1 ms steps. The subtraction of the synthesized sinusoids is applied for each
fade length. The fade length with the lowest remaining energy is maintained as optimal fade in or fade out time for
the best performing sinusoidal deletion.

III. UQHM
res (ω):

The voiced component V f ade
QHM(ω) with optimal fade in/out times is subtracted from S (ω) to extract the unvoiced

residual UQHM
res (ω).

Algorithm 2 - QHM-based unvoiced stochastic residual UQHM
noi (ω)

I. VQHM(ω): Compute the Quasi-Harmonic Model per GCI time in voiced segments
II. V f ade

QHM(ω): Estimate optimal fade in/out times on voiced segment borders

III. UQHM
res (ω): Subtract V f ade

QHM(ω) from S (ω) to retrieve UQHM
res (ω)

IV. UQHM
noi (ω): Excite with white noise a spectral envelope estimated on UQHM

res (ω) to generate UQHM
noi (ω)

Synthesizing the unvoiced residual UQHM
res (ω) gives the time domain waveform ures

QHM(n). Informal listening tests

show that ures
QHM(n) suffers from a not perfect estimation of the voiced component V f ade

QHM(ω). The unvoiced residual
waveform ures

QHM(n) still contains spurious sinusoidal content and artefacts, especially at voiced segment borders.
The same is valid for unvoiced waveform uQHM

noi (n).
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6.3.1.3 Re-Mixing with De-Modulation (ReMiDeMo)

The sinusoidal vs. noise classification using a four period F0-adaptive windowing to perform the simple sinusoidal
subtraction discussed in section 6.3.1.1 did not perform sufficiently precise. The following approach shown in
section 6.3.1.2 using the Quasi-Harmonic Model with a F0-adaptive windowing of only two fundamental periods
T0 and a dedicated optimization at voiced segment borders exhibits significant improvements. Since still the
exact estimation of the voiced V̂(ω) and unvoiced Û(ω) component is not achieved with both attempts, no perfect
reconstruction of the re-synthesized waveform ŝ(n) being close to the original waveform s(n) can be computed.

Therefore, a novel methodology to extract the unvoiced residual ures(n) from an speech signal s(n) is pre-
sented in this section. Generally, the "Re-Mixing with De-Modulation" (ReMiDeMo) approach aims to sim-
plify the sinusoidal detection [Röbel et al., 2004]. Signal models to describe the deterministic part of an au-
dio signal, of which a subset for speech is presented in section 2.4, struggle with the estimation precision if
stronger modulations and fast transitions in amplitude and frequency occur [Pantazis et al., 2011]. Such AM–FM
modulations invalidate the assumption of quasi-stationarity within one windowed STFT segment and are prone
to produce an estimation bias [Röbel, 2008]. Different model extensions exist to reduce such estimation bias
[Abe and Smith, 2004, Abe and Smith, 2005]. These extensions assume that the corresponding sinusoidal peaks
can be observed in the spectrum. However, this is not applicable for stronger modulations. The proposed
ReMiDeMo method applies therefore a dynamic re-sampling of the modulations such that their inversion can be
conducted without suffering from significant signal distortions. The pseudo-algorithm 3 summarizes the procedure
entitled as "Re-Mixing with De-Modulation" in the spectral domain.

Algorithm 3 - Re-Mixing with De-Modulation: Estimate the unvoiced stochastic residual U ReDe
noi (ω)

I. SFM
f lat(ω): De-modulate the F0 frequency contour with F

′

0 to compute S FM
f lat(ω)

II. SAMFM
f lat (ω): De-modulate the smoothed amplitude contourH using the Hilbert transform

III. U res
ReDe(ω): Subtracting the sinusoidal content of S AMFM

f lat (ω) gives the unvoiced residual Ures
ReDe(ω)

IV. U AM
ReDe(ω): Re-modulate the amplitude envelopeH(S F f lat (ω))

V. U AMFM
ReDe (ω): Re-modulate the frequency contour F transp

0 to re-establish the original F0 contour
VI. U ReDe

noi (ω): Excite with white noise a spectral envelope estimated on UAMFM
ReDe (ω) to generate UReDe

noi (ω)

The following more detailed explanations are given in the time domain: "ReMiDeMo" de-modulates the F0 con-
tour and the smoothed Hilbert amplitude envelope H from the signal s(n). The original F0 contour of s(n) is
warped to become flat by means of dynamic time-varying re-sampling. It uses as target F0 the mean of the original
fundamental frequency contour. The re-sampling operation will locally and globally change the time duration of all
signal features. The effect can be inverted after the extraction of the residual since the warping contour is stored in
F
′

0. A flat F0 contour is established by means of the F
′

0 transposition which de-modulates the original F0 contour,
depicted in fig. 6.16. Please note that the transposition contour has been divided by factor 10 for easier illustration
purposes. The varying amplitude contour of s(n) is demodulated by means of dividing the signal by its smoothed

Figure 6.16: Example of F0 contour transposition for F0 de-modulation

Hilbert transformH (s(n)), similar as in [Pantazis and Stylianou, 2008, Drugman and Dutoit, 2012]. The smooth-
ing kernel is simply the Hanning window of duration exactly equal to 4/FT . This optimally removes all envelope
fluctuations that are related to the deterministic components. The resulting signal s f lat(n) is flat in amplitude en-
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velope and fundamental frequency facilitating the detection of sinusoids following [Zivanovic and Röbel, 2008].
It avoids even for relatively high harmonic numbers the energy shift between voiced and unvoiced components
[d’Alessandro et al., 1998]. The sinusoidal content is subtracted from s f lat(n) and the demodulation steps are in-
verted. The original AM-FM modulation is recreated. This generates the unvoiced residual signal ures(n). A
detailed description of each algorithmic step will be given in the following:

Index 1: The de-modulation of the F0 time and frequency contour F
′

0 is applied as pitch transposition contour
at S (ω) to generate S FM

f lat(ω). S FM
f lat(ω) has a constant and thus a flat fundamental frequency F0 contour. The de-

modulation curve F
′

0 is stored to facilitate a later inverse transposition for the re-modulation of the F0 interference
without time correction. The F0 re-modulation re-establishes the original F0 contour along with its time duration.

Index 2: The varying amplitude contour of S (ω) is as well normalized to be flat and constant. Similar as in
[Pantazis and Stylianou, 2008, Drugman and Dutoit, 2012], this is achieved by means of dividing H from S (ω).
The Hilbert transform H computes on S FM

f lat(ω) the analytic spectrum H(S FM
f lat(ω)) and its amplitude envelope

H(S F f lat (ω)). The latter is additionally smoothed by a time domain convolution with the Hanning window wh

covering four times the mean fundamental period F0µ of S FM
f lat(ω). S FM

f lat(ω) is divided by the amplitude envelope
H(S FM

f lat(ω)) to generate S AMFM
f lat (ω) having a flat amplitude and frequency contour.

Index 3: The procedure described above facilitates a comparably more robust and precise estimation of the si-
nusoidal content contained in S AMFM

f lat (ω). Likewise, the subtraction of the sinusoidal content is more robust and
precise compared to the approaches described in the preceding sections. The sinusoidal deletion renders the un-
voiced residual waveform Ures

ReDe(ω). The error tolerance parameter ρ determines for this operation how much
detected spectral peaks are classified as sinusoidal content or as spurious noise [Zivanovic et al., 2004]. In PSY, ρ
is set to 10 %.

Indices 4 and 5: A re-modulation of the beforehand removed amplitude envelope contour H(S F f lat (ω)) and the
frequency contour F

′

0 re-establishes the AM-FM modulation of S (ω) on the unvoiced residual UAMFM
ReDe (ω).

Synthesizing the unvoiced residual UAMFM
ReDe (ω) with the STFT generates the time domain signal uAMFM

ReDe (n). In-
formal listening tests suggest that with uAMFM

ReDe (n) a better cancellation of the sinusoidal content is achieved with
the re-mixing of the de-modulated component S AMFM

f lat (ω) as with the QHM approach described in section 6.3.1.2.
However, the unvoiced residual waveform uAMFM

ReDe (n) may be interfered by undesired remaining signal content
resulting from a still not perfect estimation and cancellation of sinusoidal content.

Figure 6.17: Time domain example of "Re-Mixing with De-Modulation" to estimate uAMFM
ReDe (n)

Examples of the Re-Mixing using De-Modulation and Re-Modulation showing an audio segment for speaker BDL
are given for the time domain in fig. 6.17 and for the spectral domain in fig. 6.18. Both figures exemplify
the successive algorithmic steps introduced with the pseudo-algorithm 3. The indices from 1 to 5 given in both
example figures correspond to the ones given in the pseudo-algorithm. One example of a non-perfect cancellation
can be inspected for the transient region at ∼1.40s in fig. 6.17. The shown failing sinusoidal deletion motivates the
posterior filtering approaches introduced in the following. Still with the novel method presented in this section the
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Figure 6.18: Spectral example of "Re-Mixing with De-Modulation" to estimate UAMFM
ReDe (ω)

created unvoiced residual proved to be not sufficient for a high quality speech system.

6.3.2 Posterior filtering

6.3.2.1 Noise excitation

The approach using the QHM along with the additional fade in/out at voiced borders, discussed in section 6.3.1.2,
extracts the unvoiced residual waveform ures

QHM(n) from the input signal s(n). The approach using the re-mixing of
the de-modulated frequency and amplitude contour of sinusoidal content, discussed in section 6.3.1.3, estimates the
unvoiced residual waveform uAMFM

ReDe (n). The non-perfect cancellation of sinusoidal content leaves both unvoiced
residual waveforms ures

QHM(n) and uAMFM
ReDe (n) sounding unnatural, metallic and synthetic. Spurious remainders of

sinusoidal content may additionally introduce artefacts.

Also the estimation of a spectral envelope sequence T on the residual waveforms and the excitation of T with
white noise does not alleviate the mentioned problems. An erroneous sinusoidal detection leads to an undesired
transformation of too much energy from the sinusoidal into the noise component. It is especially likely to fail
at transients and voiced segment borders, e.g. depicted in fig. 6.17 at ∼1.40s. The solutions presented in the
following sections aim to correct such energy shifts.

6.3.2.2 Threshold onsets

The algorithm called "threshold onsets" aims to address the failing sinusoidal detection [Röbel et al., 2004,
Zivanovic et al., 2004] at transients and voiced segment borders. It saturates the spectral envelope level of either
T unv

QHM(ω) or T unv
ReDe(ω) to the energy level of the same spectral envelope found at a time distance of 1.5 fundamental

periods T0 before a voiced onset or respectively after a voiced offset. The scaling of the spectral envelope level
before excitation with white noise suppresses too high unvoiced energies at the unvoiced part of a voiced / un-
voiced segment border. The time domain waveforms of thresholding the onset regions are denominated uthron

QHM(n)
or respectively uthron

ReDe(n).

However, informal tests have shown that signal clips are still present around transients. Too high unvoiced energies
are found at the voiced part around a segment border. The reason may be that the "threshold onsets" approach
treats only the unvoiced part around voiced/unvoiced segment borders. An extension of the proposed thresholding
approach into the voiced part could minimize the observed problems in estimating u(n). The informal tests used the
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PSY energy model introduced in section 6.4.1. Misadjustments of the voiced and unvoiced energy parts occur if the
unvoiced component is set to a wrong energy level. A re-synthesized waveform ŝ(n) of the original waveform s(n)
will not be reconstructed precisely with erroneous unvoiced energies contained in uthron

QHM(n) or uthron
ReDe(n). Therefore,

another posterior filter is introduced in the following section 6.3.2.3 to correct the unvoiced residual waveforms
unoi

QHM(n) and unoi
ReDe(n) estimated by the methods of the preceding sections 6.3.1.2 and 6.3.1.3 by different means.

6.3.2.3 Below FVU filter

The estimation of the Voiced / Unvoiced Frequency boundary FVU is based on the assumption of separating the
spectrum into two bands. The two bands consist of one deterministic part below the FVU and one stochastic part
above the FVU , as discussed in the sections 2.3.2 and 6.2.3.3. Following such hypothesis for the deletion of the
estimated voiced sinusoidal content v̂(n) from a speech signal s(n) suggests that the sinusoidal deletion has to take
effect exclusively in the deterministic frequency band ω < ωVU . No sinusoidal content V̂(ω) should remain due to
a non-perfect sinusoidal cancellation in the unvoiced residual waveform ures

QHM(n) or uAMFM
ReDe (n).

A high pass filter is applied at the spectral envelope sequences T unv
QHM(ω) and T unv

ReDe(ω) of the unvoiced residual
waveforms ures

QHM(n) or uAMFM
ReDe (n). The cutoff frequency fc of the high pass filter is set to the FVU estimation present

for each frame k: fc(k) = FVU(k). A gain of 1 is set in the filters passband equalling the stochastic frequency band
ω > ωVU . To further delete remaining sinusoidal content located below the FVU , a linear ramp with a slope of
mHP=x dB per octave defines the high pass filtering. The filters stopband equals the deterministic frequency band
ω < ωVU . The high pass filter is defined by the following equation 6.13 as

T unv
HP (ω) =

T unv(ω) ∀ ω >= ωVU

T unv(ω) · mHP · log2(Fnyq/FVU) ∀ ω < ωVU
, (6.13)

with Fnyq = Fs/2 being the Nyquist frequency of half the sampling rate Fs. In PSY, the slope control factor mHP is
set to default -3 dB / octave. Informal re-synthesis tests conducted for establishing the listening tests presented in
section 6.6 show that mHP = -3 dB / octave achieves a good approximation to reconstruct the original signal s(n).

If the FVU estimation at time instant t is zero, no high pass filtering is applied: FVU(t) = 0; mHP(t)=0. The high
pass filter is only active in voiced sections with values FVU > 0. The filter is designed such that lower FVU values
lead to steeper filter ramps compared to higher FVU values having a comparably more flat filter ramp in the filters
stopband. If the FVU estimate moves to higher frequencies because the evaluated signal segments contain more
sinusoidal content, the filter ramp is automatically set less steep to not remove the complete unvoiced signal.

The spectral envelope sequence T unv
HP reflects the high pass filtering in its contours. It is synthesized as the random

noise component uHP
QHM(n) or uHP

ReDe(n) following the means explained in section 6.3.2.1.

6.3.2.4 Scale to Tsig level

The preceding sections introduced different means to establish the unvoiced signal u(n). The unvoiced residual
waveform uQHM

res (n) of section 6.3.1.2 using the Quasi-Harmonic Model can be further optimized with one of
the two posterior filters of section 6.3.2.2 or 6.3.2.3. This produces the unvoiced waveforms uthron

QHM(n) or uHP
QHM(n).

Respectively, the unvoiced residual waveform uAMFM
ReDe (n) of section 6.3.1.3 using the re-mixing of the de-modulated

frequency and amplitude contour can be as well further processed with the two posterior filters to produce the
unvoiced waveforms uthron

ReDe(n) or uHP
ReDe(n).

However, an erroneous sinusoidal detection may occur especially at some tricky signal segments such as transients
[Röbel et al., 2004, Zivanovic et al., 2004]. A too strong or a too weak sinusoidal cancellation to produce the
unvoiced residual waveforms uQHM

res (n) or uAMFM
ReDe (n) may introduce deviations of approximating the true unvoiced

component u(n) of the signal s(n). Furthermore, the two posterior filters "threshold onsets" of section 6.3.2.2
and the below FVU filter of section 6.3.2.3 can by their definition not assure the exact estimation of the unvoiced
component u(n).

The performance to robustly estimate the unvoiced signal u(n) by the presented algorithmic combinations has been
conducted by an analysis/synthesis approach on different speech phrase. Informal visual inspections and percep-
tual tests have shown that the reconstructed speech phrases may suffer for some unvoiced segments exhibiting a
deviation in their energy level from the original signal. Therefore, a final scaling of a spectral envelope sequence
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Tunv is conducted.

η =
1

knyq - kVU

K=knyq∑
k=kVU

(
T dB

sig (k) - T dB
unv(k)

)
T w

unv = Tunv · (1 - kVU/knyq) · 10η/20

(6.14)

knyq and kVU are the DFT bins found closest to the Nyquist and the FVU frequency. The scaling described in
equ. 6.14 examines the difference between the spectral envelope sequence Tsig and Tunv. The spectral envelope
Tunv is estimated on any of the unvoiced waveforms uthron

ReDe(n), uHP
ReDe(n), uthron

QHM(n) or uHP
QHM(n) present in PSY. It

approximately suppresses any appearing disparity between the observable stochastic component of the original
signal s(n) above the FVU and any of the estimated stochastic signals u(n). η equals the mean difference in dB
between Tsig and the spectral envelope Tunv. The scaling of Tunv is additionally weighted by the time-varying ratio
of FVU versus Fnyq. This regularization term is necessary to avoid an irregular envelope scaling, especially for high
values of FVU .

Algorithm 4 - Scale to Tsig level

1. η = T δ
F0>FVU

:
Compute the mean difference η = T δ

F0>FVU
of Tsig(F0 > FVU) and Tunv(F0 > FVU) above the FVU

2. wFVU :
Compute the weight wFVU = (Fnyq-FVU)/Fnyq to reflect the implied voiced / unvoiced ratio

3. T w
unv:

Compute the weighted spectral envelope T w
unv = Tunv · wFVU · T

F0>FVU
δµ

The pseudo-algorithm 4 summarizes the spectral envelope scaling. The additional weight wFVU addresses the
splitting at the FVU . Setting the weight to a non-effective constant value of wFVU = 1.0 leads in general to a too
high scaling and energy increase of the unvoiced component in both mixed voiced and unvoiced regions. The
scaled spectral envelope T w

unv is multiplied with a white noise signal to re-synthesize with the STFT any of the
unvoiced waveforms uthron

ReDe(n), uHP
ReDe(n), uthron

QHM(n) or uHP
QHM(n) on which the original Tunv was estimated on.

6.3.3 Unvoiced stochastic component summary

Informal listening tests conducted throughout the work presented in the preceding section suggest that the sinu-
soidal cancellation of "Re-Mixing with De-Modulation" presented in section 6.3.1.3 combined with the below FVU

filter introduced in section 6.3.2.3 estimates the unvoiced waveform denominated as uHP
ReDe(n) with a higher sound

quality compared to the other approaches. The unvoiced component U(ω) being utilized per default in PSY is
therefore uHP

ReDe(n).
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6.4 Transformation

The PSY analysis and synthesis framework is designed to perform advanced Voice Transformation or Voice Con-
version tasks. The splitting into a voiced component V(ω) and an unvoiced component U(ω) enables means to
process both parts separately. For Voice Transformation, a transformed glottal pulse shape contour R′d enables to
synthesize a new pulse sequence g′s(n) of the deterministic part of the glottal excitation source G(ω). For VC,
a conversion of the VTF Csrc(ω) of the source speaker into the target speakers C

′

tar(ω) establishes the required
exchange of the vocal tract filtering in a VC application. PSY enables the combination of a Voice Transformation
and a Voice Conversion task. It can synthesize the combination of a glottal excitation pulse sequence g

′tar(n) being
transformed to the target speaker with a VTF sequence C

′

tar(ω) being converted to the target speaker.

If a Voice Transformation and / or Voice Conversion from a source to a target speaker is performed, the synthesized
waveform has to reflect the energy contour that the target speaker would have been used. If a Voice Transformation
task changes the voice quality of a given speaker, as for example conducted in section 6.4.3, the energy contour
of the synthesized waveform has to reflect the one of the given speaker. Such Voice Transformation or Voice
Conversion tasks require to establish means to properly handle the energy of the synthesized waveform. This is
reflected in the energy model of PSY. It will be introduced in the following section 6.4.1.

6.4.1 Energy modelling

The PSY energy model is based as well on the splitting of spectrum S (ω) into a voiced component V(ω) and an
unvoiced component U(ω). The prosodic descriptor intensity [Pfitzinger, 2006] is expressed in PSY by a simple
Root-Mean-Square (RMS) measure FRMS . It evaluates the effective energy value ERMS of an analyzed signal seg-
ment. Per analysis step k executed in PSY, the RMS energy measures Esig on the signal s(n), Evoi on the voiced
component V(ω), and Eunv on the unvoiced component U(ω) are estimated. Each RMS energy measure ERMS op-
erates on the linear amplitude spectrum Ay

lin = |Y(ω)| of any arbitrary signal y(n). Therefore, the energy modelling
is dependent on the chosen STFT window size. However, the linear factor introduced by the Hanning window
wh(n) can be neglected since it is present in each RMS measure on a signal segment. The energy interference of
the window wh(n) applied at each analysis and synthesis of PSY cancels each other out.

FRMS (Ay
lin, k) =

√
1/K · Σk

(
Ay

lin(k)2
)

(6.15)

Ay
lin = |Y(ω)| (6.16)

Esig = FRMS (|S (ω)|) (6.17)
Eunv = FRMS (|U(ω)|) (6.18)
Evoi = Esig − Eunv (6.19)

The equations 6.15 to 6.19 define the energy model of PSY. The RMS operator FRMS measures the energies Esig

and Eunv of a signal segment s(n) and of its corresponding unvoiced segment u(n). Specifically, u(n) refers to one
of the four different unvoiced components explained in section 6.3.2.4. The energy measure Evoi is build on the
simple energy difference between the speech signal s(n) and its stochastic component u(n), defined in equ. 6.19.
An erroneous estimation in extracting the unvoiced component U(ω) leads to a misclassification of the energy
distribution between the voiced and the unvoiced part of a re-synthesized signal s′(n). The reason being that after a
transformation or conversion and before synthesis, both the voiced component V ′(ω) and the unvoiced component
U′(ω) are scaled according to a chosen energy constraint. The operators ′ and ′′ indicate that a transformation ′

or a conversion ′′ has been applied to the variable identifying the same signal part. For example, the output signal
s′(n) is the result of a transformation applied to the input signal s(n).

The possible energy constraints in PSY will be introduced in the following sections. The energy maintenance of
section 6.4.1.2 simply re-scales the signal to the original energy of a synthesized phrase found before transforma-
tion. The GMM-based statistical energy model of section 6.4.2.3 models the energy behaviour of a speaker based
on a dedicated voice descriptor set.

If the unvoiced component U(ω), estimated by the means shown in section 6.3, contains too much energy due
to an erroneous sinusoidal detection, explained in section 6.3.1.1, the voiced deterministic component V ′(ω) is
scaled too much down in energy. Such erroneous sinusoidal detection may additionally lead to smeared and not
well reproduced sinusoids. Especially the posterior filter of section 6.3.2.2 thresholding only the onsets in purely
unvoiced speech segments is prone to a mislead reproduction of the voiced and unvoiced signal content around
voiced segment borders. The posterior filter ’below FVU’ of section 6.3.2.3 requires the right adjustment of its
slope parameter mHP to achieve a good approximation of both signal types enabling a speech synthesis of high
quality.
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6.4.1.1 Energy behaviour of the LF model

The findings discussed in this chapter concern the open research question how to estimate and model vocal effort
within the context of processing the glottal excitation source. A separated and more refined handling of vocal
fold abduction / adduction expressed by Rd and vocal effort expressed by an energy metric is required for some
expressive voices. Speaker are able to utter more loud with a relaxed voice quality, or to utter more silent with a
a tense voice quality. This separation is partially addressed in PSY. The transformation of the Rd contour reflects
the abduction and the adduction of the vocal folds. An alteration of the R waveshape parameters induced by an
Rd value change requires additionally to alter the negative minimum Ee and the positive maximum Ei amplitude
of the LF model accordingly. However, this alteration is not inherently handled by the LF model. Additionally,
little information can be found in the literature concerning this behaviour [Strik and Boves, 1992, Gillett, 2003,
Tooher et al., 2008, Degottex et al., 2013].

Please note that the discussion in this section intends by no means to criticise the works of Fant, one of the greatest
researchers having contributed to the speech community. The presented energy behaviour of the LF model is just
an interesting finding to justify the requirement of an energy model to conduct the transformation of the glottal
excitation source. The properties of the LF model concerning its amplitude and energy characteristics will be
evaluated over the Rd range and discussed in the following. The findings do not indicate a failure of the LF model.
The discussed LF energy characteristic is a side effect being required to properly describe the shape of the glottal
derivative pulse. It has to reflect the modelling established with the implied LF parameters.

The Liljencrants-Fant model LF, introduced in section 3.2.3, describes the deterministic part of the glottal excita-
tion source. An efficient parameterization of the LF model is given with the LF shape parameter Rd, introduced
in section 3.3.1. A robust estimation of Rd is outlined in chapter 5. The Rd regression parameterizes a subset of
the three R waveshape parameters to describe the shape of the LF model, shown in section 5.2. However, the Rd

estimation, introduced in section 3.7 and improved in chapter 5, does not offer means to characterize two additional
parameters required to synthesize the LF model: The fundamental period T0 defining the time length and the LF
amplitude parameter Ee defining the amplitude of the synthesized LF model. While the fundamental period T0 is
already estimated in PSY, shown in section 6.2.1.1, the LF amplitude parameter Ee is not.

The LF model was developed by Liljencrants and Fant in [Fant et al., 1985, Fant, 1995] within the context of
inverse filtering, similar to [Alku, 1992]. With this the LF amplitude parameter Ee can be measured as direct am-
plitude value Ee at the time instant te of maximum (negative) excitation, commonly known as the Glottal Closure
Instant GCI [d’Alessandro et al., 2007]. Prominent methods to estimate Ee on a glottal source waveform are de-
tailed in [Strik et al., 1993, Strik, 1998]. However, little information can be found in the literature how to estimate
the amplitude Ee if no iterative inverse filtering is conducted [Degottex, 2010]. Moreover, the Ee measure may be
erroneous if the estimation of one or several formants to inverse filter out its influence is erroneous. The Ee should
be set to a certain amplitude level such that a glottal pulse synthesized with LF properly reflects the energy of the
underlying deterministic part of the glottal excitation source [Degottex et al., 2011b, Degottex et al., 2013].

However, the equations defining the LF model do not allow to determine the amplitude value of Ee for synthesis
directly. Instead, the factor E0 allows to scale a synthesized LF model proportionally in amplitude. E0 is defined
in equ. 5 in [Fant et al., 1985]. This definition this not allow for a straightforward linear mapping of E0 on Ee,
or vice versa. The chosen energy modelling to handle voice quality transformations in terms of an Rd contour
transformation is thus based on a linear RMS metric in PSY, explained in the following.

Figure 6.19: RMS-based energy contours ELF of synthesized LF glottal pulses in dB
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An RMS measure ELF estimated on synthesized LF models is shown for different F0 values in fig. 6.19. Each
glottal pulse is synthesized with E0=1.0 using different Rd values along the Rd range shown on the x-axis. The
ELF energy measure follows the definition given in 6.19. It is expressed in dB on the y-axis. The linear amplitude
spectrum Alin of the synthesized glottal sequence Gs(ω) is measured with the RMS operator FRMS (Alin). Lower Rd

values are associated with a more tense voice quality, which can be interpreted as speech having a higher loudness
level [Childers and Lee, 1991, Fant and Kruckenberg, 2005, Liénard and Barras, 2013]. Consequently, the hypoth-
esis on any energy measure on the glottal source g(n), the voiced v(n) or the whole signal s(n) part is that higher
energy values should be observed at lower Rd values. However, fig. 6.19 exhibits the contrary of this expectation.
Lower energy values are measured for lower Rd values on the synthetically generated glottal source G(ω). This
violates the Rd border hypothesis discussed with step 4 of section 6.2.1.3. The hypothesis expects higher energy
values for lower Rd values. As well contrary to such assumption is the study of [Fant and Kruckenberg, 1996] stat-
ing that an increase of 1 dB in Ee is associated with 0.5 dB increase in Rd for a constant F0 value. The co-variation
of F0, Rd and Ee observed in [Fant and Kruckenberg, 1996] leads as well to a dependency of the positive amplitude
peak U0 of the glottal flow. Rd is according to equ. 3.4 determined by the ratio of U0/Ee and the ratio F0/110. The
latter is the fundamental frequency of the current signal frame, normalized by the frequency 110 Hz being typical
for a male speaker [Fant, 1995].

Increasing Rd at a constant level of Ee and F0 requires that U0 has to rise as well. The positive amplitude Ei of
the glottal derivative pulse increases with Rd. With E0 set to a constant amplitude, the amplitude level Ee of the
synthesized LF model changes with F0, independent of Rd. This property of the LF model leads to a bigger surface
of the signal described by a synthesized LF pulse. This leads in turn to a higher measured RMS energy. The
behaviour is required to properly approximate the contour of E(t) over the whole period.

Figure 6.20: Synthesized glottal pulse examples in the spectral (above) and the time (below) domain

Figure 6.20 depicts four different glottal pulses, synthesized with the LF model in time and spectral domain. All
four glottal pulses are synthesized with a LF amplitude scaling factor of E0=1.0. The two frequencies 80 and 180
Hz are utilized along with the two Rd values 0.8 and 2.5. The grey dashed horizontal lines shown in the positive
amplitude range in the time domain representation refer to the LF amplitude Ei. The grey dashed-dotted horizontal
lines in the negative amplitude range in the time domain representation refer to the LF amplitude Ee. The grey solid
vertical line in the time domain representation refers to GCI time instant te. All glottal pulses are aligned in time
at te for comparison purposes. The corresponding RMS energy measures ELF are shown in fig. 6.20 for each of
the four glottal pulses. Each ELF measure is conducted on the same DFT spectrum size N=4096. Naturally, lower
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F0 frequencies lead to longer T0 periods. This causes higher values in the energy measure ELF . The drawback is
that the energy measures for the higher Rd values are higher than its corresponding lower Rd values for the same
frequency. However, higher Rd values should be associated with lower energy values.

Please note that the discussion presented here treats the theoretic analysis of synthesizing the LF model over the
Rd regression parameter space. A continuative investigation discusses the findings of RMS-based energy values
over the whole Rd range measured on natural human speech in section 6.6.3. These findings on natural speech
differ from the theoretical analysis presented in this section. Further interesting analyses on natural human speech
in [Fant and Kruckenberg, 1996, Fant et al., 2000, Fant and Kruckenberg, 2005] use the LF model in the context
of supra- and sub-glottal pressure to evaluate the co-variation of intensity, sound pressure level (SPL), F0, Ee and
U0. Some empiric interrelations on the analysed data set could be determined. However, the studies conclude that
its findings may be biased e.g. on speaker dependency and speaking style. Another paper in [Alku et al., 2002b]
studies in the same context the correlation of vocal intensity and F0. A loud, flow and weak voice quality or
phonation type can be associated with high, normal or low sub-glottal pressure [d’Alessandro, 2006].

Trying to establish a formula to reflect the required changes in amplitude or energy which generalizes over dif-
ferent speakers and speaking styles appears to be almost impossible. Too many dependencies on vocal effort
and intonation, interferences from articulatory processes, differences in speaker identity and other influences just
permit a data modelling based solution to better approximate the required energy changes implied with common
Voice Transformation and Voice Conversion tasks. Moreover, the energy behaviour of the underlying LF model is
contradictory to the Rd border hypothesis of section 6.2.1.3.

Therefore, two energy models are implemented in PSY to control energies changes. The following section 6.4.1.2
introduces a simple and robust method to maintain the energy required to properly execute Voice Transformation
and Voice Conversion applications. The advanced GMM-based methodology of section 6.4.2.3 seeks to reflect the
underlying energy data measured for each analyzed speaker.

6.4.1.2 Energy maintenance

A very simple and robust procedure to correct undesired energy changes introduced by transforming or converting
a given speech phrase is to re-establish the energy contour of the original speech signal. In general, this implies
in PSY to either re-scale the complete re-constructed signal s′(n) with the energy E′sig to the original energy Esig

measured at the input signal s(n). Or the energies E′voi and E′unv measured on the transformed voiced V ′(ω) and
transformed unvoiced U′(ω) components are used for re-scaling. Please note that also a conversion denoted with
operator ′′ can be handled in the same manner. It is dropped here for more efficient illustration purposes. The
equations of 6.20 define the energy re-scaling for the whole signal:

Esig = FRMS (|S (ω)|)
E′sig = FRMS (|S ′(ω)|)

S ′(ω) = (Esig/E′sig) · S ′(ω)

(6.20)

The equations of 6.21 for the voiced component:

Evoi = FRMS (|V(ω)|)
E′voi = FRMS (|V ′(ω)|)

V ′(ω) = (Evoi/E′voi) · V
′(ω)

(6.21)

The equations of 6.22 for the unvoiced component:

Eunv = FRMS (|U(ω)|)
E′unv = FRMS (|U′(ω)|)

U′(ω) = (Eunv/E′unv) · U′(ω)
(6.22)

The different energy re-scaling methods maintaining the original energy of the input signal applied in PSY are
explained in chapter 6.5 for different synthesis schemes.

6.4.2 GMM-based contour prediction

The iterative approximation of the Expectation Maximization (EM) algorithm as an open form solution to train
Gaussian Mixture Models (GMM) facilitates the modelling of huge data sets such as one or several speech corpora.
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The PSY speech system employs different GMMs being introduced in the following sub-chapters. Each of the
GMMs is based on the data prediction model introduced in section 5.5.2. A similar or same set of voice descriptors
D as presented in section 5.5.1 is used for the following models. The models are based on the assumption that the
features describing a speech signal underlie a certain co-variation among each other. The co-variation is a result
of the fact that each of the selected voice descriptors relates to the same physiological process to generate speech
according to the model of human voice production. The selection of a voice descriptor set D is based on the
correlation measured between the contours of each descriptor. Only voice descriptors which exhibit a relatively
high correlation with the reference value to be predicted are considered. The descriptor contours are collected
over the complete corpus data for one speaker. This establishes a model exploiting the correlation present between
sufficiently enough co-varying voice descriptors.

6.4.2.1 Generic GMM-based contour modelling

The GMM implementation to predict any specific voice descriptor curve in PSY will be presented in the following
sections. All follow the same generic principle explained in this section. The basic GMM modelling follows the
approach already detailed in section 5.5.2 and in [Lanchantin and Rodet, 2010, Lanchantin and Rodet, 2011]. A
GMM modelM is trained on a set of chosen voice descriptor features D and one reference feature R. The GMM
training is defined by equ. 5.22. A prediction function F defined by equ. 5.23 is derived from a trained GMM
model M. A GMM-predicted voice descriptor contour Rp is computed from a prediction function F(d) using a
voice descriptor feature set D as input.

Machine learning and data prediction algorithms may suffer from common statistical modelling drawbacks. In
general this can be expressed by the modelling error εM . This error can be decomposed into a bias B and a variance
V . The following paragraph discusses shortly the bias-variance decomposition trade-off [Geman et al., 1992]. Any
prediction of a true target contour T by any modelM reflects an approximation of the underlying data pattern. The
model predicts a target contour T̂ and is influenced by bias B and variance V .

The bias B:
It constitutes a systematic error due to the model deficiency and is independent of the data. The modelM can be
biased because its structure does not allow to fit the data D. Any statistical model not being properly designed
for the underlying data pattern may introduce another source of approximation error. It prevents a perfect re-
construction of the data D by a modelM. The error εM may thus originate from modelling mistakes introducing
a systematic bias B, like a non-perfectly chosen amount Q of Gaussian densities [Lanchantin and Rodet, 2011], an
unfortunate initialisation of the Gaussian component priors [Dognin et al., 2009], the GMM approximation of the
underlying data is stuck in a local instead of the global optimum [Paalanen et al., 2005], or the estimated mixture
components overlap and do not properly reflect the underlying data [Ververidis and Kotropoulos, 2008].

The variance V:
It relates to noise in the data, sparsely structured data, data of uncorrelated nature etc. The precise re-production
of the data pattern D from the model M is cumbersome and error prone. For example, the probability density
function of each EM-fitted Gaussian normal distribution may not be able to properly match the underlying data.
Examples of sparse data areas can be inspected by the data examination of the voice descriptors estimation of three
different speech corpora, presented in section 6.6.3.

Approximation and prediction errors are related to the over-fitting of the modelM on the data D creating bias B,
and / or the under-fitting of the data D to the the modelM introducing the variance V . The bias-variance problem
leads to the drawback that the statistical model does not generalize well over the data.

An error GMMMerr is trained on εM to minimize possible prediction errors introduced by a modelling error εM .
The modelling error εM is measured by means of a squared error operation as

εM =
2
√

(R − Rp)2. (6.23)

A voice descriptor set D is employed as input together with a reference feature R to train a standard model M.
The prediction function F(d) uses the same input voice descriptor set D to compute its predicted voice descriptor
contour Rp

µ , described in equ. 6.25. The latter serves as measure to evaluate the modelling error εM . The original
reference feature R is replaced by εM to form together with the still same input voice descriptor set D the conjoint
data set Zerr as

Zerr = {zk}, zk = [dT
k ε

T
k ]T , (6.24)

with K expressing the data set length. An error GMMMerr is trained on the conjoint data set Zerr to derive an error
prediction function Ferr(d) according to equ. 5.23. The GMM-based modelling to predict a transformed voice

117



descriptor contour R′p from a transformed voice descriptor set D′ is designed in PSY as follows:

Rp
µ =M (F(d)) (6.25)

R
′p
µ =M

(
F(d′)

)
(6.26)

Rp
σ =Merr (Ferr(d)) (6.27)

R
′p
σ =Merr

(
Ferr(d′)

)
(6.28)

r′ = R
′p
µ + (r − Rp

µ) ·
R
′p
σ

Rp
σ

(6.29)

Each trained model pair M and Merr is utilized to predict via their derived prediction functions F and Ferr the
"mean" prediction value Rp

µ and the predicted "standard deviation" Rp
σ from the "true" prediction value introduced

by the model error εM . The "true" prediction value would equal Rp
µ if no model error occurs: εM=0. The calculation

of a transformed reference value r′ from a transformed and the original voice descriptor set d′ and respectively d
is defined by equ. 6.29. It evaluates the difference between the original reference feature value r and the from its
corresponding original voice descriptor set d predicted mean value Rp

µ , normalized by the ratio of the original and
transformed standard deviations Rp

σ and R
′p
σ , and corrected by the transformed predicted mean value R

′p
µ .

The energy contours Ep
voi and Ep

unv of a speech phrase shown in section 6.4.2.3, the F p
VU contour described in

section 6.4.2.4, or the Rp
d contour presented in section 6.4.2.5 are predicted by the means defining equation 6.29.

Please note that the terminology "up to all" used for the explanation of each GMM model in the following refers
to the fact that each listed voice descriptor is evaluated on its correlation with the reference value R for the given
speaker. If the voice descriptor exhibits a comparably low correlation with the reference value R to be predicted, it
is not used in the GMM training and later prediction for the corresponding test case. This will be presented in the
evaluation section 6.6.

6.4.2.2 Voice descriptor selection

The following three sections explain the algorithmic setup how to design GMM models for the prediction of the
RMS energy in section 6.4.2.3, the FVU in 6.4.2.4 and Rd in section 6.4.2.5. Each model employs a voice descriptor
set of original D and transformed D′ features. Each voice descriptor presented in the following chapters is selected
as feature for GMM modelling since it proved to be sufficiently high correlated with the to be predicted reference
feature for some speakers. The correlation is evaluated by the Pearson r coefficient [Pearson, 1900] between both
features over the whole corpus per speaker. A high correlation is given by high absolute values of r since r=-1
expresses a perfect anti-correlation between two feature contours. However, in practice one feature pair may not
exhibit a strong correlation for one speaker. The utilization of this voice descriptor should be disabled in this case.
It is up to the user of PSY to carefully select a voice descriptor set of higher inter-correlation given the underlying
data set of a speaker.

The theoretical foundation for the voice descriptors H1-H2, F0, FVU and Rd has been discussed in section 5.5.1.
The correlation of energy related descriptors and Rd is discussed in section 6.4.1.1. This paragraph presents fur-
ther justification for the usage of the voiced Evoi and unvoiced Eunv RMS energy as co-varying feature to the
other voice descriptors, without the relation to Rd. The sound level and the loudness of phonation are found
in [Gramming et al., 1988] to accompany fundamental frequency changes in singing. The interdependencies of
sub- and supra-glottal pressure, intensity, glottal source parameters and F0 is studied in [Fant et al., 2000]. The
co-variation of F0 with speech intensity in terms of sub-glottal pressure and the Sound Pressure Level (SPL)
is discussed in [Fant and Kruckenberg, 2007]. Intensity is correlated to OQ, H1-H2 and the spectral tilt, vo-
cal effort to F0 [Liénard and Barras, 2013]. A linear regression of F0 in logarithmized Hz and energy in dB in
[Sorin et al., 2015] exhibits a high correlation between both features. It proofs the fundamental relationship be-
tween instantaneous pitch and instantaneous energy of a signal. The pitch-energy relationship is used to modify the
instantaneous energy coherently with changes applied to the instantaneous frequency. The study was conducted
within the context of a Voice Transformation to create an expressive TTS system.

6.4.2.3 GMM energy models

Three GMM-based energy models exist in PSY according to the three energy maintenance methods defined with
equations 6.20, 6.21, and respectively 6.22 in section 6.4.1.2. An original voice descriptor set DE for the energy
modelling in PSY may consist of up to all considered voice descriptors: DE=[Rd, F0, FVU ,H1-H2]. A transformed
voice descriptor set D′E , denoted by the operator ′, may contain the original F0 contour but transformed values
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for up to all the remaining voice descriptors: D′E = [R′d, F0, F′VU ,H
′1-H′2]. The voice quality transformation

of an original Rd to a transformed R′d contour according to the means explained in section 6.4.3 causes in the
output signal s′(n) transformed F′VU and H′1-H′2 curves. The transformed contour of H′1-H′2 is measured in the
magnitude spectrum of |S ′(ω)| in dB. The predicted F′VU value is retrieved from the signal s′(n) and the GMM
model introduced in the following section 6.4.2.4. The F0 voice descriptor is added to the energy modelling due to
its high co-variation with the other selected voice descriptors. However, no means have yet been implemented in
PSY to transform the F0 contour of the original speech recording. The manually transformed R′d, the re-estimated
H′1-H′2, the predicted F′VU and the original F0 contour define the transformed voice descriptor set D′E . Each
energy model receives for training its corresponding reference feature R defined in equ. 6.19. The reference
feature R can be either Esig, Evoi or Eunv.

The energy models Mvoi and Munv are used via their prediction functions Fvoi and Funv, along with their cor-
responding error models Mvoi

err and Munv
err and error functions Fvoi

err and Funv
err , to predict the RMS-based energy

measures Ep
voi and Ep

unv, according to equ. 6.29. Examples of different original and transformed voice descriptor
sets DE and D′E to utilize the RMS-based energy model of PSY to transform the voice quality of natural human
speech recordings are given in the evaluation section 6.6.3.

6.4.2.4 GMM FVU model

Any FVU estimation is performed in PSY by means of calling offline the SuperVP system of section 2.5.2 for a
complete speech phrase. However, no means to conduct a robust frame-based FVU estimation on single STFT
frames of S ′(ω) is available in PSY. The GMM modelsMFVU andMFVU

err are therefore established in PSY to predict
a transformed F′VU contour by frame-based means. The F′VU contour prediction uses the voice descriptor sets DFVU

describing the input signal s(n) and D′FVU
describing the transformed signal s′(n). It is based on the same means

described in the preceding sections 6.4.2.1 and 6.4.2.3. An original voice descriptor set DFVU for the FVU prediction
may consist in PSY of up to all voice descriptors listed in the following: DFVU =[Rd, F0,H1-H2, Evoi, Eunv]. Its
transformed voice descriptor counterpart D′FVU

contains again the original F0 contour but transformed values for the
remaining voice descriptors: D′FVU

=[R′d, F0,H′1-H′2, E′voi, E
′
unv]. The transformed H′1-H′2 values are measured

on the transformed signal s′(n). Please note that the RMS energy values for the transformed voiced component
E′voi and the transformed unvoiced component E′unv are re-measured on the transformed signal s′(n). PSY could on
the other hand handle the prediction of E

′p
voi and E

′p
unv using the energy models described in the preceding section

6.4.2.3 and use the predicted energies instead. Examples of different original and transformed voice descriptor sets
DFVU and D′FVU

to predict a transformed F′VU contour are again given in section 6.6.3 on three speaker examples of
natural human speech. The F′VU contour prediction is used in PSY predominantly for the spectral fading synthesis
variant described in section 6.5.5.

6.4.2.5 GMM Rd model

The GMM modelling to predict a Rd contour according to a given data set is implemented in PSY solely to reflect
the characteristic Rd contour of the target speaker in the VC context. It does not for the time being utilize the
additional error correction of the GMM model Merr described by equ. 6.28 in section 6.4.2.1. Only the basic
GMM modelling means defined by equ. 6.25 are utilized. The GMM modelMRd is trained on the target speakers
database. It represents the acoustic space of the voice descriptor set DRd of the target speaker. The voice descriptor
set DRd considers the following voice descriptors extracted from the source speakers speech phrase chosen for
conversion: DRd =[F0, FVU ,H1-H2, Evoi, Eunv]. The predicted R

′

d contour reflects the conditioning of the source
speakers data set DRd , given the target speakers GMM modelMRd .

6.4.3 Voice quality transformation

The extended set of features tackled in the VC process requires some extensions of the existing Voice Transfor-
mation algorithms. Recent algorithms have established means for real time transformation of the perceived gender
and age of a speaker [Lanchantin et al., 2011a], or perceived fine voice quality details such as jitter and shimmer
reflecting time and amplitude modulations [Bonada, 2004]. The fine control of the voice quality features that is
required for transformation into a well defined target speaker requires extended means for coherent transformation
of the excitation source characteristics. The results will not only be beneficial for the VC problem, but will in
general increase the potential transformations that are available for Voice Transformation and Voice Conversion.

The theoretical basis of voice quality has been discussed in section 3.5. Open questions when transforming the
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voice quality of natural human speech are
a) to what detail listeners do perceive shape differences of the deterministic part, and energy differences of the
stochastic part of the glottal excitation source,
b) in what technical manner the glottal excitation source shall be transformed such that it reflects the natural
behaviour of a human speaker, and
c) how such transformation shall be treated such that a separated processing of the voiced deterministic and the
unvoiced stochastic component results into a coherently transformed glottal excitation source.

The construction of a speech phrase within the context of VC shall as much as possible be described by voice
descriptors of the target speaker. This could include the adaptation of the Rd mean difference between source
and target speaker. Concerning a), if this Rd mean difference is below the Just Noticable Difference (JND) of
human auditory perception it won’t be perceivable. The same is valid when altering the Rd of the same speech
phrase in the context of Voice Transformation. Care has to be taken that the applied Rd contour modification is
perceptible. Following the discussion about JND in section 3.5.3, it is practically very cumbersome to establish
a well-defined grid of JND measurements covering all involved synthesis parameters and its required changes in
different step sizes. As well the evaluation of such a huge perceptual tests may lead to the conclusion that any JND
concerning any synthesis parameter is listener dependent. This assumption was already indicated in the study of
[Henrich et al., 2003] discussed in section 3.5.3. It reports different results between the trained and the untrained
listener group. This indicates a speaker dependency for each JND. The listening tests conducted in sections 6.6.4
and 6.6.5 examine if the participants could perceive differences among the different re-synthesized speech phrases
for which the original Rgci

d contour has been transformed.

The studies in [Henrich et al., 2003, van Dinther et al., 2004] changed per test stimuli exclusively either OQ or
αm. In contrast, the alteration of the original Rd contour or any Rd value implies a change effectuated in the
corresponding values of OQ, αm and ta. The relative JND ∆Rd/Rd values required to excite the perceptual sensation
of a voice quality change lie therefore lower for Rd compared to the single value changes required for either OQ or
αm.

The method reported in [van Dinther et al., 2004] provides means to systematically quantify the relation between
the R waveshape parameter space of the LF model and different voice quality characteristics. The following two
sections describe different means to transform the voice quality of a speech phrase within PSY. It concerns only the
voiced component of a speech signal by means of altering the original Rgci

d contour. Both follow a simple empiric
strategy considering the questions a) and b). The tests presented in the sections 6.6.4.2 and 6.6.4.3 address with
the additional GMM-based energy prediction for the voiced and the unvoiced parts question c).

6.4.3.1 Simple Rgci
d offsets

An intended change in voice quality can be user driven. Care has to be taken that any Rgci
d contour transformation

lies for each Rd value above the given JND present in its current parameter region. Too small Rd value changes
would not result into the desired perceptual sensation of a change in voice quality. A simple empiric solution is
to add to or subtract from the original Rgci

d contour a reasonably high Rd offset above the JNDs. The listening test
presented in section 6.6.4 examines as a proof-of-concept this attempt on natural human speech recordings of two
French speakers.

6.4.3.2 Rgci
d contour transformation

The study on JND thresholds of [Henrich et al., 2003] discussed in section 3.5.3 shows that smaller (higher)
changes of ∆OQ (∆αm) are required) in lower Open Quotient OQ (higher asymmetry coefficient αm) value re-
gions. Likewise, higher changes (lower changes) are required in higher (lower) value regions of OQ (αm). In
the following, these experimental findings will be entitled as JND threshold objective. A transformation of the
original Rgci

d contour into several R
′gci
d contours in positive Rd value direction towards a more relaxed and in nega-

tive Rd value direction towards a more tense voice quality to cover the complete Rd range is implemented in PSY.
The partitioning over the Rd range adds to or subtracts from the original Rgci

d contour mean offsets, and expands
or compresses each transformed R

′gci
d contour in its variance. The semi-automatic R

′gci
d contour transformation is

summarized by pseudo-algorithm 5.

The amount of K offsets span over the OQ and Rd range is defined by n positive and m negative OQ offsets:
K = n + m. The logarithmic offset generation on the OQ scale at step III. causes the desired non-linear spacing in
the generated R

′gciK
d matrix on the Rd scale. The difference between each k · Rd offset subtracted from and added

to the original Rgci
d contour increases with k. It results into progressively lower mean Rµ

d value differences between
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Algorithm 5 - Semi-automatic Rgci
d contour transformation

I. Rgci
d

->OQgci:
Convert the original Rgci

d contour to OQgci on the OQ scale
II. OQµ:

Compute the mean OQµ of the original OQgci contour
III. OQµ offsets:

Compute n (m) positive (negative) logarithmically spaced OQµ offsets
in range [OQµ OQmax] ([OQmin OQµ])

IV.
forOQkµ in (OQKµ offsets): do
OQ

′ gci
k offsets: Add (subtract) the OQk

µ offset to (from) OQgci
k

OQ
′ gci
k soft saturate: Restrict each OQ

′gci
k contour to OQ range [OQmin OQmax] via soft saturation

OQ
′ gci
k ->R

′ gcik
d

: Convert the soft saturated OQ
′gci
k contour to R

′gcik
d on the Rd scale

end for

each generated R
′gci
d in lower Rd regions. Contrariwise, higher mean Rµ

d value differences between each R
′gci
d curve

are created in higher Rd regions. The same behaviour applies to the variance Rσ
d described by each R

′gci
d contour.

Rgci
d contour transformation works according to the JND threshold objective.

The introduced R
′gci
d contour transformation to span over the Rd range is semi-automatic since care has to be taken

concerning mean and variance of the original Rgci
d contour. If it lies close to one Rd range border either the number

of the n positive or of the m negative OQ offsets has to be adapted such that the transformed R
′gci
d contours are well

spread over the Rd range.

It is not assured that the transformed R
′gci
d contours remains within the Rd range. A hard saturation on the Rd range

borders would destroy the natural variation of the R
′gci
d contours. A soft saturation restricts any OQ or Rd contour to

its range in PSY by applying a soft compression of the parameter contour inside and outside its range borders. The
sigmoid function Fsig(t) defined by equ. 6.30 can be parameterized with the strength factor psig defining different
soft compression levels.

Fsig(t) =
1

1 + e−t·psig
(6.30)

Higher compression levels of the sigmoid function would result in a strong deformation of a soft saturated contour
especially in the middle of the OQ or Rd range, not being shown in fig. 6.21. Therefore a linear function substitutes
the curve described by the sigmoid function in the inner valid range to minimize the deformation. An example of
different soft saturation contours warping a transformed OQ′ contour into its range is given in fig. 6.21. The dashed

Figure 6.21: Example of different soft saturation contours

black line exemplifies an ideal linear line without any deformation. The connection points of the substituted linear
lines with the sigmoid functions can be inspected short after the vertical line of OQmin and short before the vertical

121



line of OQmax. The default soft saturation is set to psig=7.

Different examples of the computation of transformed R
′gci
d contours over the Rd range will be given in the evalu-

ation chapter 6.6.5. Lower R
′gci
d contours correspond to a more tense voice quality described by lower Rµ

d and Rσ
d

values. Higher R
′gci
d contours correspond to a more relaxed voice quality described by higher Rµ

d and Rσ
d values.

The tables 6.10, 6.14, and 6.17 exemplify the relation between the different voice qualities and the different Rµ
d and

Rσ
d values for the three speakers under evaluation.
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6.5 Synthesis

Several synthesis approaches have been implemented and studied in PSY to execute advanced Voice Transfor-
mation and Voice Conversion tasks. Each synthesis variant is based on the extended source-filter model and the
DSM-based unvoiced component estimation. The separate processing of the voiced component V(ω) and the un-
voiced component U(ω) operates on the multiplication of a smooth spectral envelope sequence with an excitation
signal.

6.5.1 Short-Time Fourier Transform and Overlap-Add

Both synthesis and some parts of the analysis in PSY are based on the well-known Short-Time Fourier Transform
(STFT) [Griffin and Lim, 1983, Griffin and Lim, 1984]. The synthesis is realized on the simple Overlap-Add tech-
nique of single STFT buffers in the time domain [Allen, 1977]. The influence of the Hanning window applied in
the STFT analysis and synthesis steps is normalized before the final synthesis. PSY operates for the time being on
a constant time basis with a constant STFT step and window size in analysis and synthesis. The reason being that
the current energy model in PSY introduced in section 6.4.1 cannot handle pitch-adaptive window lengths. Future
work in PSY on an improved energy handling indicated in section 8.2.2 and pitch-adaptive processing indicated in
section 8.2.4 should improve the flexibility and synthesis quality of PSY.

6.5.2 Noise excitation

Any unvoiced component U(ω) is synthesized by the means presented in 6.3.2.1. The multiplication of the STFT
of a white noise signal with any spectral envelope sequence Tunv generates the unvoiced waveform u(n) in the time
domain. Tunv may be estimated on any of the four in PSY possible unvoiced signals uthron

ReDe(n), uHP
ReDe(n), uthron

QHM(n) or
uHP

QHM(n), being close to the signal level as described in section 6.3.2.4.

6.5.3 Pulse excitation

An initial version Vdit
δ (ω) of V(ω) is implemented in PSY for comparison purposes. The spectral envelope Tsig of

the input signal s(n) is excited by the flat amplitude spectrum ∆F0 (ω) of a Dirac delta function δF0 (n), parameterized
by F0. This well-known synthesis method exhibits problems in properly modelling the phases of the pulses since
the glottal pulse shape is contained in Tsig. Each estimated GCI location of δF0 (n) is shifted to the closest sample
bin in the time domain which neglects a possible sub-sample offset between the GCI estimated in seconds and the
sample bin. The same applies to each GCI estimation of each synthesized glottal flow derivative ggci

Rd
. Two versions

of the purely voiced component V(ω) exist according to the two VTF versions CFVU (ω) and C f ull(ω) introduced in
section 6.2.3 in PSY. Both V(ω) versions will be introduced in the following.

6.5.3.1 Full-band excitation

The voiced version V f ull(ω) takes the Vocal Tract Filter C f ull(ω) and excites it by the spectral representation Gs(ω)
of a few consecutive glottal pulses gs(n) being windowed by the STFT. The latter presents a sequence of glottal
flow derivatives ggci

Rd
synthesized at each estimated GCI time instant in the time domain. Since no splitting at the

FVU frequency was implied to extract C f ull(ω) from the speech signal s(n), the multiplication of excitation and
filter part in the spectrum operates full-band without any restriction for V f ull(ω).

Both VTF versions, C f ull(ω) and CFVU (ω), describe a filter whose frequency response operates exclusively in the
linear amplitude spectrum |Alin(ω)|. Their frequency response H(e jωT ), evaluated on the unit circle in the complex
z-plane by z = e jωT , is decomposed into the magnitude response H|(e jωT )| and phase response ∠H(e jωT ), with the
latter being set to zero: ∠H(e jωT ) = 0 ∀ ω. The pseudo-algorithm 6 explains the two simple steps to compute
V f ull(ω). Please note that the windowing of a few consecutive glottal pulses gs(n) synthesized in the time domain
and transformed to the spectral domain by means of the STFT reproduces in Gs(ω) the underlying harmonic
periodicity. The latter is given by the sequence of fundamental periods generated by each synthesized glottal pulse
at the GCIs in the time domain.
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Algorithm 6 - Voiced deterministic full-band version V f ull(ω) without spectral splitting

I. Zero to minimum phase: C full(ω)→ C−full(ω)
Convert the zero phase spectrum C f ull(ω) to its minimum phase equivalent C−f ull(ω) following the means ex-
plained in section 2.2.3.
II. Excitation: V full(ω) = C−full(ω) ·Gs(ω)
Excitation in the spectral domain of C−f ull(ω) with Gs(ω) by a simple multiplication.

6.5.3.2 Excitation split at FVU

The re-construction of the purely voiced component VFVU (ω) from the VTF CFVU (ω) and the contribution of the
glottal excitation source Gs(ω) implies the consideration of the spectral splitting at the FVU frequency. The excita-
tion by Gs(ω) as with V f ull(ω) cannot be applied over the full spectral band and is only valid in the lower frequency
band below FVU . The underlying harmonic periodicity above FVU is therefore reproduced by exciting CFVU (ω)
with the spectral representation ∆F0 (ω) of a Dirac delta impulse sequence δF0 (n) in the higher frequency band
above FVU .

Algorithm 7 - Voiced deterministic version VFVU (ω) with spectral splitting at FVU

I. Zero to minimum phase: CFVU(ω)→ C−FVU
(ω)

Convert the zero phase spectrum CFVU (ω) to its minimum phase equivalent C−FVU
(ω)

II. a) Excitation 1: V lo
FVU

(ω<=ωVU) = C−FVU
(ω<=ωVU) ·G(ω<=ωVU)

Spectral excitation of VTF C−FVU
(ω<=ωVU) with glottal source G(ω<=ωVU)

II. b) Excitation 2: V hi
FVU

(ω>ωVU) = C−FVU
(ω>ωVU) ·∆F0

dit(ω>ωVU)
Spectral excitation of VTF C−FVU

(ω>ωVU) with dirac impulse ∆F0 (ω>ωVU)
III. Spectral concatenation: VFVU(ω) = [V lo

FVU
(ω<=ωVU) (V hi

FVU
(ω>ωVU) +Adi f f )]

Account for amplitude difference Adi f f measured between |V lo
FVU

(∼ FVU)| and |Vhi
FVU

(∼ FVU)| above FVU , con-
catenate both parts
IV. Spectral interpolation:
Interpolate magnitudes and phases separately around the concatenation point FVU to reduce possible disconti-
nuities and unsteadiness

The voiced component VFVU (ω) is computed according to the pseudo-algorithm 7. The simple concatenation
of algorithmic step III. requires to adjust for a possible amplitude difference Adi f f found between the voiced
components |V lo

FVU
(∼ FVU)| and |Vhi

FVU
(∼ FVU)| in the lower and higher frequency band. The amplitude correction

does not measure the amplitude difference Adi f f at the DFT bin being closest to the FVU frequency. Instead it
searches for a sinusoidal maximum peak being closest to FVU in both voiced components. A quadratic interpolation
at both maximum peaks evaluates both amplitudes whose difference defines Adi f f . The amplitude difference Adi f f

is added to the amplitude spectrum of Vhi
FVU

(ω>ωVU) before the spectral concatenation.

6.5.4 Time domain: Simple mixing

The straight-forward mixing in the time domain adds one of the synthesized unvoiced waveform u(n), listed in
section 6.5.2 as U(ω), to one of the synthesized voiced deterministic waveform v(n), listed in section 6.5.3 as
V(ω). The time domain mixing operates thus full-band without any restriction. However, as will be shown in a
first listening test shown in section 6.6.4, it is prone to create artefacts caused by the voiced component V(ω) for
the case of a voice quality transformation synthesizing a tense voice character. Therefore, another synthesis variant
operating in the spectral domain is presented in the following section 6.5.5.

6.5.5 Spectral domain: Fade unvoiced in - fade voiced out

The multiplication of the glottal pulse derivative G(ω) with the VTF C(ω) defines the voiced component V(ω). The
transformation of the original Rgci

d contour used to extract C(ω) introduces an energy variation in the re-synthesis
of a transformed V ′(ω). However, even with the energy maintenance of section 6.4.1.2 the alteration of a modal to
a "very tense" voice quality may lead to sinusoidal content being of higher energy than the noise part at the Nyquist
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frequency Fnyq = Fs/2. This sets F′VU = Fnyq and causes audible artefacts. The spectral fading synthesis variant
of PSY presented in this section is therefore designed to suppress such artefacts which possibly occur for glottal
source shape parameter transformations.

Glottal source shape vs. spectral slope:
A short summary discusses here the strong correlation of the glottal source shape parameter Rd with the spectral
slope. The discussion is required to understand the motivation for the spectral fading synthesis variant presented
in this section. References to an extensive analysis of the spectral correlates of glottal excitation source parameters
can be found in section 3.3.1 which introduces the Rd parameter. A more relaxed voice quality is reflected by
higher Rd values and is related to a glottal flow derivative having a sinusoidal-like shape which generates steep
spectral slopes. A more tense voice quality is parameterized by lower Rd values and is related to a glottal flow
derivative having an impulse-like shape which originates flat spectral slopes. A flat (steep) spectral slope indicates
that more (less) sinusoidal content can be observed in higher frequency regions. The voice quality transformation
to change an original speech recording having a modal voice quality to a more tense voice character has to alter
the spectral slope by means of extending the quasi-harmonic sequence of sinusoids above the FVU . Contrariwise,
a transformation to a more relaxed voice quality needs to reduce the sequence of quasi-harmonic sinusoids. There-
fore, a modification of the glottal excitation source required for voice quality transformations implies an alteration
of the Voiced / Unvoiced Frequency boundary FVU to modify the spectral slope. The altered FVU frequency has to
be naturally represented by properly joining the voiced V(ω) and unvoiced U(ω) signal components.

A simple mixing in the spectral domain of any voiced V(ω) and unvoiced U(ω) component results in the same
signal output as with the time domain mixing of the preceding section 6.5.4. A simple spectral concatenation
of any voiced component V(ω<=ωVU) in the lower deterministic band with any unvoiced component U(ω>ωVU)
in the higher stochastic band sounds reasonably well for the direct re-synthesis of the original speech recording
without any further transformation or conversion. However, even for this re-synthesis case without modification
the abrupt switchover at the FVU does not reflect the signal characteristic observed with natural human speech.
The spectral band around FVU is comprised of a mix of both voiced deterministic V(ω) and unvoiced stochastic
U(ω) parts. As already discussed in sections 2.3.2 and 6.2.3.2, the voiced component V(ω) has higher energy and
perceptually masks therefore the unvoiced component U(ω) in the lower deterministic frequency band below FVU .
The inverse condition applies in the higher stochastic frequency band above FVU where U(ω) has a higher energy
and masks V(ω).

As already indicated in section 6.4.2.4, no robust frame-wise FVU estimator is available in PSY. The GMM models
MFVU andMFVU

err are therefore employed to predict a transformed F′VU contour reflecting the changes implied with
the voice quality transformation and VC tasks. The transformed F′VU contour defines the cutoff frequency fc of
two linear filters. A low pass filter PL fades out the voiced component V(ω) and a high pass filter PH fades in the
unvoiced component U(ω) with increasing frequency. The linear ramps with a slope of mLP=-96 dB and mHP=-48
dB per octave define the steepness of the low pass PL and respectively the high pass PH filter. A higher value is
chosen for mLP since the F′VU prediction may be very high for "very tense" voice qualities. A less steep fade out
filter would for such cases not be effective enough to suppress possibly occurring artefacts of the sinusoidal content
at Fnyq.

A listening test presented in section 6.6.5 evaluates the spectral fading synthesis variant within the context of a
voice quality transformation on natural human voice recordings of three different speakers.

6.5.6 PSY synthesis system layout

Fig. 6.22 illustrates the different system blocks of the synthesis part of the speech framework PSY. Most system
blocks are required and some are optional to synthesize a PSY voice descriptor set into an audio waveform. A
voice descriptor set D consists of the estimated features F0, FVU , Rgci

d , Evoi and Eunv for one speech phrase. It is
required for synthesis in PSY, along with a sequence of Vocal Tract Filters C(ω) and spectral envelopes Tunv(ω)
of the unvoiced component U(ω). The synthesis module can transparently handle a set of (partially) transformed
voice descriptors D′, and / or a converted VTF C′′(ω) as well as a converted spectral envelope T ′′unv(ω) sequence.
The conversion resulting into C′′(ω) and / or T ′′unv(ω) will be described in chapter 7. Each of the transformed voice
descriptors F′VU , R

′gci
d , E′voi and E′unv can be predicted from its corresponding prediction modelMFVU ,MRd ,Mvoi

andMunv, as explained in section 6.4.2. A transformed R
′gci
d contour can additionally result from a voice quality

transformation as introduced in section 6.4.3.2. The transformation of the F0 contour along with the corresponding
alteration of the GCI time instants is not yet implemented in PSY. The possible but not imperative utilization of a
voice descriptor contour transformation is indicated by the dashed lines in fig. 6.22.
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Block diagram illustrating the different synthesis parts in PSY

Figure 6.22: System overview of the synthesis stage in PSY
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PSY processes the voiced v(n) and unvoiced u(n) parts separately. Each part is first synthesized and then mixed
together in the time domain.

Voiced:
A sequence of glottal pulses is described by an Rgci

d / R
′gci
d contour. It is used to synthesize a glottal pulse waveform

g(n) / g′(n) in the time domain. Transformed to the spectral domain per STFT frame, it is convolved with one
spectral representation of VTF C(ω) / C′′(ω). The application of the spectral fading mechanism of section 6.5.5 is
required if the voice quality contained in the original recording is altered before re-synthesizing the speech phrase.
This is achieved by means of transforming Rgci

d into R
′gci
d . The employment of Evoi assures the maintenance of

the original energy contour for the voiced part, as explained in section 6.4.1.2. Utilizing E′voi instead of Evoi shall
impose an energy contour in accordance with a corresponding voice quality transformation. The explained steps
allow synthesizing an original v(n) or a transformed and / or converted voiced part v′′(n).

Unoiced:
A sequence of original Tunv(ω) or converted T

′′

unv(ω) spectral envelopes is convolved with white gaussian noise per
STFT frame in the spectral domain. Applying Eunv assures energy maintenance. E

′′

unv shall accordingly reflect the
alteration of the unvoiced energy if the voice quality is transformed. An original u(n) or a transformed and / or
converted unvoiced part u′′(n) is synthesized in the time domain.

Mixing:
A simple addition of v(n) or v′′(n) with u(n) or u′′(n) mixes the voiced and unvoiced parts together. Its result is the
re-synthesized signal waveform s(n), or the transformed and / or converted signal waveform s′′(n).
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6.6 Evaluation on voice quality transformation

Recordings of three different speakers are employed to evaluate the analysis robustness and synthesis quality of
PSY on natural human speech. The baseline method SVLN of section 3.8.4 is utilized for comparison. The three
chosen recordings of natural human speech are:

a) The English phrase "Author of the danger trail, Philip Steels, et cetera." as the first phrase of the English male
speaker "BDL" of the CMU Arctic speech corpus proposed in [Kominek and Black, 2004].
c) The French phrase "Que faire en cas de conflit avec sa banque?" by the French female speaker "Margaux" taken
from one speech corpus kindly provided by the Acapela group 1. Please find the voice of "Margaux" via the type
and talk demo found via the given link.
b) The phrase "Il se garantira du froid avec un bon capuchon." in French language spoken by the Hispanic male
speaker "Fernando" recorded at IRCAM [Lanchantin et al., 2008].

Section 6.6.4 presents the utilization of the simple manual Rd offsets modification introduced in section 6.4.3.1 to
perform a voice quality transformation. The test utilizes the time domain mixing synthesis variant of section 6.5.4.
The corresponding listening test was conducted internally in the laboratory as a preliminary investigation on the
two speech phrases b) and c) in French language. The test examines as well the GMM-based energy prediction of
section 6.4.2.3.

The conclusions drawn from the test results motivates the subsequent test on voice quality transformation of section
6.6.5. It discusses the results of a second listening test spread to a bigger audience, including a post to the Auditory
list 2 of the McGill University located in Montreal, Quebec, Canada. The spectral fade in/out synthesis variant of
section 6.5.5 is evaluated since it is designed to assure a proper handling of voice quality transformations. The
listening test covers all three phrases mentioned above to evaluate the voice quality transformation of section 6.4.3
on natural human voices. It examines the application of the generated Rd mean offset and Rd variance compression /

expansion explained in section 6.4.3.2. The transformed R
′gci
d contours and the original Rgci

d contour were employed
by PSY and SVLN for synthesis. Both systems synthesized Rd contours which covered the complete Rd range to
examine with which quality they are able to represent the transition in voice quality from a tense to a modal to
a relaxed voice quality characteristic. PSY and SVLN received the same voice descriptors Rd, F0 and FVU as
pre-estimated input to analyse C(ω). Both tests are based on the following two evaluation metrics.

Table 6.2: Voice quality rating indices and suggested characteristics
Index Voice quality characteristic

-3 Very tense
-2 Tense / pressed
-1 Tense / pressed to modal / normal

+0 Modal / normal
+1 Modal / normal to relaxed / breathy
+2 Relaxed / breathy
+3 Very relaxed / breathy

Since three more tense and three more relaxed voice qualities are generated from the starting point of the Rgci
d

contour of the original phrase, the listener is presented with the different voice qualities listed in table 6.2 to
choose from. The novel speech analysis and synthesis framework PSY presented in this chapter is compared to
the SVLN baseline method of section 3.8.4. The voice quality assessment examines how well both synthesis
systems are able to produce different voice quality variations in terms of a tense, modal or relaxed voice quality
characteristic. Ideally each test participant is able to perceptually associate each synthesized voice quality example
to its corresponding voice quality characteristic, shown in table 6.2.

Table 6.3: Synthesis quality rating according to the Mean Opinion Score (MOS) scale
Index Mean Opinion Score (MOS)

1 Bad
2 Poor
3 Fair
4 Good
5 Excellent

1Acapela group: www.acapela-group.com
2Auditory list: www.auditory.org
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A second evaluation metric examines the synthesis quality on the Mean Opinion Score (MOS) generated by both
synthesis systems. The listeners are presented with the list of possible sound quality ratings shown in table 6.3.
Please note that the presented speech examples are randomized in their numerical order for each listening test such
that the listeners are not able to conclude from each test phrase index the underlying voice quality characteristic.

6.6.1 SVLN voice descriptor smoothing

SVLN requires to smooth the input voice descriptors F0, FVU and Rd to avoid possible artefacts. These may origin
from the energy modelling of SVLN which measures the energy level at the FVU . If the FVU contour contains a
comparably high value change within a short-time segment, the connected energy measure may as well result in
a huge value difference. This in turn leads to an erroneous energy modelling which results in audible artefacts.
The artefacts originate from too high signal differences between consecutive synthesis steps, caused by too high
changes of the implied energy measure. For similar reasons, SVLN requires to smooth as well the Rd and F0
curve. The assumption being that the voice quality does not change within one phoneme [Degottex, 2010]. Thus,
an additional median smoothing filter covering 100 ms is applied in SVLN to the input voice descriptors F0, FVU

and Rd.

PSY seeks to avoid the smoothing of the input contours in order to maintain a certain naturalness in the synthesis.
Only the windowing of a few glottal pulses gs(n) introduces a certain smoothing of the original Rgci

d contour. The
windowing length corresponds to the standard STFT size defined in PSY. The RMS energy constraint of section
6.4.1 demands a constant STFT window size such that the energy interference of the window introduced to the
energy measure of the analysis cancels out in the synthesis. It prohibits a shorter window length covering only one
or two single ggci

Rd
glottal pulses by means of pitch-adaptive windowing.

Figure 6.23: Rd contour smoothing examples - Original for PSY, smoothed for SVLN

The three illustrations shown in fig. 6.23 exemplify the smoothing of each Rd contour per speaker required by
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SVLN, while the original Rd contour is processed by PSY. The smoothing reduces especially at voiced borders
the original Rd contour towards lower instead of higher Rd values. This violates the hypothesis given for step 4 of
section 6.2.1.3 to fade in/out the Rd contour at voiced borders. While the Rd smoothing appears for the most part
tolerable for the speakers Fernando and BDL, it appears more like an intolerable cut around 1.2 - 1.5 seconds for
speaker Margaux.

Figure 6.24: FVU contour smoothing examples - Original for PSY, smoothed for SVLN

The smoothing of the FVU contour for SVLN appears in general less dramatic. Examples are given for the three
speakers Fernando, BDL and Margaux in fig. 6.24. The smoothing introduces only around seconds 2.2 of speaker
Fernando a contradictory FVU measure compared to the original FVU contour. More severe is the unfortunate
strong FVU reduction for the voiced segments before and after 2.5 seconds.

6.6.2 STFT setup

The RMS energy constraint of section 6.4.1 requires a constant window size. It has to be set in such a way that
the STFT window size leads to a proper representation of single sinusoidal peaks [Oppenheim and Schafer, 1975].
Windows in the time domain have to be long enough to distinctively present sinusoidal content in the spectral do-
main. However, too long window sizes invalidate the quasi-stationary assumption that the signal content remains
constant in amplitude and frequency within the evaluated signal segment [Oppenheim and Schafer, 1989]. Two
window sizes and its corresponding STFT step sizes were determined heuristically for the voice quality transfor-
mation tests in PSY. The standard window size used for analysis and synthesis of voiced signal content and voice
descriptors such as F0, FVU or Tsig is set to a comparably small value of 32 ms for male and 22 ms for female
speakers having higher pitched voices. The relatively small window size was heuristically determined by informal
re-synthesis tests on the evaluated three speakers. It is accompanied with a STFT step size of 4 ms. A smaller
STFT step size of only 1 ms is required for the analysis of Rgci

d and the estimation of the unvoiced residual U(ω).
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A smaller STFT window size of only 8 ms is set for the estimation of U(ω) to better handle transient regions.
Additionally, the random noise component does not require longer window sizes to properly resolve sinusoidal
peaks. An informal empiric investigation determined 8 ms for the unvoiced synthesis as most appropriate. Smaller
window sizes introduce muffling and ticking effects in the stochastic part. Higher window sizes may sound clearer
and less muffled but suffer from increased reverberation effects. Before synthesis, the interference of applying
the window wh(n) at the analysis and synthesis steps of the STFT to the corresponding signal parts is normalized
following [Griffin and Lim, 1984].

6.6.3 Voice descriptor data analysis

This section gives an overview on the value distribution of the complete voice descriptor set analyzed over the
whole corpus of each evaluated speaker. The specific interrelation between the mean and variance distribution of
the RMS-based voiced Evoi and unvoiced Eunv energies, as well as selected voice descriptors such as Rd and F0
are shown and discussed. The data analysis provides another perspective on the correlation between energy and
different shapes of the deterministic part of the glottal excitation source. This has been already studied theoretically
in section 6.4.1.1 concerning the energy behaviour of the LF model. Here the analysis is based on real data of
natural human speech of three different speech corpora. The analyzed data sets are employed as training set for the
different GMM models presented in section 6.4.2.

The figures represent per speaker for each selected voice descriptor or RMS energy measure (despite the last SNR)
their distribution over its own range. Each range is sliced into 100 parts. The y-axis parameterization represents
thus the amount of the data occurrence per slice of the employed histogram. Differing amounts between different
plots are removed to concentrate the illustration on the shapes of the data distributions itself, and not on its less
interesting number of occurrences per descriptor.

Each shown RMS energy measure Eunv is evaluated on the synthesized unvoiced signal u(n). The latter is con-
structed as a combination of the sinusoidal cancellation method "Re-Mixing with De-Modulation" of section
6.3.1.3 with the posterior below FVU filter of section 6.3.2.3. This combination, denominated as uHP

ReDe(n), is the
default methodology to represent the unvoiced signal u(n) in PSY. It proved by informal listening tests conducted
throughout this thesis work to achieve the best synthesis quality for u(n).

6.6.3.1 Signal measures - Speaker BDL

The voice descriptor distributions of speaker BDL, shown in fig. 6.25(a) for F0 and fig. 6.25(d) for H1-H2,
describe a symmetric Gaussian shape around its mean in lower value regions. Higher values descent in its amount
without describing a specific statistical shape. Rd exhibits in fig. 6.25(c) an exponential Gaussian shape being
skewed to the left in lower value regions. An obviously higher amount of Rd estimations is visible at the low Rmin

d
and high Rmax

d value range border compared to neighbouring regions. This indicates partially erroneous results with
a saturating Rd estimator. One reason could be the higher desire of speaker BDL to use more often the creaky voice
quality mentioned in [Drugman et al., 2013]. A further discussion concerning the here employed Rd estimator in
the context of creaky voice speech segments can be found in section 6.6.5.2.

(a) BDL F0 distribution (b) BDL FVU distribution (c) BDL Rd distribution (d) BDL H1-H2 distribution

Figure 6.25: Speaker BDL - Value distribution of voice descriptor set

The RMS energy distributions for the signal Esig shown in fig. 6.26(a) and the voiced part Evoi in fig. 6.26(b)
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(a) BDL Esig distribution (b) BDL Evoi distribution (c) BDL Eunv distribution (d) BDL SNR distribution

Figure 6.26: Speaker BDL - Value distribution of energy descriptor set

Figure 6.27: Speaker BDL - RMS Eµ,σ2

sig , Eµ,σ2

voi and Eµ,σ2

unv mean and variance distributions

Figure 6.28: Speaker BDL - Voiced RMS energies Eµ
voi and Eσ2

voi per Rd and F0
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Figure 6.29: Speaker BDL - Unvoiced RMS energies Eµ
unv and Eσ2

unv per Rd and F0

describe an exponential Gaussian shape being skewed to the left. The unvoiced energy distribution Eunv in fig.
6.26(c) and the SNR energy in fig. 6.26(d) follow an exponential decay.

An interesting finding are the RMS-based energy distributions sampled on a grid of 30 Rd values over the complete
Rd range. Figure 6.27 shows the RMS mean Eµ and the RMS standard deviation Eσ values per Rd. The grey
dashed lines correspond to the amount of voice descriptor entries observed per Rd value on the grid. The amount
is normalized to the highest value present in each plot to facilitate the illustration. The hypothesis of higher voiced
energies for lower Rd values and vice versa, explained in section 6.4.1.1, is not validated by the RMS mean energy
measures depicted in figure 6.27. The expectation assumes that the maximum energy concentration is found on
average for the lowest Rd value, to descent with increasing Rd values, and to find the lowest energy at the highest
Rd value. However, in the range below Rd<1.0 the RMS-based energy does not further steadily increase with
lower Rd values. At least the unvoiced energy Eµ

unv which is supposed to behave conversely exhibits a certain
steady increase of its energy distributions for higher Rd>1.5 values. On the other hand, the presented observation
may be valid considering the creaky voice quality of speaker BDL. Speech segments containing creak can be
found predominantly at word and syllable endings having comparably lower energies. The creaky voice quality
is comprised of impulse-like glottal pulses being similar to a tense voice quality. This may explain the energy
findings illustrated in fig. 6.27 for Rd<1.0 for the voiced component. The observation is biased by the low amount
of signal measures present in the lower Rd value region Rd<∼0.6 and higher Rd value region Rd>∼3.0. However,
the figure 6.27 does only reveal certain aspects of the underlying data interrelationship.

The 3D plot illustrated in fig. 6.28 for the voiced energy distributions Eµ
voi and Eσ2

voi shown on the z-axis identifies
that the strong energy concentration around Rd=1.0 occurs only for lower F0 values. The 3D plot depicted in fig.
6.29 confirms for the unvoiced energy distributions Eµ

unv and Eσ2

unv shown on the z-axis the overall trend that the
unvoiced energy rises with higher values of Rd.

Fig. 6.30 summarizes the data analysis on a 2D plot of mean and standard deviation found for the voiced Evoi and
unvoiced Eunv energy on a grid of 30 Rd and F0 values for each respective value range. Two distinct patterns can be
observed for both the voiced and unvoiced energies: Below 200 Hz the data distribution appears more structured,
while above 200 Hz mean and standard deviation behave more randomly and chaotic. Reflecting the amount of F0
measures per F0 value shown in fig. 6.25(a) reveals that above 200 Hz the data becomes sparse. Training a GMM
to predict F0 values in the context of a pitch transposition application may lead to modelling errors for upwards
transpositions into the sparse data range.

6.6.3.2 Signal measures - Speaker Fernando

The distributions of the voice descriptors F0, Rd and H1-H2 shown in the figures 6.31(a), 6.31(c) and respectively
6.31(d) appear to describe a Lorentzian bell shape. Contrary to speaker BDL, no descending value distribution
can be observed for higher value regions. The distribution of estimated Rd values exhibits in fig. 6.31(c) only a
slightly higher amount of saturated measures on the lower Rmin

d border. This indicates that the Rd estimator could
robustly estimate the Rd contours most of the times. The signal Esig and voiced Evoi energy distributions depicted
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Figure 6.30: Speaker BDL - RMS energies Eµ,σ2

voi and Eµ,σ2

unv per Rd and F0 in 2D

in fig. 6.32(a) and fig. 6.32(b) are not following a known statistical data shape. The data distributions observed for
speaker Fernando are more complex than the multi-modal distributions exhibited by speaker BDL.

(a) Fernando F0 distribution (b) Fernando FVU distribution (c) Fernando Rd distribution (d) Fernando H1-H2 distr.

Figure 6.31: Speaker Fernando - Value distribution of voice descriptor set

(a) Fernando Esig distribution (b) Fernando Evoi distribution (c) Fernando Eunv distribution (d) Fernando SNR distribution

Figure 6.32: Speaker Fernando - Value distribution of energy descriptor set

134



The unvoiced energy distribution Eunv in fig. 6.32(c) and the SNR energy in fig. 6.32(d) follow as for speaker
BDL an exponential decay. The RMS-based energy distributions for the voiced and unvoiced signal parts are again

Figure 6.33: Speaker Fernando - RMS Eµ,σ2

sig , Eµ,σ2

voi and Eµ,σ2

unv mean and standard deviation distributions

evaluated over the complete Rd range. The RMS mean and standard deviation energy is illustrated in fig. 6.33.
As with speaker BDL, a peak amount of Rd estimation is observed in the normal Rd range. Again, the hypothesis
of higher voiced energies for lower Rd values and vice versa of section 6.4.1.1 is not completely validated. A
rough trend within the Rd range [1.0, 5.0] validates the hypothesis. However, below Rd<1.0 the voiced and signal
RMS energies Evoi and Esig decrease. One explanation for this behaviour can be inspected in fig. 6.53 around
∼1.50 seconds. The estimated Rgci

d contour approaches continuously lower Rd values at the end of an utterance
with continuously lower energies while the Rgci

d estimation should actually increase. This can be either a failure of
the Rgci

d estimator or a speaker dependent behaviour observed with speaker Fernando. As with the other analyzed
speakers, the observation is biased by the low amount of signal measures present in the lower Rd value region
Rd<∼0.5 and higher Rd value region Rd>∼3.0.

Figure 6.34: Speaker Fernando - RMS energies Eµ,σ2

voi and Eµ,σ2

unv per Rd and F0 in 2D
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Figure 6.35: Speaker Fernando - RMS energies Eµ,σ2

voi and Eµ,σ2

unv per Rd and F0 in 2D (High Res.)

Fig. 6.34 summarizes the data analysis findings on a 2D plot of mean and variance found for the voiced Evoi

and unvoiced Eunv energies on a grid of 30 values over the complete Rd and F0 range. The mean and standard
deviation energy distribution for voiced and unvoiced becomes very sparse above 200 Hz. Higher Rd value regions
for F0 values below 100 Hz exhibit a sparse data distribution. The non-sparse data area for lower Rd and F0 values
resembles roughly a conical shape. The application of a speaker-dependent energy model, a glottal excitation
source model or a pitch transposition model is error prone or at least cumbersome if the areas with sparse data are
covered. Fig. 6.35 illustrates with a higher resolution grid of 200 instead of 30 Rd and F0 values more detailed the
same data distribution.

6.6.3.3 Signal measures - Speaker Margaux

The French female speaker Margaux exhibits higher variance distributions and mean values compared to the male
speakers for the voice descriptors F0, Rd and H1-H2, illustrated in the figures 6.36(a), 6.36(c), and 6.36(d). Rd and
H1-H2 share a negative correlation with FVU [Huber and Röbel, 2013]. The FVU data distribution for Margaux
is accordingly skewed to comparably lower value regions. The same conclusion as with speaker BDL can be

(a) Margaux F0 distribution (b) Margaux FVU distribution (c) Margaux Rd distribution (d) Margaux H1-H2 distr.

Figure 6.36: Speaker Margaux - Value distribution of voice descriptor set

observed for speaker Margaux concerning the Rd estimation on her complete corpus, depicted in fig. 6.36(c): An
obviously higher amount of Rd estimations is visible at the low Rmin

d and high Rmax
d value range border compared

to neighbouring regions. The saturation at the Rd range borders indicates partially erroneous Rd estimation results.
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(a) Margaux Esig distribution (b) Margaux Evoi distribution (c) Margaux Eunv distribution (d) Margaux SNR distribution

Figure 6.37: Speaker Margaux - Value distribution of energy descriptor set

For speaker Margaux, the reason is mainly the lack of robustness to estimate the pulse shape of the glottal exci-
tation source for voices with higher F0 values [Drugman et al., 2008] and a more relaxed (breathy) voice quality
[Huber and Röbel, 2013].

The RMS energy distribution of speaker Margaux resembles roughly the one of speaker Fernando. The signal Esig

and voiced Evoi energy distributions depicted in fig. 6.37(a) and fig. 6.37(b) are not following a known statistical
data shape. The unvoiced energy distribution Eunv in fig. 6.37(c) and the SNR energy in fig. 6.37(d) describe an
exponential decay. As with speaker Fernando, the mean RMS-based energy distributions for the signal Eµ

sig and the

Figure 6.38: Speaker Margaux - RMS Eµ,σ2

sig , Eµ,σ2

voi and Eµ,σ2

unv mean and variance distributions

voiced part Eµ
voi follow a roughly but not steadily decrease from lower to higher Rd values only within the Rd range

[1.0, 5.0], illustrated in fig. 6.38. Below Rd<1.0 the voiced and signal RMS energies Evoi and Esig do not confirm
the hypothesis of section 6.4.1.1 that higher voiced energies Evoi are observed for lower Rd values, and vice versa.
As with the other analyzed speakers, the findings are not very significant and may be biased by the low amount of
signal measures present in the lower Rd value region Rd<∼0.75 and higher Rd value region Rd>∼4.0.

Another interesting finding is the voiced Eµ,σ2

voi and unvoiced Eµ,σ2

unv RMS energy distribution found on a 2D grid
of 30 Rd and F0 values for speaker Margaux, illustrated in fig. 6.39. The voice descriptor measures start for the
female speaker with a minimum F0 border of F0 ∼=120 Hz. A high concentration of the voiced mean energy Eµ

voi
can be observed in the F0 range [200, 300] Hz for Rd values below Rd<1.0. Contrary to the two-dimensional plots
shown for speaker BDL in fig. 6.30 and for speaker Fernando in 6.34, no sparsely distributed voice descriptor
value regions can be observed for the voiced mean Eµ

voi and variance Eσ2

voi measures. The unvoiced mean Eµ
unv and

variance Eσ2

unv measures exhibit a more unstable and chaotic data pattern.
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Figure 6.39: Speaker Margaux - RMS energies Eµ,σ2

voi and Eµ,σ2

unv per Rd and F0 in 2D

6.6.4 Voice Quality (VQ) Test 1: Time domain mixing and Rd shifting

The simple Rd offset introduced in section 6.4.3.1 is examined in section 6.6.4.2 on the Hispanic male speaker
Fernando speaking French, and in section 6.6.4.3 on the French female speaker Margaux. The test examines the
PSY synthesis variant called "time domain mixing" introduced in section 6.5.4.

6.6.4.1 GMM-based energy scaling drawbacks

The test evaluates in particular if listening experts are able to perceive differences between phrases synthesized with
either the standard energy maintenance of section 6.4.1.2 or with the advanced GMM-based energy modelling of
section 6.4.2.3. The latter is intended to properly predict the energy of the voiced and unvoiced components
separately. It shall reflect a speakers behaviour when uttering different voice quality characteristics more precisely
than simple energy maintenance. The GMM energy model, trained on a voice descriptor set D of the given speaker,
shall predict the proper energies from a new voice descriptor set D′. The latter is computed on a transformed signal
s′(n) being generated by a voice quality transformation. However, several problems may arise with the current
status of the implemented GMM-based energy model in PSY:

I. Energy scaling impact:
A voice quality transformation covering bigger Rd changes creates too huge changes in the predicted energy con-
tour for usually the voiced and possibly the unvoiced part. It results especially for a transformation from a modal
to a tense voice quality into a predicted RMS energy contour which is prone to result in amplitude values in the
time domain being outside the valid range [-1 1]. A synthesized phrase is prone to clip without a preceding am-
plitude normalization. Normalizing the amplitude of one phrase requires to apply the same normalization factor to
all other phrases of the test such that their energy relations are properly reflected. However, the predicted energy
contours for more tense voice qualities may lead to huge energy jumps within short-time segments, or even just
single frames. Reflecting the energy interrelation to all other phrases would scale the corresponding relaxed voice
quality phrases too much down such that they would not anymore be audible. Moreover, the energy prediction and
its corresponding amplitude scaling from modal towards relaxed can be as well relatively huge. The synthesized
speech phrases being transformed to a more relaxed voice quality with the GMM energy prediction are already of
comparably low energy. The tense voice quality phrases which produce clipping are removed from the listening
test. Their required normalization is avoided and the remaining speech phrases are examined directly without
normalization.

II. Unstable data modelling and prediction:
The predicted energy contours appear to a huge extent reasonably for the voiced component. The energy scaling
for the unvoiced component is more prone to errors or apparent mispredictions. Its resulting synthesis may suffer
from unnatural sounding energy changes, especially for voice quality transformations having a higher impact.
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One reason for that unfortunate behaviour is that the measured RMS unvoiced energy turned out to be the most
uncorrelated one to all other employed voice descriptors for the two tested speech phrases.

III. Data approximation:
The data excerpts of section 6.6.3 illustrate partially the underlying energy data basis to be modelled. The trained
GMM components and the complete GMM modelling may not be able to approximate well and to generalize on
the given data. This applies especially for sparse as well as for highly fluctuating and thus tricky value regions.

IV. RMS energy basis:
The RMS energy measures Esig on the signal s(n) and Eunv on the synthesized unvoiced component U(ω) along
with the energy scaling of the transformed voiced V(ω) and unvoiced U(ω) components before synthesis reflect
the basis of the underlying energy metric defined in the equations from 6.19 to 6.15. The RMS measure evaluates
the effective energy of a short-time audio signal segment. It does not consider the mechanism of human auditory
perception. The future work section 8.2.2 lists some methods approximating human perception. A perceptually
based energy measure may solve the problems with the too huge GMM-based energy prediction explained in this
section as step I.

V. Erroneous Rd estimations:
The data analysis on the estimated voice descriptor values over the whole corpus of the three evaluated speakers
presented in section 6.6.3 could not validate the hypothesis introduced in section 6.4.1.1 that lower Rd values
are associated with a more tense voice quality. However, this does not signify that the given hypothesis is wrong.
Informal tests on estimated Rd contours show that the Rd curve tends sometimes towards lower instead of higher Rd

values in abducted speech segments when approaching a voiced border. One reason can be a violated periodicity
assumption occurring predominantly for creaky voice segments [Drugman et al., 2014]. The algorithmic step 4
of section 6.2.1.3 to fade in and out the Rd contour at voiced segment borders constitutes an initial approach to
overcome this false Rd estimation if it doesn’t follow the hypothesis. However, apparently more investigations are
required to further improve the Rd estimation for theses cases. Additionally, a creaky voice modelling is required to
further analyse this aspect since the creaky voice quality contains glottal pulses being similar to the glottal source
shapes of a tense voice quality. Simultaneously, creak is observed at the end of utterance having lower energies.

6.6.4.2 VQ Test 1 Results - French male speaker

A preliminary listening test on speaker Fernando was conducted by 6 sound processing experts internally in the
laboratory. Fig. 6.40 depicts six Rgci

d contours with a manually defined offset from the original Rgci
d contour in the

Figure 6.40: VQ Test 1 Speaker Fernando - Manually set Rd mean offsets with step size Rd±0.25

middle shown in cyan colour. Each positive and negative offset constitutes an empirically determined mean Rd

offset of Rd±0.25 to the previous offset in its respective direction. The offset amount was chosen such that one of
the Rgci

d offset contours reaches a border of the Rd range [0.1, 5.0]. The Rgci
d offset -0.75 saturates in this example

around ∼1.50 seconds on the lower Rd border. Please note that the algorithm to fade an Rd contour in or out at
voiced borders has not yet been implemented in PSY at the time of this test. As well the soft saturation algorithm at
Rd range border was developed later in time. SVLN applies to each Rgci

d offset contour the time basis interpolation
and median smoothing explained in section 6.6.1 in the same sense as illustrated in fig. 6.23.
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Table 6.4: VQ Test 1 Speaker Fernando - Test indices per synthesis method and Rd offset
Method -0.75 -0.50 -0.25 0.0 +0.25 +0.50 +0.75

PSY 06 11 07 12 02 14 15
PSY (GMM) 04 13 03 19

SVLN 01 18 17 10 05 08 09

The synthesized speech phrases can be found online via the link for Speaker Fernando 3. Table 6.4 lists per
synthesis method and Rd offset the indices which are given for the listening test online such that readers can listen
to each sound example to transparently follow the work here presented. Please note that the GMM energy model is
not used for the direct re-synthesis with Rd offset 0.0 without any glottal source transformation since it is designed
to predict the respective energies on transformed Rd values. The too huge energy scaling impact mentioned at step
I. in the preceding section prevents its usage for the voice quality transformations with Rd offset -0.50 and -0.75.
The hidden original speech phrase is placed at test index 16.

Voice quality rating results:

Figure 6.41: VQ Test 1 Speaker Fernando - Voice quality rating results

Fig. 6.41 depicts the voice quality rating results of VQ test 1 for the novel speech framework PSY and the baseline
SVLN on speaker Fernando. The small horizontal grey lines at both ends (whiskers) per boxplot are set to show
the minimum and maximum value for each evaluation. The horizontal red (violet) lines reflect the mean (median)
voice quality ratings of all participants per test phrase with the same indices as in table 6.2. The dialog grey
dashed line exemplifies their ideal placement if each test participant would have been able to associate perceptually
each synthesized voice quality example to its corresponding voice quality characteristic. The mean deviation
value δµ=0.95 for PSY expresses the disagreement of the listeners, being ideally δµ=0.00. PSY received very low
mean deviation δµ values for more tense voice qualities. However, the stronger the original modal voice quality
is transformed towards a more relaxed voice quality the less well could the participants identify its perceptual
sensation. Drawing a regression line through each mean value shown in red horizontal lines per rated Rd offset
would result in a less steep line for PSY than the ideal one depicted as grey dash line. A higher mean deviation value
δµ=1.12 as compared to PSY is shown for the baseline method SVLN in fig. 6.41. It indicates that the listeners
could less well capture the different synthesized voice qualities and associate them with the corresponding offset
indices. A roughly matching trend of the voice quality associations can be concluded for both systems.

3Speaker Fernando: http://stefan.huber.rocks/phd/tests/RdMisterF/
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MOS synthesis quality rating results:

Figure 6.42: VQ Test 1 Speaker Fernando - MOS synthesis quality rating results

The evaluation results on the MOS synthesis quality are shown in fig. 6.42 for SVLN and PSY. The latter exhibits
partially highest ratings up to an excellent synthesis quality of 5 for all but the "very tense" and "very relaxed"
voice quality characteristics with the Rd offsets ±0.75. Contrariwise, the voice qualities "very tense" and "tense" are
partially rated with the lowest MOS synthesis quality "poor". The evaluated mean synthesis quality MOSµ=2.67 of
SVLN is comparably lower than MOSµ=3.60 for PSY. However, PSY has a higher MOS variance. The "very tense"
voice quality of SVLN received comparably lower MOS ratings than its other synthesized Rd offsets. Stronger
voice quality changes are assessed with less good MOS synthesis qualities for both systems. In general, PSY
received a lower deviation from the true voice quality rating and a higher MOS synthesis quality compared to
SVLN.

Figure 6.43: VQ Test 1 Speaker Fernando - Results for Rd offset 0.0 with RMS energy scaling

SVLN and PSY received similar voice quality ratings shown in 6.43 than the hidden original and the non-hidden
original reference. A discussion concerning why the participants were asked to rate the voice quality of the non-
hidden original reference is given in section 6.6.6.

GMM-based energy scaling results (in VQ and MOS):
The following paragraph discusses the results of synthesizing the different Rd offset contours in PSY with an
additional energy scaling of the voiced V(ω) and unvoiced U(ω) component. The respective RMS energies are
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predicted by dedicated GMM energy models for each part. Table 6.5 lists the Pearson product moment correlation

Table 6.5: VQ Test 1 Speaker Fernando - Voice descriptor correlations (Pearson r)
RMS measure Rd F0 FVU H1-H2
RMS Evoi voiced -0.59 0.42 0.69 -0.67
RMS Eunv unvoiced -0.12 -0.02 -0.24 -0.07

coefficient r [Pearson, 1900]. It was measured over the whole corpus of speaker Fernando for the voice descriptors
Rd, F0, FVU and H1-H2 against the reference values RMS Evoi voiced and RMS Eunv unvoiced. Evoi exhibits for all
four chosen voice descriptors a reasonably high r-correlation. The descriptor set employed for this test consisted
of DE=[Rd, F0, FVU ,H1-H2]. It was used to train on and predict from the voiced GMM energy modelsMvoi and
Mvoi

err the corresponding RMS-based energies for the voiced and unvoiced components. The fundamental frequency
F0 was omitted for the unvoiced GMM energy modelsMunv andMunv

err to define D′E = [R′d, F
′
VU ,H

′1-H′2]. The
reason being that F0 exhibited a very low correlation of r=-0.02 versus the unvoiced RMS-based energy Eunv. 15
GMM components have been employed to train each GMM energy model for speaker Fernando.

In general it can be observed from fig. 6.44 that the GMM-based energy scaling of PSY received roughly similar
voice transformation and synthesis quality ratings as the standard PSY method. This suggests that the RMS energy
contours predicted by the GMM models for the voiced V(ω) and unvoiced U(ω) parts do neither increase nor
decrease the synthesis quality and the voice quality characteristic to a significant extent.

Table 6.6: VQ Test 1 Speaker Fernando - VQ voice and MOS sound quality summary
Method ∆ VQµ ∆ VQσ2 MOSµ MOSσ2

PSY 0.9524 0.6644 3.5952 1.1457
PSY (GMM) 0.6667 0.4722 3.8333 0.8056

SVLN 1.1190 0.7239 2.6667 0.5079

Table 6.6 summarizes the deviation mean ∆ VQµ and the deviation variance ∆ VQσ2 from the optimal voice quality
rating for each method in the first two columns. The corresponding mean and variance of the MOS sound quality
ratings are listed in the last two columns to the right. Please note that the lower VQ and higher MOS values for
PSY (GMM) are partially a result of having omitted the two voice quality transformations towards a tense and
"very tense" voice quality. The expectation for these two omitted test cases is that they would have decreased the
good test results for PSY (GMM).

6.6.4.3 VQ Test 1 Results - French female speaker

Another preliminary listening test on speaker Margaux was conducted by the same 6 sound processing experts
of the laboratory. Fig. 6.45 depicts the six Rgci

d contours utilized for the test of speaker Margaux with a manually
defined offset from the original Rd contour in the middle shown in cyan colour. The descriptor smoothing of SVLN
is executed in the same manner as explained for speaker Fernando. The same amount of positive and negative Rgci

d
offsets of Rd±0.25 is chosen to have the same comparison basis.

Table 6.7: VQ Test 1 Speaker Margaux - Test indices per synthesis method and Rd offset
Method -0.75 -0.50 -0.25 0.0 +0.25 +0.50 +0.75

PSY 03 02 08 04 17 05 15
PSY (GMM) 01 09 11 16

SVLN 19 12 10 18 14 13 06

The synthesized speech phrases can be found online via the link for Speaker Margaux 4. Table 6.7 lists per synthesis
method and Rd offset the indices which are given for the listening test of speaker Margaux online. Readers can
listen to each sound example such that the work here presented can be perceptually comprehended. Again, the
lower Rd values for the voice qualities "very tense" and "tense" cause too high GMM-predicted RMS energies and

4Speaker Margaux: http://stefan.huber.rocks/phd/tests/RdMissM/
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Figure 6.44: VQ Test 1 Speaker Fernando - Results with GMM-based energy scaling
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Figure 6.45: VQ Test 1 Speaker Margaux - Manually set Rd mean offsets with step size Rd±0.25

are excluded from the test. The hidden original speech phrase is placed at test index 07.

Voice quality (VQ) rating results:

Figure 6.46: VQ Test 1 Speaker Margaux - Voice quality rating results

Fig. 6.46 depicts the voice quality ratings for PSY and SVLN. The female speaker Margaux has a lower mean
deviation value δµ=0.88 than the male speaker Fernando with δµ=0.95. Especially the more tense voice qualities
could be recognized well. Contrariwise, comparably higher deviations can be inspected for the Rd offsets 0.25 and
0.75 but strangely not for 0.50. SVLN has a higher mean deviation value of δµ=1.38. Especially the more tense
voice qualities could be recognized less well. They exhibit a very high deviation from the ideal grey dashed line.
The voice quality associations are for SVLN less good for the female speaker with δµ=1.38 compared to δµ=1.12
for the male speaker.

MOS synthesis quality rating results:
The MOS synthesis quality evaluation for PSY and SVLN are shown in fig. 6.47. PSY exhibits good ratings for
more relaxed voice qualities. The voice quality "very tense" is mostly rated with the lowest MOS synthesis quality
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Figure 6.47: VQ Test 1 Speaker Margaux - MOS synthesis quality rating results

"poor". This indicates that transformations towards more tense voice qualities pose problems to the time domain
mixing synthesis variant of PSY and may introduce degradations into the synthesized speech phrase. SVLN is
rated for all presented voice qualities with a roughly same MOS quality within the range 2.5 to 3.0. But it received
a comparably lower variance. This may be a result of smoothing the utilized voice descriptors. It reduces the voice
quality transformation effect caused by each applied Rd offset. In general, PSY received a lower deviation from the
true voice quality rating and a higher MOS synthesis quality compared to SVLN.

GMM-based energy scaling results (in VQ and MOS):
The rating results on the GMM-predicted RMS energies used to alter the energies of the voiced V(ω) and unvoiced
U(ω) parts are examined as well for speaker Margaux. Table 6.8 lists again the Pearson r-correlations for the voice

Table 6.8: VQ Test 1 Speaker Margaux - Voice descriptor correlations (Pearson r)
RMS measure Rd F0 FVU H1-H2
RMS Evoi voiced 0.10 -0.05 0.49 -0.51
RMS Eunv unvoiced -0.10 0.30 -0.12 -0.27

descriptor set measured against the reference values Evoi and Eunv. The r-correlations for the energy references
are in general lower for the female compared to the male speaker. The fundamental frequency F0 exhibits a very
low correlation with the voiced RMS energy and is not included into the GMM energy models Mvoi and Mvoi

err
for speaker Margaux: DE=[Rd, FVU ,H1-H2]. The unvoiced GMM energy models Munv and Munv

err received all
four voice descriptors for training and prediction: D′E = [R′d, F

′
0, F

′
VU ,H

′1-H′2]. 10 GMM components have been
employed to train each GMM energy model. SVLN and PSY received similar voice quality ratings than the hidden
original and the non-hidden original reference, shown in 6.48. The direct re-synthesis of both methods as well as
the original and the hidden original references are perceived in general as slightly more relaxed. The listeners could
well recognize the original hidden reference as highest performing synthesis quality, whereas SVLN received the
lowest MOS ratings. In general it can be observed that the GMM-based energy scaling of PSY received roughly
similar voice and synthesis quality ratings as the standard PSY method, depicted in fig. 6.49. This suggests that
the GMM predicted energy contours for the voiced V(ω) and unvoiced U(ω) parts do neither increase nor decrease
the synthesis quality and the voice quality characteristic to a significant extent.

Table 6.9 summarizes again the mean deviation ∆ VQµ and its variance ∆ VQσ2 from the optimal voice quality
rating, as well as its corresponding mean and variance MOS quality rating for each method. Please note again that
the lower VQ and higher MOS values for PSY (GMM) are partially a result of omitting the tense voice quality
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Figure 6.48: VQ Test 1 Speaker Margaux - Results for Rd offset 0.0

Table 6.9: VQ Test 1 Speaker Margaux - VQ voice and MOS sound quality summary
Method ∆ VQµ ∆ VQσ2 MOSµ MOSσ2

PSY 0.8810 1.0573 3.0000 1.2857
PSY (GMM) 0.7083 0.5399 3.1667 0.9722

SVLN 1.3810 1.5215 2.7857 0.5493

transformations.

6.6.4.4 Conclusions

The sound quality assessments of PSY exhibits for more tense voice qualities in comparison with SVLN lower
MOS ratings, illustrated in figures 6.42 and 6.47. This indicates that the evaluated time domain mixing synthesis
variant of PSY is not able to produce such voice quality characteristics with a sufficiently high synthesis quality.
The reason is already explained in section 6.5.5. Audible artefacts may be introduced in the synthesis if the voiced
part describes higher amplitudes up to Fnyq as the unvoiced counterpart. This occurs for lower Rd values for
transformations towards a tense voice quality. This motivates the spectral fading synthesis variant of section 6.5.5.
It will be evaluated in the following section. Please note that the GMM-based energy prediction evaluated in this
section will not be examined further. It proved to not achieve any improvements due to the partially erroneous
energy predictions explained by step I in section 6.6.4.1.

6.6.5 Voice Quality (VQ) Test 2: Spectral fading and Rd transformation

The following sections present the results of a listening test conducted on natural human speech for the three
speakers BDL, Fernando and Margaux. The PSY synthesis variant of section 6.5.5 to fade in the unvoiced and
fade out the voiced part around the FVU frequency is examined on its ability to establish different voice quality
characteristics from an original speech recording. The voiced component V(ω) is modified according to the gen-
eration of different R

′gci
d contours span over the complete Rd range. The contour spanning is explained in section

6.4.3.2. The unvoiced component U(ω) remains unmodified since the GMM-based energy modification, evaluated
in the preceding section, does not predict energies within the desired amplitude range and may lead to artefacts. No
algorithmic changes are applied to the SVLN baseline method. It receives contrary to VQ Test 1 the transformed
R
′gci
d contours and not the simple Rd mean offset contours.

6.6.5.1 VQ Test 2 Results - French male speaker

Transformation of the Rgci
d contour:

Fig. 6.50 illustrates the 3 positive and the 3 negative OQµ offsets for speaker Fernando, span logarithmically over
the OQ range in higher and lower OQ value direction. The horizontal dashed black line depicts the upper OQ
border at OQmax=0.9297. This corresponds to Rmax

d =5.0. The transformation to a "very relaxed" voice quality with
OQ offset +3 in blue results in OQ values lying above OQmax. Fig. 6.51 exemplifies the transformation back to
the Rd range. It applies a hard saturation at the Rd range borders. The natural variation of the glottal pulse shape
contour is lost for the Rd offset +3 contour in blue dots, e.g. around 1.2, 2.1 and 2.6 seconds. Fig. 6.52 shows the
effect of applying the soft saturation algorithm, introduced in section 6.4.3.2, to the different OQ

′gci contour of fig.
6.50. Transforming back the soft saturated OQ

′gci contours to the Rd range gives the transformed R
′gci
d contours
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Figure 6.49: VQ Test 1 Speaker Margaux - Results with GMM-based energy scaling
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Figure 6.50: VQ Test 2 Speaker Fernando - Example of OQ
′gci contour generation with hard saturation

Figure 6.51: VQ Test 2 Speaker Fernando - Example of R
′gci
d contour generation with hard saturation

Figure 6.52: VQ Test 2 Speaker Fernando - Example of OQ
′gci contour generation with soft saturation

Figure 6.53: VQ Test 2 Speaker Fernando - Example of R
′gci
d contour generation with soft saturation
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depicted in fig. 6.53. The R
′gci
d contours with soft saturation maintain a certain variation, remain within the Rd

range and are therefore utilized for this listening test of speaker Fernando. Table 6.10 shows the OQµ and Rµ
d mean

Table 6.10: VQ Test 2 Speaker Fernando - Example OQ and Rd values for voice quality transformation

Voice quality (index) OQµ Rµ
d Rσ2

d ∆Rµ
d

Very relaxed (+3) 0.8793 3.5109 0.9031 -0.8397
Relaxed (+2) 0.8344 2.6711 0.7825 -0.6597

Modal to relaxed (+1) 0.7853 2.0114 0.3631 -0.4442
Modal (original) (0) 0.7382 1.5673 0.1937
Tense to modal (-1) 0.6814 1.1936 0.0941 -0.3737

Tense (-2) 0.6034 0.8601 0.0341 -0.3335
Very tense (-3) 0.4960 0.5704 0.0154 -0.2898

values of the original unmodified Rgci
d contour with index 0, and respectively 3 positive and 3 negative µ values for

each voice quality change identified by the indices in parentheses. Rσ2

d lists their variance σ2 around the mean. It
increases with increasing Rd to reflect the JND threshold objective of having to apply higher ∆Rd steps with higher
Rd values, discussed in section 6.4.3.2. The Rµ

d (diff) column reflects the ∆Rd steps measured between each row
index on the Rµ

d values. The µ difference increases with increasing Rµ
d as well. Please note that the OQ steps in

lower value regions are due to the non-linear warping between the OQ and the Rd range higher. This behaviour
does not follow the assumption observed with the study on perceptual JND differences in [Henrich et al., 2003].
However, since a change in the Rd value implies a change of OQ, αm and ta, the JND threshold objective is still
valid.

Listening test setup:
11 participants rated each speech phrase according to the voice quality characteristics given in the first column of
table 6.10. The speech phrases are available online via the following link for Speaker Fernando 5. Table 6.11 lists

Table 6.11: VQ Test 2 Speaker Fernando - Test indices per synthesis method and transformation index
Method -3 -2 -1 0 +1 +2 +3

PSY 10 03 14 06 04 13 07
SVLN 01 12 05 08 11 02 09

for SVLN and PSY the listening test indices for each voice quality transformation offset. This facilitates to listen to
each sound example such that the work presented here can be transparently followed. The hidden original speech
phrase is placed at test index 15.

Figure 6.54: VQ Test 2 Speaker Fernando - FVU prediction excerpt in PSY

The spectral fading synthesis variant of PSY, presented in section 6.5.5, requires the FVU prediction of section
6.4.2.4. A short speech segment example to predict FVU for speaker Fernando is depicted in fig. 6.54.

5Speaker Fernando: http://stefan.huber.rocks/phd/tests/vqMisterF/
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Listening test results:

Figure 6.55: VQ Test 2 Speaker Fernando - Voice quality rating results

Fig. 6.55 depicts the voice quality ratings for the methods PSY and SVLN. The horizontal red (violet) lines reflect
the mean (median) voice quality ratings of all participants per test phrase with the same indices as in table 6.10.
The dialog grey dashed line exemplifies their ideal placement if each test participant would have been able to
associate perceptually each synthesized voice quality example to its corresponding voice quality characteristic.
The mean deviation value δµ=0.83 for PSY expresses the disagreement of the listeners, being ideally δµ=0.00. A
higher mean deviation value δµ=0.97 indicates for the baseline method SVLN that the listeners could less well
capture the different synthesized voice qualities. Roughly good voice quality associations can be concluded for
both systems. Both follow roughly the ideal dashed grey line with the deviations increasing with higher changes.

The MOS synthesis quality evaluation shown in fig. 6.56 for PSY exhibits partially highest ratings up to an
excellent synthesis quality of 5 for all but the "relaxed" and "very relaxed" voice quality characteristics with index
+2 and +3. The evaluated mean synthesis quality MOSµ=2.82 of SVLN is comparably lower than MOSµ=3.38 for
PSY. Stronger voice quality changes are assessed with less good MOS synthesis qualities for both systems.

Table 6.12: VQ Test 2 Speaker Fernando - VQ voice and MOS sound quality summary
Method ∆ VQµ ∆ VQ2

σ MOSµ MOS2
σ

PSY 0.8312 0.6858 3.3766 0.9880
SVLN 0.9740 0.5967 2.8182 0.7462

In general, PSY received a lower deviation from the true voice quality rating and a higher MOS synthesis quality
compared to SVLN, summarized in table 6.12.

Listening test setup:

Table 6.13: VQ Test 2 Speaker BDL - Test indices per synthesis method and transformation index
Method -3 -2 -1 0 +1 +2 +3

PSY 10 11 04 06 02 08 07
SVLN 13 15 09 03 14 12 01

18 participants evaluated the re-synthesized sound examples of the first speech recording of the CMU Arctic
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Figure 6.56: VQ Test 2 Speaker Fernando - MOS synthesis quality rating results

speaker BDL. The synthesized speech phrases can be found online via the following link for Speaker BDL 6. Table
6.13 lists for each voice quality transformation for the listening test VQ test 2 the indices for speaker BDL. Each
sound example can thus be heard to follow the presented work. The hidden original speech phrase is placed at test
index 05.

6.6.5.2 VQ Test 2 Results - English male speaker

Transformation of the Rgci
d contour:

Figure 6.57: VQ Test 2 Speaker BDL - Example of R
′gci
d contour generation with soft saturation

Fig. 6.57 shows the original and transformed R
′gci
d contours utilized for the voice quality transformation listening

test of speaker BDL.

Table 6.14 lists the OQµ and Rµ
d mean values of the original Rgci

d and the transformed R
′gci
d contours. The ∆Rµ

d mean
difference and the Rσ2

d variance columns to the right exhibit increasing values from the R
′gci′

d contour with index -3

6Speaker BDL: http://stefan.huber.rocks/phd/tests/vqMisterBDL/
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Table 6.14: VQ Test 2 Speaker BDL - Example OQ and Rd values for voice quality transformation

Voice quality (index) OQµ Rµ
d Rσ2

d ∆Rµ
d

Very relaxed (+3) 0.8633 3.1688 0.8891 -0.8780
Relaxed (+2) 0.8047 2.2909 0.8049 -0.5823

Modal to relaxed (+1) 0.7469 1.7086 0.5924 -0.4203
Modal (original) (0) 0.6912 1.2883 0.2849
Tense to modal (-1) 0.6372 1.0153 0.1356 -0.2730

Tense (-2) 0.5638 0.7546 0.0569 -0.2607
Very tense (-3) 0.4642 0.5086 0.0238 -0.2460

for a "very tense" to index +3 for a "very relaxed" voice quality. This reflects as well the JND threshold objective
discussed in section 6.4.3.2.

Time and spectral domain examples:
Fig. 6.15 exemplifies the signal waveforms produced for the voice quality transformation test. The left col-
umn shows the time and the right column the spectral domain representation for each seven transformed and
re-synthesized speech phrases of PSY for speaker BDL. Please note that the middle row does not imply a trans-
formation. It shows the re-synthesized original speech phrase The time domain examples show the impact of the
energy maintenance on the re-synthesized waveforms. The loudness has been altered and the sinusoidal content
has been modified due to the transformed voice qualities towards tense or relaxed phonation types. Despite, the
amplitude envelopes and peak time domain amplitude appear visually to not have changed to a huge extent. More
interesting is the visual inspection of the spectral domain examples. The "very relaxed" voice quality of the first
row contains less sinusoidal content in higher frequency regions than the "very tense" voice quality in the last row.
Sinusoidal content appears by the harmonic interval defined by the pitch period contour over time and is shown in
red colour. It can be distincted from the signal parts having less energy in yellow or green colour.

Listening test results:

Figure 6.58: VQ Test 2 Speaker BDL - Voice quality rating results

Fig. 6.58 depicts the voice quality ratings for the proposed method PSY and the baseline method SVLN. The
horizontal red (violet) lines reflect the mean (median) voice quality ratings of all participants per test phrase with the
same indices as in table 6.14. The mean deviation value δµ=0.81 for PSY expresses a slightly lower disagreement
of the listeners as with the slightly higher mean deviation value δµ=0.88 for SVLN. However, PSY has a higher
variance for the voice quality rating than SVLN. The whisker in fig. 6.58 for SVLN at the voice quality index
-2 (vertical) for the synthesized voice quality index +3 (horizontal) indicates that one test participant perceived

152



Table 6.15: VQ test 2 Speaker BDL - Time and spectral domain examples of utilized speech waveforms
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a bigger disagreement with this transformed speech phrase synthesized by SVLN. The same is valid for PSY for
voice quality index -3 having received a voice quality rating at index +1. Still, good voice quality associations can
be again concluded for both systems on average, following roughly the ideal dashed line.

Figure 6.59: VQ Test 2 Speaker BDL - MOS synthesis quality rating results

The MOS synthesis quality evaluation for PSY depicted in fig. 6.59 indicates with MOS µ=2.91 a lower synthesis
quality as SVLN with MOS µ=3.25. Also its variance is higher than the one of SVLN. Apparently, the participants
judged the relaxed voice quality of index +2 with the lowest "poor" and the highest "excellent" MOS rating for
both systems. The same observation is valid for voice quality index -2 for a tense voice quality synthesized by
PSY.

Table 6.16: VQ Test 2 Speaker BDL - VQ voice and MOS sound quality summary
Method ∆ VQµ ∆ VQ2

σ MOSµ MOS2
σ

PSY 0.8125 0.7952 2.9107 0.9385
SVLN 0.8571 0.7296 3.2500 0.8482

The test result summary for speaker BDL given in table 6.16 shows similar voice quality rating results for both
systems. The MOS synthesis quality is lower for PSY. An explanation of this observation can be found in the
following paragraph.

Creaky voice quality: GCI timing correction
Creaky voice segments are present in the utilized recording of speaker BDL, e.g. at the syllable endings of the
speech segments around 1.60 to 1.72 and 3.08 to 3.30 seconds. This can be inspected via the links given at the
beginning of this section. The study of [Drugman et al., 2013] estimates that speaker BDL produces creaky voice
segments for about 60 % at the two phonemes preceding a pause. The presence of creak actually prohibits the
utilization of the current implementation of the GCI time instant correction algorithm on voiced borders in PSY.
The algorithm is presented as step 6 in section 6.2.1.3 and exemplified by fig. 6.3. The GCI timing correction
cannot handle for the time being the aperiodic fundamental pulse sequence present in speech segments containing
a creaky voice quality. The algorithm was therefore not activated to process the given speech phrase of speaker
BDL.

The better synthesis quality of SVLN may be a result of neglecting the estimated GCI positions. SVLN first
interpolates each R

′gci
d contour to an Rd contour on its STFT time basis and then applies median smoothing. At

each synthesis frame the glottal pulse is synthesized in the spectral domain according to the interpolated and
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smoothed Rd contour. This removes the irregularly placed GCI time sequence of the creaky voice quality from
voiced speech segments containing creak. In contrast, PSY maintains the GCI estimation and does not interpolate
nor smooth from a given R

′gci
d to an Rd contour. It relies on a glottal pulse sequence synthesized over the complete

analyzed speech phrase. This design is one reason that PSY is able to achieve higher voice quality and MOS
synthesis quality ratings for most of the evaluated examples. However, this is not the case for the given speech
phrase of speaker BDL.

Creaky voice quality: GCI detection
The aperiodic pulse sequence given for the creaky voice segments may cause problems for PSY. Both evaluated
speech systems do for the time being not contain an algorithmic solution to model creak. PSY tries on the one
hand to maintain specific speech details in the synthesis by not interpolating and smoothing the estimated voice
descriptor input set. It is on the other hand more prone to errors resulting into artefacts if some specific details
cannot be estimated or handled precisely enough.

An example of a failing GCI detection can be inspected in fig. 6.9 representing the glottal pulse ggci
Rd

and the spectral
envelope sequence Tg for PSY. A missing or wrongly estimated GCI time instant produces a hole in the glottal
pulse sequence around 3.185 seconds. It leads to a deformation or interruption of the harmonic sinusoidal sequence
at this time instant. This failure is for example further transferred to the full-band VTF C f ull(ω) illustrated in fig.
6.14 which exhibits a spike over the whole spectrum at the same time instant.

Signal spikes in original recording
Another interesting observation are two signal spikes found in the original speech recording of BDL phrase 1 at
1.568 and 1.658 seconds, illustrated as vertical dashed lines in the spectral plots of fig. 6.60. The spikes cannot
be observed from the time domain plot at the top. It shows from top to down the corresponding signal segment
of BDL in the time and the spectral domain. As well the spectra of the direct re-synthesis by PSY and SVLN
without any transformations applied are depicted. The spikes may for example be caused by saliva present in
the oral cavity of speaker BDL. PSY reproduces the two spikes. This leads to slightly audible artefacts for voice
quality transformations towards a more relaxed voice quality. More sinusoidal content is removed from the original
recording in this case. The signal spikes are more revealed. It leads to a higher perceptual sensation of an artefact.
This may rise in the listener the opinion that these artefacts are a result of a possible algorithmic error. Their sound
quality ratings for the given example may degrade accordingly. However, the true reason is a signal spike in the
original speech recording.

SVLN in contrast does not reproduce such fine signal details. This is clearly visible in the lowest plot where the
horizontal signal spike at 1.658 seconds is mostly removed. Only the higher energetic plop around 13 kHz remains
present. However, the plop is actually smeared into neighbouring frames. PSY reproduces closely the plop in
comparison to the original signal. On the one hand this is in general a good behaviour of the novel speech system
PSY. But it leads in this case to the error-prone drawback discussed here.

The reasons for having chosen the speech phrase of BDL despite such known problems is the nevertheless reason-
ably good performance of both speech systems and the interesting finding with the signal spikes shown in fig. 6.60.
Both systems could process speech segments containing the creaky voice quality without explicitly addressing its
intrinsic signal behaviour. Also the synthesis quality did not deteriorate to an unacceptable amount. Another reason
for choosing the first phrase of the CMU Arctic speaker BDL is the widespread degree of popularity of this speech
phrase. It allows transparently following the presented research work. Please note that the behaviour concerning
an amplification of such signal spikes in the context of voice quality transformation was also observed for other
tested speech phrases not shown here.

6.6.5.3 VQ Test 2 Results - French female speaker

Transformation of the Rgci
d contour:

Fig. 6.61 depicts the original Rgci
d contour for speaker Margaux in cyan-coloured dots found in the middle. The

transformed R
′gci
d contours above and below are fit into the Rd range by applying again the soft saturation algo-

rithm introduced in section 6.4.3.2. All illustrated R
′gci
d contours are utilized for the listening test on voice quality

transformation for speaker Margaux here presented.

Table 6.17 shows the OQµ and Rµ
d mean values for the voice quality transformation. The JND threshold objective

discussed in section 6.4.3.2 is as well respected since the variance Rσ2

d listed in the 3rd and the mean difference
∆Rµ

d listed in the 4th column increase with the increasing test indices from -3 to +3.

Listening test setup:
15 participants evaluated the transformed and re-synthesized sound examples of the first speech recording of the
French female speaker Margaux. The synthesized speech phrases can be found online via this link for Speaker
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Figure 6.60: VQ test 2 Speaker BDL - Signal spike transferred from original recording to re-synthesis
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Figure 6.61: VQ Test 2 Speaker Margaux - Example of R
′gci
d contour generation with soft saturation

Table 6.17: VQ Test 2 Speaker Margaux - Example OQ and Rd values for voice quality transformation

Voice quality (index) OQµ Rµ
d Rσ2

d ∆Rµ
d

Very relaxed (+3) 0.8801 3.4793 0.8001 -0.8004
Relaxed (+2) 0.8360 2.6789 0.7341 -0.6276

Modal to relaxed (+1) 0.7889 2.0513 0.4410 -0.4558
Modal (original) (0) 0.7427 1.5954 0.2176
Tense to modal (-1) 0.6858 1.2141 0.1045 -0.3813

Tense (-2) 0.6073 0.8724 0.0360 -0.3417
Very tense (-3) 0.4992 0.5767 0.0151 -0.2957

Table 6.18: VQ Test 2 Speaker Margaux - Test indices per synthesis method and transformation index
Method -3 -2 -1 0 +1 +2 +3

PSY 14 04 07 10 08 12 03
SVLN 01 02 05 15 06 09 11

Margaux 7. Table 6.18 lists per synthesis method and transformation index the listening test indices for each sound
example being available online. The hidden original speech phrase is placed at test index 13.

Listening test results:
Fig. 6.62 depicts the voice quality ratings for the proposed method PSY and the baseline method SVLN. The
horizontal red (violet) lines reflect the mean (median) voice quality ratings of all participants per test phrase with
the same indices as in table 6.17. PSY achieves a comparably lower mean deviation δµ=0.76 and variance δ2

σ=0.58
for the voice quality rating compared to SVLN with mean δµ=1.14 and variance δ2

σ=0.94. The mean voice quality
judgements for PSY follow for index -3 to index +1 within the voice quality range "very tense" to "modal"/"relaxed"
very closely the ideal dashed grey line. It indicates that the listeners could very well identify the underlying
perceptual sensation of the different synthesized voice qualities. Just the two relaxed voice qualities with index +2
and +3 exhibit a higher deviation from the ideal dashed line in grey colour. The baseline method SVLN could less
well arise the perceptual sensation of different voice qualities to the listeners. More tense voice qualities and the
direct modal re-synthesis without modification are more rated as modal and respectively relaxed voice quality.

However, despite the clearly better voice quality results for PSY, its synthesis quality is in contrast rated relatively
low. The three voice qualities with index -3, -1 and 0 are rated simultaneously as "excellent" and "poor", depicted
in fig. 6.63. This indicates that different participants received a different perception of the sound quality from
the respective synthesized phrases. The same is valid for index +3 of SVLN. This observation is reflected in the
low mean MOSµ=2.71 and high variance MOS2

σ=1.08 values. SVLN achieves with a higher mean MOSµ=3.15
and lower variance MOS2

σ=0.80 ratings better synthesis quality results. Both systems receives again lower rating
results for higher voice quality changes.

In general, PSY received a lower deviation from the true voice quality rating but a lower MOS synthesis quality
compared to SVLN, summarized in table 6.19. Two reasons explained in the following may indicate the cause for
the lower sound quality rating of PSY.

a) Unvoiced stochastic component U(ω):

7Speaker Margaux: http://stefan.huber.rocks/phd/tests/vqMissM/
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Figure 6.62: VQ Test 2 Speaker Margaux - Voice quality rating results

Figure 6.63: VQ Test 2 Speaker Margaux - MOS synthesis quality rating results

Table 6.19: VQ Test 2 Speaker Margaux - VQ voice and MOS sound quality summary
Method ∆ VQµ ∆ VQ2

σ MOSµ MOS2
σ

PSY 0.7619 0.5814 2.7143 1.0803
SVLN 1.1429 0.9415 3.1524 0.7958

158



The voice quality transformations towards "relaxed" (index +2) and "very relaxed" (index +3) received the lowest
sound quality ratings for PSY. The synthesis of less sinusoidal content in higher frequency regions due to the
steep spectral slope of the voiced deterministic component V(ω) reveals more portions of the unvoiced stochastic
component U(ω) for both speech systems. The different signal processing designs to estimate U(ω) and synthesize
u(n) lead consequently to different sound sensations of the unvoiced part for PSY and SVLN. PSY bases the
construction of U(ω) on the DSM-based subtraction of V(ω) from S (ω) and the further processing steps explained
in section 6.3. SVLN high pass filters a generated white noise signal and applies amplitude modulation according
to equ. 3.10 to artificially create the modulations present in natural human speech. PSY in contrary retrieves natural
modulations from the original speech recording. The two relaxed voice quality phrases can be reheard online via
the link given above. The "relaxed" voice quality of PSY is listed at index 12, the "very relaxed" one at index 03.
The SVLN example for "relaxed" is available at index 09 and "very relaxed" at index 11.

The examples of PSY suffer from a certain discontinuous, ticking or fragmented sounding sequence of different
concatenated noise segments. The DSM-based subtraction being applied per frame may interfere over different
phonemes. A subtraction of the estimated sinusoidal content with different energy levels over frames may lead to
the described perceptual phenomena. A simple smoothing of the concatenated spectral envelopes Tunv describing
U(ω) before the excitation with white noise may suppress the described deterioration from a natural and smooth
sounding unvoiced waveform. Actually all and not just the relaxed sound examples of SVLN contain on the other
hand a certain buzzy, metallic and reverberation like background sound. Concerning the test results for speaker
Margaux, the drawbacks introduced with the unvoiced waveform u(n) in PSY are obviously perceived as more
annoying by the test participants than the general drawbacks of SVLN.

b) Psycho-acoustic learning effect:
The expectation underlying this notion is that the listeners completed this test successively, starting from test ex-
ample 1 until the end. The test sequence for the first four example is:
Index 1 = SVLN "very tense"
Index 2 = SVLN "tense"
Index 3 = PSY "very relaxed"
Index 4 = PSY "tense"
etc.
The test sequence was randomized to hide from the participants any possibility to conclude the true test content
being hidden behind the randomization. However, the indexation remains unchanged online. The test index 3 for
a "very relaxed" voice quality of PSY is therefore unfortunately embedded between three "tense" voice qualities.
Tense voice qualities are perceived as more pleasant by the listeners since they are rated with a higher MOS synthe-
sis quality. The voiced component masks the possibly less pleasant sounding unvoiced component U(ω) explained
for the preceding step a). The perception and cognition of the human auditory system is subject to the conditioning
on perceptual repetitions [Henrich et al., 2003] and the formation of auditory memories [Agus et al., 2010]. This
may even amplify in the perception of the listener the mentioned drawbacks introduced with the unvoiced compo-
nent of PSY while the tense voice quality masks the drawback. Another unfortunate placing for PSY is given at
index 14 for "very tense". It follows directly the hidden reference of the original recording. The latter has naturally
a very high sound quality. Posing to the listeners directly afterwards a voice quality transformation containing
expected drawbacks may lead to a worse judgement.

6.6.6 Hypothesis on modal voice quality

All three selected phrases are part of a speech corpus reflecting a normal (modal) voice quality. The two listening
tests presented in sections 6.6.4 and 6.6.5 are based on the hypothesis that each selected original recording under
evaluation constitutes consequently a normal voice quality. This hypothesis was evaluated by asking the test
participants to additionally rate the voice quality of the original speech recording.

Fig. 6.64 shows that most participants agreed to rate the original speech recording and as well as its reference
hidden within the listening test as normal/modal. However, it would be interesting to ask participants the same
question but utilizing from an expressive speech corpus one phrase being definitely "very tense" and another one
being definitely "very relaxed". The ratings shown in the three figures in 6.64 could be biased by the expectation
of the listeners and not reflect the listening perception itself. Such possible bias is slightly indicated by the higher
variance of the voice quality rating of the hidden original reference for each speaker. SVLN exhibits a slightly
higher voice quality deviation from index 0 than PSY. The hidden original reference was well identified throughout
the three listening tests. It received the highest MOS ratings of roughly MOSµ=4.5 for each test.

Several participants asked for speech examples of different voice quality for the given speaker under evaluation in
order to tune their perception for the listening test. However, problems arise consequently with a standard speech
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Figure 6.64: VQ test 2 - Voice and synthesis quality rating for re-synthesis and original phrase
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corpus of exclusively modal voice quality for a listening test on voice quality transformation. No original speech
recording can be given to demonstrate the desired effect of a more tense or a more relaxed voice quality. It would
require an additional expressive speech corpus of the same speaker. The participants should therefore listen to all
examples before making any ranking if an expressive speech corpus is not available. However, this introduction
was not given to the participants for each listening test. The test results may therefore be biased since it is difficult
to make a consistent decision on the phonation type of each presented voice quality.

6.7 Conclusions

PSY:
The presented speech analysis, transformation and synthesis framework PSY demonstrates for both voice quality
transformation tests, presented in the sections 6.6.5 and 6.6.4, its possibility to arise the perceptual sensation of
different voice qualities to the listener. It outperforms the baseline method SVLN especially in rating the different
synthesized voice qualities. The reason may be the voice descriptor smoothing required by SVLN which does
suppress certain fine speech details contained in the original signal. This in turn leads to a higher MOS rating of
the synthesis quality of PSY for both speakers of VQ test 1 and for speaker Fernando of VQ test 2. The lower
MOS-rated synthesis quality of PSY compared to SVLN for speaker BDL is explained by the creaky voice quality
and the presence of signal spikes, both being discussed in section 6.6.5.2. The conclusion drawn for VQ test 2 for
the female speaker Margaux suggests that supplementary work is required to further increase the synthesis quality
of PSY by improving the synthesis of the stochastic signal part u(n).

Spectral fading:
The findings presented with the subjective listening test of section 6.6.5 suggest that the proposed PSY synthesis
variant "spectral fading" along with the Rgci

d transformation to generate different R
′gci
d contours of section 6.4.3.2

is able to re-synthesize different versions of the analysed input speech phrase such that the perceptual sensation
of different voice quality characteristics arose in the perception of a listener. Its MOS-assessed synthesis quality
received partially very good judgements for minor changes in voice quality. Major voice quality changes are
appraised of moderate quality for both the baseline method SVLN and the proposed method PSY spectral fading.

GMM-based RMS energy model:
The implemented model to predict RMS-based energies within the context of voice quality modifications is only
applicable for transformations towards a more relaxed voice quality if no normalization is applied before synthesis
to avoid clipping artefacts. This normalization has been omitted for the conducted listening test in section 6.6.4.
The same normalization factor would have to be applied before synthesis to the speech phrase being transformed
to a relaxed voice quality. This would have resulted in too low signal amplitudes being not anymore audible. The
reason is that the GMM energy prediction is for the time being not generating sufficiently robust RMS values.
However, a simple normalization to a certain level for all phrases before synthesis would maintain the same SNR
ratio. The GMM energy model is well applicable if no listening test is required and the application permits the
utilization of a heuristic normalization level. Each re-synthesized speech phrase would have the same amplitude
level. The GMM energy contour prediction for the voiced and unvoiced signal components is in this case well
reflected. Still, the presented GMM prediction has to be evaluated and possibly optimized per chosen speaker.

Pitch-adaptive STFT:
The energy model in PSY is based on a simple, robust and efficient RMS energy measure of the linear amplitude
spectrum. Its current straight-forward implementation puts the constraint of a constant STFT window size in the
analysis and synthesis. The possibility of a pitch-adaptive windowing in PSY should improve its quality.
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Chapter 7

Contribution -
coVoC: Concatenative Voice Conversion

T he mind that opens up to a new idea never returns to its original size.

Albert Einstein

Please note that the main chapter of this thesis about Voice Conversion is confidential and can therefore not be
shown for the time being. It is related to IRCAM’s novel VC system which is currently patent pending.
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Chapter 8

Summary and Outlook

G od, who giveth a voice to all things, hath given us a voice:
He created you at firĆ, and to Him are ye brought baĘ.

The Holy Qur’an (Sura XLI 523)

8.1 Conclusions

8.1.1 Estimation of the glottal excitation source

The adapted and extended Rd range of section 5.2 contributes to the robustness of the Rd estimator. The baseline
method MSPD2I1 improved the Rd estimation results for the test set on natural human speech of section 5.6.4 from
Pearsons correlation coefficient r=0.23 for the normal Rd range to r=0.29 and r=0.31 for the extended Rd range
and both adaptation variants. The additive combination MSPD2IX of all phase minimization variants, introduced
in section 5.3.3, improves along with the Viterbi smoothing, explained in section 5.4, the Rd estimation up to
r=0.53, listed in table 5.5. This constitutes a reasonable increase of the Rd estimation performance compared to
the baseline of ∼130 %.

However, the promising Viterbi steering approach of section 5.5 could only advance the Rd estimation results to a
marginal extent, only up to r=0.54. One reason can be that the Rd estimation given the employed test metric and
the data set reached already a certain upper limit. This is indicated in section 5.6.4.5 by the Viterbi steering trial
where the utilization of higher correlated voice descriptors shown in table 5.20 does not lead to any improvements.

The usage of Rd range adaptation variant 2 with the method MSPD2IX appears to provide sufficient means to
robustly estimate the shape of the deterministic part of the glottal excitation source, parameterized by the LF shape
parameter Rd. It remains to answer the following question for real world applications: Which parameterization
of the proposed Rd estimator leads to an estimated Rd contour best reflecting the glottal source contained in the
analyzed speech signal?

8.1.2 Speech model for voice transformation

The novel parametric speech framework PSY presented in chapter 6 is based on an extended source-filter model. It
extends the means of the baseline speech model SVLN of section 3.8.4. PSY analyzes and synthesizes the unvoiced
signal part with higher quality due to using a DSM approach, explained in section 6.3. It contains as well the more
robust energy handling of section 6.4.1.2 and the full-band VTF extraction of section 6.2.3.4. Re-synthesized
speech phrases are with this perceived more natural. No smoothing of the estimated voice descriptors is required,
as explained in section 6.6.1.

The separated processing of the voiced and unvoiced signal parts and the usage of an extended set of voice descrip-
tors allows for advanced speech transformation and conversion applications. The pulse-based speech excitation
uses the estimated Rd contour. The latter is restricted to the GCI time instant. This allows for a computationally
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low cost and thus fast synthesis. Additionally it achieves a synthesis of high quality. However, PSY is prone to
suffer for the time being from Rd and GCI estimation errors at voiced segment borders. The different consecutive
algorithmic steps explained in section 6.2.1.3 minimize these estimation drawbacks.

The GMM-based energy prediction of section 6.4.2.3 allows within the context of voice quality transformation
or VC applications an energy alteration of the modified signal parts. However, it requires an energy re-scaling
to an user-chosen level. Too huge transformations or conversions result for the time being in too huge energy
modifications. A re-synthesized speech phrase may have a too low or a too high loudness level.

8.1.3 Voice Conversion

Please note that parts of the summary about VC are confidential and can therefore not be shown for the time being.
It is related to IRCAM’s novel VC system coVoC which is currently patent pending.

Industrial usage:
The VC system coVoC has found usage in several projects at IRCAM to convert a voice talent into the speaker
identities of famous celebrities. One animation film shown in public cinemas has used the converted voice of the
deceased french actor Louis de Funes. Furthermore, voices for a documentary film about the trial of the French
Maréchal Pétain and his contributors have been delivered by IRCAM. Further information on the industrial usage
of the coVoC system can be found online: IRCAM Voice Conversion Showcases 1.

8.2 Future system improvements - PSY

8.2.1 The unvoiced stochastic component

The tests conducted in chapter 6 suggest that the current analysis and synthesis of the unvoiced stochastic compo-
nent U(ω) in PSY is prone to deteriorate for certain cases the synthesis quality of the proposed speech framework.
The combination of the currently separated approaches presented in section 6.3 could result into an improved syn-
thesis quality. Notably the posterior filter below FVU of section 6.3.2.3 could be extended with an algorithm to
delete sinusoidal content around voiced borders. Either the threshold onsets approach of section 6.3.2.2 or the 2nd

step of the QHM algorithm explained in section 6.3.1.2 could be combined with the below FVU filter.

8.2.2 Perceptual frequency and energy scaling

The human auditory perception does not analyse and abstract any sound on a linear but on a scale reflecting a
logarithmic unit of measure [Härmä et al., 2000]. Loudness is not solely affected by sound pressure. The human
auditory perception is able to distinct between even minor variations in frequency, amplitude, bandwidth and
duration of single sinusoids. An approximation of the underlying mechanism of human auditory perception is
proposed in [Union, 2001] by the highly recognized International Telecommunication Union. Their system for
Perceptual Evaluation Of Speech Quality (PESQ) includes models for a perceptually-based frequency resolution,
a middle-ear filter representing a frequency-dependent attenuation of spectral energy, a loudness-based spectral
energy quantification, and a model of which perceptual bands are performed how by the inner ear.

Several proposed frequency and loudness scales approximate how the human perception processes the different rate
and intensity levels of sounds continuously changing over time. The Mel scale is a perceptual scale of pitches hav-
ing equal distance [Stevens et al., 1937]. The Bark scale is a subjective measurement of loudness [Zwicker, 1961].
The Equivalent Rectangular Bandwidth (ERB) models the filter bandwidths of human perception using rectangular
band-pass filters [Moore and Glasberg, 1983]. The equal-loudness contour, standardized by International Organi-
zation for Standardization (ISO) as ISO 226:2003, measures the Sound Pressure Level (SPL) in dB such that a
listener perceives a constant intensity level over the frequency spectrum [Robinson and Dadson, 1956].

The estimated spectral envelopes and most other processing executed in PSY is based on a linear frequency scale
of the spectrum. Improvements of the analysis and synthesis quality may be achieved by employing one of the
listed scales reflecting the human auditory perception. The GMM-based energy prediction which uses an RMS
measure on the linear amplitude spectrum may benefit from a perceptual scaling as well. Especially since its
current prediction leads to a too huge energy scaling which may produce clipping artefacts for transformations
towards a tense voice quality. Still, clipping can be easily prevented by normalizing the waveform to an amplitude
level within the range [-1, 1] before synthesis.

1IRCAM Voice Conversion Showcases: http://anasynth.ircam.fr/home/media/covoc-voice-conversion-demo
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8.2.3 Improving the robustness of the glottal source shape parameter estimation

Perceptual scaling of the glottal source parameter space:
The error surface used to span the lattice for the Viterbi algorithm of section 5.4 is scaled on a linear basis. The 2nd

adaptation variant of the extended Rd range of section 5.2 exhibits slightly better results than adaptation variant 1
for the test on natural human speech. One reason could be the higher resolution of adaptation variant 2 in lower
valued regions of the Rd range being perceptually more relevant [Henrich et al., 2003]. A warping of the glottal
source parameter space according to perceptual means as in [van Dinther et al., 2004] to span the Viterbi lattice
perceptually may improve the robustness of the Rd estimator. The warping could be applied to the Rd scale, the R
waveshape parameters of the Rd regression, or the three parameters OQ, αm and ta interpreted along the Rd range.

Viterbi steering:
One drawback realized with the Viterbi steering attempt proposed in section 5.5 and the study of
[Huber and Röbel, 2013] is that the overlapping of the phase minimization based error function and the GMM-
based prediction results in two probability functions competing against each other. Additionally it causes further
difficulty to determine two instead of only one best optimizing weighting factor for the Viterbi algorithm. The two
probability surfaces should not be overlapped on the Viterbi lattice to overcome this drawback. The Viterbi steer-
ing prediction should be integrated as additional factor together with the phase minimization based error measure
to span the Viterbi lattice.

Integration of additional time and spectral domain measures:
Other glottal source estimator algorithms could as well be integrated into the basic error measure spanning up
the lattice for Viterbi decoding. The different glottal source estimators should first be evaluated separately on
their ability to add to the robustness of the currently available algorithm based on phase minimization and Viterbi
smoothing. The SIM and the PowRd algorithms, explained in sections 3.7.1.2 and respectively 3.7.4, report to be
robust against phase distortions. This could aid the basic phase minimization error measure in particular situations
where it is more error-prone if e.g. less stable harmonic sinusoids are available, as summarized in section 5.3.4.

Specific LF parameter optimization:
The utilized LF parameter space is restricted to the subspace being defined by the Rd regression curve. Further
optimization of the estimated glottal pulse shape can be achieved by implementing a 2nd LF parameter estimation
after an initial Rd estimate per frame. The estimated Rd value points to a subspace of the LF model parameter
space. The corresponding R waveshape parameters can be derived from the Rd estimate. The R parameters can
be varied within restricted borders around that subspace to better match the true glottal source shape contained in
the analyzed signal frame. The SIM and the "DyProg-LF" methods discussed in section 3.7.1.2 and respectively
3.7.1.4 employ such means.

Extended VTF model reflecting zeros:
The additional attribution of zeros to the VTF model due to nasalization is already indicated in section 2.1
introducing the generic human voice production system. An Auto-Regressive Moving Average (ARMA)
model [Makhoul, 1975] as a mixture of poles and zeros instead of an all-pole model representing the VTF
could as well augment the robustness of the Rd estimator. It would capture the zeros from nasalized vow-
els and consonants which otherwise would have to be attributed to the error measure of the objective func-
tion for phase minimization. This introduces a bias into the Rd estimator which possibly leads to erroneous
estimations. However, the correct selection of the model order per analysis frame remains to be addressed
[Broersen, 2000, de Waele and Broersen, 2003, Broersen and de Waele, 2004].

8.2.4 Pitch-adaptive processing

The current approach in PSY with a fixed window size was chosen due to its facilitation of modelling the energy
contours. The influence of an adapted window size at each analysis and synthesis step would have to be normalized
in the energy model. However, drawbacks occur due to the fixed time-frequency grid set by the STFT analysis and
synthesis step and window size [Griffin and Lim, 1983, Griffin and Lim, 1984]. Transient regions or sinusoidal
content in otherwise stable segments of especially high-pitched voices may not be reconstructed with sufficient
precision. An entropy-based adaptive STFT time-frequency grid as in [Liuni et al., 2013] proved to contribute
to the analysis and synthesis quality in audio processing algorithms. An example of a pitch-adaptive processing
approach for speech processing proposed in [Kawahara et al., 1999] is integrated into the STRAIGHT framework
presented in section 2.5.1.
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8.2.5 Transformation of prosodic features

The five dimensions of prosody proposed in [Pfitzinger, 2006] and discussed in section 4.7.3 are only partially
reflected in the presented work. Further work has to be conducted to address the prosodic differences between
speakers constituting a huge part of a speakers voice identity.

The modelling of intensity as measured by RMS is addressed by the energy model of PSY in 6.4.1. However,
the GMM-based energy model suffers for the time being from prediction drawbacks and requires improvements.
The transformation and conversion of voice quality by means of altering the glottal excitation source is success-
fully implemented in PSY. The transformation or conversion of the fundamental frequency F0 contour, the timing
structure such as syllable durations, and the reflection of further prosodic features remains to be addressed.

A method for unsupervised segmentation like [Obin et al., 2013] can be used to segment speech into syllabic units.
Such units describe the prosodic strategies of a speaker: Accentuation and pause. The syllable is generally regarded
as the minimum unit for the description of prosody. Syllabic segmentation does not need a-priori linguistic knowl-
edge and is language independent. Methods to stylize local parameter trajectories, e.g. Discrete Cosine Transform
(DCT), can be used to represent the prosodic contours on the syllable [Teutenberg et al., 2008, Mertens, 2004].
Tools for the automatic detection of prosodic prominence like accent can be used to help integrate a high-level rep-
resentation of salient prosodic events [Obin et al., 2008, Obin et al., 2009, Obin, 2011]. Different levels of refine-
ment of the prosodic model and different approaches for the integration of the prosodic features into the statistical
model can be investigated to ensure that an efficient training of the model remains feasible.

The combination of syllabic segmentation [Obin et al., 2009, Obin et al., 2013] with the GMM-based acoustic fea-
ture classification should allow estimating, representing and mapping the intonation style from the source to the
target speaker. This requires an a-priori segmentation into prosodic units (syllable) and the automatic detection of
prosodic prominences [Obin et al., 2008, Obin et al., 2009]. Then, the joint prosodic contours are to be mapped on
the prosodic units, modelled, and used to transform the speaking style of a speaker. The training of a joint speaking
style model for the stylization of prominences can be based on syllable contours. During the transformation, the
joint speaking style model can be used in parallel to or combined with the conventional timbre model to transform
the speech characteristics to the target speaker. In particular, the long-term speech prosody variations have to be
adequately combined with the short-term timbre variations. Different GMM versions representing prosodic, voice
quality or VTF features have to be evaluated and compared such that an optimal compromise between dimension-
ality and quality can be obtained.

8.2.6 Modelling and conversion of more specific voice descriptors

8.2.6.1 Jitter and shimmer

Jitter is a frequency modulation resulting from slight aperiodicities of glottal pulses and is provoked by the acoustic
properties of the vibration of the vocal folds [Mertens et al., 2012]. Shimmer results from cycle to cycle variations
of the periods amplitude [Ghosh and Narayanan, 2011]. The vocal effect growl comes from simultaneous vibra-
tions of the vocal folds and supra-glottal structures of the larynx [Bonada and Blaauw, 2013]. The vocal folds
vibrate half periodically and generate sub-harmonic partials with varying magnitude and phase between different
speakers or speaking styles. The sub-harmonics up to approximately 1.5 kHz have a higher magnitude when being
closer to a harmonic partial. The sub-harmonics tend to follow the spectral shape of the harmonic sinusoids above
this frequency. The applicability to model this behaviour within an analysis-transformation-synthesis scheme for
VC has to be investigated.

8.2.6.2 Creaky voice quality

The established modelling of the glottal excitation source using the Rd parameterization of the LF model cannot
properly handle speech segments containing creaky voice offsets. The well-established LF model, as most other
glottal source shape models, is restricted to the vibration patterns present at the most common phonation types
of human voice production. More special vocal fold vibration types like creaky voice require an extension of the
glottal model. The creaky voice quality type requires its explicit detection and modelling [Drugman et al., 2013,
Kane et al., 2013a].
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8.3 Future research ideas

8.3.1 Non-linear system behaviour of the human voice production system

This section presents an open research question, based on an assumption of the author of this thesis. At least to his
knowledge no evidence could be found in the literature which strongly supports or rejects the following discussion.

The LTI system theory of linear, zero, minimum, maximum and mixed phase signals is explained in chapter
2.2.1. The VTF behaves like a passive medium in quasi-stationary conditions. The impulse response of the Vocal
Tract Filter (VTF) is assumed to be minimum phase. The vocal tract poles are due to this assumption of passivity
considered as stable. In contrast, the glottal excitation source is assumed to be mixed phase [Degottex et al., 2011a,
Drugman et al., 2011]. For certain cases with an abrupt determination without a return phase present (or with a
return phase having a very high frequency), the glottal pulse can be (approximately) modelled exclusively by the
maximum phase component. The glottal excitation source may only consist of a maximum phase part if a speaker
utters a phrase with a more tense voice quality. The vocal cords behave in this condition as an active medium. This
is described in discrete-time signal terms with a maximum phase.

A speaker who articulates speech with a more relaxed voice quality operates the vocal chords partially as an active
(maximum phase) and partially as an passive (minimum phase) medium. The active maximum phase part occurs
while the glottis is open. The terminology "active part" in correspondence to the open phase is mentioned in
[Bozkurt, 2005, p.67]. The passive minimum phase part occurs while the return phase, when the glottis is about
to close. If the glottal excitation source contains a return phase, then its signal is assumed to be mixed phase
[Degottex, 2010].

Moreover, the VTF may contain a maximum phase part on boundary conditions like word, syllable or phoneme
borders. The minimum phase hypothesis may be invalid if the vocal tract changes too fast its physical configura-
tion. The quasi-stationarity condition may not anymore be given and the VTF may be unstable within short-time
segments of fast changes. The study of [Zañartu et al., 2013] mentions a violated all-pole assumption if the glottal
closure is incomplete. It may act like an active medium and contain thus a maximum phase part.

The open research question is thus if an active physical system can be considered in LTI signal terms as hav-
ing a maximum phase part. The assumption is based on the view of electronic RLC circuit systems. The ac-
tive components capacitor and inductor are able to absorb and insert energy like the anti-causal signal part in
LTI systems terms. The passive component ohmic resistance constitutes the causal signal part in LTI systems
terms. However, the causal / anti-causal LTI signal interpretation of a speech recording is based on a linear model
[Doval et al., 2003]. In contrast, the interpretation of the human voice production on a physical basis as an active
and / or passive medium, or its corresponding interpretation as an RLC circuit system, is based on a non-linear
model.

The major problematic to validate the assumption are the difficulties to measure the airflow present at different
levels of the human speech apparatus while a speaker is talking without the restriction of physical measurements
in the vocal tract and the throat. The sub-, supra- and trans-glottal pressures have to be measured along with the
speech recording and an EGG [Herbst, 2004] measuring the electric currents being simultaneously present in the
corresponding physical parts such as muscles. The measurements are required to examine especially the behaviour
of the acoustic coupling occurring during the glottal open phase [Titze et al., 2008].

8.3.2 Advanced glottal source estimation and a novel efficient parameterization

The perceptually motivated glottal source model, recently proposed in [Chen et al., 2013a], indicates that the
speech community may start research into a novel glottal source model covering more glottal source shapes present
in natural speech signals. Such an advanced model may incorporate recent research in view of the acoustic coupling
in the human speech apparatus [Titze et al., 2008, Zañartu et al., 2013] to model the formant oscillations present
while the open phase, as already indicated in section 6.2.2.2. Further research could lead to consider the non-linear
system behaviour discussed in the preceding section in an estimator and a model for the glottal excitation source.
Another demand for a novel glottal source model may arise by modelling the creaky voice quality which may
contain pulse shapes not being covered by current source models.

The parameterization of the LF model parameter space by the Rd parameter regression could be improved. The
Rd regression curve was deduced from prominent parameter co-variations for Swedish male and female speakers
in the 1980’s [Gobl, 1988, Karlsson, 1990]. An interesting conjoint research approach could investigate into a
similar but different regression curve reflecting additionally speakers of different ages, genders, and many different
languages, along with different speaking styles of accent and expressivity. Especially the glottal source analysis
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on different languages could highlight that the currently language-dependent parameterization by Rd may lead to
unfortunate deviations of the Rd-parameterized LF model.

8.3.3 Probabilistic objective evaluation

The objective evaluation of the different VC algorithms constitutes a well-utilized evaluation metric of the VC re-
search community [Kain, 2001, Erro, 2008, Lanchantin and Rodet, 2011]. One drawback of this evaluation metric
is the required feature alignment . An interesting alternative of an objective evaluation to measure the performance
of different VC systems is to employ speaker verification frameworks. Such algorithms examine by probabilistic
means the likelihood of single words or a whole speech phrase to belong to a speakers voice identity. A speaker
verification system constitutes the counterpart of a VC system. Contrariwise, a VC system can be in turn utilized
to evaluate a speaker verification system [Pellom and Hansen, 1999, Jin et al., 2008].

8.4 Future work applications

8.4.1 Human Voice Avatar Generation

The signal transformation algorithms that establish to transform voice identities into the existing target voice
may not only be used for voice imitation. These parameters can also be used to control the transformation of
existing voices into new synthetic voice identities or avatar voices. The goal of the voice avatar creation research
is to provide means that will allow interpolating and extrapolating example voices that span an acoustic space of
artificial voice characters. The acoustic space can be parameterized by means of the voice characterization features
that are used for the Voice Conversion application.

The interactive creation of novel voice identities, instead of converting into the perceived timbre of the target
voice, requires the parametric modelling of a modular VC approach in order to morph between individual speakers
voices. Two possibilities to create new voice characters or artificial speaker avatars can be investigated. Both
can additionally be combined. Both should allow the generation of new voices from characteristic voice features
providing the user control over the acoustic voice character space.

First, the relations of different voice characters and their individual quality within a voice character space have to
be modelled, defined by parameters describing speaker individualities. Voice descriptors reflecting the timbre and
the behavioural speaking style of different target speakers can be interpolated and extrapolated in a well defined
manner between the given voice identities.

Second, new voice identities can be assembled from different speakers from the parameters or signal parts re-
quired to construct the speech signal of one human voice. Applying only partial Voice Conversions leads to voice
characteristics that are assemblies of different parts of all voices that are present in the voice character space.

Both approaches require to establish a speech corpus comprising different voice identities. Parameters like the LF
glottal source shape parameter Rd and the FVU frequency boundary can be used directly to transform the voice
quality. The consideration of prosodic stylization models may require more complex control strategies.

Line Spectral Frequencies (LSF) parameterize the spectral envelope. While the interpolation of spectral envelope
parameters has been reported to work well using the LSF envelope representation [Paliwal, 1995], a straightfor-
ward interpolation of the LSF parameters in cases of significant differences of the formant structure may result in
perceptually less convincing results. The proper separation of glottal source and VTF characteristics is expected to
have a beneficial effect on the results obtained by means of interpolation. The spectral contour of the VTF is not
interfered by the glottal source characteristics as it is the case for the spectral envelope.

The perceptual space to utilize such a voice character interpolation can be constructed using Multi-Dimensional
Scaling (MDS). It defines a timbre space based on similarity measures of sound characters, proposed by
Grey in [Grey, 1977]. MDS reduces the feature dimensionality to retrieve an efficient information projection
[Prandoni, 1994]. Further works to establish a sound character space may use Kohonen Self-Organizing Maps
[G. DePoli, 1997] or an Euclidean-based distance metric [M. Slaney, 2005].

8.4.2 VC applied to the Singing Voice

A voice synthesizer provides mostly only subtle pronunciation controls to steer individual formants. It does not
enable the control of a more opened or closed vowel pronunciation [de Poli et al., 2007]. Recently, the glottal
source estimation algorithm, established by the works for this thesis [Huber et al., 2012, Huber and Röbel, 2013]

168



and discussed in chapter 5, has been successfully utilized in [Röbel et al., 2012] to transform the voice quality of
a singing voice example. The analysis, transformation and synthesis of the singing voice for different purposes
achieved recently good results in [Janer, 2008]. The study of [Bonada, 2008] accomplished astonishing good
results. Listeners could not distinct between an artificial singer from the software using a sample database or a real
world recording. The latter builds the research basis for the well-known singing voice synthesizer Vocaloid 2 from
the Japanese company Yamaha. It operates by means requiring the input of the lyrics in text form, and the melody
contour in form of MIDI notes. Its basic system requires a higher learning curve to let the system synthesize a
singing voice with an expressivity level being close to a human singer.

The VocaListener technology proposed in [Nakano and Goto, 2009, Nakano and Goto, 2011] mimics pitch, dy-
namics and the corresponding voice timbre changes of a singer. It separates voice timbre information and phonetic
content to construct a timbre space for the modelling of expressive singing styles.

The HMM-based parameter generation system for singing voice synthesis proposed in [Saino et al., 2006] is de-
signed to mimic voice quality and singing style of one dedicated singer. The approach is inspired by TTS synthesis
methods. Instead of including speech relevant contextual factors like syllable and accentuation as for TTS it consid-
ers the corresponding symbolic representation as musical notation for singing, such as phonemes, tones, duration
and position.

The systems coVoC for VC and PSY for speech analysis, transformation and synthesis could be extended by such
means to establish a similar system for the modelling of a singers timbre space and the creation of novel singing
characteristics. A basic version of the speech system PSY has already been integrated into the singing voice
synthesizer of the ANR project ChaNTeR 3 for a general synthesis scheme. It is prone to be easily extended and
combined with coVoC for the singing voice by similar means .

8.4.3 Voice Conversion comparison

A currently pending problem in the Voice Conversion research community is the lack of an objective comparison
between the different approaches and implementations presented by different researchers. For the time being, most
research publications on VC are based on internal test and evaluation schemes established by the corresponding re-
search group. Providing publicly available test sets including parallel and non-parallel corpora, different languages
and speakers of different gender and age to let researchers conduct and present VC on pre-defined evaluation
measures would provide more detailed insight. It would give a better overview about the currently available VC
systems.

The well-known MIREX challenge 4 represents a well established comparison procedure to evaluate different
algorithmic approaches. However, VC does not fit thematically to Information Retrieval. Better suited to host a
comparative VC competition would be a new dedicated challenge for Voice Conversion, for example at the IEEE
Audio and Acoustic Signal Processing Technical Committee 5.

Best prone to compare VC systems is the Blizzard Speech Synthesis Challenge 6, 7. Established in 2005
[Black and Tokuda, 2005], it invites participants to build a corpus-based synthetic voice on the same data pro-
vided. Listening tests are conducted to evaluate the speech quality among the different synthesis systems. Most
systems are common TTS synthesizers based on either concatenative speech synthesis using unit selection, or
HMM-based speech synthesizers. Since 2007 the organizers explicitly mention as challenge rule that the usage of
external data, required for a VC type system, is allowed.

2Vocaloid singing voice synthesizer: http://www.vocaloid.com/en/
3ChaNTeR: anasynth.ircam.fr/home/projects/anr-project-chanter/
4Music Information Retrieval Evaluation eXchange: www.music-ir.org
5AASP Challenges: IEEE AASP TC Challenges
6Blizzard Challenge: www.synsig.org/index.php/Blizzard_Challenge
7Blizzard Challenge: www.festvox.org/blizzard/
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Chapter 9

Annex

There is music in Light as in Sound if the Heart be awake and the Ears keen.

Murshid Samuel L. Lewis - Nada Brahma

9.1 List of publications

The following research works have been presented at internationally recognized conferences or published at an
internationally recognized journal during the course of the work for this thesis.

9.1.1 International peer-reviewed conference papers

The works presented in section 5.2 concerning the adapted and extended Rd range, as well the improvements of
the phase minimization method in section 5.3.3 have been published at the international conference Interspeech
(ISCA) in 2012:

@inproceedings{Huber12,

author = {S. Huber and A. Röbel and G. Degottex},
title = {Glottal source shape parameter estimation using phase minimization variants},

booktitle = {13th Annual Conference of the International Speech Communication Association (Interspeech ISCA)},
address = {Portland, Oregon, USA},

year = {2012},
pages = {1644-1647},

issn = {1990-9772},
url = {http://hal.archives-ouvertes.fr/hal-00773352},
url = {http://articles.ircam.fr/textes/Huber12a/index.pdf},}

The works presented in section 6.4 on voice quality transformation and its evaluation using the semi-automatic Rd

transformation presented in section 6.6.5 have been published at the international conference Interspeech (ISCA)
in 2015:
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@inproceedings{Huber15IS,

author = {S. Huber and A. Röbel},
title = {On glottal source shape parameter transformation

using a novel deterministic and stochastic speech analysis and synthesis system},
booktitle = {16th Annual Conference of the International Speech Communication Association (Interspeech ISCA)},

address = {Dresden, Germany},
year = {2015},

pages = {289-293},
url = {http://hal.archives-ouvertes.fr/hal-01185326},
url = {http://architexte.ircam.fr/textes/Huber15b/index.pdf},}

An extended version of the works presented above with the Interspeech paper includes additionally the GMM-
based energy prediction of section 6.4.2.3, and one part of the listening test of section 6.6.4 using the time domain
mixing variant for synthesis. This study on voice quality transformation has been published at the international
Sound and Music Computing Conference (SMC) in 2015:

@inproceedings{Huber15SMC,

author = {S. Huber and A. Röbel},
title = {Voice quality transformation using an extended source-filter speech model},

booktitle = {12th Sound and Music Computing Conference (SMC)},
address = {Maynooth, Dublin, Ireland},

year = {2015},
pages = {69-76},

url = {http://hal.archives-ouvertes.fr/hal-01185324},
url = {http://architexte.ircam.fr/textes/Huber15a/index.pdf},}

9.1.2 International peer-reviewed journal article

The works presented in the sections 5.4 and 5.5 about Viterbi smoothing and steering have been published at the
international journal Computer Speech & Language in 2013:

@article{Huber13,

author = {S. Huber and A. Röbel},
title = {On the use of voice descriptors for glottal source shape parameter estimation},

journal = {Computer Speech & Language},
year = {2013},

volume = {28},
number = {5},

pages = {1170-1194},
issn = {0885-2308},
url = {http://hal.upmc.fr/hal-00865343},
doi = {http://dx.doi.org/10.1016/j.csl.2013.09.006},
url = {http://www.sciencedirect.com/science/article/pii/S0885230813000776},

publisher = {Elsevier Ltd.},
address = {Oxford, UK},}
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9.2 Funding acknowledgements

Please note that the speech framework PSY has been integrated into the singing voice synthesizer of the ANR
project ChaNTeR 1 while a follow-up grant after the Ph.D. studies. The author was financed before by a CIFRE
contract as a collaboration between the research institute IRCAM and the company Acapela Group.

9.3 Future information

Please have a look at the personal webpage http://stefan.huber.rocks/phd/. The author may put there further infor-
mation or sound examples concerning the topic of this doctoral thesis in the future.

1ChaNTeR: anasynth.ircam.fr/home/projects/anr-project-chanter/
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