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ABSTRACT 

 

A smart home is a standard residence that was improved and equipped with all kinds 

of sensors and effectors in order to provide services to its residents. One of the most key 

subjects and input to several smart home applications (e.g. healthcare and home security) is 

the recognition of activities of a resident’s daily living.  Being able to automate the activity 

recognition from human motion patterns is challenging because of the complexity of the 

human life inside home either by one or multiple residents. To surmount all databases 

complexity, several algorithms of features selection and machine learning were tested in order 

to increase the human activity recognition accuracy. Another major challenge to cope with is 

to reduce the costs of maintenance and installation of sensors at home. These sensors, despite 

their modest costs, are generally out of reach of most people. To overcome this challenge, we 

used another approach based on household appliances recognition as sensors that detect 

human interaction with appliances and resident movements. 

This study aims to solve the complexity of human activity recognition and increase 

accuracy by proposing two different approaches. The first approach is based on recognizing 

human activities using ambient sensors (motion and door sensors), neural and deep neural 

network combined with several feature selection methods in order to compare results and 

define the influence of each one in learning accuracy. The second approach is based on load 

signatures of appliances presented using an Intrusive Load Monitoring in order to identify the 

most accurate classifier suitable for appliances recognition. Once determined, the next phase 

is to know resident activities through appliances recognition. Each part of our methodologies 

is thoroughly tested, and the results are discussed. 
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RESUMÉ 
 

Une maison intelligente est une résidence dotée de capteurs et des outils 

technologiques, permettant la surveillance et la gestion à distance des systèmes tels que 

l’éclairage, le chauffage, etc. 

Afin de mettre en service la plupart des applications de la maison intelligente, il faut 

reconnaitre les activités quotidiennes de la personne résidente. L’automatisation la 

reconnaissance d'activité à partir des données délivrées par les capteurs présente, en elle-

même, une difficulté en raison de la complexité et la diversité des mouvements des résidents. 

De plus, les coûts de la maintenance et de l’installation de système de capteurs à 

l’intérieur de la maison, restent généralement hors de portée de la plupart des gens. 

Partant de ces deux problématiques, nous avons mené notre thèse doctorale qui a pour 

objectif de résoudre la difficulté de la reconnaissance de l'activité humaine et augmenter sa 

précision. 

Pour se faire, nous avons proposé deux approches différentes. La première est basée 

sur la sélection des caractéristiques et l’apprentissage à base de réseaux neuronaux. Les 

réseaux neuronaux sont combinés à plusieurs méthodes de sélection de caractéristiques pour 

comparer les résultats et définir l'influence de chaque approche sur la précision et 

l'apprentissage. 

La seconde approche est basée sur les signatures de charge des appareils électriques. 

Ces signatures sont présentées à l’aide d’un prétraitement automatique basé sur la surveillance 

de charge intrusive. Cette charge permet d’identifier le classificateur le plus adéquat à la 

reconnaissance des appareils électriques et donc à la reconnaissance de l'activité humaine.  

Chaque partie de nos méthodologies est minutieusement testé eet les résultats sont 

discutés. 
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 ملخص الرسالة

 

 

أنشطة  معرفة. ين بهمقيمالمستشعرات ومستجيبات من أجل تقديم الخدمات إلى  العديد من يحتوي علىالمنزل الذكي هو محل إقامة 

من التطبيقات المنزلية الذكية  اسية للعديدللبحوث في المنزل الذكي والأس واحد من أهم الموضوعات الرئيسيةهو الحياة اليومية للمقيم 

 أشخاصعدة  أولشخص واحد  سوءاالمنزلية  البشرية ةشطالأن)مثل الرعاية الصحية وأمن المنزل(. تعتبر القدرة على التعرف على 

لتجاوز كل تعقيد طنين بها. وكثرة حركة القا منزلالباستخدام أجهزة الاستشعار الناشئة أمرًا صعبًا نظرًا لتعقيد الحياة البشرية داخل 

لتعلم الآلي لزيادة دقة وأخرى ليزات مختيار الملا، اختبرنا عدة خوارزميات وفي معرفة أنشطة القاطنين بالمنزل قاعدة البياناتفي 

رغم و المنزل،هو تقليل تكاليف صيانة وتركيب أجهزة الاستشعار في وجهناه الذي  الثالثالتعرف على النشاط البشري. التحدي 

الأجهزة نشاط استخدمنا  التحدي،متناول معظم الناس. للتغلب على هذا  لهذه المستشعرات تبقى بعيدة عن المتواضعةالتكلفة 

 .ةالبشري ككاشفات للحركةالكهربائية في المنزل 

. على وجه طة البشريةفي معرفة الأنش التعرف على النشاط البشري وزيادة الدقة تسهيليهدف البحث المقدم في هذه الرسالة إلى 

يستند إلى التعرف على الأنشطة البشرية باستخدام أجهزة الاستشعار  أسلوب أول ،لذلك مختلفينأسلوبين  البحث يقترح الخصوص،

مقارنة النتائج وتحديد تأثير كل منها في دقة ثم  خاصيةإلى جانب عدة طرق لاختيار ال العميقة المحيطية والشبكة العصبية والعصبية

المنفصلة  الموجاتلتعلم. ويستند الثاني في تحميل توقيعات الأجهزة المقدمة باستخدام المعالجة المسبقة التلقائية على أساس تحويل ا

 والتعرف على الأجهزة هو مدخل للتعرف على النشاط البشري.  الأجهزة،من أجل تحديد المصنف الأكثر دقة للتعرف على 
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INTRODUCTION 

 

 

 

A smart home is a normal house equipped with sensors and technology tools that 

anticipate and respond to the needs and requirements of the residents, working to promote 

their luxury, convenience, security, and entertainment [1]. A key point in the development of 

smart home is the recognition of normal and daily routine activities of its residents. This 

recognition can reduce costs of health and elderly care [2] that exceed $7 trillion annually 

worldwide [3], ensure comfort, homecare [4], safety, and reduce energy consumption. For 

these reasons, human activity recognition has been researched for nearly a couple of decades. 

In fact, a large number of research focuses on the recognition of Activities of Daily Living [5] 

(ADLs), performed by a resident in daily routine, such as eating, cooking, sleeping, and 

toileting. There are various reasons for mostly covering ADLs in the literature. First, those 

activities are general, real, and common between young and old people. Second, ADLs are the 

most used in standard tests of resident autonomy; disability with ADLs is the most common 

reason why older people live in nursing homes [6]. Finally, ADLs are the best suited as inputs 

to perform different home applications. For those reasons, we focus on recognizing ADLs 

activities in this research. 

The recognition of one and multi-residents ADLs activities are investigated in this thesis 

using inexpensive ambient sensors. Despite the progress in smart phones and wearable 

sensors [7]–[10] and the excessive use of visual sensing in research area, ambient sensors 

were adopted to collect information about residents instead of wearable sensors and cameras. 

The reasons behind this choice are the respect of residents’ privacy and the reduction of smart 

home system maintenance and installation cost. In the second part of this research, a new 

technique in activity recognition based on appliances recognition was developed and adopted. 

 Human activity recognition is the key for several applications in smart home (e.g. home 

security, home energy management and healthcare); it is the first and the most important 

research field in smart home research area. Human activity recognition is a challenging area 

because of the complexity of human life inside home either for one or multiple residents. 

Generally, a resident moves a lot in the house sometimes without doing any activity, thus 

generates a non-exploitable database to pursue the recognition of the activities. To overcome 
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the complexity of the database, several algorithms of features selection and learning were 

tested in order to increase the recognition accuracy. 

 

Smart homes provide continuous monitoring capability that conventional methodologies 

lack. Being able to automate the activity recognition from human motion patterns using 

unobtrusive sensors or other devices can be useful in monitoring humans (e.g. elders, 

children), and automatically responding to several situations at home. The main problem to 

resolve is to design an algorithm that labels the activity performed by inhabitants in a smart 

environment from sensor data collected during the activity. 

 Recently, human activity discovery and recognition have gained a lot of interest due to 

their enormous potential in context-aware computing systems, including smart home 

environments. Researchers have commonly tested the machine learning algorithms to resolve 

this problem. However, well known machine learning algorithm usually has some defects to 

some extent. For example, NB classifier is a simple probabilistic classifier based on the 

application of the Bayes' theorem, but the independence assumptions of variables are not 

always accurate. Another key problem is that these approaches require the knowledge about 

probabilities, therefore, they yield lower accuracy rate with fewer observed samples. 

Therefore, an approach which is not sensitive to the amount of available data is especially 

reasonable for activity recognition in smart homes. The choice of the features selection 

method as well as learning algorithm is a big challenge which depends on several parameters 

including the nature of the database and the desired activities to be recognized. 

Recognition of multi-users activities using inexpensive and ambient sensors is challenging 

because of the complexity of real human life, noises in database and the complexity of multi-

resident ‘concurrent activities; recognition of these activities requires powerful learning 

algorithms and specific steps in the recognition process. 

 Another major challenge to be overcome is to reduce the costs of maintenance and 

installation of sensors in the house; these sensors, despite their modest costs, are generally out 

of reach of most people. To resolve this problem, researchers have been thinking of using 

smart electrical appliances at home as sensors that detect human movements, especially with 

the excessive use of these smart appliances. This research area is still in a development phase 

and needs a lot of research and experiments to reach the mature phase.  
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The objective of this thesis is to recognise activities of one resident and multi-residents 

daily activities inside home using inexpensive ambient sensors installed in several places at 

home. In order to increase the accuracy of activity recognition, various methods are proposed 

based on features selection methods and neural network in learning phase. In these recent 

years, neural network is used in various researches to recognize human activities, and they 

prove successful and more efficient compared to other usual machine learning algorithms. In 

order to overcome challenges related to the use of motion and door sensors, we have 

proceeded into using a new technique based on the recognition of activities via the electrical 

appliances used in the house.  

This thesis report consists of five chapters organized as follows: 

 Chapter 1 [OVERVIEW OF RESEARCH CONTEXT]: This first chapter presents a global 

overview of the thesis research area and the main definitions in this research, and highlights 

research domains in human activity recognition inside home. The objective of this chapter is 

to clearly our research questions and goals. This chapter is divided in two main parts: (i) 

clarify definitions of the area of research and present a general framework of the research (ii) 

present recent methods and algorithms used for activity recognition. 

 Chapter 2 [RELATED WORK: APPROACHES USED TO FEATURES SELECTION 

AND ACTIVITY RECOGNITION]: Chapter two aims to explore the main related works 

relevant to our research and our applicative context. In the first part, we particularly present 

some recent proposed strategies in literature using neural networks, based on ambient sensors 

(door and motion sensors). In the second part, we focus on recognising activities via 

appliances recognition at home in order to reduce the number of sensors used and reduce costs 

of building a smart home. We conclude the chapter by exploring new areas of research in 

smart home and activity recognition with a description of the advantages and limitations of 

each method. 

 Chapter 3 [RESEARCH DEVELOPMENT AND METHODOLOGY]: Chapter three details 

the methodologies used to recognise activities of one and multiple users inside home. Two 

methodologies are explained, the first is based on sensors and neural networks and the second 

on appliance recognition; The methodology is graphically presented as a block diagram, 

summarizing how the methodology of the research was carried out, within the two sections 1 

and 2 described in detail in this chapter. 
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 Chapter 4 [ACTIVITY RECOGNITION USING NEURAL NETWORKS AND AMBIENT 

SENSORS]: In this chapter, we perform several simulations of databases using machine 

learning algorithms and feature selection techniques. The objective of this study is to raise 

accuracy of activity recognition of one and multiple residents at home. Several neural and 

deep neural networks algorithms combined with feature selection techniques are trained and 

lead to different results.  

Chapter 5 [ACTIVITY RECOGNITION USING APPLIANCE RECOGNITION] This 

chapter presents simulation results of activity recognition of one resident living in a smart 

habitat through load signatures of appliances. This simulation is divided into two algorithms; 

the first recognises the state of appliances while the second recognises activities through 

appliances recognition.  
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CHAPTER I: 

OVERVIEW OF RESEARCH CONTEXT 

 

This first chapter presents a global overview of the thesis research area and the main 

definitions in this research, and highlights research domains in human activity recognition 

inside home. The objective of this chapter is to clearly our research questions and goals. This 

chapter is divided in two main parts: (i) clarify definitions of the area of research and present 

a general framework of the research (ii) present recent methods and algorithms used for 

activity recognition. 
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Figure 1.1 : smart home components 

1.1 Definitions 
 

This part presents the main definitions of the researched area and the process of 

recognizing activities inside home based on ambient sensors or appliances state. Data is 

collected once it is obtained from sensors reading, then a list of features are extracted from 

row data and used as input to machine learning algorithms. Activity recognition can be used 

as input to different home applications such as healthcare and security. 

1.1.1Smart home 

A smart home can be defined as a home equipped with sensors, middleware system, 

and communication interfaces, which anticipate and respond to the needs and 

requirements of the inhabitants, working to promote their luxury, convenience, security, 

and entertainment through the supervision of technology within home [11].A smart home 

can provide a variety of services and automated tasks as room-temperature control and 

smart air conditioner to complex tasks as analysis or prediction of the location of a 

resident, to behaviour or health status recognition of an occupant living at home[12].  

Figure 1.1 [13] illustrates some smart home applications and systems. 

 

 

1.1.2 Notion of “activity” 

In our research domain, an activity is a set of the physical behaviours of the human 

inside home which can be hierarchically structured into actions. For example, the activity 

‘sleep’ can be divided into a series of actions (e.g. ‘‘enter the bedroom,’’ ‘‘lie down in 
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bed’’) that are composed of operations that are atomic steps implementing the action (like 

‘‘close the light’’ ‘‘push the door handle’’…). Therefore, activities are a sum of actions 

which are made of a sum of atomic operations[14].  

1.1.3 Human Activity recognition 

Human activity recognition (HAR) is a highly dynamic and challenging research 

topic[14]. The target of HAR is to determine activities performed by one resident or multiple 

residents inside home based on a sequence of observed events by means of multiple sensors 

such as motion sensors[4], pressure detectors, RFID tags[16], electrical power analyser[17], 

etc. The HAR process involves several steps. The main four steps are as follows[14]:  

1. pre-processing: extracting of the raw data from sensor streams to handle 

incompleteness, eliminate noise and redundancy, and perform data normalization 

and labelling;  

2. features extraction: extracting features from raw data to use it as input to machine 

learning; 

3. features selection: decreasing the number of features to increase their quality and 

reduce the computational effort needed for the classification;  

4. classification: determining the given activity based on machine learning and 

reasoning. 

The overall goal of HAR system is to replace the human operations inside home partially 

or totally either by predicting these operations and realizing them when necessary or by 

meeting the requirements and needs predefined by the humans. For example, with the help of 

sensory devices, a HAR system can keep track of the health condition of a resident and notify 

the health personnel in case of an urgent need[12], [14], [18], [19]. 

1.1.4 Notion of “Appliance” 

An appliance is a household machine using by humans, using electricity as energy 

input and performs various functions according to its design. We describe four types of 

almost known appliances[20][21][22] : 

 Type 1: Such as light bulbs or toasters, those type of appliances have a Boolean 

function that allows them two simple states of operation on and off at any given 

time. 
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 Type 2: Finite State Appliances (FSA) Such as dishwashers, washing machines, 

stove burner and the most of appliances used at home. The signature of these 

appliances is presented as multi-state. Despite FSA signatures are repeatable 

with fixed number of states at time; it is not easy to detect it. In [23], Baranski 

developed an algorithm that focuses only on recognition of finite state electric 

appliances. 

 Type 3: Appliances with continuous energy consumption. In this category, we 

find appliances with battery charging such as Laptop and phone. 

 Type 4:Zeifmanintroduced a fourth class which comprises smoke detector, TV 

receiver and phone [24]. This category of appliances remains active throughout 

weeks or days consuming approximately constant energy in a time. 

 

1.1.5 Appliance load monitoring 

The load monitoring in general is a process of identifying and acquiring the load 

measurement in a power system[25]. These load measurements will determine the energy 

consumption and status of appliances. Depending on the approach used in the appliance 

monitoring the load monitoring can be Intrusive Load Monitoring (ILM) or Non-Intrusive 

Load Monitoring (NILM)[26], [27]: 

1- Non-Intrusive Load Monitoring: NILM consists of measuring the electricity 

consumption using a smart meter, typically placed at the meter panel. Relying on a 

single point of measure it is also called one-sensor metering. The qualification of non-

intrusive means that no extra equipment is installed in the house. With NILM, the 

appliance signatures are superposed and, for comprehending the contribution of single 

appliances, they have to be separated. This operation is called disaggregation of the 

total electricity consumption. 

2- Intrusive Load Monitoring: ILM consists in measuring the electricity consumption 

of one or few appliances using a low-end metering device. The term intrusive means 

that the meter is located in the habitation, typically close to the appliance that is 

monitored. 

The recognition of the state of the devices at home does not only allow us to manage 

energy but also to recognize activities performed by residents. Therefore, it gives us a clear 

vision of their behaviour in their homes [28]. 
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In the literature, most of the research goes now in NILM and ILM in tree domains as 

described in figure 1.2 [27]. 

1.1.6 Activities of Daily Living 

ADLs is a term mostly used in healthcare[12]to refer to the routine activities that people 

(one or more) perform the whole day at home without the need of others help. ADLs are done 

in specific locations, with certain objects, and at a particular time. We describe two types of 

ADLs, basic and instrumental ADLs. 

 Basic ADL [29]: The basic activities of daily living (BADLs) are the set of activities 

that are fundamental and mandatory to answer primary needs of a person. This type 

includes simple tasks performed in few steps and consists especially of self-care tasks. 

Basic ADLs are generally, activities performed after getting up in the morning, such 

as: personal hygiene, toileting, grooming, bathing, showering, and dressing. 

 Instrumental ADL [30]: This kind of activity needs basic planning to be performed 

and implies objects manipulations. These activities are needed to live alone and to live 

in society. For a person, being able to realize all instrumental ADLs can be translated 

into being relatively autonomous, such as using the phone, shopping, housekeeping, 

accounting, food preparation, and taking medicines. 

Various activities and sub-activities are annotated as ADLs. Most of scientific works 

relates to a portion of ADLs but not to those activities as a whole. Mostly, researchers use 

ADLs without distinguishing the specific type. Although people are able to do basic ALDs 

alone without help, instrumental ADLs are hard for some. Consequently, distinction between 

Figure 1.2: Distinction between ILM and NILM 
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instrumental and basic ADLs is important to recognise the ability of a person to be 

autonomous. 

New researches using smart phone and accelerometer[9], [31]focused on recognition 

ADLs related to human physical activities. Papers using visual sensing detect human activities 

located within visual field of imaging device. Czarnuch in[32]uses one camera installed in a 

washroom to recognize activities related to personal hygiene only. The work is based on the 

use of ambient sensors[33][34]to detect various activities depending on the installation place 

of the sensors inside the house. There are various reasons for mostly covering ADLs in the 

literature. First, those activities are general, real, and common between young and old people. 

Second, ADLs are the most used in standard tests of resident autonomy; disability with ADLs 

is the most common reason why older people live in nursing homes[6]. Finally, ADLs are the 

best suited as inputs to perform different home applications. For those reasons, we focus on 

recognizing ADLs in our research. 

1.1.7 Human activities type 

Earlier works mainly focused on identifying ADL for a single user [35], however in real-

life, there are often multiple residents living in the same environment, sometimes performing 

daily tasks simultaneously or together. Based on Tao Gu research [36]activities nature can be 

divided into five different categories: 

o Single user activities: One user performs activities independently, such as toileting or 

dress.   

o Multi-user simultaneous activities: two or more users perform the same activity 

together in the same time, e.g. two or more users are eating meal together. 

o Multi-user collaborative activities: one or more users perform different sub-activities 

in a cooperative manner to finish the same activity; e.g. two users do the housekeeping 

together. 

o Multi-user concurrent activities: one or more users perform different activities 

independently and aim for different goals; e.g. one user is sleeping while the other is 

watching TV. 

o Multi-user conflict activities: two or more users are involved in two activities in a 

conflicting manner, e.g. while a user is taking a shower, another user wants to use the 

toilet. 
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In addition to these five categories, many other cases of ADLs are possible, but we detailed 

above the most common in everyday life. Other less frequent possibilities are not cited; e.g. a 

user accomplished an activity already started by another user, a user started an activity alone 

and requests for help to finish it. 

1.1.8 Ambient assisted living 

  

Ambient Assisted Living (AAL) can be defined as “the use of Information and 

Communication Technologies (ICT) in a person's daily living and working environment to 

enable them to stay active longer, remain socially connected and live independently into old 

age”[37]. AAL systems have a huge potential to meet the personal healthcare challenges and 

involve citizens in their healthcare through Information and Communication technologies 

(ICT). The AAL systems provide an ecosystem of medical sensors, computers, wireless 

networks and software applications for healthcare monitoring. The primary goal of AAL 

solutions is to extend the time which elderly people can live independently in their preferred 

environment using ICT for personal healthcare[38]. Currently, there is a huge demand for 

AAL systems, applications and devices for personal health monitoring and telehealth 

services[39]. AAL system is based in a high recognition of human activities inside living 

places. 

 

1.1.9 Smart home applications 

The ADLs recognition is the first key used in many applications at home environment 

[14]. This section presents four types of smart home applications based on ADLs. Home 

energy management, home security, healthcare and home automation are all examples of 

ADLs applications for smart home. 

1.1.9.1 Home energy management 

 

More recently, activity recognition approaches have been investigated by researchers 

in the energy management domain to improve energy efficiency of buildings[33], because of 

the significant contribution of lighting systems and appliances to the total electricity 

consumption of buildings. Towards this end, several approaches have been developed that are 

based on encouraging occupants to change their wasteful behaviour by making them aware of 
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their personalized and detailed energy consumptions[37][41]. Although these approaches 

could potentially result in a remarkable increase in buildings’ energy efficiency, the savings 

depend on the conscious actions of occupants or change of occupant behaviour which is not 

always aligned with occupants’ convenience[42]. To overcome this obstacle, new approaches 

have been developed that are based on automating the operation of service systems in 

buildings to be more energy efficient without requiring any behaviour change in occupants 

considering basic daily information about users, such as the prediction of user activities in 

order to minimize energy consumption by guaranteeing that peak demands do not exceed a 

given threshold. 

 

1.1.9.2 Healthcare 

 

Healthcare applications[34], [43]–[46] are growing at a very fast phase in all parts of 

the world. One main requirement of such applications is the human detection and activity 

classification. The necessity for the development of human detection methods in the field of 

modern Home-care has become very popular and essential, for example, knowing ADLs of 

elderly people or patients helps doctors or family to care remotely of those persons; detected 

abnormal situation of elderly in a given period home system can automatically alert to their 

family or a medical team for emergency treatment. 

In order to improve healthcare services and support clinical professionals, it is 

important to develop an automatic ADLs monitoring system for healthcare applications. 

Currently, various works have been developed for the monitoring of one or multiple daily 

activities. Tokunaga [47]designs and develops care robot which provides personalization for 

elderly people with an efficient and reasonable way based on elderly recognition behaviours. 

Liu [48]designs and develops a wearable sensor-based activity recognition system to 

recognize one complex activity (housekeeping) and classify the activity level.  

 

1.1.9.3 Home security 

 

Individuals spend the majority of their time in their home or workplace[49]and feel 

that these places are their sanctuaries. In order to preserve that feeling, smart homes can make 

use of technologies such as embedded sensors and machine learning techniques to detect, 
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identify, and respond to potential threats. The home security system is also an interesting field 

of smart home applications[50]–[52]. Home protection is the most required application in the 

worldwide market, this confirm the importance of this application. The home security 

application must use activity recognition to perform a good and solid protection. For example, 

when home system detects abnormal activity in the house it will send an alert message to the 

house owner or the police. 

1.1.9.4 Home automation 

 

The recent years have witnessed significant progress in the automation of human 

activity recognition[16], [53] in order to realize intelligent environments which are capable of 

detecting users actions and gestures. The exact needed services can be provided automatically 

and instantly for maximizing the user comfort and safety as well as minimizing energy. For 

example, home system detects when the user is awake and prepares hot water for them to take 

a shower. 

Home automation would allow many potential applications in areas such as healthcare, 

and security.  For example, in elderly care, ADLs are used to assess the cognitive and physical 

capabilities of an elderly person. An activity  recognition system allows us to automatically 

monitor their decline overtime and detect anomalies [54]. 

 

1.2 Activity recognition algorithms 

 

In general, the HAR process includes three important steps, from collecting 

information on human behaviour and environment to the conclusion about the currently 

performed activity. These steps are as follows: first, reception of sensor data from different 

sensor technologies then, elimination of noise and redundancy, and performing data 

aggregation and normalization. Second, features extraction to retrieve the most important 

activities features (e.g., temporal and spatial information) from data. Finally, classification 

using machine learning and reasoning in order to determine the given activity [13]. Those 

steps are illustrated in figure 1.3. 
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Figure 1.3: An illustration of sensor-based activity recognition 

1.2.1 Sensors platform 

Nowadays a wide variety of sensors are used to collect information about human 

activities. There are currently three main activity recognition approaches; vision-based 

activity recognition, ambient sensor-based activity recognition and wearable sensor-based 

activity recognition. While vision-based activity monitoring has been generally used in 

security application, dense sensor-based activity is the most used in smart home environments 

due to the respect of user privacy and other considerations. In addition to these three 

approaches, load signature of appliances is a new approach that is still very slightly exploited. 

Load signatures of appliances can be considered as ambient sensors. 

 

1.2.1.1 Visual sensors 

 

Visual sensing facilities is based on the use of visual sensing products, especially 

cameras, to extract visual data and use it to observe behaviour of users and environmental 

fluctuations[55]. Computer vision analysis tools is used in this category to recognize daily 

activities of one or multi-users[56]. The use of video visual sensing for activity recognition is 

very dominant in home security. Brdiczka [57] proposes to videotape smart home residents 

and process the video to recognize activities. Recent works have improved the field of visual 

data in smart homes such as the analysis of various abnormal behaviours in real-time[52], 

assistance system[58], and human activities detection [43].However, there are still many 

challenges around visual sensing facilities related to the respect of home owner privacy, 

higher price of installation, illumination variations, and cameras inefficiency in front of 
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brightness and colour variations. Moreover, big size of camera data requires large storage 

capacity and powerful analysis system. 

 

1.2.1.2 Ambient sensors  

 

Recognizing human activities based on ambient sensor readings is motivating since 

sensors can capture many valuable low-level data of human users and their living 

environment, this data is analysed using data mining and machine learning techniques to form 

activity models. Ambient sensors can often provide powerful information about some 

activities and home status. For example, activation of Boolean sensor in bed can strongly 

mean sleeping activity. Motion sensors infer activities by monitoring human-object 

interactions[59], and[60] used sensors that can be quickly and ubiquitously installed at home 

in order to recognize activities such as toileting, bathing, and grooming. Cottone in [33] used 

sensors of diverse nature, proximity sensors, item sensors, and environmental sensors, whose 

state may be represented by a binary, discrete, or continuous variable in order to recognize 

user daily life activities. Some recent studies in activity recognition[33], [34], [61], [62]are 

more focused on low-cost and low power sensors of different natures to recognize human 

activities inside home. Recent research used new type of ambient sensors that is still very 

lightly exploited, i.e. the activity recognition through load signature using smart plug and 

energy meter [63].However, using ambient sensors is challenging because of noise sensor 

data and low efficiency in recognising complex form of human activities, e.g. cooking and 

housekeeping. Ambient sensors generate significant charges in installation, and maintenance. 

Moreover, they are unable to provide adequate information to perform fine-grained activity 

recognition. 

 

1.2.1.3 Wearable sensors 

 

Wearable sensors are electronic sensors that can be worn on the body, shoes[44], [64], 

[65]or clothes [66], implant or accessories. Wearable sensors often use inertial measurement 

units and RFID tags to collect users’ behavioural information[16]. Wearable sensors have 

been widely used in the recognition of human physical movements[67]–[69]. Moreover, with 

the invasion of smart phones in our daily lives, research has focused on using data acquired 

from mobile phones to recognize human activities and by using the capacity of a smart phone 
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to act as a wearable sensor with accelerometer and gyroscope aptitudes[7]–[9], [31].However, 

wearable sensors are challenging because of the need to bring sensors everywhere and every 

time inside home, wearable systems and devices must have efficient software and hardware, 

unobtrusive, and robust against water and temperature. Moreover, Sensor data from wearable 

sensors alone cannot differentiate between some instrumental activities, e.g., making tea and 

making coffee. 

 

1.2.1.4 Multimodal sensing 

 

Recently, to overcome the challenges associated with single sensor modalities and 

increase generalization, many studies have proposed information fusion strategies that 

combine multiple sensors modalities or classifiers to increase robustness, reliabilities, derive 

confidence measures among different classifiers and reduce the complexity of recognition 

system[70]. Wang in [59] developed a multimodal sensing platform and presented a 

theoretical framework to recognize both single-user and multi-user activities. In the same 

year, Brdiczka [71] used a multimodal sensor composed by 3D video tracking system and 

speech activity detector to analyse audio streams in order to identify basic individual activities 

such as walking. The SWEET-HOME[72]project that started in 2010 is based on multimodal 

sensors to detect distress situations of a person and provide assistance via voice and tactile 

commands in order to ensure security anytime and anywhere in the house. However, it is 

essential to note that no sensors technology is superior to the other. Instead, the nature of the 

application and user requirements will dictate the choice of technologies to use and whether 

or not to combine sensors, vision facilities with other sensors techniques. 

1.2.2 Features extraction 

Feature extraction is a vital part of the human activity recognition process as it helps to 

identify lower sets of features from input sensor data to minimise classification errors and 

computational complexity. Effective performance of Human activity recognition system 

depends on appropriate and efficient feature representation. Therefore, extraction of efficient 

feature vectors from sensor data helps to reduce computation time and provide accurate 

recognition performance. Feature extraction can be performed manually or automatically 

based on expert knowledge. Manually engineered features follow bottom-up approaches that 

consist of data collection, signal pre-processing and segmentation, handcrafted features 
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extraction and selection, and classification. Manually engineered feature processes utilise 

appropriate domain knowledge and expert-driven approach to extract time domain, frequency 

domain and Hulbert-Huang features using Empirical mode decomposition to represent signal 

details [73]. Therefore, appropriate feature selection methods as explained below are 

employed to reduce computation time and memory usage. Automatic feature extraction 

enables extraction of feature vectors without reliance on domain expert knowledge. 

Automatic feature representation provides the ability to learn features from raw sensor data 

with little pre-processing. 

However, There are no universal procedures for selecting appropriate features but 

many studies resort to extensive heuristic knowledge to develop and select appropriate tasks 

for a given human activity recognition system[73]. 

1.2.2.1 Features construction 
 

Features construction starts from an initial set of measured data to build derived values 

(features) or from the original set of features from row data. It is the process of manually 

constructing new attributes from raw data[74]. It involves intelligently combining or splitting 

existing raw attributes into new ones which have a higher predictive power. For example, date 

may be used to generate four new attributes such as seasons of the year which may be useful 

in activity recognition. Feature construction is essentially a data transformation process. 

 

1.2.2.2 Features selection 
 

The global aim of features selection is to select the most relevant subset of features, 

from the original set of features. High quality features are essential to improve the 

classification accuracy of any pattern recognition system. In human activity recognition, 

features such as time, variance, location and triggered commonly used[15], [74]. To perform a 

classification, one naive idea is to use all available features (features construction) directly as 

input to the classifier. The disadvantage here is that some features may be irrelevant or 

redundant, and do not provide new information to improve the classification accuracy. Some 

features might even confuse the classifier rather than help discriminate various activities. 

What is worse, due to the “curse of dimensionality”, the performance may degrade sharply as 

more features are added when there is not enough training data to reliably learn all the 

parameters of the activity models[75]. Therefore, to achieve the best classification 
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performance, the dimensionality of the feature vector should be as small as possible, keeping 

only the most relevant and complementary features. In addition, keeping the dimensionality 

small could reduce the computational cost in such a way that recognition algorithms can be 

implemented and run on lightweight wearable devices such as mobile phones. The two main 

techniques that are used to identify important features and reduce dimensionality in human 

activity recognition are: feature transformation which is the creation of new features based on 

transformations or combinations of the original extracted feature set[76];and features 

selection which is a  method based on the selection of the best subset of original extracted 

features set [77].One common strategy is to apply either features transformation or features 

selection to get a fixed set of features for the whole set of activities to be recognised.  

In [7], Maurer used a correlation-based features selection method to select a subset of 

features. An 87% classification accuracy was achieved when using the top eight features 

selected to classify six basic human activities. In [78], researchers identified energy as the 

least significant feature among all the five available features by using a sequential backward 

elimination method. In [79], Atallah applied three features selection methods: Relief-F, 

Simba, and mRMR to assess the relevance of features for discriminating 15 different 

activities. All these three methods achieved similar performance. The other strategy assumes 

that different activities may be characterized by different sets of features. In [68] and through 

performing cluster analysis, Huynh showed that the classification performance could be 

improved by selecting features and window lengths for each activity separately. In [80]Lester 

demonstrated that a feature’s usefulness depends on the specific activity to be inferred. They 

applied a modified version of AdaBoost [81]to select the top 50 features and then learn a 

package of discriminative static classifiers based on the selected features for each activity. 

They found that the selected features were different for different activities. 

In the human activity recognition based on Appliance Load Monitoring (ALM), the 

extracted common temporal features are the real (active) power (P) and the reactive power 

(Q). Some appliances can be easily distinguished in the P-Q space depending on their 

resistive, capacitive and inductive characteristics [28], [82]. From these features, others can be 

computed, as the complex power and the apparent power. The voltage (V) and current (I) are 

as well very popular as features [83]. The root mean square and the peak values of the current 

are also used, for example as in [84]. A reduction of the feature space is also applied using 

Principal Component Analysis (PCA) [83].Features based on the signal evolution, as the first 

and second derivative, have been proposed in [85].Such features have shown to bring useful 
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information in the classification task. Other features can be added to the list, as the maximum, 

minimum or average of power in a certain interval of time [86], [87].Frequency analysis is 

also used in the context of appliance recognition, especially when the acquisition frequency is 

medium to high (from 1 kHz up to 100 kHz). Discrete Fourier Transformation (DFT) or Fast 

Fourier Transformation (FFT) are typically applied. DFT is reported to be less efficient when 

the sampling frequency is low [88], [89]. 

 

1.2.3 Machine learning approaches to activity recognition 

After extraction and selection of features from sensor signals, features are used as 

inputs to machine learning algorithms. In literature, various algorithms and computational 

techniques(not machine learning)are used to develop activities models and recognize human 

activity. However, we are interested in machine learning algorithms[90]. Extracting useful 

information from raw sensor data requires specific methods and algorithms and it depends on 

the nature of the input data: visual, mobile or ambient sensors[91].Below, we review some of 

the most frequently machine learning algorithms based on types of sensed data. Well known 

machine learning algorithms are illustrated in figure1.4 [92]. 

 

 

 

Figure 1.4: type of well-known machine learning 
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1.2.3.1 Ambient Activity Recognition 

 

To recognize a wide range of simple and instrumental activities, a network of ambient 

sensors is used to pursue resident activities at home, as a sequence of sensor events. The 

majority of machine learning algorithms used with sensor events are supervised and rely on 

labelled data for training. Supervised learning is the machine learning task that train and test 

labelled data. Labelled data means that all instances in the data are a pair consisting of an 

input object and a desired output value. Researchers have commonly tested several learning 

algorithms. Hidden Markov [31]and Naive Bayes Networks[93]are the most popular models 

for activity recognition. Other algorithms used are: Nearest Neighbour [94], decision trees [7], 

support vector machines (SVMs) [95], [96], and conditional random fields (CRFs) [97]. Je 

wan in [93]evaluated four machine learning algorithms (Naïve Bayes, Bayesian network, 

C4.5 decision tree, and Naïve Bayes tree) both individually and in combination (hybrid) in 

order to improve recognition performances. Nonetheless, a key limitation of this combination 

is that it is confined to certain activities and cannot be used for interleaved or concurrent 

activities. Nowadays researchers tried to train neural networks inspired by the architecture of 

the brain. Neural networks and deep neural network are used in various research in recent 

years to recognize human activities (e.g. [98]–[100]), and they prove to be successful and 

more efficient compared to other usual machine learning algorithms [89]. Since deep neural 

networks was introduced in 2006, it has become a centre of interest and presents a higher 

performance compared to traditional machine learning algorithm. It includes several 

algorithms including: Deep Belief Networks (DBNs) [101], Restricted Boltzmann Machine 

(RBM) [102]and autoencoders [103].  

 

 

1.2.3.2 Mobile activity recognition 

 

With the real explosion in smart phones and their high use by users inside or outside 

home, researchers are more interested in recognizing human activities via these devices. 

Activities that are recognized from smart phones or wearable sensors as accelerometer and 

gyroscope, are the simplest actions related to physical human activities such as walking, 

jogging, and running. Recognizing such activities can be useful in many applications either 

supervised or unsupervised such as detecting physical activity level, romoting health and 
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fitness, and monitoring hazardous events like falling. Charissa in[31]proposes a two-stage 

continuous hidden Markov model approach using smart phones to recognise physical 

activities. In [9] Akram illustrated that performances of neural networks (Multilayer 

Perceptron) is better than other classifiers Random Forest and SVM. Moreover, accuracy 

reaches a rate of 91.15% by combining Multilayer Perceptron with other classifiers. Most 

wearable systems are still in their early stages. However, Information technology and 

electronics are mature fields and can provide viable, disposable, and affordable wearable 

systems. The most important challenges remain to be done are the development of smart 

signal processing, data analysis and interpretation, communication standards interoperability, 

electronic components efficiency and energy supply [104]. 

 

1.2.3.3 Vision-based activity recognition 

 

Vision-based activity recognition techniques are based on 2D or 3D data 

representation. In 2D (XY)[105], global variations in body size, as well as some scale and 

translation variations resulting from perspective changes are removed. In 3D(XYT) 

volume[106], an orientation cue is used to compute a reference frame. Several 3D based 

approaches are based on an estimation of body orientation like walking direction. Single-

layered approaches recognise human activities directly from a sequence of images and are 

more appropriate for recognising gestures or simple actions. Hierarchical approaches 

represent high-level human activities in terms of simpler activities or actions; therefore, such 

techniques are appropriate for recognising more complex activities. Single-layer approaches 

are further categorized into space-time approaches and sequential approaches. Space-time 

approaches view an input video as a volume, while sequential approaches read it as a series of 

observations. Hierarchal approaches are also further categorized into statistical, syntactic, and 

description-based approaches. Statistical approaches construct statistical state-based models in 

a hierarchical fashion (e.g., hierarchal HMM). For  more enlightenment on such techniques, 

refer to related reviews[107], [108]. 

 

1.3 Conclusion 
 

In this chapter, we presented the elements to be taken into account when recognising 

activities inside home. This chapter was dedicated to the most frequent to-use techniques and 
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implementations for activity recognition of one and multiple residents using different kinds of 

sensors and energy desegregation. It represented the existing methodologies based on 

machine learning for activity recognition inside the house, concepts and terminologies with 

explication of existing works in literature. To eliminate sensors used at home and reduce 

installation and maintain costs, we investigated this issue by using load signatures of 

appliances in an attempt to recognise appliances and then human activities recognition. 

Related approaches used in recent literature are discussed in more detail in the next chapter. 
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CHAPTER II: 

RELATED WORK: APPROACHES USED TO FEATURES 

SELECTION AND ACTIVITY RECOGNITION 

 

Chapter two aims to explore the main related works relevant to our research and our 

applicative context. In the first part, we particularly present some recent proposed strategies in 

literature using neural networks, based on ambient sensors (door and motion sensors). In the 

second part, we focus on recognising activities via appliances recognition at home in order to 

reduce the number of sensors used and reduce costs of building a smart home. We conclude 

the chapter by exploring new areas of research in smart home and activity recognition with a 

description of the advantages and limitations of each method. 
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2.1 Introduction 
 

Neural networks and deep learning are big topics in Computer Science and in the 

technology industry. They currently provide the best solutions to many problems in image 

recognition, speech recognition and natural language processing. Recently, many papers have 

been published featuring AI that can extract and select features, recognise human activities 

and appliances. Much more is being achieved every day using neural networks. To improve 

the accuracy of human activity recognition using ambient sensors, many studies opt for neural 

networks in the learning phase. We have summarized some recent proposed strategies in 

literature using neural networks and ambient sensors (door and motion sensors).  

Approaches used to recognise the activities of a person in a smart home based on 

sensors and RFID have some drawbacks. The main issues with these approaches are the 

intrusiveness for the resident and the periodic maintenance required. Consequently, to provide 

a solution to these problems, a cheap load signature system of appliances that ensures the 

recognition of activities is proposed in literature. In the last few years, the research conducted 

on appliance recognition or appliance load monitoring has been more specifically observed to 

be in the interest of customers of utilities. In fact, as each appliance has a load signature 

specific to its operation that varies with the time and its mode of function, this helps to 

determine energy consumption, frequency, time and the exact moment of use of an appliance. 

In addition to methodologies that we have worked on in this thesis and that we have 

improved with several new algorithms and tools, there are several other methods in the 

literature that aim to recognize human activities inside home. The two more researched 

approaches in literature have been discussed: human activity recognition based on IT 

technologies and Data Mining. 

 

2.2 Feature selection based on neural network algorithms 
 

Deep learning as a machine learning method and artificial intelligence techniques for 

feature extraction has come a long way since its resurgence in 2006 with the work of 

Hinton[109]. The upsurge in deep learning research is fuelled by its ability to extract salient 

features from raw sensor data without relying on laboriously handcrafted features. 

Furthermore, in the area of human activity recognition, for instance, complex human activities 
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are translational invariant and hierarchical in nature, and the same activities can be performed 

in different ways by the same participants. In some cases, activities can be a starting point for 

other complex activities; running and jogging might not be distinguishable depending on the 

age and health condition of the person performing the activity. Deep learning[101] is a 

machine learning technique that uses representational learning to discover feature 

representation in raw sensor data automatically. Unlike classical machine learning (support 

vector machine, k-nearest neighbour, k-mean, mRMR, etc.) that requires a human engineered 

feature to perform optimally. Deep learning methods learn intricate features representation 

from raw sensor data and discover the best pattern to improve recognition performance. 

Recently, studies have indicated the incredible results of deep learning over conventional 

features for human activity recognition[76], [110]. Also, the use of automatic feature 

representation helps to capture local dependencies and scale invariants features. Thus, deep 

learning provides effective means to solve the problem of intraclass variability and inter-class 

similarities that are fundamental challenges for implementing human activity recognition 

inside home. The commonly-used deep learning methods in feature extraction include stacked 

autoencoders [99], deep belief networks [111], convolutional neural networks[110], and 

recurrent neural networks[112]. These methods are originally proposed for image 

classification, natural language processing and speech recognition, but they can also be 

applied to the human activity recognition. Indeed, deep learning methods have been used for 

activity recognition in a few recent works[113]–[115]. 

Moreover, recently various deep learning-based methods have been proposed for 

feature selection and demonstrate good results compared with other traditional 

techniques[109], [116]. In[111]artificial neural network on feed-forward back-propagation 

neural network (FF-BPNN)has been applied and evaluated on four types of pushes, i.e., small, 

medium, moderately high, high in order to classify features. Earlier, Hinton developed 

in[109]developed an effective method for initializing the network weights in autoencoder. 

The low-dimensional representations obtained outperform the PCA approach. Kai Han 

[117]proposed a novel autoencoder Feature Selector (AEFS) for unsupervised feature 

selection which combines autoencoder regression and group lasso tasks. Compared to 

traditional feature selection methods, AEFS can select the most important features by 

excavating both linear and nonlinear information among features, which is more flexible than 

the conventional self-representation method for unsupervised feature selection with only 

linear assumptions. In [118], Tomar proposed traversing back the autoencoder through more 
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probable links for feature selection. Experiments on five publicly available large datasets 

showed autoencoder giving significant gains in accuracy over most of the state-of-the-art 

feature selection methods. 

However, the neural network is not the most efficient solution for extraction and 

selection of features. Neural Network requires many tests to choose the combination of the 

hidden neurons and the number of the hidden layers suitable for the tested database. 

According to some cases, the manual extraction of the features gives higher accuracy than 

neural network [74]. In order to have good learning results, the right combination of feature 

selection algorithm and activity recognition method is very important to get good results in 

the learning phase. We have tried to explore this issue in this thesis to explore and conclude 

results about the utility and usage of neural network in human activity recognition. 

 

2.3 Neural network algorithms for human activity recognition 
 

In the field of human activity recognition, neural networks have proved recently 

proved a good efficiency and a good accuracy compared to other machine learning 

algorithms. Three types of leaving algorithms are classified [119]: Supervised neural network, 

unsupervised neural network and Semi-supervised neural network. A quick comparison 

between the three algorithms is described in the table2.1.A typical Neural Network structure 

is showed in figure 2.1. 

ANNs can be grouped into two categories feed forward networks and feedback 

networks as described in figure2.2. Each learning algorithm is designed for training a specific 

architecture. Therefore, when we discuss a learning algorithm, a particular network 

architecture association is implied[120]. 

In [15] Back-propagation (BP) has been used to train the feed forward neural network 

for human activity recognition; this algorithm was compared with other probabilistic 

algorithms: Naïve Bayes (NB) classifier and Hidden Markov Model (HMM). The results 

show that neural network using BP algorithm has relatively better human activity recognition 

performances than NB classifier and HMM. 

In [98]Quick Propagation (QP), Levenberg Marquardt (LM) and Batch Back 

Propagation (BBP), have been used for human activity recognition and compared according to 
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performance on Massachusetts Institute of Technology (MIT) smart home dataset. The 

achieved results demonstrated that LM algorithm has better human activity recognition 

performance (by 92.81% accuracy) than QP and BBP algorithms. This analysis is done only 

for a single resident home. In case of multiple users, more complicated learning approaches 

with features selection and more sophisticated sensors are required. 

Authors in[121]proposed a one-dimensional (1D) Convolutional Neural Network 

(CNN)-based method for recognising human activity using triaxial accelerometer data 

collected from users' smart phones. The three human activity data, walking, running, and 

staying still, are gathered using smart phone accelerometer sensor. The x, y, and z 

acceleration data are transformed into a vector magnitude data and used as the input for 

learning the 1D CNN. The ternary activity recognition performance of 1D CNN-based 

method showed 92.71% accuracy that outperformed the baseline random forest approach of 

89.10%. 

Endingly, there is no specific neural network algorithm that gives good results and a 

higher accuracy in human activity recognition. Accuracy of neural networks depends on 

features nature, targeted activities and other parameters. 

 

Table 2.1: description of different neural network algorithms 

Supervised Neural Network Unsupervised Neural 

Network 

Semi-supervised Neural 

Network 

 Trying to predict a 

specific quantity 

 Have training examples 

with labels 

 Can measure accuracy 

directly 

 Trying to “understand” 

the data 

 Looking for structure or 

unusual patterns 

 Not looking for 

something specific 

 Does not require labelled 

data 

 Evaluation usually 

indirect or qualitative 

 Using unsupervised 

methods to improve 

supervised algorithms 

 Usually few labelled 

examples and a lot of 

unlabelled data. 
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2.4 Deep Neural Network Used in Human activity recognition 
 

In recent years, there has been a growing interest in deep learning techniques. It has 

become a critical research area in human activity recognition, natural language processing, 

machine translation and environmental monitoring [122]. Deep learning is a general term for 

neural network methods which are based on learning representations from raw data and 

contain more than one hidden layer. The network has many layers of non-linear information 

processing for feature extraction and transformation. Each successive layer uses the output 

from the previous layer as input. Deep machine learning algorithms include restricted 

Boltzmann machine, autoencoder, sparse coding, convolutional neural network and recurrent 

neural network as described in figure 2.3. These deep learning methods can be stacked into 

different layers to form deep learning models that provide enhanced system performance, 

flexibility, robustness and remove the need to depend on conventional handcrafted feature. 

These methods are reviewed in the subsection below, outlining the characteristics, advantages 

and drawbacks of each method in Table 2.2 [113]. 

 

Fang and Hu [123] proposed a deep learning algorithm to recognise human activities. 

They adopted the deep belief networks (DBNs) built by restricted Boltzmann machine in the 

research. They also compared their results with HMM and NBC. Oniga and Suto [124] 

analysed the signals acquired from acceleration sensors using several artificial neural network 

(ANN) algorithms. Zhang [125] combined HMM and DNN models to recognize activities. 

However, there is currently no preferred deep learning technique for human activity 

Figure 2.1: typical Neural Network structure 
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recognition. This is probably due to the variability of human behaviours, activities performed, 

the kind of sensors used and features selection adopted. 

 

 

 

Figure 2.2: Taxonomy of feed forward and feedback network architectures [93] 

Figure 2.3: different deep learning algorithms 
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Table 2.2: Deep Learning methods comparison based in recent literature works in human activity recognition 

Methods Description Strengths Weaknesses Recent application in HAR 

 

 

Deep Belief 

Network 

Has directed 

connection 

at the lower layer and 

undirected connection 

at two topmost layers. 

Unsupervised training with 

unlabelled sensor streams which is 

naturally available 

through cyber-physical systems and 

Internet of Things and initialisation 

prevent convergence at local 

minima. 

Mobile and wearable sensor onboard 

training of the network is 

computationally complex due to 

extensive parameters 

initialization process. 

Activity of daily living (ADL)[123], 

[126]localisation, detection of posture 

[127] and hand gestures activities in 

Alzheimer[128]. 

 

Deep 

Boltzmann 

Machine 

Has undirected 

connection at every 

layer of the network. 

Allow feedback mechanism for 

more robust feature extraction 

through unsupervised 

training. 

Due to resource constraint nature of 

mobile devices optimisations are 

required to reduce operation 

overhead execution cost. However, 

DBM joint optimisation is practically 

difficult to achieve. 

Diagnosis of emotional state in elderly 

[114]. 

 

Denoising 

autoencoder 

Enable correct 

reconstruction of 

corrupted input values. 

Robust to corrupted sensor data 

streams. 

High computational time, lack of 

scalability to high dimensional data, 

rely on iterative and numerical 

optimisation and high parameter 

tuning. 

Automatic detection of activity of 

daily living (ADL)[99], [129]. 

 

Sparse Auto 

encoder 

Impose sparsity term 

to the loss function to 

produce robust 

features that are 

invariant to learning 

applications 

Produce more linearly separable 

features. 

High computational time due to 

numerous forward passes for every 

example of the data sample. 

Health rate analysis during intensive 

sports activities and health 

monitoring[130]. 
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Table 2.2: continued 

Methods Description Strengths Weaknesses Recent application in HAR 

 

 

Sparse Coding 

Over-complete basis for 

reducing the dimensionality of 

data as 

linear combination of 

basis vector. 

The use of sparse coding 

method for dimensionality 

reduction of input data helps 

to minimise computational 

complexity. 

Efficient handling and 

computation of feature vectors are 

non-trivial. It is also difficult to 

develop deep architecture with 

sparse coding. 

Representation of energy 

related and health 

monitoring smart homes and 

Activity of daily living 

(ADL) [131]. 

 

 

Convolutional 

Neural Network 

Deep neural network with 

interconnected structure 

inspired by 

biological visual cortex 

Widely implemented in deep 

learning with a lot of training 

strategies proposed. 

Automatically learn features 

from raw sensor data. 

Moreover, CNN is invariant 

to sensor data orientation and 

change in activity details. 

Require large dataset and high 

number of hyper-parameter tuning 

to achieve optimal features. 

Maybe difficult to support 

effective on-board recognition of 

complex activity details. 

Predict relationship between 

exercises and sleep patterns, 

automatic pain recognition 

during strenuous sports 

activities, energy 

expenditure estimation and 

tracking of 

personal activities [110], 

[132]. 

 

 

Recurrent 

Neural Net 

work 

Neural network for modelling 

sequential time series data. 

Incorporate temporal layer to 

learn complex changes in data 

Used to model time 

dependencies in data 

Difficult to train and suffer from 

vanishing or exploding gradients. 

In case of LSTM, require too 

many parameter updates. Large 

parameter up date is challenging 

for real-time activity predictions. 

Model temporal patterns in 

activity of daily living 

(ADL), progressive 

detection of activity levels, 

fall and heart failures in 

elderly [112]. 
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2.5Activity recognition based on Load Signatures of Appliance 
 

In the last few years, research done on appliance load monitoring has been more 

specifically observed in the interest of human activity recognition, due to several reasons: 

eliminate or reduce the number of ambient sensors used inside home, reduce installation costs 

and reduce maintenance interventions[28]. In fact, as each appliance has a load signature 

specific to its operation, which varies with time and its mode of function, it helps to determine 

energy consumption, frequency, time and the exact moment of use of an appliance[28]. In this 

context, Appliance Load Monitoring (ALM) has become a key application for appliances 

recognition and human behaviours recognition. Two approaches exist[27],Non-Intrusive Load 

Monitoring and Intrusive Load Monitoring explained in the section 1. In the last years several 

projects were done in this field and the use of ALM has given promising results in human 

activity recognition. 

2.5.1 ILM methods 

 

In most cases, the ILM system uses smart plugs to measure the power consumption of 

individual loads with the majority of meters presenting the power consumption on LCD 

display and send the measurements to a computer via USB, wired internet or wireless 

connection.  

Most of the research works about ILM are based on supervised techniques in the 

context of appliance identification. Paradiso [86]proposed the use of multilayer perceptron 

trained with back-propagation. Low sampling frequency data are used from extracted power-

based features such as the number of samples and transitions between power intervals. 

Accuracy achieves 95.26% for 8 monitored devices. Zufferey [133] compared k-Nearest 

Neighbors (kNN) and Gaussian Mixture Models (GMMs) using six appliance categories. 

Electric measurements are sampled at 10−1 Hz using low-end Plug meters and the features 

are power-based. Their best reported performance is 85% accuracy using k-NN. Reinhardt 

reported on several works[89], [134], comparing various algorithms as Bagging, Bayesian 

Network, J48, JRip, LogitBoost, Naïve Bayes, Random Committee, Random Forest and 

Random Tree for the classification of appliance categories using a ILM scenario. In a first 

work, they used data from the Tracebase database recorded at low frequency. The best 
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reported performance is up to 95.5% accuracy using Random Committee. In another work, 

the same classification algorithms are used on higher frequency data (1.6 kHz) from which 

current-based and harmonics features are extracted. Better performances are reported up to 

100% for Bayesian network. In the work of Adeel Abbas Zaidi and Palensky [88], Dynamic 

Time Warping (DTW) and Hidden Markov Models (HMMs) are proposed. Signatures are 

sampled at 10−1 Hz and several features are extracted and benchmarked. HMMs are reported 

to perform better than DTW using a six categories task. Fitta [135] proposed to recognize the 

switch-on and off events from appliance signatures acquired at 6.4 kHz. They used K-NN 

systems trained on extracted features such as real power and current harmonic. Performance 

on this 2-classtask of 87.5% and 90.6% correct identification is reported for switch-on and 

switch-off events respectively. 

2.5.2 NIALM methods 

 

The majority of NIALM methodologies [17], [22], [28], [136]are inspired from the 

one developed in the late 20th century by George W. Hart[20] from MIT. Hart used the 

NIALM that, contrary to ILM, is more convenient and very effective to collect loading data. 

NIALM did not require the presence of sensors on all appliances. Indeed, ILM has some 

drawbacks, including installation, which is fastidious in a house and whose presence may be 

an inconvenient and a disruptive element for its residents. Hart’s work[20]aimed to determine 

the exact moment where appliances are switched on, the power consumption in residential 

area, time of the day and temperature. NIALM used only the ON/OFF model. For that reason, 

it has not been able to properly account for multistate appliances (methods developed and 

tested after) such as dishwashers and washing machines, as well as continuous-variable 

appliances, like air conditioner, heat pump, etc.  

Belley [28] proposed an algorithmic method based on steady-state operations and 

signatures. The extraction process of load signatures of 16 appliances is carried out in a three-

dimensional space through a single NIALM power analyser. This approach was tested and 

verified rigorously through daily scenarios reproduced in the smart home prototype in a 

laboratory. This approach is solely based on a single power analyser placed in the electric 

panel. In another work[17], Belley developed an algorithmic approach based on load 

signatures study of appliances represented by three features (active power (P), reactive power 

(Q) and line-to-neutral, which allows to determine the errors committed by the resident. This 

system is implemented in smart-home prototype equipped with household appliances used by 
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the resident during their morning routines. The system is tested with real-case scenarios 

modelled from former clinical trials, allowing demonstration of accuracy and effectiveness of 

the system in assisting a cognitively-impaired resident in the completion of daily activities. 

 

2.6 Other related techniques in human activity recognition 
 

In this section, we provide a detailed review and a state-of-the-art of recent research 

advances in the field of human activity recognition and smart home based on other techniques 

than those used in this thesis. The advantages and limitations of those techniques are 

discussed, particularly human activity recognition based on data mining and IT methods. 

2.6.1 Data mining used to recognise human activity 

Many recent research teams are trying to exploit data mining techniques in smart 

homes[137], [138]. However, most of them are supervised in the sense that they require 

human intervention to label the training datasets. For example, Kasteren [139] exploited a 

learned Markovian model and conditional random field to perform coarse-grained recognition 

of activities. Their model achieved a recognition rate of 79.4-95.6%. The labelling of the 

training dataset is performed by unfolding a voice recognition system to annotate the data 

during the realization of daily living activities. Models that exploit unsupervised algorithms 

are still very scarce in the literature and limited to low granularity recognition [140]. This can 

be explained by two factors. First, there are many challenges to implement such a method: 

data collection, generalization, etc. Second, most researchers use existing data mining 

algorithms used in other issues. Many researchers have recently begun to claim that one of the 

major reasons limiting the progression of activity recognition is that some fundamental 

information hidden in the data is ignored[141, p. 20]. Constraints of different natures (logical, 

probabilistic, temporal, etc.) can be exploited to improve recognition. For example, Jakkula 

&Cook[142] exploited the temporal relationships between events created by the trigger of 

sensors. Spatial knowledge would naturally fit in the process of data mining for activity 

recognition. In fact, it should also be understood that an activity can be performed in a valid 

sequence in time, but still be incorrect due to problems of spatial nature. For example, an 

activity may seem correct but because of the bad orientation of an object, the execution is 

wrong (e.g.pouring coffee in a cup upside down). The same thing can happen if each step is 

correctly detected, but at some point, an object is moving away rather than closer to the 
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activity’s zone(the problem of distance). For instance, during the task Preparing a Coffee, the 

system could be waiting to detect a movement of the coffee jar to suppose the step Putting 

coffee in the cup has been fulfilled. If the distance between the coffee and the cup is 

increasing, it might be because the resident skipped the step and he is storing the coffee jar. 

Therefore, it is of crucial importance to consider spatial aspects. Nonetheless, we note that 

works focusing on the field of smart homes offer rigid recognition models that do not take 

into account the spatial aspect, or that incorporate it in a very limited way even when they 

recognize its important role[143]. Moreover, most of the existing works are largely theoretical 

and not tested or only experimented in anon-realistic context that does not allow determining 

their actual effectiveness [16].  

Despite the success of data mining in recent research in smart home and activity 

recognition, this research area requires more years of research. The first drawback is that the 

aggregation of data carries the risk of losing important information, and thus many 

researchers prefer to work on the complete Big Data warehouse. The second drawback of data 

mining is that performance decrease in more realistic usage context (busier environment). 

Precision also decreases during activity realization if too many objects were grouped 

together[144]. The final limitation of data mining came from AR data sets that are sufficiently 

limited as to impact the reliability of existing research results[145]. More research should be 

done on that aspect in the future in order to design specific algorithms that palliate to data 

mining and HAR. 

2.6.2 IoT technologies used in human activity recognition 

 

Since 2010, researchers have analysed IoT-based smart home applications using 

several approaches. Regardless of their category, existing research articles focus on the 

challenges that hinder the full utilization of smart home IoT applications and provide 

recommendations to mitigate these problems. The benefits of using smart home applications 

based on IoT are explained in figure 2.4. 
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It is expected that smart objects will be dominant on the market in the next few years 

and will become omnipresent in households, which will impose the need for new and 

improved services for smart homes. For these reasons, the need for IoT based solutions will 

be incontestable. Most recent publications focus on developing a general IoT framework that 

is suitable for broader range of application domains. Five IoT technologies as essential for 

building successful IoT solutions: radio frequency identification, wireless sensor networks, 

middleware, cloud computing and software for application development. In [146], the list of 

enabling technologies is enhanced with Near Field Communication, location based services 

and social networks. They suggest a four-layer architecture made up of: sensing, networking, 

service and interface. The role of the cloud is missing; therefore, it is not clear how smart 

home services would be enabled. Liu presented in[147]a middleware that supports naming 

and addressing. Storage insights into this emerging trend are important. The idea is to develop 

a middleware at the top of the existing systems (inside home), thus to achieve an easier 

integration of existing applications into IoT smart home. Once again, the cloud is omitted as 

an enabling technology that should support all these services. Research on this trend is 

ongoing, although related descriptions and limitations remain vague. Obtaining insights into 

this emerging trend is important. 

Figure 2.4: IoT based smart home benefits 
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2.7Conclusion 
 

This chapter presented a state of art research in neural and deep neural network used in 

features selection and activity recognition inside home. We have, first, explored this area and 

discussed the strengths and limitations of approaches and algorithms. Then, we have 

explained techniques based on ILM and NILM used in literature to recognise appliances used 

by residents in their daily routine activities. This chapter concluded by discussing other 

methods in the literature that aim to recognize human activities inside home. We have 

concentrated on the two more researched methodologies in literature: human activity 

recognition based on IT technologies and Data Mining with a description of their strengths 

and limitations. In the next chapter, our methodologies of recognising human activities are 

presented in detail using motion sensors first, and then smart plugs based on several machine 

learning approaches. 
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CHAPTER 3: 

RESEARCH DEVELOPMENT AND METHODOLOGY 

 

Chapter three details the methodologies used to recognise activities of one and 

multiple users inside home. Two methodologies are explained, the first is based on sensors 

and neural networks and the second on appliance recognition; the methodology is graphically 

presented as a block diagram, summarizing how the methodology of the research was carried 

out, within the two sections 1 and 2 described in detail in this chapter 
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3.1 Introduction 
 

The development of this research is guided by a set of methods and techniques that 

instruct the scientific process. In our case, to achieve the main objective of improving the 

accuracy of human activity recognition inside home, we have resorted to two distinct 

techniques; the first is human activity recognition using ambient sensors and neural network, 

while the second is human activity recognition using appliance recognition. We have done 

several successful tests of neural network and features extraction and selection. Once we have 

improved accuracy of human activity recognition using ambient sensors, we have tried to 

overcome other big issues in smart home and activity recognition such as the cost of 

installation and maintenance of ambient sensors. In order to reach this objective, we have 

tried to recognise human activities inside home using load signature of appliances without 

additive sensors.  

The methodology is graphically presented in Figure 3.1 as a block diagram, 

summarizing how the methodology of the research was carried out. The methodology is 

described in detail within this chapter in sections 1 and 2. 

 

3.2-Activity recognition using neural network and based on ambient sensors 
 

The smart apartment is equipped with motion and door sensors distributed throughout 

the space of the house, shown in figure 3.2. Sensor data is captured using a sensor network 

that was designed in-house and is stored in a Structured-Query-Language (SQL) database. 

After collecting data from the smart apartment testbed, the sensor events are annotated for 

ADLs, which are used for training and testing the activity recognition algorithms using neural 

network algorithms. 

3.2.1 Description of ADLs databases 

Databases used in the first section of research were all made by The Centre for 

Advanced Studies in Adaptive Systems(CASAS)[148], [149]. CASAS project is a 

multidisciplinary research project at Washington State University (WSU), which focused on 

the creation of an intelligent home environment. Databases are described in table 3.1. Sensor 

data is captured using a sensor network that was designed in-house and is stored in a database. 

The sensor events are annotated for ADLs, which are used for training and testing the activity 
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recognition algorithms. The four datasets are represented by the same following parameters: 

Date, time, and the value of sensor as well as activity target output.  

The databases contain ADLs which we practice every day in our homes. Sleeping and 

toilet are examples of simple activities to detect that require few steps to achieve them. More 

complex activities like Meal Preparation and Housekeeping use a large number of sensors and 

are more difficult to detect and know. Multi-user activities are done by two people whether 

married or not doing together or concurrently. 

An extract from the Aruba dataset is presented below: 

Date               Time   Sensor ID Value    Target Output 

2010-11-04 00:03:50 M003        ON     Sleeping begin 

2010-11-04 00:03:57 M003       OFF 

………… 

2010-11-04 05:40:42 M007      ON 

2010-11-04 05:40:43 M003      OFF      Sleeping end 

 

This example shows the sensor events that correspond to the Sleeping activity in Aruba 

database. All activities start by begin and finish by end. The frequencies of activities vary 

from one to another. Activities are grouped in to basic or instrumental activities in Aruba and 

Cairo databases to provide physical training data for neural network using BP 

algorithm.Tables3.2 and 3.3hereafterdescribe tasks with the number of times the activity 

appears in the four databases used in the first section of this research thesis. 

 

Table 3.1: Databases description 

Dataset Country  Period  Users  Instances 
N° of ADLs 

performed 

Aruba  Netherlands 
2010-11-04 

2011-06-11 
1 adult  1 719 558 

10 
 

Cairo  Egypt  
2009-06-10 

2009-08-05 
2 adults 

married 
7 264 

13 

Tulum Mexico 
2009-04-02 
2009-07-31 

2 adults 

married 
1513 

10 

Twor United State 
2009-08-24 
2010-05-01 

2 residents 3896 
26 
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Figure 3.1: block diagram summarizing how the methodology of the research was carried out. 
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Figure 3.2: the smart apartment testbed and sensors location in the Aruba apartment 

Table 3.2:  Description of ADLs Activities of Aruba and Cairo Databases 

Activity type Activity Name Activity Description Instances 

 
Activity_0  Sleeping  385 

 Activity_3  Work  133 

Aruba: Activity_4  Relax  1095 

Basic ADL Activity_6  Bed_to_Toilet  155 

 Activity_7  Enter_Home  431 

 Activity_8  Leave_Home  431 

 
Activity_1  Meal_Preparation  1034 

Aruba : Activity_2  Eating  238 

Instrumental   Activity_5  Wash_Dishes  66 

ADL Activity_9  Housekeeping  34 

 
Activity_0  Bed_to_toilet  25 

 Activity_2  R1_sleep  55 

Cairo: Activity_3  R1_wake  58 

Basic ADL Activity_4  R1_work_in_office  46 

 Activity_6  Leave_home  59 

 Activity_9  R2_sleep  58 

 Activity_11  R2_wake  64 

 
Activity_1  Breakfast  49 

Cairo: Activity_5  Dinner  42 

Instrumental ADL Activity_7  Lunch  37 

 Activity_8  Night_wandering  47 

 Activity_10  R2_take_medicine  44 
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Table 3.3: ADLs Activities of Tulum and Twor datasets 

Data set name Activity name Performed by Instances 

 Bathing R1 or R2 86 

 Bed_Toilet_Transition R1 or R2 40 

 Eating R1 or R2 97 

 Enter_Home R1 or R2 137 

 Leave_Home R1 or R2 215 

Twor Housekeeping R1 or R2 1 

 Meal_Preparation R1 or R2 315 

 Personal_Hygiene R1 or R2 1084 

 Sleep R1 or R2 585 

 Sleeping_Not_in_Bed R1 or R2 6 

 Wandering_in_room R1 or R2 20 

 Watch_TV R1 or R2 227 

 Work R1 or R2 937 

 Cook_Breakfast anonymous 80 

 R1_Eat_Breakfast R1 66 

 Cook_Lunch anonymous 71 

 Leave_Home anonymous 75 

Tulum Watch_TV anonymous 528 

 R1_Snack R1 491 

 Enter_Home anonymous 73 

 R2_Eat_Breakfast R2 47 

 Wash_Dishes anonymous 71 

 Group_Meeting Both 11 

 

3.2.2 Feature construction 

To achieve a better representation of ADLs of one and multi-users databases, extracting 

manually a maximum of relevant features seems to be essential. In this trend, an ontology 

approach is used as the feature space to represent the training dataset and extract information 

from raw data. As explained in figure 3.3, a relationship was established between activity and 

other entities. Based on this ontological approach, 17 features are extracted and detailed 

below: 

1- 𝑆𝑖 =
1

𝑛𝑖
∑ 𝑆𝑖𝑘

𝑛𝑖
𝑘=1                                                                                          (3.1) 

Si (3.1) is the means of Sensors ID of activity i, ni is the number of motion and door 

sensors noted in the dataset between the beginning and the end of the activity, and Sik is 

the kth Sensor ID. 
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2- The logical value of the first Sensor ID triggered by the current activity; 

3- The logical value of the second Sensor ID triggered by the current activity; 

4- The logical value of the last Sensor ID triggered by the current activity; 

5- The logical value of before the last Sensor ID triggered by the current activity; 

6- The name of the first sensor triggered by the current activity; 

7- The name of the last sensor triggered by the current activity; 

8- The variance of all Sensor IDs triggered by the current activity:  

9- The beginning time of the current activity; 

10- The finishing time of the current activity; 

11- The duration of the current activity; 

12- The day of week, which is converted into a value in the range of 0 to 6; 

13- Previous activity, which represents the activity that occurred before the current activity; 

14- The activity length, which is the number of instances between the beginnig and the end 

of current activity; 

15- The name of the dominant sensor during the current activity; 

16- The location of the dominant sensor; 

17- The frequance of the dominant sensor. 

 

According to the above-mentioned features, an algorithm was developed on the basis of C++ 

for better assessment of extracting features from row data. A small part of the code was given 

in appendix 1. 

 

Figure 3.3: Ontological representation of activity 
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These 17 features are the largest list of manually well selected features in our research. In an 

earlier work, we extracted 13 features used as inputs to Back-propagation algorithm. Based in 

mRMR features selection method, the feature called ‘the season of the year’ had a less score 

[77].We eliminated this feature in the other works and we had added new features based on an 

ontological approach in order to have more relevant and less redundant features[74]. 

 

3.2.3 mRMR for supervised features selection 

After features construction, features selection is an important step especially after an 

automatic construction of the features. Supervised features selection is the earliest and most 

common practice. Supervised feature selection utilizes the labelled data in the feature 

selection process. A better understanding of the desired target and algorithm used in learning 

steps helps in choosing the features selection method to be used. Based on this criterion, we 

choose Minimal Redundancy and Maximum Relevancy (mRMR) method as supervised 

feature selection method[150]. This approach is based on the use of features relevance and 

redundancy in the selection process. The relevance is calculated by using mutual information. 

The redundancy of a feature is determined based on mutual dissimilarity to other features. 

Features values are uniformly distributed in different classes. If a feature is strongly 

differentially expressed for different classes, it should have large mutual information with 

classes. Thus, we use mutual information as a measure of relevance of features. For discrete 

variables, the mutual information (I) (in formula 3.2) of two variables x and y is defined based 

on their joint probabilistic distribution p(x,y) and the respective marginal probabilities p(x) 

and p(y): 

 

                                         (3.2) 

 

For categorical variables, we use mutual information to measure the level of “similarity” 

between features. The idea of minimum redundancy is to select the features that are mutually 

maximally dissimilar. Let S={S1,S2, … , Ss} denote the subset of features we are seeking. The 

minimum redundancy condition is: 

                                                           (3.3) 
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Where I(fi, fj) is the mutual information between feature fi and fj, s is the number of features in 

S and WI∈[W1,Ws] . To measure the level of discriminant powers of features when they are 

differentially expressed for different target classes T={T1,T2,… Tt}, we again use mutual 

information between the targeted classes and the features. Thus, the maximum relevance 

condition is to maximize the total relevance of all features in S:  

                                                                (3.4) 

Where VI∈ [V1, Vs]. The mRMR features set is obtained by optimizing conditions in the two 

equations described above. Optimization of both conditions requires combining them into a 

single criterion function. After several tests we choose a simple subtraction for this 

combination, that we found more suitable for the learning part, below is the equation used. 

                                                                                       (3.5) 

3.2.4 Autoencoderfor unsupervised feature selection 

After testing the best-known method in supervised feature selection, we proceeded to 

test another method in unsupervised features selection to compare them and select the most 

suitable for learning phase. In the unsupervised features selection, label information is directly 

unavailable, which makes the task of features selection more challenging. Nevertheless, it has 

several advantages, e.g., it is unbiased since there is no need to utilize experts or data analysts 

to categorize the samples and it still can perform well even when no prior knowledge is 

available. 

Autoencoder as an unsupervised features selection, can select the most important 

features by excavating both linear and nonlinear information among features. 

An autoencoder is an artificial deep neural network used in unsupervised learning for features 

selection. Architecturally, it is composed by an input layer, an output layer and one or more 

hidden layers connecting them. As showed in figure 3.4, unsupervised learning consists of 

two parts: encoder and decoder. The encoder takes an input vector x ∈[0, 1]d, and maps it to a 

hidden layer y∈[0,1]d’ through a deterministic mapping y= fθ(x) = s(Wx + b), parameterized 

by θ = {W, b }. W is a d’×d weight matrix and b is a bias vector. The resulting latent 

representation y is then mapped back to the decoder or a “reconstructed” vector z∈[0,1]din 

input space z = gθ’(y) = s(W’y + b’) with θ’= {W’,b’}. The weight matrix W’ of the opposite 
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Figure 3.4: Unsupervised Autoencoder Learning architecture 

mapping may optionally be constrained by W’= WT, in which case the autoencoder is said to 

have tied weights. y= fθ(x) = s(Wx + b), parameterized by θ = {W, b }. W is a d’×d weight 

matrix and b is a bias vector. The resulting latent representation y is then mapped back to the 

decoder or a “reconstructed” vector z∈[0,1]din input space z = gθ’(y) = s(W’y + b’) with θ’= 

{W’, b’}. The weight matrix W’ of the opposite mapping may optionally be constrained by 

W’= WT, in which case the autoencoder is said to have tied weights. Each training x(i) is thus 

mapped to a corresponding y(i) and a reconstruction z(i). The parameters of this model are 

improved to reduce the average reconstruction error. Once we have a useful higher-level 

representation of the initial inputs, they are conducted to the second part: the supervised 

learning. 

3.2.5 Human activity recognition using Neural Networks 

Using these two techniques of features selection, supervised and unsepervised, we 

built different data sets as input to neural network agorithms. Back-Propagation algorithm is 

the first network algorithm tested to recognise human activities. Back-propagation algorithm 

attempts to associate a relationship between the input layer and the output layer, by 

computing the errors in the output layer and determining the measures of the hidden layer 

output errors, so as to adjust all weights connections (synaptic weights ) of the network in the 

iterative process until the errors decrease to a certain tolerance level. 

Initially, before adjusting weights, they will be set randomly. Then, the neuron learns 

from the training subset and corrects weights value, finally loads to the testing mode. Our 

network contains only one hidden layer according to Kolmogorov's theorem which proves 

that the network might be capable to have better performance using one hidden layer. If the 



59 
Doctorate Thesis – N. OUKRICH Mohammed V University  

number of input neuron is n, and the inputs are normalized between 0 and 1, a network with 

only one hidden layer exactly maps these inputs to the outputs. 

In the output layer, Oj the value of the neuron, netj is the jth value of the sum of the 

weighted values of hidden nodes. 

Yj = f(netj)                                 j={1,2, … m}                                              (3.6) 

𝑛𝑒𝑡𝑗 =  ∑ 𝑤𝑘𝑗𝐻𝑘
ℎ
𝑘=0 k={1,2,…, h}(3.7) 

Where wkj is the weight between the kth  neuron in hidden layer and the jth  neuron in output 

layer.  

Hk = f(netk)                               j={1,2, … m}                                                (3.8)  

𝑛𝑒𝑡𝑘 =  ∑ 𝑤𝑖𝑘𝑋𝑖
𝑛
𝑖=0 i={1,2,…, n}   (3.9) 

Xiis the input value of the ith neuron in input layer, netk is the kth value of the sum of the 

weighted values of input nodes. The active function f  in (3.6) and (3.8) is Sigmoid function: 

𝑓(𝑥) =
1

1+𝑒𝑥   (3.10)  

The objective of BP approach is to minimize not only local error (3.10) but also minimize the 

sum-squares-error function defined by:     

E =
1

2
(D − O)2 =

1

2
∑ (dj −  oj)

2m
j=1                                                            (3.11)  

We can minimize this error by applying the gradient descent rule to each weight  between the 

kth neuron in hidden layer and the ith neuron in input vji neuron k by the equation in the 

titeration, the value of modification of the weight between the jth neuron in output layer and 

the kth neuron in hidden layer, is: 

𝑤𝑗𝑖(𝑡) = 𝑤𝑗𝑖 (𝑡 − 1) + 𝜂𝛿𝑗(𝑡)𝑦𝑖(𝑡)                                                                  (3.12) 

With: 

𝑖𝑓 𝑗 ∈ 𝑜𝑢𝑡𝑝𝑢𝑡 𝑙𝑎𝑦𝑒𝑟   𝛿𝑗(𝑡) = 𝑦𝑗(𝑡) (1 − 𝑦𝑗(𝑡)) × 𝑒𝑗(𝑡)                           (3.13) 

𝑒𝑙𝑠𝑒                               𝛿𝑗(𝑡) = 𝑦𝑗(𝑡) (1 − 𝑦𝑗(𝑡))                                       (3.14) 

0 <η <1 

Where η is the learning rate. i is hidden layer and j is the output layer or i is the input layer and 

j is the hidden layer. These operations will be repeated until the error E(t) is greater than a 

predefined threshold or since the limit of iterations is not yet reached. 

 

3.2.6 Human activity recognition using Deep Neural Networks 
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Testing deep neural network is an important step in this research in order to have a 

complete vision of neural network algorithm. Deep Belief Networks had proved its strong 

learning power in the field of activity recognition especially with incomplete and small data. 

DBN is stacked and trained in a greedy manner using Restricted Boltzmann Machines 

(RBM). In fact, DBN has two basic parts: pre-trainnig and fine-tuning. Once the network is 

pre-trained based on RBM, fine-tuning is performed using supervised gradient descent. 

Specifically, a logistic regression classifier is used to classify the input based on the output of 

the last hidden layer of the DBN. That is, once the weights of the RBMs in the first hidden 

layer are trained, they are used as inputs to the second hidden layer. Figure 3.5 shows the 

three hidden layers that are being used in this work. According to Hinton et al. proposal, this 

work is based on the contrastive divergence (CD) algorithm to train RBM in supervised 

scenario. 

 

Figure 3.5: Structure of a DBN used in this work with 17 neurons in input layer and 3 hidden layers 

 

3.2.7 Support Vector Machines for ADLs Classification 

To compare neural network algorithm with other machine learning algorithm, SVM is 

chosen because it proves strong in several ADLs recognition problems.SVM have been 

widely used to solve classification problems since their invention[151]. Support Vector 

Machines (SVMs) were introduced by Vapnik [152]. SVM classifier deals with two-category 

classification problems. Given a training sample set{(𝑥𝑖 , 𝑦𝑖), 𝑖 = 1, . . . , 𝑛, 𝑥𝑖  ∈ 𝑅𝑑 , 𝑦𝑖 ∈

 {+1, −1}}, where xi is the feature vector, yi is the label; SVM is developed for finding the 

optimal classification plane in the case of linear separability. The aim of SVM classifier is to 
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maximize the margin between two categories besides distinguishing them. Under the case of 

linear separability, the optimal hyper plane can be constructed by solving an optimization 

problem: 

𝑚𝑖𝑛         𝜃(𝑤) =
1

2
 (𝑤. 𝑤)                                                                                (3.15) 

s.t.   𝑦𝑖((𝑤. 𝑥𝑖) + 𝑏) >= 1, 𝑖 = 1, . . . . , 𝑛 

whose dual problem is: 

max𝑊(∝) = ∑ ∝𝑖
𝑛
𝑖=1 −

1

2
∑ ∝𝑖∝𝑗 𝑦𝑖𝑦𝑗(𝑥𝑖

𝑛
𝑖𝑗=1 , 𝑥𝑗)                                         (3.16) 

s.t. ∑ ∝𝑖
𝑛
𝑖=1 𝑦𝑖 = 0, ∝𝑖>= 0, 𝑖 = 1, . . . , 𝑛  

If a is a solution of equation (3.15), then 𝑤 = ∑ ∝𝑖 
∗𝑛

𝑖=1 𝑦𝑖𝑥𝑖. Choose an∝𝑖 ≠ 0, and the 

corresponding solution b is computed from thee quation ∝𝑖 (𝑦𝑖(𝑤. 𝑥𝑖 + 𝑏) − 1) = 0. Then 

the label of anunknownsample x can be decided through gn[w.x+b]. 

In practical applications, the linearly separable condition can not always be met in most of the 

case. Therefore, a relaxation variable𝜀𝑖 ≥ 0and a mapping ∅(𝑥) are introduced to get a 

nonlinearsupport vector machine[152]. The optimal hyper plane can also be constructed by 

calculating the following optimization problem: 

𝑚𝑖𝑛         𝜃(𝑤) =
1

2
 (𝑤. 𝑤) +  𝐶 ∑ 𝜖𝑖

𝑛
𝑖=1                                                                      (3.17) 

s.t.         𝑦𝑖((𝑤. ∅(𝑥)) + 𝑏) ≥ 1, 𝑖 = 1, . . . . , 𝑛 

where C is a penalty factor. Its dual problem is: 

max𝐿(∝) = ∑ ∝𝑖
𝑛
𝑖=1 −

1

2
∑ ∝𝑖∝𝑗 𝑦𝑖𝑦𝑗𝐾(𝑥𝑖

𝑛
𝑖𝑗=1 , 𝑥𝑗)                                                (3.18) 

s.t.                ∑ ∝𝑖
𝑛
𝑖=1 𝑦𝑖 = 0,  0 ≤∝𝑖≤ 𝐶,   𝑖 = 1, . . . , 𝑛  

 

where K(xi,yi) is a kernel function satisfying the Mercer condition. There are several 

commonly used kernel functions, such as linear kernel, RBF kernel, and polynomial kernel. 

 

3.3- Activity recognition using appliance recognition 
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We have stated another objective: is to reduce the costs of maintenance and 

installation of motion and door sensors in the house, and to recognise human activities in a 

normal house without additional sensors system. We have proposed a system for identifying 

load signatures of appliances with the aim to ensure the recognition of human activities. This 

approach consists in recognizing human activities inside the house trough the extraction of the 

load signatures of the appliances used at home based on power analysis at the steady-state.  

3.3.1 Description of the tracebase data set used in appliance recognition 

The tracebase data set used in section 2 is a collection of power consumption traces of 

appliances which can be used in appliance recognition inside home. Tracebase has been 

collected from individual electrical appliances, at an average reporting rate of one sample per 

second[153]. 

Traces were recorded over a period of 24 hours. Each trace starts at midnight and ends 

at midnight the next day. The smart plug was not disconnected during this period even if the 

device had been switched off. Table 3.4 shows details about the appliances used and the 

number of load signatures instances for each appliance. We have chosen seven classes that are 

the most known in residential sector such as refrigerator, washing machine, laptop and so on. 

This database is used to extract load signatures of appliances. 

 

Table 3.4Number of instances prepared from Tracebase dataset for each appliance. 

Appliance  Number of load signatures instances 

Refrigerator  1026 

Washing machine  56 

Laptop-PC  482 

Desktop-PC  1728 

Monitor TFT  818 

Router  455 

Multimedia  111 
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3.3.2 Feature extraction using DWT 

Load signature is a sequence of values that varies during time; in this case values are 

real power. formally a load signature can be represented by Ls = {ls1, ls2, ls3,…,lsn} where Ls is 

the whole load signature of appliance ls is the recorded value of real power and n is total 

number of values. The number of observation, high dimensionality and multivariate property 

make the classification difficult. To reduce the size of data and denoised it Discrete Wavelet 

Transform is performed to extract approximate coefficients that represent the whole signal. 

Decomposition of signal is generated as a tree known as Mallat’s decomposition tree that is 

shown in Figure 3.6.Ls(n) is the load signature and the high and low filters are represented 

respectively by h and g. The first and second wavelet details are d1 and d2. The second level 

approximation is represented by a2which represents the input of classifiers. 

 

3.3.3 Classifiers used in appliance recognition 

In the second section of this thesis, nine classifiers are implemented belonging to eight 

distinct families in order to recognise appliances inside home, namely, nearest-neighbours, 

support vector machines, decision trees, random forests, Boosting, Bayesian, discriminant 

analysis. Above, the implemented classification algorithms were briefly introduced. 

Algorithms described below are implemented using Sklearn library[154]. 

 

3.3.3.1 K-Nearest Neighbours (KNN) 

 

KNN[69] is one of the most simple and fundamental classifier, based on the minimal distance 

Figure 3.6: Discrete wavelet transform with two levels 
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between the training dataset and the testing dataset. This algorithm is widely used to solve the 

classification problems. 

 

3.3.3.2 Support vector machine (SVM) 

Described in detail in this chapter (3.1.7). 

 

3.3.3.3 Decision Trees Classifier (DT) 

 

DT is composed of nodes structured like a tree[155]. Nodes relate to direct edge from starting 

root node. Internal nodes are created with one incoming edge and producing two or more than 

two edges in this level. Values are compared to choose the right decision according to the 

feature; DT ending with terminal nodes, and Discrete Wavelet Transform and Classifiers for 

Appliances Recognition. 

 

3.3.3.4 Random Forest Classifier (RF) 

 

Random forests use multiple trees. Each tree depends on random vector values that tested 

independently with the same distribution for all trees in the forest. Each tree makes its own 

decision and the final decision is completed based on voting. Where the decision of a 

significant part of trees is the decision of overall outcome. 

3.3.3.5 Adaboost Classifier (ADA) 

 

An ADA classifier is a popular boosting technique. This classifier helps to combine multiple 

classifiers that perform poorly into a single strong classifier, beginning by fitting a classifier 

on the original dataset and then fitting additional copies of the classifier on the same dataset. 

However, when the weights of incorrectly classified instances are adjusted, the subsequent 

classifiers focus more on difficult cases. 
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3.3.3.6 Gradient Boosting classifier (GB) 

 

GB[156] is one of the most powerful machine-learning techniques for building predictive 

models. GB approach is based on construction of new base-learners to be excellently linked 

with the negative gradient of the loss function that connected with the whole ensemble. The 

choice of the loss function may be arbitrary, with both of rich variety of loss functions derived 

distant and the possibility of applying one’s own task-specific loss. 

 

3.3.3.7 Gaussian NB (GNB) 

 

GNB[157] subdivided inputs into continuous variables and outputs as discrete 

variables. GNB is characterized by the conditional probability between features that given the 

label. 

Supervised classification with conditional Gaussian networks increasing the structure 

complexity from naive Bayes. 

 

3.3.3.8 Linear Discriminant Analysis (LDA) and Quadratic Discriminant Analysis 

(QDA) 

LDA is widely used for dimensionality reduction and classification. This technique 

maximizes the ratio between classes. This approach is known as class dependent 

transformation. Also, it can be used to create independence between different classes, QDA 

has the same property as LDA but the observations in QDA are separated by aquadratic hyper 

plane. 

3.3.4 Activity recognition based in appliance recognition 

The second phase of this method, corresponding to the developing and the designing 

of an algorithm for recognizing activities through the use of appliances. For this algorithm, 

the algorithm of appliance recognition (detailed in appendix 3) was repeated and was 

improved following the experiments that have helped to create the database of load 
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signatures. Table 3.4 describe household appliances whose we monitored and determined the 

load signature previously. 

Table 3.5 presents a list of human activities monitored using appliance recognition. 

For each appliance, we linked one or more activities. Those daily activities are done by one 

resident living alone in their house. Multimedia is installed in bedroom and is only used to 

listen to music, while the Desktop-PC is installed in office (work room). We have assumed 

that the resident does not have a TV and uses their laptop-PC to watch TV online. Those 

activities are based on appliances recognition. Those algorithms below were developed and 

used in activity recognition phase. 

Table 3.5: a list of human activities monitored using appliance recognition 

Appliance Human Activity recognized 

Refrigerator  

Kitchen activities: 

Overly Open Refrigerator 

Close refrigerator: refrigerator in standby 

Washing machine  

Laundry: 

Turn on washing machine 

Turn off washing machine 

Laptop-PC  

Watch TV: 

Turn on Laptop-PC  

Turn off Laptop-PC 

Desktop-PC  

Work: 

Turn on Desktop-PC  

Turn off Desktop-PC 

Monitor TFT  

Work: 

Turn on Monitor TFT  

Turn off Monitor TFT 

Router  
Enter home/ Leave home: 

Detection of appliances using Wi-Fi 

Multimedia  
Relax  

Listen to music in bedroom 

 

Algorithms for recognizing activities using devices are presented below. Activities to 

be recognised are based on household appliances which load signature were monitored and 

determined previously. The second phase consists of recognising 7 daily activities of one 
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resident in kitchen, bed room and work room. We have tried to link the use of appliances to 

detect various activities even if it appears that no relation exists between activities and 

appliances. In fact, when the modem detects an appliance connected to the network, generally 

a smart phone, it may indicate the presence of the resident is inside the house (general cases). 

These recognized activities are limited to a specific case with a very restrictive daily life 

routine of a model resident. 

 

Output: Kitchen activities 

Do 

If refrigerator power > threshold and the last “Yes” event was detected for less than 10 min 

 Activity detected is: Kitchen activities 

Else if refrigerator power < threshold for more than 10 min 

 No activity detected, refrigerator in standby 

End  

End 

Until the monitoring is stopped 

 

Output: Laundry 

Do 

If Washing machine power is ON 

 Activity detected is: Laundry 

Else if Washing machine power is OFF 

 No activity detected 

End  

End 

Until the monitoring is stopped 

 

Output: Watch TV 

Do 

If Laptop-PC power is ON  

 Activity detected is: watching TV 



68 
Doctorate Thesis – N. OUKRICH Mohammed V University  

Else if Laptop-PC power is OFF 

 No activity detected 

End  

End 

Until the monitoring is stopped 

 

 

Output: Work 

Do 

IfDesktop-PC power > threshold and Monitor TFT> threshold 

 Activity detected is:Work 

Else ifDesktop-PC power < threshold or Monitor TFT< threshold 

 No activity detected 

End  

End 

Until the monitoring is stopped 

 

Output: Enter home/ Leave home 

Do 

IfRouter power> threshold and the last ‘on’ event was detected for more than 60 measures 

 Appliance detected, phone detected 

 Resident enter home 

Activity detected is:Laundry 

Else ifrouter active power < threshold and the last ‘on’ event was detected for more than 60 

measures 

 No activity detected 

 Resident leave home 

End  

End 

Until the monitoring is stopped 
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Output: Relax 

Do 

IfMultimedia power > threshold  

 Activity detected is:Relax 

Else ifMultimedia power < threshold  

 No activity detected 

End  

End 

Until the monitoring is stopped 

 

The implementation of recognition algorithms is made using python code and running 

using Linux system. The recognition of these activities is relatively simple since it based on 

ILM where each appliance is linked to its smart plug which detects fluctuations of appliance 

linked in. 

3.3.5 Limitations and advantages of this method 

Despite multiple advantages of this approach it has some limitations. For example, it is 

clear that the algorithm will not allow the recognition of daily activities that require no 

electrical power supply such as ingesting drugs, taking a shower, brushing teeth, preparing a 

sandwich, opening the door of refrigerator, etc. cannot be recognized. Although these daily 

activities are very important for building a smart home, they cannot be considered by this 

method, because it focuses specifically on power-consuming activities.  

However, it would be possible to add a water flow analyser to detect the events 

requiring a water supply. Also, the installation of supplementary sensors and existing ones 

could help to strengthen measures for the recognition of activities, but it is beyond the scope 

of this approach. It is important to note that the combination of all these suggested 

measurement tools will be beneficial to the improvement and optimization of the recognition 

of activities in smart home. 

Finally, the step of load signature extraction for each different appliance is a constraint 

that could eventually disappear. To do this, we should develop techniques that would 

recognize the new devices that have never been used before within the smart home and add 

them automatically to database with their features. Furthermore, through gathering data 
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during the on/off events of a same device, this algorithm could adjust and improve 

progressively the appropriate load signature recorded in the database after the event has been 

associated to the corresponding appliance. This modification would maximize the time 

allocated to the construction of the database. 

3.4 Conclusion 
 

All databases used in simulation phase were presented as shown in tables3.2 and 

3.3.Our methodology was graphically presented in figure 3.1. We have used neural and deep 

neural network to recognise human activity using ambient sensors combined with several 

features selection method in order to compare results and define the influence of each method 

in learning accuracy. Moreover, load signatures of appliances were presented using an 

automatic pre-processing based on Discrete Wavelet Transform, in order to identify the most 

accurate classifier between nine classifiers for appliances recognition using a low frequency 

sampling rate dataset. Finally, the algorithm for recognizing pre-defined activities using 

devices was detailed. 

In the next chapter, results of using ambient sensors and based on several neural and 

deep neural networks are presented and discussed in detail. Moreover, the next chapter 

presents our future work in this emerging field. 
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CHAPTER 4: 

ACTIVITY RECOGNITION USING NEURAL 

NETWORKS AND AMBIENT SENSORS 

 

 

In this chapter, we perform several simulations of databases using machine learning 

algorithms and feature selection techniques. The objective of this study is to raise accuracy of 

activity recognition of one and multiple residents at home. Several neural and deep neural 

networks algorithms combined with feature selection techniques are trained and lead to 

different results.  
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4.1- Introduction 
 

Several simulations are made in order to validate our approaches and compare them. 

Those simulations are based on open sources databases delivered by The Centre for Advanced 

Studies in Adaptive Systems (CASAS)[148], [149]. The objective of this chapter is to prove 

by simulations the utility of our approaches to raise accuracy of activity recognition of one 

and multiple residents at home. Several neural and deep neural networks algorithms combined 

with feature selection techniques are trained and lead to different results. 

To validate the relevance of our approaches, they are compared with other popular 

methods. A part of our developed algorithm is available in Appendix 1, while the 

implementation of the DBN algorithm is explained in detail in Appendix 2. 

 

4.2- One user activity recognition using back-propagation algorithm and 

mRMR feature selection 

 

In the smart home, 11 test bed activities are to be recognized from Aruba database. These 

activities include both basic and instrumental ADLs. These activities are described in chapter 

3.  

4.2.1 Parameters 

In our first work [77], we have classified the features according to the mRMR score in 

order to obtain better recognition accuracy, as described in table 4.1. The dataset was tested 

with total features, then features were eliminated one by one and tested each time, results 

were compared as explained below: 

Table 4.1: features classification based in their mRMR score 
 

f f8 f7 f9 f12 f11 f2 f4 f6 f1 f3 f5 f10 f13 

S 3.065 3.063 2.712 1.998 1.570 0.835 0.821 0.793 0.770 0.437 0.109 0.041 0.028 

 

Parameters of neural network using BP algorithm are listed in Table 4.2Thevalue of each feature is 

normalized as Multilayer perceptron model 𝑋𝑛 =  
𝑋

𝑋𝑚𝑎𝑥
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Table 4.2:  parameters of neural network using bp algorithm 

 

Learning rate η Number of iteration Error threshold 

0.1 2000 0.01 

 

Where X is the value before normalization; Xmax is the largest value for each feature and 𝑋𝑛 is 

the value of normalized feature. All11activities were performed in neural network using BP 

algorithm, output contains 11 neurons and only one node produces an output close to 1 when 

present with a given activity and all others close to 0. In the test, the activity recognition 

accuracy is performed in two methods, first referring to a threshold to choose the result. In 

this research we have chosen a threshold equal to 0.7.e.g.if the output vector is {0.30.4 0.2 0.60.2 

0.00.90.10.10.10.5} the corresponding recognition result is activity 6.The second, called the winner, 

chooses the maximum output vector value that corresponds in the recognition result. Table 

4.3 presents the comparison results of the two methods of activity recognition accuracy of the 

different feature datasets; the subsets are described as: 

 

Subset 1: all features without selection; 

Subset 2: all features are selected except {f13};  

Subset 3: all features are selected except {f13, f10};  

Subset4: all features are selected except {f13,f10,f5}; 

Subset5: all features are selected except {f13,f10,f5,f3};  

Subset6:all features are selected except {f13,f10,f5,f3,f1}. 

 

4.2.2 Results 

Table 4.3 shows the comparison results of activity recognition  accuracy performance 

of the six different feature subsets. It can be seen that the activity 

recognitionaccuracyislowerforsubset 1 then subset 2, Subset 6 has relatively higher proportion 

of recognitionaccuracySelecting Subset 6 generates the best result and represents 

therelativelybetterrecognitionthanotherswithfewerinstances. 

Exactly,thewinnermethodyields96%and82%forthethreshold 

methodforanumberofneuronsinthehiddenlayerequalto13 with only 8 features. The variance of 



74 
Doctorate Thesis – N. OUKRICH Mohammed V University  

Sensor IDs with low mutual information score value means that redundant information 

degrades the recognition performance of neural network using BP algorithm. Therefore, the 

results indicate that the improper selection of the number of neurons increases the 

computational complexity and degrades the activity recognition accuracy. In sum, considering 

the factors including total accuracy and training error convergence rate, the feature subset is 

set to Subset6. 

 

Table 4.3: results of recognition accuracy performance with the four different feature subsets 

 Hidden neurons Accuracy threshold (%) Accuracy winner (%) 

 13 66 88 

 14 54 90 

 15 58 92 

Subset 1 16 54 90 

 17 56 88 

 18 62 88 

 19 60 88 

 20 66 88 

 12 72 92 

 13 74 90 

 14 66 86 

Subset 2 15 72 88 

 16 70 88 

 17 68 88 

 18 70 92 

 19 70 94 

 11 66 88 

 12 68 92 

 13 68 90 

Subset 3 14 70 90 

 15 66 92 

 16 72 92 

 17 62 88 

 18 66 84 

 10 70 90 

 11 72 92 

 12 72 90 

Subset 4 13 70 92 

 14 68 90 

 15 70 90 

 16 66 90 

 17 70 90 
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Table 4.3: continued 

 9 78 90 

 10 78 94 

 11 78 94 

Subset 5 12 68 94 

 13 78 92 

 14 74 94 

 15 76 96 

 16 76 92 

 8 76 92 

 9 72 92 

 10 78 94 

Subset 6 11 76 94 

 12 78 92 

 13 82 96 

 14 74 92 

 15 74 94 

 

We have use dback-propagation algorithm for training the network and mRMR 

technique to choose features. We conclude that different feature sets and different numbers of 

neurons in hidden layer generate different human activity recognition accuracy, the selection 

of unsuitable feature sets increases influence of noise and degrade the human activity 

recognition accuracy. To improve human activity recognition accuracy, an effective approach 

is to properly select the feature subsets. The main benefit of mRMR feature set is that by 

reducing mutual redundancy within the feature set, these features capture the class 

characteristics in a broader scope. 

4.3- Multi-user activity recognition using back-propagation algorithm and 

mRMR feature selection 

 

For multi-user activity recognition, back-propagation algorithm and mRMR feature 

selection were applied with the same parameters to Cairo Database (described in chapter 3 

and table 3.2). This database describes activities done by two married adults. Table 4.5 

presents the comparison results of the two methods of activity recognition accuracy of the 

different feature datasets and the performance measures of multilayer perceptron neural 

network using BP algorithm. The subsets are described based on mRMR classification 

presented in table 4.4. 
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Subset 1: all features without selection; 

Subset 2: all features are selected except {f8}; 

Subset 3: all features are selected except {f8, f12}; 

Subset 4: all features are selected except {f8, f12, f2}; 

Subset 5: all features are selected except {f8, f12, f2, f5}; 

Subset 6: all features are selected except {f8, f12, f2, f5, f1}; 

Subset 7: all features are selected except {f8, f12, f2, f5, f1, f3}. 

 

Table 4.4: features classification based in their mRMR score 
 

f f9 f10 f11 f14 f13 f17 f6 f7 f15 f16 f4 f3 f1 f5 f2 f12 f8 

s 3.59  3.57  3.32  2.89  2.18  2.15  1.93  1.90  1.60 1.30  0.19  0.10  0.06  0.05  0.03  0.02  0.01 

 

Table 4.5: Comparison results of the two method of activity recognition accuracy of the different feature datasets 

 Hidden neurons  Accuracy-threshold (%)  Accuracy-winner (%) 

 
17 88 92 

 18 80 90 

 19 82 90 

 20 80 90 

Subset1 21 82 92 

 22 88 92 

 23 90 90 

 24 94 96 

 16 88 90 

 17 96 98 

 18 84 92 

 19 84 92 

Subset 2  20 86 94 

 21 80 88 

 22 82 92 

 23 84 90 

 
15 80 96 

 16 82 90 

 17 90 96 

Subset 3 18 80 88 

 19 86 94 

 20 80 90 

 21 74 86 

 22 80 88 

 
14 78 92 

 15 82 92 

 16 80 92 

Subset 4 17 94 96 

 18 78 90 

 19 82 92 

 20 70 90 

 21 76 90 
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Table 4.5: continued 

 
13 74 82 

 14 96 99 

 15 74 86 

 16 70 90 

Subset 5 17 94 99 

 18 78 88 

 19 74 94 

 20 70 86 

 12 84 94 

 13 72 94 

 14 72 90 

Subset 6  15 76 90 

 16 74 88 

 17 88 94 

 18 74 86 

 19 70 90 

 
11 68 88 

 12 70 86 

 13 68 86 

Subset 7 14 78 96 

 15 74 88 

 16 66 86 

 17 80 92 

 

Table 4.5 shows the comparison results of activity recognition accuracy performance 

of the seven different feature subsets. It can be seen that the activity recognition accuracy is 

lower for subset 1 a bit more in subset 2 … etc. Subset 5 has relatively higher proportion of 

recognition accuracy. However, in the subset 6 and 7, the accuracy rate decreases. Obviously, 

if the number of features is quite low the recognition performance of neural network using BP 

algorithm degrades .Selecting Subset 5 generates the best result and represents the relatively 

better recognition than others with fewer instances. Exactly, the recognition accuracy has 

been improved to 99% in the winner method and 96% in the threshold method for a number 

of neurons in the hidden layer equal to 14 with only 13 features. The variance of Sensor IDs 

with low mutual information score value means that redundant information degrades the 

recognition performance of neural network using BP algorithm. Therefore, the results indicate 

that the improper selection of number of neurons increases the computational complexity and 

degrades the activity recognition accuracy. In sum, considering the factors including total 

accuracy and training error convergence rate, the best features subset is set to Subset 5. 



78 
Doctorate Thesis – N. OUKRICH Mohammed V University  

Back-propagation algorithm is used for training the network and mRMR 

technique is used for choosing adequate features between proposed ones. We conclude that 

different features set and different number of neurons in hidden layer generate different 

multi-users activity recognition accuracy, the selection of unsuitable feature sets 

increases influence of noise and degrades the human activity recognition accuracy. To 

improve human activity recognition accuracy, an effective approach is to properly 

select the feature subsets.  

 

4.4- Human activity recognition using autoencoder and back-propagation 

algorithm 

 

4.4.1 Autoencoder and BP Algorithm Parameters for Activity Recognition 

The values of each feature of both data setsare normalized as X= 
𝑋

𝑋𝑚𝑎𝑥
 where X is the 

actual value and Xmax is the largest value for each feature. The weight of each neuron of 

autoencoder is initialized randomly between -1 and 1. In back propagation, only one hidden 

layer is adopted. In supervised learning, the number of neurons in the input layer is equal to 

the number of features of the selected features subset. The number of neurons in the output 

layer is equal to the number of activities to be recognized in the data set. In addition, the 

number of the hidden neurons are between the size of the input layer and the size of the output 

layer. It can be seen in Figure4.1 that neural network using BP algorithm tends to converge in 

40,000 iterations using initial data sets of Cairo and Aruba. Weadopted 40,000 iterations for 

all data sets, but the optimal number of iterations change a lot depending on the number of 

features in the data set. The 3-foldcross validation is applied on three algorithms data under 

the same conditions to ensure that the experimental comparison is fair. 

 

Table 4.6. Parameters of Neural Network Using BP Algorithm 

Learning rate η Number of iteration Error threshold 

0.01  40 000  0.01 
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Figure4.1: Number of Iterations Depends on the Gradient Error 

4.4.2 Results discussion 

First, we report on the first results of total activity recognition accuracy for the two 

initial subsets Cairo and Aruba (described in chapter 3 and table 3.2). Thirteen features 

generate those two data sets. Table 4.7 show accuracy results of the two initial subsets Cairo 

and Aruba. Those results are presented before any data manipulation. It can be seen that the 

highest average of recognition accuracy performance of neural network using BP algorithm 

for the initial Cairo and Aruba subsets, are 85.74% and 87.38% respectively. In the majority 

of cases, the accuracy of basic activities is higher than instrumental ones, since basic activities 

are simple and require one or two sensors to be detected. Otherwise, the instrumental activity 

is more complex and requires a series of sensors to detect it. After creating subsets with 

reconstructed features using autoencoder. We present only the results of subset 1 that consists 

of 12 features, subset 2 consists of 14 features, subset 3 consists of 16 features, subset 4 

consists of 18 features, and subset 5 that consists of 20 features. The results, in tables 4.7–

4.12, reveal that the highest average accuracy of BP algorithm using autoencoder is 91.46% 

for Aruba dataset and 90.62% for Cairo dataset. Tables 4.8–4.12 show the comparison results 

of recognition accuracy performance of neural network using BP algorithm for the five 

feature reconstructed subsets with different numbers of neurons of hidden layer. Activity 

recognition accuracy is lower for Subset 2 and Subset 3. It can also be found that for Subset 5, 

activity recognition accuracy is better than those previous subsets. Subset 6 presents the 

relatively higher proportion of recognition accuracy with 20 features; Subset 6 presents the 

best constructed representation of input. We clearly see a strict ordering: autoencoder pre-
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training being better than no pre-training. From the results, we can note that autoencoder not 

only change dimensionality, but can also detect repetitive features and reconstruct new 

powerful ones, which can lead to good results. To avoid that the autoencoder copies the 

individual elements from the input vector, number of neurons in hidden layer should be 

different than number of neurons in input layer. In our case, most of features are significates, 

the compression is not useful. It is proved by the simulations carried out in this research that 

the reconstructed input layer using autoencoder with a higher number of features extracts a 

meaningful structure. 

Table 4.7: Activity Recognition Accuracy for the Two Initial Subsets: Aruba and Cairo 

  Aruba    Cairo   

 
Hidden 

neurons 

Basic 

ADL 

Instrumental 

ADL 
Total  

Hidden 

neurons 

Basic 

ADL 

Instrumental 

ADL 
Total 

 10  88,58  82,78  85,68  12  82,56  84,33  83,445 

 11  89,2  85,57  87,38  13  83,48  83,13  83,305 

Subset 1 12  88,58  84,05  86,315  14  81,65  80,72  81,185 

13  13  87,34  83,29  85,315  15  82,56  83,13  82,845 

features 14  86,84  83,8  85,32  16  81,65  81,92  81,785 

 15  86,6  83,79  85,195  17  87,15  84,33  85,74 

 16  87,09  83,79  85,44  18  85,32  84,32  84,82 

 17  87,22  83,04  85,13  19  80,73  83,13  81,93 

 18  87,22  82,53  84,875  20  81,65  81,93  81,79 

 

Table 4.8: Accuracy of Different Hidden Neurons of Subset 2 

 
  Aruba   Cairo   

 
Hidden 

neurons 

Basic 

ADL 

Instrumental 

ADL 
Total  

Hidden 

neurons 

Basic 

ADL 

Instrumental 

ADL 
Total 

 10  93,42  76,27  84,845  12  88,2  79,52  83,86 

Subset 2 11  90,75  76,35  83,55  13  88,2  77,81  83,005 

12 

features 
12  90,42  76,77  83,595  14  91,04  78,38  84,71 

 13  90,5  76,19  83,345  15  89,34  79,52  84,43 

 14  90,5  75,94  83,22  16  89,34  79,52  84,43 
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Table 4.9 Accuracy of Different Hidden Neurons of Subset 3 

 

 
 Aruba     Cairo   

 
Hidden 

neurons 

Basic 

ADL 

Instrumental 

ADL 
Total  

Hidden 

neurons 

Basic 

ADL 

Instrumental 

ADL 
Total 

 10  92,09  76,27  84,18  12  89,77  84,09  86,93 

Subset 3 11  91,67  76,02  83,845  13  90,34  84,09  87,215 

14 

features 
12  91,75  76,02  83,885  14  90,34  82,95  86,645 

 13  92,5  75,94  84,22  15  89,77  84,65  87,21 

 14  91,94  75,94  83,94  16  88,06  84,09  86,075 

 15  92,09  76,27  84,18  17  89,20  84,09  86,645 

 

 

 

 

Table 4.10: Accuracy of Different Hidden Neurons of Subset 4 

 
 Aruba    Cairo   

 
Hidden 

neurons 

Basic 

ADL 

Instrumental 

ADL 
Total  

Hidden 

neurons 

Basic 

ADL 

Instrumental 

ADL 
Total 

 10  92,84  81,02  86,93  12  90,90  83,52  87,21 

 11  92,34  83,1  87,72  13  92,61  81,81  87,21 

Subset 4 12  93,01  87,94  90,475  14  90,34  81,81  86,075 

16 

features 
13  94,42  83,19  88,805  15  92,04  81,81  86,925 

 14  93,09  82,19  87,64  16  90,34  81,25  85,795 

 15  93,09  82,19  87,64  17  91,47  81,81  86,64 

 16  92,42  81,52  86,97  18  92,04  82,38  87,21 
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Table 4.11: Accuracy of Different Hidden Neurons of Subset 5 

 

 
  Aruba   Cairo   

 
Hidden 

neurons 

Basic 

ADL 

Instrumental 

ADL 
Total  

Hidden 

neurons 

Basic 

ADL 

Instrumental 

ADL 
Total 

 10  92,25  76,52  84,385  12  90,34  88,06  89,2 

 11  92,34  75,94  84,14  13  92,04  83,52  87,78 

Subset 5 12  92,59  78,94  85,765  14  91,47  84,09  87,78 

18 

features 
13  97,17  83,69  90,43  15  92,61  82,38  87,495 

 14  95,25  79,85  87,55  16  90,90  82,95  86,925 

 15  92,59  76,35  84,47  17  92,04  83,52  87,78 

 16  93,42  76,19  84,805  18  92,04  82,95  87,495 

 17  93,25  76,19  84,72  19  90,90  82,38  86,64 

 

 

Table 4.12: Accuracy of Different Hidden Neurons of Subset 6 

   Aruba   Cairo   

 
Hidden 

neurons 

Basic 

ADL 

Instrumental 

ADL 
Total  

Hidden 

neurons 

Basic 

ADL 

Instrumental 

ADL 
Total 

 

 
10  91,09  78,1  84,595  12  89,20  86,36  87,78 

 11  91,75  77,1  84,425  13  91,47  84,65  88,06 

 12  92,51  79,61  86,06  14  92,61  88,06  90,335 

 13  93,09  79,09  86,09  15  90,90  86,93  88,915 

Subset 6 14  93,75  81,44  87,595  16  92,04  85,79  88,915 

20 

features 
15  92,42  88,1  90,26  17  90,90  89,77  90,335 

 16  94,33  88,59  91,46  18  90,90  84,09  87,495 

 17  90,76  80,27  85,515  19  92,04  89,20  90,62 

 18  90,84  78,77  84,805  20  92,61  87,5  90,05 

 19  90,92  77,69  84,305  21  92,61  84,65  88,63 

 20  89,84  75,77  82,805  22  90,90  84,09  87,495 



83 
Doctorate Thesis – N. OUKRICH Mohammed V University  

 

4.4.3 Comparison Results 

In this subsection, the influence of unsupervised pre-training on the recognition 

accuracy is evaluated by comparison with BP algorithm using traditional weighting features 

selection method. Table 4.13 presents ranking of the 13 features using weighting features 

selection method of Cairo and Aruba datasets. Table 4.14 shows, that the using of features 

selection reaches the higher accuracy of 90.05% for Aruba dataset and 88.49% for Cairo data 

setusing Weighting Features Selection. It can be concluded that the human activity recognition 

performances of neural network using autoencoder pre-training and BP algorithm are better 

than neural network using BP algorithm and weighting features selection. The main reasons 

are first, that neural network using BP algorithm repeats a two-phase cycle, propagation and 

weight update since it uses gradient descent to tune network weights to best fit a training set 

of input–output pairs. Second, autoencoder can select features that are more interesting and 

reconstruct 

Table 4.13: Ranking of the 13 Features Using Weighting Features Selection Method 

 

Table 4.14: Activity Recognition Accuracy Using BP Algorithm and Weighting Features Selection 

 

Rank  1  2  3  4  5  6  7  8  9  10  11  12  13 
Aruba  f4  f7  f9  f10  f5  f6  f1  f12  f3  f2  f8  f13  f11 

Cairo  f5  f6  f9  f10  f7  f1  f4  f3  f13  f8  f12  f2  f11 

  Aruba   Cairo  

Subset  
N° of 

features  
Hidden  Accuracy  features  Hidden  Accuracy 

subset 2  12  12  89,12  12  13  84,02 

subset 3  11  13  89,45  11  12  85,19 

subset 4  10  12  90,05  10  11  85,88 

subset 5  9  10  89,70  9  9  88,49 

subset 6  8  9  88,91  8  12  80,75 

subset 7  7  8  88,14  7  10  78,19 

subset 8  6  7  87,24  6  9  74,45 

subset 9  5  7  86,88  5  10  70,98 
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new powerful and useful representations of features. Finally, different feature sets generate 

different human activity recognition accuracy, and the selection of suitable feature sets 

increases the human activity recognition accuracy. 

4.4.4 Conclusion 

Back-propagation algorithm with autoencoder pre-training was applied to represent 

and recognize human activities based on observed sensor events. From the results, it can be 

concluded that the human activity recognition performances of neural network using 

autoencoder is better than neural network using classical method of features selection 

(Weighting Features Selection). The main reasons are that neural network using BP algorithm is 

immune to errors in training data since it uses gradient descent to tune network weights to 

best fit a training set of input/output pairs and has strong ability in learning to interpret 

complex sensor events in smart home environments. Furthermore, different feature sets 

generate different human activity recognition accuracy, therefore, the suitable feature set must 

be selected in advance, and the selection of unsuitable feature sets increases the computational 

complexity and degrades the human activity recognition accuracy. To improve human activity 

recognition accuracy, an effective approach is to properly select the feature subsets. 

 

4.5-Muli-resident activity recognition using deep belief network 

4.5.1 Experiments and results 

For experiments, as described above, two databases are used to validate proposed 

approach. Twor database had 3896 events and Tulum database had 1367 events; where 70% 

used in training and 30% used in testing activities. It is to be noted that in the database used in 

this work, the number of samples for training and testing different activity is not evenly 

distributed (described in chapter 3, table 3.3). Some activities contained huge number of 

samples whereas some of them had a very small number of samples. The number of inputs for 

the three algorithms has been fixed to ensure a good comparison. Several numbers of hidden 

layer have been tested for both BPA and DBN algorithms, and the ideal results were kept. 

The experiments were started with Back-Propagation Algorithm (BPA). For that, this 

algorithm was running several times using different numbers of hidden layers and fixed 
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numbers of inputs and outputs layers according to dataset. At last, mean recognition rate 

yielded 88.75% at best in the Twor datasets and 76.79% in Tulum datasets. The Back-

propagation-based experimental results are shown in Table 4.15. Next, Support Vector 

Machines (SVMs) were applied contributing in 87.42% of mean recognition rate at best in the 

Twor datasets and 73.52% in Tulum datasets. The SVM-based experimental results were 

reported in Table 4.16. Finally, the proposed approach was tested and yielded the highest 

recognition rate of 90.23% in Twor datasets and 78.49% in Tulum datasets. Thus, the 

proposed approach has shown the superiority over others. Table 4.17 exhibited the 

experimental results using the proposed approach. Figures 4.2 and 4.3 demonstrated the three 

models BPA, SVM and DBN the accuracies comparison of different activities of Twor and 

Tulum datasets. Recognition of activities when multiple residents performed different 

activities independently is quite easy. In general, there are activities that are specific to the 

woman and others that are generally exerted by the man. The method followed by the woman 

was different to the man, and by this difference the algorithm proposed learns to detect the 

activity and the person who carried it out. 

The results from experiments confirm that DBN have proved supremacy in terms of 

accuracy compared to other algorithms. Those results were confirmed by other recent research 

done in the field of human activity recognition[123], [158], [159]. However, this result did not 

mean that DBN is superior to other deep learning algorithms in activity recognition field. 

Technically there is no model which outperforms all the others in all situations[115], so it is 

recommended to choose models based on several features explained in detail in Wang 

survey’s[115]. 

Although there was a different number of samples in different tested activities,  as 

demonstrated in[158], [160],[15] weak mean recognition rate does not indicate poor accuracy. 

For instance, the activity Group_Meeting where the two married residents performed the 

same activity together was difficult to recognize because it happened within very few 

instances. Moreover, the meeting place were not fixed and based on ambient sensors, the 

system cannot detect the presence of two residents in the same place. 

4.5.2 Results discussion 

Three machine learning algorithms were trained to represent and recognize human 

activities. From the results, it can be concluded that DBN algorithm is better than SVM and 

BPA. The main reasons are that DBN is the most suitable for ADLs activities and it has a 
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strong ability in learning to interpret complex sensor events in smart home environments. 

Furthermore, the robust feature sets that were manually and one by one extracted generate a 

higher human activity recognition accuracy since they consider the specificity of the database. 

 

Table 4.15: HAR-experiment results using Back-propagation based approach 

Data set 

name 

Activity 

number 

Activity name Recognition 

rate (%) 

Mean 

 1 Bathing 90.32  

 2 Bed_Toilet_Transition 88.65  

 3 Eating 91.44  

 4 Enter_Home 95.89  

 5 Leave_Home 96.56  

Twor 6 Housekeeping 92.94  

 7 Meal_Preparation 99.12 88.75 

 8 Personal_Hygiene 94.87  

 9 Sleep 46.64  

 10 Sleeping_Not_in_Bed 78.21  

 11 Wandering_in_room 94.84  

 12 Watch_TV 95.57  

 13 Work 90.32  

 1 Cook_Breakfast 83.23  

 2 R1_Eat_Breakfast 75.97  

 3 Cook_Lunch 77.45  

 4 Leave_Home 85.31  

Tulum 5 Watch_TV 89.64 76.79 

 6 R1_Snack 88.72  

 7 Enter_Home 69.54  

 8 R2_Eat_Breakfast 66.54  

 9 Wash_Dishes 54.71  

 10 Group_Meeting 83.23  
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Table 4.16: HAR-experiment results using traditional SVM-based approach 

Data set 

name 

Activity 

number 

Activity name Recognition 

rate 

Mean 

 1 Bathing 88.43  

 2 Bed_Toilet_Transition 86.69  

 3 Eating 89.61  

 4 Enter_Home 95.92  

 5 Leave_Home 94.92  

Twor 6 Housekeeping 91.35  

 7 Meal_Preparation 97.64 87.42 

 8 Personal_Hygiene 93.05  

 9 Sleep 44.33  

 10 Sleeping_Not_in_Bed 79.81  

 11 Wandering_in_room 94.21  

 12 Watch_TV 93.09  

 13 Work 88.43  

 1 Cook_Breakfast 77.44  

 2 R1_Eat_Breakfast 69.32  

 3 Cook_Lunch 75.45  

 4 Leave_Home 77.05  

Tulum 5 Watch_TV 85.42 73.52 

 6 R1_Snack 83.90  

 7 Enter_Home 68.36  

 8 R2_Eat_Breakfast 66.84  

 9 Wash_Dishes 57.91  

 10 Group_Meeting 77.44  
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Table 4.17: HAR-experiment results using DBN-based approach 

Data set 

name 

Activity 

number 

Activity name Recognition 

rate 

Mean 

 1 Bathing 91.43  

 2 Bed_Toilet_Transition 92.58  

 3 Eating 95.66  

 4 Enter_Home 97.82  

 5 Leave_Home 97.32  

Twor 6 Housekeeping 92.77  

 7 Meal_Preparation 98.45 90.23 

 8 Personal_Hygiene 94.08  

 9 Sleep 47.99  

 10 Sleeping_Not_in_Bed 82.20  

 11 Wandering_in_room 95.92  

 12 Watch_TV 96.51  

 13 Work 91.43  

 1 Cook_Breakfast 81.84  

 2 R1_Eat_Breakfast 76.81  

 3 Cook_Lunch 79.73  

 4 Leave_Home 79.43  

Tulum 5 Watch_TV 89.67 78.49 

 6 R1_Snack 84.93  

 7 Enter_Home 77.58  

 8 R2_Eat_Breakfast 70.05  

 9 Wash_Dishes 66.43  

 10 Group_Meeting 81.84  
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Figure 4.2: Comparison of BPA, SVM and DBN using Twor dataset 

 

 

 

Figure 4.3: Comparison of BPA, SVM and DBN using Tulum dataset 
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4.6 Conclusion 
 

To recognise human activity of one and multiple residents inside home, we have 

trained and tested several machine learning and neural network algorithms. Comparing 

accuracy results of Deep Belief Network to Back-propagation algorithm and SVM, it can be 

noticed that deep neural network has the higher accuracy in learning phase of human activity 

recognition. As for appliances recognition, several machine learning algorithms are tested and 

compared including neural network. Training time and accuracy indicated that Decision Tree 

classifier was faster and more accurate than neural network and other machine learning 

algorithms for such prepared database. Consequently, no preferred machine learning 

technique for human activity recognition currently exists. This is due to the variability of 

human behaviours, the performed activities, the type of sensors used and the adopted features 

selection.  

The following chapter presents simulations results of activity recognition of one 

resident through load signatures of appliances with a brief presentation of ongoing works. 
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CHAPTER 5: 

HUMAN ACTIVITY RECOGNITION USING 

APPLIANCES 

 

 

This chapter presents simulation results of activity recognition of one resident living in 

a smart habitat through load signatures of appliances. This simulation is divided into two 

algorithms; the first recognises the state of appliances while the second recognises activities 

through appliances recognition. The extraction process of load signatures of appliances is 

carried out using active power of appliances. 
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5.1 Introduction 

 

We have developed a relatively simple ILM algorithm at a very low cost based on 

active power of appliances and where the load signatures are studied in a one-dimensional 

space. Hence, our method is divided into two phases: the first focuses on the recognition of 

devices through their load signatures and the second identifies activities of resident based on 

the first phase.  

The second phase consists of recognising 7 daily activities of one resident at their own 

home, especially in Kitchen, bed room and work room. The recognition of these activities is 

relatively simple since it is based on ILM where each appliance is linked to its smart plug 

which detects fluctuations of appliance linked in. 

 

5.2 Implementation and Results 
 

In order to implement our methodology based on ILM of appliances, a system is set up 

composed by two phases: appliance detection and activity recognition. Data was collected 

using inexpensive smart plugs linked to every appliance. Those plugs monitor the electrical 

consumption of seven appliances: Refrigerator, washing machine, Laptop-PC, Desktop-PC, 

Monitor TFT, Router and Multimedia, and can send to a computer server the active power of 

every appliance. A sequence of code in the algorithm can then store this data in database on 

the server because all these devices work on the same network. Moreover, it solely treats the 

RMS values; sending is approximately 60 data/s in the database. An important point to 

mention is that the appliance load monitoring depends only on this analyser. It means that 

there are no additive sensors or equipment for this process. Regarding our methodology, it 

was divided into two phases. The first was designed to use database for our algorithm to 

recognize the appliances (Algorithm 2). The second phase was used to evaluate the accuracy 

of the algorithm for the activity recognition when an appliance is operating. 
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5.2.1 Experimental results for appliance recognition 

 

In the experimental phase of appliances recognition we have tested classifiers using 

python based on Sklearn modules [154]. This library contains a wide range of machine 

learning algorithms. Our implementation consists on bringing all classifiers in the same script 

and run them in the same python successively. The machine used here is a personal notebook 

with 2.4 GHz in processor and 4 GB of RAM, all this work has been set up under GNU/Linux 

environment. More detail about algorithm implementation is explained in appendix 3. 

This study is based on pre-processing of Tracebase database to enhance classification. 

As it is described in the previous sections the main step in classification is feature extraction 

in order to simplify learning for classifiers. In our work features are extracted and 

dimensionality reduced using the DWT. It should be noted that the threshold for the detection 

of events was set once so as to be as small as possible to detect the on/off event which have 

small power variation, but large enough to avoid any confusion between an on/off event and a 

random fluctuation in an electrical signal. Consequently, the threshold of power variation for 

each appliance is unique, but they are approximately of the same values. 

The performance of classifiers is evaluated based on the reached accuracy by each 

classifier and the duration of providing results. DT with accuracy of 100% of and takes 1.07 s 

to map all database and create the model used for the test, GB reaches 100% of precision but 

it takes a long time exactly 115.70 s compared with KNN which reaches 98.93% in only 

2.27s. Random Forest Classifier is the third best classifier, RF classifier is the faster classifier 

with 0.86 s in this application, but the accuracy is less than KNN, Gradient Boosting and DT. 

QDA reaches less than 20% that showing the lowest accuracy among the nine classifiers 

performed in this work. Table 5.1 gives more details. 
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Table 5.1: Classifiers accuracies and training times 
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Figure 5.1:  Variations of Log loss function for the nine classifiers used 

 

 

 

Classifier Accuracy (%) Time (s) 

KNN 98.93 2.27 

SVM 64.93 370.98 

DT 100 1.07 

RF 95.33 0.61 

Adaboost 61.20 23.16 

GBoosting 100 117.99 

GaussianNB 66.53 0.91 

LDA 69.06 50.62 

QDA 19.06 27.33 



95 
Doctorate Thesis – N. OUKRICH Mohammed V University  

To quantify accuracy of each classifier, penalization of false classification is 

performed by log loss function. Classifier with the maximum accuracy minimizes log loss 

function. Mathematically this metric can be defined as negative log-likelihood of the desired 

labels given observed probabilistic classifier’s predictions. Figure 5.1 shows the variation of 

log loss function for all used classifiers. According to the negative log likelihood GB is more 

accurate the only weakness of this algorithm is the running time compared to DT. The poor 

classification detected by Log loss function is obtained by the algorithm QDA. 

5.2.2 Experimental results for activity recognition 

 

First, we have adopted Decision Trees classifier in the first phase of our methodology 

because it presents the highest results in appliances recognition. Then, to validate the 

algorithm of activity recognition phase based on appliance load monitoring, 10 tests were 

firstly carried out to evaluate the accuracy of the detection of the on/off events for individual 

appliances. Consequently, each appliance was turned on and off 10 consecutive times without 

involving any other devices except refrigerator and router which have never been turned off 

(They are Finite State Appliances). We have adopted a predefined threshold for router and 

refrigerator. Next, activities of daily living were simulated. These activities were taken from 

usual daily activities performed by one resident at home. Each activity was repeated 10 times 

total to determine the accuracy of detection and identification of events for each of them 

obtained through our algorithmic method. The database resulting from the analysis of the 

characteristics recorded for each appliance during phase 1, has been integrated into the final 

algorithm for the recognition of activities through the identification of devices in operation. 

Thus, for the second part of the experiment, the percentages of success for the identification 

of individual devices and the recognition of the activities of each scenario are shown 
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respectively in Table 5.2. We noted that, in the case of individual appliances, most have rate 

identification events of 100%.  

Table 5.2: Accuracy of activity recognition based on appliance recognition 

Human Activity recognized 
Linked 

Appliance 

Accuracy of 

activity 

recognition (%) 

Kitchen activities: 

Overly Open Refrigerator 

Close refrigerator: refrigerator in standby 

Refrigerator  

 

100 

Laundry: 

Turn on washing machine 

Turn off washing machine 

Washing machine  

 

94 

Watch TV: 

Turn on Laptop-PC  

Turn off Laptop-PC 

Laptop-PC  

 

100 

Work: 

Turn on Desktop-PC  

Turn off Desktop-PC 

Desktop-PC  

 

100 

Work: 

Turn on Monitor TFT  

Turn off Monitor TFT 

Monitor TFT  

 

100 

Enter home/ Leave home: 

Detection of appliances using Wi-Fi 
Router  

100 

Relax  

Listen to music in bedroom 
Multimedia  

100 

 

According to data referred in table 5.2, activities recognition accuracies are 100% 

except a little difference for the washing machine. Those higher results are expected because 

we have used a smart plug (sensor) linked to every appliance that makes the recognition phase 

easier. The activity of turn on and off Washing machine is quite hard because the signature of 

washing machine is presented as multi-state that it is not easy to detect.  

5.3 Discussion of results 
 

Although our results are promising, we consider that there are some limitations to 

which we will have to remedy. For example, a suitable solution has to be found to resolve the 
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restriction to plug the appliances, because for the moment being, the residents have to respect 

a particular schema of connections. We will also attempt to enlarge our database gradually to 

increase the capacity of recognizing different household appliances. Moreover, we would like 

to investigate if certain machine learning techniques could be applied in order to help 

selecting the most discriminative features from the raw load signatures extracted to see 

whether or not they improve the performance of activity recognition. Eventually, our 

algorithm will slightly be modified so that it records each event as it occurs, and not only 

when the use is completed. Moreover, we ought to eventually verify this method on a real 

patient in a smart home, with new scenarios, to ensure that the monitoring report operates 

well and that important details are not overlooked pertaining to the activity recognition. 

Consequently, we will be able to draw a portrait of daily living of each resident of a smart 

home. 

Moreover, the big challenge faced by our research in ILM is that it requires a sensor or 

set of sensors in every load of interest while the installation is complex but systematic. 

Improved energy management using ILM can still be obtained when more research is carried 

out, especially with sensor technology becoming more affordable. Therefore, less expensive 

and reliable monitoring system can be obtained using the ILM to recognise appliances and 

ongoing activities. Furthermore, recent research works in NILM have been carried out using 

smart meter[161], [162], but still there is a need to go deeper and research for a better 

disaggregation. The smart meter is communication enabled; hence it can serve as a useful 

instrument for many home applications including activity recognition. A research work that 

can combine smart meter with some sensor technologies (e.g. motion and door sensors) will 

be our future focus area. In most load monitoring research, the electrical signatures are used to 

carry out the disaggregation analysis. However, the use of the non-traditional signatures can 

improve the accuracy of the load disaggregation as proved by some researches [90,91]. 
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Therefore, researchers should focus on how to improve the disaggregation procedure by 

incorporating the non-traditional signatures like time of the day, temperature, frequency of 

appliance usage and light sensing apart from the usual transient and steady state signatures.  

In conclusion, the NILM process is more economical and effective than the ILM 

because it has only one set of sensors for the load monitoring of the whole building. 

Therefore, more research in NILM with the view of getting more accurate 

recognition/disaggregation is needed.  

5.4: Conclusion 
 

In this chapter, we tested an economical and efficient method based on ILM for 

activity recognition within a smart home via appliance recognition. First, load signatures 

recognition was presented using an automatic pre-processing based on Discrete Wavelet 

Transform. The aim of this simulation is to identify the most accurate classifier for appliances 

recognition using a low frequency sampling rate dataset. The applied methodology showed 

promising results proved by the well-known classifiers such as DT, KNN, LDA and so on. 

Training time and accuracy indicated that Decision Tree classifier was faster and more 

accurate for such prepared database.   
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GENERAL CONCLUSION 
 

The five previous chapters have suggested original solutions to problems of human 

activity recognition inside home. The research on smart home is one of the disciplines that 

would greatly benefit from a better improvement in human activity recognition. As discussed, 

one of the major challenges of research on smart homes is the recognition of activities of daily 

living. To address this problem, this thesis proposed several machine learning and neural 

network algorithm combined with features selection methods using ambient sensors (motion 

and door sensors and smart plugs). 

The first phase of this project aimed at investigating in depth the context of research. 

In a first time, the smart home technologies and the context of research were explored. This 

has allowed us to better understand the issues in this domain in order to explore the classical 

machine learning approaches and feature selection methods of activity recognition. We have 

also reviewed recent related works using neural and deep neural network in human activity 

recognition, ILM and NILM monitoring techniques and other new areas of research. The 

results of this investigation have allowed us to have a glimpse of the strengths and limitations 

of machine learning models of activity recognition in order to understand the interest of our 

works.  

The second phase of this project has, in the light of previous investigations, to set 

forward our research methodology. We decided to focus on one and multiple resident daily 

activity recognition. We designed several human activity recognition solutions that consisted 

of three steps: 1-Feature extraction from raw data, 2-selection of relevant features 3-

Proceeding to learning phase. We tried to test different solutions in order to understand the 

strength and weakness of every solution. At the feature extraction step, we designed an 

algorithm able to extract features from row data already defined one by one (a part of this 

algorithm is written in appendix 1). At the feature selection step, we have tested two 

techniques mainly feature transformation and feature selection by using Autoencoder and 
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mRMR respectively. At the step of learning, we have tested several machine learning 

algorithm and neural network in order to increase recognition accuracy and compare each 

approach. 

The third phase of the research project allowed us to identify the strengths and 

limitations of each proposed method. In addition, we were able to pinpoint interesting 

improvement for our future research. 

 

The contribution of this thesis follows in the footsteps of data mining and activity 

recognition approaches that have been developed during the last decades. This thesis tries to 

make a step forward in the context of Smart Home by providing answers to the questions 

raised 

that are related to human activity recognition. In particular, this thesis explores the 

fundamental knowledge related to algorithms of extraction features and machine learning for 

recognising ADLs.  As the reader may have noticed through this thesis, the contributions go 

beyond machine learning algorithms and activity recognition in the context of smart homes. 

Most of the algorithms developed could be used for other purposes and are general enough to 

be applied in different applicative contexts. 

Three important contributions are proposed. The first one consists in defining a robust 

set of features based on an ontological approach and features engineering; those features 

directly influence the accuracy of neural and deep neural networks. In fact, the achieved 

results are a factor of the choosing model, the available data and the prepared features. The 

results of our simulations confirm that choosing features lead to higher accuracy. The second 

contribution is the comparison of several supervised and unsupervised features selection 

technique: autoencoder as unsupervised technique has more power than other traditional 

techniques as mRMR and Weighting. We have also concluded that the type of choosing 

features selection method depends on the data nature and on the used machine learning 

algorithm. Finally, we also propose in this thesis a new algorithm for activity recognition 

based on appliances recognition. Despite the promising results of this approach, it is still in 

the development phase and needs deeper work.  
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Despite the success of the models proposed in this thesis, we believe that research 

on appliance and human activity recognition, especially for smart homes will require many 

more years of research. The combination of several data collection techniques as appliances 

load signatures with ambient sensors can be benefiting to increase human activity recognition 

accuracy and solve complex human situations. Another drawback of our model is that 

performance decreased in more realistic usage context (real environment). Recognition 

algorithm performed less than when they were tested as standalone algorithms. 

Despite the limitations of our methodologies, we are very optimistic about the future. 

This thesis project has broadened the foundation on an emerging field of research that should 

provide a lot of challenges to the community for many years to come. In our future work we 

aim to deal with those three areas of research: 

A. Real time activity recognition. This is an important issue related to the 

implementation of smart home applications. Recognizing activities is often the initial 

step in many applications. For instance, some professional skill assessment is required 

in fitness exercises while smart home assistant plays an important role in healthcare 

services. We aim to work on this issue in future in order to deal with real situations 

and have real remedies to those situations. 

B. Flexible models to recognize high-level activities. More complex high-level 

activities need to be recognized other than only simple daily activities. It is difficult to 

determine the hierarchical structure of high-level activities because they contain more 

semantic and context information. We aim to deeply explore neural network in future 

work because of its benefits in learning high level activities. 

C. Multi-modal activity sensing. Traditional activity collection strategies based on one 

type of sensing need to be updated with the use of several kind of sensors. Mainly, in 

future works, we aim to use smart meter to recognise appliances used at home 

combined with ambient and visual sensors. 

In conclusion, I would like to do a brief personal assessment of my initiation to the 

world of research. The journey I made throughout this project was quite hard and of constant 

work. However, it was very rewarding, worthy of all these long nights for which I traded 

hours of sleep for the acquisition of precious knowledge in the context of smart home for 

activity recognition. I was able to successfully conduct this project because of its stimulating 
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nature. As a member of a formidable multidisciplinary team, I have been lucky enough to 

participate in multiple projects and activities with peers from different fields. This experience 

allowed me to develop important new skills such as a rigorous research methodology and 

communication skills. This rewarding experience also allowed me to make few contributions 

to the scientific community in my field of research that I presented at the occasion of 

renowned international conferences[74], [77], [87] and journals [76]. After such a positive 

introduction to research, I only look toward beginning a career as a researcher and pushing the 

limit of science. My last words go to all the people who supported me, one way or another, 

intentionally or not, in my quest to obtain an expertise, new skills set and a priceless 

knowledge. 
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Appendix 1: Features extraction algorithm 
 

First, the typing errors was corrected in databases, then features were extracted one by 

one using this algorithm developed using C++ language and Linux, below a part of the code 

using in features extraction and data normalisation. 

#include <iostream> 

#include <fstream> 

#include <string> 

#include <array> 

#include <iomanip> 

#include <stdio.h> 

#include <sstream> 

#include <vector> 

 

using namespace std; 

 

int dayOfWeek(int d, int m, int y){ 

    int t[] = { 0, 3, 2, 5, 0, 3, 5, 1, 4, 6, 2, 4 }; 

    y -= m <3; 

return ( y + y/4 - y/100 + y/400 + t[m-1] + d) % 7; 

} 

 

void divideDate(string date, string dateStream[]){ 

 size_t k = 0; 

 size_t col = 0; 

while(k < 10){ 

  bool testLine = false; 

  string tmp = ""; 

  while(date[k] != '-' && k < 10){ 

   tmp += date[k]; 

   k++; 

   testLine = true; 

  } 

 

  if(testLine){ 

   dateStream[col] = tmp; 

   col++; 

  } 

  k++; 

 } 

} 

 

bool dateValidee(string date){ 

 int cpt(0); 

 

 for(size_t i=0; i<date.size(); i++){ 

   if(date[i]=='-') cpt++; 

  } 

 

return (cpt==2 &&date.size()==10); 

} 

 

int saison(int mois){ 
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 if(mois==12 || mois<=2){ 

  return 0; 

 } 

 else if(mois>=3 && mois<=5){ 

  return 1; 

 } 

 else if(mois>=6 && mois<=8){ 

  return 2; 

 } 

 else{ 

  return 3; 

 } 

} 

 

int charToAscii(char caractere){ 

  return ((int)caractere); 

} 

 

void deteleTemp(vector<vector<string>>&array){ 

 vector<size_t> indice; 

 vector<vector<string>> tmp; 

 

 for(size_t i=0; i<array.size(); i++){ 

  if(array[i][3][0]!='T'){ 

   indice.push_back(i); 

  } 

 } 

  

 for(size_t i=0; i<indice.size(); i++){ 

  tmp.push_back(array[indice[i]]); 

 } 

  

 array = tmp; 

} 

 

int main() { 

 

int dateInt[3]; 

bool sizeDep = false; 

string line, dateStream[3], x, mem; 

 

vector<vector<string>> arrayA; 

vector<string> arrayB; 

 

ofstream dataS("dataS1.txt", ios::trunc); 

ifstream dataE("data1", ios::in); 

 

 

if(!dataE){ 

  cout<<"le fichier n'a pas été ouvert"<<endl; 

  return 1; 

  } 

else{ 

  dataE.is_open(); 

  if(dataE.fail()){ 

   cout<< "fichier introuvable"<<endl; 
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   return 1; 

  } 

 } 

  

cout<<"The file is found successfully"<<endl; 

 

cout<<endl; 

 

cout<<"Copying data from File -> Begin"<<endl; 

while(dataE.good()){ 

 

getline(dataE, line); 

 

size_t k=0; 

while(k < line.size()){ 

  bool testLine = false; 

  string tmp = ""; 

  while(line[k] != ' ' && line[k] != ' ' && k < 

line.size()){ 

   tmp += line[k]; 

   k++; 

   testLine = true; 

  } 

 

  if(testLine){ 

   arrayB.push_back(tmp); 

  } 

  k++; 

 } 

 

 if(arrayB.size()>1) arrayA.push_back(arrayB); 

 arrayB.clear(); 

} 

cout<<"Copying data from File -> End"<<endl; 

 

cout<<endl; 

 

cout<<"Coding dates and seasons -> Begin"<<endl; 

for(size_t i=0; i<arrayA.size(); i++){ 

 

 if(dateValidee(arrayB[0])) divideDate(arrayA[i][0], 

dateStream); 

 

 for(size_t i=0; i<3; i++){ 

  dateInt[i] = stoi(dateStream[i]); 

 } 

 

 int dow = dayOfWeek(dateInt[2], dateInt[1], dateInt[0]); 

 dow--; 

 if(dow<0) dow = 6; 

 

 arrayA[i][0] = to_string(dow); 

 

 arrayA[i].insert(arrayA[i].begin()+1, 

to_string(saison(dateInt[1]))); 

} 
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cout<<"Coding dates and seasons -> End"<<endl; 

 

cout<<endl; 

 

cout<<"Deleting temperature sensors -> Begin"<<endl; 

deteleTemp(arrayA); 

cout<<"Deleting temperature sensors -> End"<<endl; 

 

cout<<endl; 

 

cout<<"Changing Time presentation -> Begin"<<endl; 

for(size_t i=0; i<arrayA.size();i++){ 

 while(arrayA[i][2].size()<15){ 

  arrayA[i][2]+='0'; 

 } 

 for(size_t j=0; j<arrayA[i][2].size(); j++){ 

  if(arrayA[i][2][j]==':') arrayA[i][2][j]=' '; 

 } 

} 

cout<<"Changing Time presentation -> End"<<endl; 

 

cout<<endl; 

 

cout<<"Coding sensors name -> Begin"<<endl; 

for(size_t i=0;i<arrayA.size();i++){ 

  if(arrayA[i][3] == "c") arrayA[i][3]="M015"; 

  string arrayString = 

to_string(charToAscii(arrayA[i][3][0])); 

 

  for(size_t j=1; j<arrayA[i][3].size(); j++){ 

   arrayString += arrayA[i][3][j]; 

  } 

  arrayA[i][3] = arrayString; 

} 

cout<<"Coding sensors name -> End"<<endl; 

 

cout<<endl; 

 

cout<<"Coding the logical values of sensors -> Begin"<<endl; 

for(size_t i=0;i<arrayA.size();i++){ 

if (arrayA[i][4]=="ON" || arrayA[i][4]=="ONc" 

  || arrayA[i][4]=="ON5" || arrayA[i][4]=="ON55" 

  || arrayA[i][4]=="ON5c" || arrayA[i][4]=="ONcc" 

  || arrayA[i][4]=="ONc5c" || arrayA[i][4]=="ONc5" 

  || arrayA[i][4]=="ONM026" || arrayA[i][4]=="ONM009" 

  || arrayA[i][4]=="ONM024" || arrayA[i][4]=="O") 

{arrayA[i][4]= "1";} 

 else if (arrayA[i][4]=="OFF" || arrayA[i][4]=="OFFc"  

    || arrayA[i][4]=="OFF5" || arrayA[i][4]=="OFcF" 

    || arrayA[i][4]=="OFFcc" || arrayA[i][4]=="OFF5cc" 

    || arrayA[i][4]=="OFF5c" || arrayA[i][4]=="OFFc5" 

    || arrayA[i][4]=="OcFF" || arrayA[i][4]=="OFFccc5" 

    || arrayA[i][4]=="OF") {arrayA[i][4]= "0";} 

 else if (arrayA[i][4]=="CLOSE" || arrayA[i][4]=="CLOSED") 

{arrayA[i][4]= "3";} 
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 else if (arrayA[i][4]=="OPEN" || arrayA[i][4]=="OPENc") 

{arrayA[i][4]= "4";} 

} 

cout<<"Coding the logical values of sensors -> End"<<endl; 

 

cout<<endl; 

 

cout<<"Coding Activities -> Begin"<<endl; 

for(size_t i=0;i<arrayA.size();i++){ 

 if(arrayA[i].size()>5){ 

 if (arrayA[i][5]=="Sleeping") {arrayA[i][5]= "0";} 

  else if (arrayA[i][5]=="Meal_Preparation") {arrayA[i][5]= 

"1";} 

  else if (arrayA[i][5]=="Eating") {arrayA[i][5]= "2";} 

  else if (arrayA[i][5]=="Work") {arrayA[i][5]= "3";} 

  else if (arrayA[i][5]=="Relax") {arrayA[i][5]= "4";} 

  else if (arrayA[i][5]=="Wash_Dishes") {arrayA[i][5]= 

"5";} 

  else if (arrayA[i][5]=="Bed_to_Toilet") {arrayA[i][5]= 

"6";} 

  else if (arrayA[i][5]=="Enter_Home") {arrayA[i][5]= "7";} 

  else if (arrayA[i][5]=="Leave_Home") {arrayA[i][5]= "8";} 

  else if (arrayA[i][5]=="Housekeeping") {arrayA[i][5]= 

"9";} 

  else if (arrayA[i][5]=="Resperate") {arrayA[i][5]= "10";} 

 } 

 if(arrayA[i].size()>6) arrayA[i].pop_back(); 

} 

 

for(size_t i=0; i<arrayA.size(); i++){ 

 if(arrayA[i].size()>5){ 

  if(sizeDep){ 

   sizeDep = false; 

  } 

  else{ 

   mem = arrayA[i][5]; 

   sizeDep = true; 

  } 

 } 

 else if(sizeDep){ 

  arrayA[i].push_back(mem); 

 } 

} 

 

for(size_t i=0; i<arrayA.size(); i++){ 

 if(arrayA[i].size()<6) arrayA[i].push_back("11"); 

} 

 

cout<<"Coding Activities -> End"<<endl; 

 

cout<<endl; 

 

for(size_t i=0;i<arrayA.size();i++){ 

 if(arrayA[i][3].size() == 5){ 

  for(size_t j=0;j<arrayA[i].size();j++){ 

   cout<<arrayA[i][j]<<" "; 
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   dataS<<arrayA[i][j]<<" "; 

   /*if(j < arrayA[i].size()-2){ 

   cout<<"\t"; 

      dataS<<"\t"; 

   }*/ 

  } 

  dataS<<endl; 

  cout<<endl; 

 } 

} 

 

//cout<< "Nbre of Rows ----> "<< Row-1 <<endl; 

//cout<< "Nbre of colomns ----> "<< Col-1 <<endl; 

//cout<<arrayA[62][3]<<endl; 

 

dataE.close(); 

dataS.close(); 

return 0; 

} 
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Appendix 2: DBN implementation for ADLs recognition 
 

This appendix presents an extraction of DBN used to train Tulum database with 17 features and 

10 outputs. The code was raining using Python code and launched in Linux. 

Code start by defining the DBN class which will store the layers of the MLP, along with their 

associated RBMs. The viewpoint was taking of using the RBMs to initialize an MLP, the code will 

reflect this by separating as much as possible the RBMs used to initialize the network and the MLP used 

for classification. 

classDBN(object): 

 

def__init__(self,numpy_rng,theano_rng=None,n_ins=17, 

hidden_layers_sizes=[30,30],n_outs=10): 

 

self.sigmoid_layers=[] 

self.rbm_layers=[] 

self.params=[] 

self.n_layers=len(hidden_layers_sizes) 

 

assertself.n_layers>0 

 

ifnottheano_rng: 

theano_rng=MRG_RandomStreams(numpy_rng.randint(2**30)) 

 

self.x=T.matrix('x') 

 

self.y=T.ivector('y') 

  

 foriinrange(self.n_layers): 

 

ifi==0: 

input_size=n_ins 

else: 

input_size=hidden_layers_sizes[i-1] 

 

ifi==0: 

layer_input=self.x 

else: 

layer_input=self.sigmoid_layers[-1].output 

 

sigmoid_layer=HiddenLayer(rng=numpy_rng, 

input=layer_input, 

n_in=input_size, 

n_out=hidden_layers_sizes[i], 

activation=T.nnet.sigmoid) 

 

 

self.sigmoid_layers.append(sigmoid_layer) 
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self.params.extend(sigmoid_layer.params) 

 

rbm_layer=RBM(numpy_rng=numpy_rng, 

theano_rng=theano_rng, 

input=layer_input, 

n_visible=input_size, 

n_hidden=hidden_layers_sizes[i], 

W=sigmoid_layer.W, 

hbias=sigmoid_layer.b) 

self.rbm_layers.append(rbm_layer) 

 

 

All that is left is to stack one last logistic regression layer in order to form an 

MLP.LogisticRegression class is introduced in Classifying MNIST digits using Logistic Regression. 

 

self.logLayer=LogisticRegression( 

input=self.sigmoid_layers[-1].output, 

n_in=hidden_layers_sizes[-1], 

n_out=n_outs) 

self.params.extend(self.logLayer.params) 

 

self.finetune_cost=self.logLayer.negative_log_likelihood(self.y) 

 

self.errors=self.logLayer.errors(self.y) 

 

The class also provides a method which generates training functions for each of the RBMs. 

They are returned as a list, where element i is a function which implements one step of training for the 

RBM at layer i. In order to be able to change the learning rate during training, a Theano variable is 

associated to it that has a default value. 

 

defpretraining_functions(self,train_set_x,batch_size,k): 

index=T.lscalar('index') 

learning_rate=T.scalar('lr')# learning rate to use 

 

# begining of a batch, given `index` 

batch_begin=index*batch_size 

# ending of a batch given `index` 

batch_end=batch_begin+batch_size 

 

pretrain_fns=[] 

forrbminself.rbm_layers: 

 

cost,updates=rbm.get_cost_updates(learning_rate, 

persistent=None,k=k) 

 

# compile the theano function 

fn=theano.function( 

inputs=[index,theano.In(learning_rate,value=0.1)], 
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outputs=cost, 

updates=updates, 

givens={ 

self.x:train_set_x[batch_begin:batch_end] 

} 

) 

# append `fn` to the list of functions 

pretrain_fns.append(fn) 

 

returnpretrain_fns 

 

In the same fashion, the DBN class includes a method for building the functions required for 

fine tuning ( a train_model, a validate_model and a test_model function). 

 

defbuild_finetune_functions(self,datasets,batch_size,learning_rate): 

 

(train_set_x,train_set_y)=datasets[0] 

(valid_set_x,valid_set_y)=datasets[1] 

(test_set_x,test_set_y)=datasets[2] 

 

n_valid_batches=valid_set_x.get_value(borrow=True).shape[0] 

n_valid_batches//=batch_size 

n_test_batches=test_set_x.get_value(borrow=True).shape[0] 

n_test_batches//=batch_size 

 

index=T.lscalar('index')# index to a [mini]batch 

 

# compute the gradients with respect to the model parameters  

gparams=T.grad(self.finetune_cost,self.params) 

 

# compute list of fine-tuning updates 

updates=[] 

forparam,gparaminzip(self.params,gparams): 

updates.append((param,param-gparam*learning_rate)) 

 

train_fn=theano.function( 

inputs=[index], 

outputs=self.finetune_cost, 

updates=updates, 

givens={ 

self.x:train_set_x[ 

index*batch_size:(index+1)*batch_size 

], 

self.y:train_set_y[ 

index*batch_size:(index+1)*batch_size 

] 

} 

) 

 

test_score_i=theano.function( 

[index], 
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self.errors, 

givens={ 

self.x:test_set_x[ 

index*batch_size:(index+1)*batch_size 

], 

self.y:test_set_y[ 

index*batch_size:(index+1)*batch_size 

] 

} 

) 

 

valid_score_i=theano.function( 

[index], 

self.errors, 

givens={ 

self.x:valid_set_x[ 

index*batch_size:(index+1)*batch_size 

], 

self.y:valid_set_y[ 

index*batch_size:(index+1)*batch_size 

] 

} 

) 

 

defvalid_score(): 

return[valid_score_i(i)foriinrange(n_valid_batches)] 

 

deftest_score(): 

return[test_score_i(i)foriinrange(n_test_batches)] 

 

returntrain_fn,valid_score,test_score 

 

There are two stages in training this network: (1) a layer-wise pre-training and (2) a 

fine-tuning stage. For the pre-training stage, all the layers of the network are looped over. For 

each layer, a compiled the a no function are used which determines the input to the i-th level 

RBM and performs one step of CD-k within this RBM. This function is applied to the training 

set for a fixed number of epochs given by pretraining_epochs. The fine-tuning loop is very 

similar to the one in the Multilayer Perceptron tutorial, the only difference being that is used 

the functions given by build_finetune_functions. 

 

    ######################### 

# PRETRAINING THE MODEL # 

######################### 

print('... getting the pretraining functions') 

pretraining_fns=dbn.pretraining_functions(train_set_x=train_set_x, 

batch_size=batch_size, 

k=k) 

print('... pre-training the model') 

start_time=timeit.default_timer() 
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# Pre-train layer-wise 

foriinrange(dbn.n_layers): 

# go through pretraining epochs 

forepochinrange(pretraining_epochs): 

# go through the training set 

c=[] 

forbatch_indexinrange(n_train_batches): 

c.append(pretraining_fns[i](index=batch_index, 

lr=pretrain_lr)) 

print('Pre-training layer %i, epoch %d, cost '%(i,epoch),end=' ') 

print(numpy.mean(c,dtype='float64')) 

 

end_time=timeit.default_timer() 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Appendix 3 : Appliance recognition algorithm 
 

Classifiers are implemented in python based on Sklearn modules. This library 

contains a wide range of machine learning algorithms. Our implementation consists on 

bringing all classifiers in the same script and run them in the same python successively. 
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The machine used here is a personal notebook with 2.4 GHz in processor and 4 GB of 

RAM, all this work has been set up under GNU/Linux environment. 

1- Models importation 

 

importnumpyasnp 

importpandasaspd 

importseabornassns 

importmatplotlib.pyplotasplt 

fromsklearn.metricsimportaccuracy_score,log_loss 

fromsklearn.neighborsimportKNeighborsClassifier 

fromsklearn.svmimportSVC,LinearSVC,NuSVC 

fromsklearn.treeimportDecisionTreeClassifier 

fromsklearn.ensembleimportRandomForestClassifier,AdaBoostClassifier,GradientBoos

tingClassifier 

fromsklearn.naive_bayesimportGaussianNB 

fromsklearn.discriminant_analysisimportLinearDiscriminantAnalysis 

fromsklearn.discriminant_analysisimportQuadraticDiscriminantAnalysis 

fromsklearn.gaussian_process.kernelsimportRBF 

fromsklearn.gaussian_processimportGaussianProcessClassifier 

fromsklearn.neural_networkimportMLPClassifier 

fromsklearn.preprocessingimportLabelEncoder 

fromsklearn.cross_validationimportStratifiedShuffleSplit 

importtime 

 

 

 

 

2- Data normalisation  

 

defencode(train): 

le=LabelEncoder().fit(train.appliances) 
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labels=le.transform(train.appliances)# encode appliances strings 

classes=list(le.classes_)# save column names  

# save test ids 

 

train=train.drop(['appliances','id'],axis=1) 

 

returntrain,labels,classes 

 

3- Split Dataset into training and test database 

 

sss=StratifiedShuffleSplit(labels,1,test_size=0.4,random_state=23) 

fortrain_index,test_indexinsss: 

X_train,X_test=train.values[train_index],train.values[test_index] 

y_train,y_test=labels[train_index],labels[test_index] 

 

 

4- Classifiers parameters 

 

classifiers=[ 

KNeighborsClassifier(3), 

MLPClassifier(verbose=True,random_state=0,max_iter=1000,solver='adam',alpha=1e-

5,learning_rate_init=0.000001, 

hidden_layer_sizes=(1000,)), 

DecisionTreeClassifier(max_depth=5), 

RandomForestClassifier(max_depth=5,n_estimators=10,max_features=1400), 

AdaBoostClassifier(), 

GradientBoostingClassifier(), 

GaussianNB(), 

LinearDiscriminantAnalysis(solver='lsqr',shrinkage='auto'), 

QuadraticDiscriminantAnalysis(), 

GaussianProcessClassifier(1.0*RBF(1.0)), 
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SVC(kernel="linear",C=0.025,probability=True,verbose=True) 

SVC(gamma=2,C=1,probability=True) 

] 

 

5- Classifiers training  

 

forclfinclassifiers: 

d=time.clock() 

clf.fit(X_train,y_train) 

name=clf.__class__.__name__ 

print("="*30) 

print(name) 

print('   Results   ') 

train_predictions=clf.predict(X_test) 

acc=accuracy_score(y_test,train_predictions) 

print("Accuracy: {:.4%}".format(acc)) 

f=time.clock() 

print(f-d),'s' 

train_predictions=clf.predict_proba(X_test) 

ll=log_loss(y_test,train_predictions) 

print("Log Loss: {}".format(ll)) 

log_entry=pd.DataFrame([[name,acc*100,ll]],columns=log_cols) 

log=log.append(log_entry) 

print("="*30) 

 

 

6- Classification results 

 

sns.set_color_codes("muted") 

sns.barplot(y='Accuracy',x='Classifier',data=log,color="g") 
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