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ABSTRACT

The quantification of the cloud frozen phase on a global basis is essential to fully capture
and quantify the Earth energy budget and the Earth hydrological cycle. The estimation
of frozen quantities from remote sensing, however, is still at a very early stage and remains
one of the most important challenges for future satellite observations. The main reason
for the difficulties encountered in detecting ice and snow signatures from space is the
complex variability and lack of parameterizations of the microphysical properties, and
thus radiative properties, of the frozen particles.

The work developed in this thesis aims at contributing to the scientific efforts needed
in order to constrain such assumptions, by developing an understanding of the sensitivity
of microwave and millimeter satellite observations to the microphysical properties of
the frozen phase, specifically snow. Current microwave and millimeter observations are
interpreted via radiative transfer simulations, mainly for passive observations, but active
measurements are also considered. The Advanced Radiative Transfer Simulator (ARTS)
is selected to solve the radiative transfer equation for a scattering medium, coupled with
a number of tools that were developed during this thesis and allow the simulation of
realistic scenes for passive and active microwave simulations. The development of such
tools allowed two main studies to be pursued: (1) the analysis and interpretation of
specific polarized scattering signatures over ice and snow clouds, and (2) the simulation
of realistic passive and active microwave responses over ice and snow clouds, and their
evaluation with satellite observations.

Polarized scattering signatures over ice and snow clouds are observed with conical
imagers such as TMI and the recently launched MADRAS onboard Megha-Tropiques.
Polarized observations are carefully analyzed with ancillary data and are interpreted with
radiative transfer simulations. We show that this signal can be related to horizontally
aligned mixed phase spheroids. Its sensitivity to changes in particle size, phase, shape
and orientation, from solid ice to dry snow to melting snow, are assessed. The analysis of
the first polarized passive observations at close-to-millimeter frequencies (157 GHz) with
MADRAS and its interpretation with radiative transfer calculations, provides a unique
opportunity to validate the importance of horizontally aligned mixed phase spheroids in
the generation of polarized scattering signatures and the importance of higher frequency
observations for the analysis of the frozen phase.

Finally, the radiative transfer ARTS code is coupled to a meso- scale cloud model
(Meso-NH), to simulate consistently coincident active and passive observations of real
atmospheric cases. The sensitivity of active and passive simulations to different mi-
crophysical parameters of the frozen phase are assessed. It is shown that hydrometeor
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quantities simulated by Meso-NH can be used to simulate reasonable scattering in the
presence of snow when using adequate microphysical hypothesis to calculate the single
scattering properties. This is an important step towards building a robust database of
simulated measurements to train a statistically base retrieval scheme.

Key words: remote sensing, radiative transfer, active/passive synergy, microwave radiometry,
clouds
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1.1 Satellite Remote Sensing

Atmospheric satellite remote sensing has evolved into an essential tool to probe the Earth’s
atmosphere, ocean and land surfaces. In the past decades, satellite remote sensing has greatly
improved weather forecasting and our understanding of many atmospheric processes thanks
to the continuous monitoring of the Earth’s system that satellite measurements offer. Re-
mote sensing involves observing objects indirectly. This means that the quantity measured is
some function of the parameter that is actually required. In atmospheric remote sensing the
electromagnetic radiation emerging from the atmosphere can be measured to obtain different
meteorological quantities. This is very important for Numerical Weather Prediction (NWP)
models because they need an accurate description of atmospheric constituents and surface pa-
rameters continuously and on a global basis. Satellite observations can also be used to evaluate
and validate climate model outputs.

Measurements of the atmosphere can be performed by both in situ and remote sensing
techniques. These two approaches are, to a large extent, complementary. While in situ data
normally have high accuracy and fine spatial resolution, the temporal and geographical cover-
age is poor. For example, in situ measurements with radiosondes or with aircraft-borne sensors
provide the most detailed information, but the validation of NWP and climate models requires
global data with long time coverage. For economical and practical reasons, this cannot be
achieved with in situ measurements. Satellite-borne instruments, in contrast, can provide fre-
quent global measurements of the atmosphere on a long-term basis. There are two types of
observations: passive observations where the natural radiation emitted or reflected by the en-
semble Earth/Earth’s atmosphere is measured, or active observations where energy is emitted
from the satellite in order to measure the radiation reflected or backscattered by the target.
Most remote sensing instruments operate in the visible, near infrared, infrared or microwave
band (Figure 1.1). Their response depends both on the parameters of the instrument and on
the properties of what is being observed.

Very high frequency (VHF)

X-rays
Short wave (SW)
) Ultraviolet
Medium wave (MW) Visible fight
Low frequency (LF) Infrared Cosmic radiation
Audio Microwave Gamma radiation
| el
i AF ! RF Optics lonizing radiation
—_—rr—r —
f..10°  10° 108 107 102 10" 10® 102 0%
1Hz 1kHz 1MHz 1GHz 1THz 1PHz 1EHz Frequency
Woavelength
————r7— 77—
Ao 1000 km - 1 km 1m 1mm 1pm 1nm 1pm

Figure 1.1: The electromagnetic spectrum with wavelength and frequency on a logarithmic scale
from 0.1 Hz to 10°* GHz. From Kuphaldt (2007).

Since remote sensing is an indirect technique, i.e. meteorological quantities are not ob-
tained directly from the measurements, an inversion is necessary. An inversion, or retrieval, is
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the conversion of measurements to geophysical quantities. Retrievals are said to be an ill-posed
problem, meaning that the solutions are not unique. Retrievals are therefore a question of find-
ing the best representation of the required parameter given the measurements made, together
with any appropriate prior information that may be available about the Earth system and the
measuring device. Retrievals of geophysical quantities are accomplished by developing physi-
cally or statistically based algorithms. Such retrieval schemes are often developed from datasets
consisting of simulated observations via a forward model, and their corresponding atmospheric
parameters. The quality of the statistical dataset is essential: the variability described in the
dataset should represent as correctly as possible the different atmospheric states of the region
of interest. The different parameters can then be inferred from retrieval algorithms applied to
a set of observations. In short, a complete forward model and a correct retrieval method are
essential to estimate atmospheric parameters from satellite observations.

1.2 The Importance of Detecting and Estimating Frozen
Hydrometeors from Microwave Remote Sensing

Remote sensing of clouds is of interest because they play a crucial role in both weather and
climate through their impact on the Earth’s energy budget and on the Earth’s precipitation
and hydrological cycle.

Pure ice clouds play a significant role
in the extra-tropical hydrological cycle
with at least 20% of the globe covered
by these type of clouds (Buehler et al.,
2007a). Snow constitutes a large per-
centage of surface precipitation in these
areas, and is also commonly found in

occurrence

TOTAL

higher altitudes closer to the equator g ‘ St
(Leinonen et al., 2012). This is evident 7 LIGHT RAIN
from Figure 1.2 which shows the precip-

itation rate category as derived from a S

climatology based on oceanic surface ob-

servations. Furthermore, snowfall is a g Eq

driver for many processes that have a di- Latitude

rect impact on human activities, and is
thus of socio-economic importance. Mis-
representations of upper atmospheric ice
and snow clouds (hereafter frozen hydrometeors) lead to uncertainties in weather and climate
forecasts, and in climate change projections. Cloud feedbacks remain the largest source of un-
certainty in determining Earth’s climate sensitivity, especially to a doubling of carbon dioxide,
as published in the Intergovernmental Panel on Climate Change (IPCC) Fourth Assessment
Report (IPCC AR4) (IPCC, 2007).

Ice and snow species have a large impact on the atmospheric radiation budget since they
cool the atmosphere by reflecting incoming solar radiation, but also heat the atmosphere by
absorbing and re-emitting outgoing terrestrial radiation. Their net radiative impact depends on
factors such as cloud top temperature, vertical and horizontal extent, cloud optical thickness,

Figure 1.2: Precipitation rate category as a function
of latitude as illustrated by Mugnai et al. (2007).
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effective radius, and particle shapes (Eliasson et al., 2011).

While satellite-based rain rate retrievals are at a rather mature stage (e.g. Kummerow et al.,
2000; Kawanishi et al., 2003; Ferraro et al., 2005), the measurement of snowfall rates from space
is a relatively new field. Visible and IR techniques are not able to penetrate deeply within thick
cloud structures and are sensitive only to the cloud top, but rainfall can roughly be inferred
from this information. IR techniques are used only for relatively thin cirrus clouds, but such
clouds constitute approximately half of all high clouds. In contrast, microwave radiometry
has shown a promising ability in ice and snow cloud observations as it is able to penetrate
and provide insight into the vertical profiles of most clouds. Microwave instruments, however,
became available later than IR and visible observations. Figure 1.3 illustrates the sensitivity of
infrared and microwave techniques to cloud structures.

RADIATIVE PROCESSES AT 37 GHz RADIATIVE PROCESSES AT 85 GHz

Py

,,..._..:_{.-_-4.".-_-« Freezing Level b
2N

3 , 2
' y

<-— RAIN EMISSION — > Y s

. ©The COMET Program £ : _ ©The COMET Program

Figure 1.3: Schematic of infrared and microwave remote sensing of clouds (adapter from The
COMET Program,).

At low microwave frequencies (roughly below 60 GHz) microwave radiation is essentially
sensitive to the emission from clouds. At higher frequencies, scattering processes also take
place and can provide additional information on the cloud ice phase. Passive microwave ob-
servations are dependent on (1) gaseous absorption and emission; (2) absorption, emission and
scattering from hydrometeors; and (3) surface reflection and scattering. Changing the obser-
vation frequency will change the observed upwelling radiation via changes in the sensitivity
of the interaction mechanisms as shown in Figure 1.3. At high microwave frequencies frozen
hydrometeors scatter the upwelling thermal radiation and this reduces the observed radiation.
This reduction in the observed signal is used to detect and quantify ice and snow clouds in
the microwave. For this reason, recent studies have shown the interest of microwave and the
higher frequency millimeter and sub-millimeter observations for cloud and precipitation charac-
terization (Buehler et al., 2007b; Jiménez et al., 2007; Defer et al., 2008). It is very important
to have a good understanding of the interaction between microwave radiation and cloud and
precipitating particles that are observed to fully, and correctly, exploit the observational power
that current missions have and future missions will further add. Adding an ice clouds and
snowfall retrieval capability for such sensors will enhance their remote sensing performance and
provide a more complete characterization of the vertical atmospheric column. Properly char-
acterizing the frozen phase is also essential for effectively incorporating microwave radiances
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under cloudy and precipitating conditions in operational weather prediction. Its detection and
quantification, however, is far from evident due to the variable structure of frozen hydrometeors
in time and space. Measuring snow and snowfall from space is a major challenge in present
climate studies, and has become a hot topic in the light of future missions. Despite recent
efforts, frozen hydrometeor measurements are still difficult to obtain owing to the challenges
involved in remotely sensing ice water vertical profile.

1.3 Uncertainties of the Frozen Phase in Numerical
Weather Prediction, Climate Models and Satel-
lite Retrievals

Most NWP models and climate models contain liquid and ice water content (LWC and IWC) as
prognostic variables !. However, these models contain considerable uncertainties and over sim-
plifications. These are largely introduced by assumptions on the microphysical properties that
directly influence ice fall velocity, e.g., ice particle size, mass, and cross-sectional area (Buehler
et al., 2007a; Heymsfield and Iaquinta, 2000). These uncertainties lead to misrepresentations
of upper tropospheric ice and snow clouds (Kim et al., 2008; Protat et al., 2010).

Reitter et al. (2011) evaluated the microphysical assumptions in the global NWP model of
the German Wether Service (GME) with respect to CloudSat data and showed that the low
parameterised fall speed of snow directly overestimated the vertically integrated IWC, the ice
water path (IWP), and also the snow water path (SWP). Figure 1.4 shows the IWP and SWP
zonal averages for three different fall speed parameterisations. As expected, the faster falling
snow leads to a reduction of SWC. Globally averaged, this amounts to a reduction of mean SWP
from 81 gm~2 to 62 gm~? using a density correction of the fall speed, and a further reduction
to 40 gm~?2 using an increased and more realistic fall speed based on previous studies.

Another approach to evidence the importance of constraining the assumptions in NWP
models and climate models are inter-comparison studies on the climatologies of IWP outputs
from different climate models. In a comparison of the climatologies of 10 years of the IPCC
AR4 climate model outputs, John and Soden (2006) showed that the zonal annual mean IWP
varies by up to an order of magnitude. Large differences in IWP model outputs are illustrated
in Figure 1.5, from a similar study by Eliasson et al. (2011). The discrepancies in the model-
predicted IWP response to a COs doubling are even more striking as even the sign of the
response is uncertain, i.e., some models predict an increase of IWP at certain latitudes where
others predict a decrease. Similarly, Waliser et al. (2009) presents a comparisons of the global
averaged, annual mean values of different physical climate quantities, including IWP. In this
paper, quantities such as precipitation and water vapour are shown to be fairly in agreement
between models. These quantities have had relatively robust long-standing observational con-
straints. In contrast, Waliser et al. (2009) shows that the globally averaged, annual mean IWP

IThe term prognostic is given to variables that are directly predicted by the model by integration of
a physical equation, in contrast to diagnostic variables that are obtained from the model’s prognostic
variables.
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currently deviates by a factor of 20.

Global Model Density Effect in Snowfall Speed Higher Snowfall Speed
~ mean IWP 10.71 gm

(mgm™]

IWP
height [km]

SWP
height [km]

Figure 1.4: IWC and IWP zonal averages from the global NWP model of the German Wether
Service (GME) for a 25 day period. Left Column: GME control simulation, middle column:
GME simulations with a density correction to the fall speed correction, right column: GME
simulations with an increased more realistic fall speed. From Reitter et al. (2011).

Figure 1.5: Ocean-only IWP zonal averages for climate models calculated from 100 years of
monthly mean data. A factor 0.5 is applied to AR4-GISS in order to visualise it better (from
FEliasson et al. (2011)). Note that two CloudSat products (CloudSat and IWP_noPrecip on the
legend) are shown for reference. CloudSat represents CloudSat’s IWP 2B-CWC-RO dataset
and IWP_noPrecip represents CloudSats IWP product without profiles flagged to contain pre-
cipitation at the surface.
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The most valuable source of information that
can be used to potentially constrain NWP and cli-
mate models is global satellite data, but the satel-
lite datasets also have large differences. There are
many satellite datasets available, both active and
passive, that provide an IWP retrieved product
with a temporal coverage as long as 25 years. The
instruments in these datasets cover a frequency
range extending from the microwaves to the visi-
ble. Such frequency range provides different sensi-
tivities to different parts of the vertical cloud struc-
ture as seen in Figure 1.6. The retrieval accuracy
is usually limited by the uncertainties made in the
cloud microphysical assumptions (Ekstrom et al.,

Figure 1.6: The columns indicate approxi-
mately where in the vertical cloud the dif-
ferent measurement techniques are sensi-
tive (Eliasson et al., 2011).

2008). Even the definition of IWP itself is problematic. Some NWP and climate models make a
clear distinction between precipitating ice particles and suspended cloud ice particles, whereas
satellite retrieved IWP products are usually a mixture of both (Eliasson et al., 2011). Waliser
et al. (2009) illustrated qualitatively the large level of disagreement between global datasets of
satellite retrieved cloud properties. This study was extended by Eliasson et al. (2011) who pro-
vided a more quantitative approach, as shown in Figure 1.7 where the zonal mean IWP for the
satellite datasets are compared on a common period. Figure 1.7 illustrates the large differences
in the IWP between the satellite datasets. The lack of adequate cloud property measurements
with which to constrain models is also a problem for retrievals.

Observations

> o m
Latitude [deg]

Figure 1.7: IWP ocean-only zonal averages of IWP from satellite datasets. The grey shaded area
is the uncertainty interval. The averages are for the period July 2006 to April 2008 (Eliasson
et al., 2011). Note that CloudSat and IWP_noPrecip in the legend are as described in Figure 1.5.
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1.4 Microwave Remote Sensing of Ice Clouds and
Snowfall

1.4.1 Instrument Timeline

Figure 1.1 illustrates the region of the electromagnetic radiation of interest for atmospheric re-
mote sensing (in GHz and wavelengths in mm) together with the region of interest for this thesis
with frequencies. This is the microwave to mm region. The advent of microwave atmospheric re-
mote sensing can be tracked back to the early 1970’s with the polar orbiting Nimbus-5 satellite.
Nimbus-5 was equipped with the Electrically Scanning Microwave Radiometer (ESMR) with a
sensor at 19.35 GHz. This sensor allowed measuring cloud-top temperatures as well as the wa-
ter vapor content of the atmosphere, and was sensitive to the atmospheric liquid water column.
The first precipitation retrievals showed promising results. The following Nimbus satellite and
its successor instrument, the Scanning Multichannel Microwave Radiometer (SMMR), carried
the first dual polarizing sensors at 18 and 37 GHz.

The next step was the launch of the Special Microwave Imager (SSM/I) which became
operational in 1987. SSM/I operates at the frequencies of 19.35 (V+H), 22.23 (V), 37 (V+H)
and 85.5 GHz (V+H), where V and H represent the vertical and horizontal polarizations of
these channels. SSM/I provided the basis for retrieving quantities such as water vapor, sea
surface temperature, ocean surface wind speed, and precipitation. The high sensitivity of the
channel at 85.5 GHz to scattering by frozen particles allowed the retrieval of precipitation over
land.

To improve the understanding of precipitation and to retrieve precipitation characteris-
tics, the Tropical Rain Measuring Mission (TRMM) was launched in 1997. TRMM carries
a microwave radiometer (TMI) operating at 10 (V-+H), 19 (V+H), 21 (V), 37 (V+H) and
85 (V+H) GHz, and the Profiling Radar (PR) operating at 13.8 GHz. The PR was the first ac-
tive space borne instrument and proved to be very useful to investigate the vertical structure of
precipitation while the radiometer can discern liquid and ice quantities using a multifrequency
retrieval algorithm. Active satellite-based observations are still extremely limited.

Higher microwave frequencies (>100 GHz) became available fairly recently with SSM/T-2
since 1991, AMSU since 1998, and MHS since 2005. These are all instruments carrying channels
around the strong water vapor absorption line at 183.310 GHz. AMSU-A (with 15 frequencies up
to 90 GHz) and AMSU-B (89, 150 and 176.31, 180.31, 182.31 GHz) are sensors primarily aimed
at temperature and humidity profiling. The availability of these higher frequency channels
motivated over the past few years focused efforts on passive microwave techniques for the
observation of the atmospheric frozen phase. Microwave radiometry has been recognized as
one of the most efficient and important approaches to observe ice and snow clouds (i.e. Wang
et al. (2001); Skofronick-Jackson et al. (2004). Moreover, the launch of CloudSat and its 94 GHz
nadir-looking Cloud Profiling Radar (CPR) in 2006 has provided global snowfall measurements.
The observations from CloudSat provide important information for retrieving the microphysical
properties of ice clouds (e.g. Delanoé and Hogan, 2010a).

The main future international project in the field of precipitation is the Global Precipi-
tation Measurement (GPM) mission (Smith et al., 2007). GPM is scheduled to be launched
in 2014 and will provide the next-generation of global observations of rain and snow. The
GPM instruments are sought to extend the capabilities of the TRMM sensors to detect falling
snow, measure light rain, and provide, for the first time, quantitative estimates of microphysi-
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cal properties of precipitation particles. GPM will carry a Dual Frequency Precipitation Radar
(DPR) with frequencies in the Ku-band (13 GHz) and the Ka-band (37 GHz), and a Microwave
Imager (GMI) with channels as in TRMM TMI (10 to
89 GHz) plus new channels at 166, 183 + 3 and 183 +
8 GHz.

In terms of millimeter and sub-millimeter frequen-
cies, no down-looking satellite instrument has been
launched yet. The technology needed is frequently
used in astronomy and, for atmospheric observation
there are already three sub-millimeter limb sounders
that have been launched (Odin-SMR, Aura-MLS and
SMILES). Limb sounders measure the thermal emis-
sion from the limb of the Earth’s upper atmosphere - pigyre 1.8: Same as Figure 1.6 but
tangential observations. These limb sounders only de- ,ith the added sub-millimeter spectral
tect relatively high clouds with very poor spatial reso- range.
lution. Although limb sounders only detect relatively
high clouds with poor spatial resolution, their observation have also been exploited to study ice
clouds (e.g. Eriksson et al., 2010). In 2005, the down-looking Cloud Ice Water Path Sub-
millimeter Imaging Radiometer (CIWSIR) was presented to the ESA Earth Explorer call
(Buehler et al., 2007a). This mission was not selected directly for a pre-phase-A study, but
there was a strong recommendation to continue preparatory activities including the collec-
tion of more data from aircraft prototypes. Two airborne instruments (CoSSIR and PSR) are
available in the US to perform studies in preparation for satellite based instruments. A third
instrument is in preparation: ISMAR. ISMAR is a demonstrator partially supported by ESA
and the UK Met-Office that should fly for the first time in December 2013 onboard the UK Met
Office BAe 146-301 FAAM aircraft. Its current channels are at 118 (V), 243 (V+H), 325 (V),
448 (V) and 664 GHz (V+H). Complementary channels at 424 (V) and 874 GHz (V+H) have
been presented to different technical calls from funding agencies, such as the EUFAR JRA
Proposal. The Ice Cloud Imager (ICI), the heir of the CIWSIR proposal, has been accepted
by EUMETSAT as an instrument for the European Meteorological Polar System Second Gen-
eration (MetOp-SG). The ICI sub-millimeter channels will fill the observational gap between
IR and passive microwave observations as seen in Figure 1.8. Active microwave observations
offer poor horizontal spatial coverage and infrared techniques only sense small ice water paths.
On the contrary, the ICI sub-millimeter channels are more sensitive to the scattering signal
by the frozen phase and will be capable of sensing different cloud altitudes depending on the
wavelength and estimating ice mass and the mean ice particle size. The ICI channels will pro-
vide novel insight into cloud interior and frozen precipitation. They will improve NWP initial
conditions, support cloud microphysical development, monitor ice clouds and snow, and asses
cloud radiative effects.

1.4.2 State of the Art

This section aims at making a brief overview of the current state of the art of microwave remote
sensing to characterise and retrieve the cloud frozen phase and falling snow. The readers are
encouraged to refer to the cited literature for a more detailed account on specific points.

The primary signature in the microwave spectrum from the frozen phase is its scattering sig-
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nal. In passive observations from high enough frequencies, this reduces the upwelling radiation
emitted from the surface and the lower atmosphere, and in active observations it backscatters
the signal to the radar. For this reason, many efforts have focused on passive and active mi-
crowave remote sensing techniques for the characterisation and observation of ice and snow
clouds. Figure 1.9 presents the active and passive microwave instruments used in this study
and illustrates the frozen phase scattering signal.

NOAA-15, -16, -17:

X TRMM g AMSU-B f
DMSP series = Met-Op A NOAA-18 & -19: Megha-Tropiques CloudSat

R
R
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Figure 1.9: The effects of frozen hydrometeors and liquid water on microwave active (blue) and
passive instruments (red) onboard the various platforms used in this thesis.

Any snowfall or ice cloud retrieval based on passive, active, or combined sensors is depen-
dent on the assumptions made about hydrometeor microphysics. These assumptions have a
large impact on the radiative properties, and hence the quality of the retrievals. A detailed
and validated description of the cloud microphysics is not only needed, but the microphysical
characteristics have to be converted into the electromagnetic properties accurately. The lat-
ter allows to relate the physical quantities to the measured variables like radar reflectivity or
brightness temperature.

The passive signal response is related to the vertically integrated scattering properties of
the atmospheric column. Thick ice and snow clouds have been found to significantly reduce
the thermal radiation signal at frequencies greater than 80 GHz (e.g. Katsumata et al., 2000;
Bennartz and Petty, 2001; Bennartz and Bauer, 2003). After analysing observations by an
airborne radiometer over ocean, for example, Katsumata et al. (2000) reported that snow
clouds can reduce upwelling brightness temperatures at 89 GHz by up to 15 K while being
hardly detectable by radiometers at frequencies lower than 40 GHz. Bennartz and Bauer (2003)
indicated that the 150 GHz channel in AMSU-B exhibits the most influence by ice particle
scattering compared to the other AMSU-B channels. Different studies that followed confirmed
these results: the effective sensitivity of frequencies around 150 GHz, possibly in combination
with channels at 85 and 183+7 GHz, for the detection and retrieval of precipitation properties
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at middle and high latitudes is suggested.

The scattering effect in passive observations can be used to derive the integrated snow water
path (e.g. Noh et al., 2006), especially for moderate to heavy snowfall events under unfrozen or
no-snow covered surfaces, but it is not able to provide any information about the vertical ice
distribution. Passive only retrievals suffer from large uncertainties, exceeding 60% according
to Kulie et al. (2010), mainly related to uncertainties in the microphysical properties of the
hydrometeors.

From the active observations point-of-view, the Cloud Profiling Radar (CPR) onboard
CloudSat (Stephens et al., 2002) currently offers one of the most advanced possibilities for
deriving the distribution of global snowfall (Liu, 2008). Space-borne active sensors, capable
of estimating the horizontal and vertical distribution of snowfall, had not been available prior
to CloudSat. The PR on board TRMM carries a space-borne active sensors since 1997, but
it is operating at a much lower frequency than CloudSat (13 GHz compared to 94 GHz), and
measures the power reflected back by rain particles and the Earth’s surface. Cloud particles
measured in non precipitating water and ice clouds are rather weak scatterers at the PR fre-
quency. The CPR onboard CloudSat makes it possible to sense the vertical structure of both
clouds and rain. The advantage of CloudSat is that one can derive information on the vertical
distribution of small cloud ice and snow particles. However, this is done through empirical
relations between the equivalent radar reflectivity factor Z, and the snowfall rate, which are in
turn a function of particle fall velocity and thus particle habit and particle size distribution.
Kulie and Bennartz (2009), Liu (2008), Matrosov et al. (2008) and Turk et al. (2011), to name
but a few, have presented snowfall studies based on the measured radar reflectivity. Snowfall
Zc-S relations generally exhibit more variability in their coefficients than rainfall (Z.-R), due
to the larger uncertainties in snowflake habits and fall velocities relative to those in raindrops
(Matrosov et al., 2008), and without additional measurements it is difficult to verify which, if
any, of these parameters are physically correct. Furthermore, the CPR only measures a 1.5 km
wide strip on the Earth surface for each orbit, which limits its utility for weather monitoring
and climate data collection.

Radar and passive microwave observations have been combined in several studies. Noh
et al. (2009) and Liu and Seo (2013) applied different Z-S relations based on single-frequency
radar data to ground-based and airborne datasets. The resulting SWC profiles were used to
build realistic a priori datasets with which to develop a snowfall retrieval algorithm based
on passive microwave observations between 89 and 220 GHz. Other efforts derive snowfall
over land from AMSU-B observations using empirical formulas (e.g. Kongoli et al., 2003).
Kneifel et al. (2011) used CloudSat data and a comprehensive set of snow particle habits to
simulate passive observations between 36 and 157 GHz. The simulated brightness temperatures
have been compared to collocated satellite observations which allows excluding particles habits
with systematic higher/lower scattering properties. In Kneifel et al. (2011), however, only one
particle size distribution was applied and the influence of potential errors introduced by the
particle size distribution itself could not be evaluated. Combined retrieval algorithms of SWC
and snow particle size have been derived based on airborne radar and passive observations
by Skofronick-Jackson et al. (2004) for snowfall over land and by Grecu and Olson (2008)
for snowstorms over the ocean. A clear result common to these studies is that a significant
improvement of snow retrievals can be obtained by combining passive and active microwave
observations and using multiple frequencies.

Although empirical relationships and statistical techniques may be operationally useful,
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physical radiative transfer models are still needed to understand how the measured brightness
temperatures depend on various atmospheric and surface parameters. In order to develop
accurate snow and ice retrievals, it is critical to run the forward model with detailed single
scattering parameters and particle size distributions of the frozen particles in question. Among
the difficulties encountered in this task are the unknown distributions of sizes, composition,
densities, shapes, and orientations of these hydrometeors. All these parameters affect the
scattering signal that is observed. The inverse problem in snow and ice studies is a difficult one
to formulate, especially given the limited amount of independent information contained in a set
of microwave observations. Theoretical studies on the sensitivity of passive microwave radiation
to the scattering properties of ice and snow particles, and their size distributions have been
conducted (e.g. Skofronick-Jackson and Johnson, 2011; Kneifel et al., 2010; Liu, 2008; Bennartz
and Bauer, 2003) using radiative transfer simulations. Numerous studies have attempted to
find both realistic and computationally inexpensive methods to perform this challenging task.
Despite the significant progress made over the past years in understanding the single scattering
properties of individual snow particles, determining the microphysical characteristics of frozen
precipitation remains the most elusive step to properly characterize the scattering properties of
frozen particles and to accurately quantify atmospheric ice and snow through remote sensing.
Another important source of information to help constrain the microphysical properties
is the polarized scattering signal generated by frozen and mixed phase hydrometers. It is
known that frozen hydrometeors with preferential orientation produce significant polarization
differences between the horizontal and vertical polarizations (e.g. Evans and Stephens, 1995;
Miao et al., 2003a; Eriksson et al., 2011b; Prigent et al., 2001, 2005b; Troitsky et al., 2001).
These studies conducted radiative transfer simulations to investigate the potential of polarized
observations from space for ice and snow characterization. The dielectric properties of mixed
phase hydrometeors directly impact the emitted polarization signals. The analysis of polarized
observations could add valuable information for the retrievals of ice clouds and snowfall.

1.5 Thesis Motivation and Objectives

The quantification of the frozen phase on a global basis is important to capture and quantify
the full Earth energy budget and the Earth hydrological cycle. In reality, the estimation of
frozen phase quantities form the present suite of satellite observations, limited to 190 GHz in
the passive and 94 GHz in the active, is still at a very early stage. The sensitivity to scattering
from frozen hydrometeors at microwave frequencies delivers, in principle, potential for snowfall
characterization from space, the sensitivity to the scattering signal depending on a large degree
on the size and phase of the hydrometeor with respect to the observing wavelength. The main
difficulties encountered in this task are (a) the complex variability and lack of parameterizations
of the microphysical properties, and thus radiative properties, of frozen particles (e.g. size,
composition, density, the related dielectric properties, and shape), (b) the weak signal from
snow with respect to the background emission from the snow covered land; and (c) separating
the signal related to the emission/scattering from other cloud hydrometeors from the snow
signal.

This thesis is developed in the context of the pressing need to constrain such microphysical
properties from remote sensing in order to reduce the large uncertainties associated with frozen
quantities in Numerical Weather Prediction and climate models. Furthermore, in the prepa-
ration of the upcoming NASA Global Precipitation Measurement (GPM) mission and ESA



14 INTRODUCTION

MetOp-SG satellites with sub-mm frequency channels, an understanding of the bulk properties
of frozen hydrometeors is also essential. This study seeks to improve the understanding of the
relationship between the physical properties of frozen hydrometers, especially snow, and the
radiative properties measured by active and passive instruments at microwave and millimeter
waves, by exploiting the observational power of current observations, to better constrain the
microphysical properties of the hydrometeors.

In this work, three main objectives will be pursued:

1. Developing the tools to simulate realistic scenes, as observed with passive and active
microwave and millimeter wave instruments over ice/snow clouds.

Simulating active and passive measurements over ice/snow clouds strongly depends on
correctly characterizing the scattering signal of the frozen hydrometeors. Accurate radia-
tive transfer calculations in a scattering medium are necessary. The Advanced Radiative
Transfer Simulator (ARTS) is selected: it is a well documented and well validated com-
munity code. ARTS has provided the methods for rigorous simulations of limb sounding
and near-nadir measurements involving mostly cirrus clouds at high frequencies (mil-
limeter and sub- millimeter wavelengths). In this thesis, ARTS will be used to solve the
radiative transfer equation at lower frequencies, mainly the microwave region from 20 up
to 200 GHz. In this spectral region, larger mixed phase frozen particles are involved since
observations have higher sensitivity to the lower atmosphere, and there is a significant
sensitivity to the surface contribution, when the atmosphere is not too opaque. In order
to use ARTS to simulate real microwave observations in the presence of ice and snow, a
significant effort is required first to describe the microphysical properties of frozen parti-
cles, to calculate the scattering properties at these frequencies, and then to evaluate the
ARTS calculations. In addition, calculation of the active response has to be added to
complement ARTS passive simulations. Finally, the surface contribution has to be taken
into account and the necessary surface emissivity calculation tools needs to be interfaced

with ARTS.

2. Analyzing and interpreting specific polarized scattering signatures over ice/snow clouds.

Polarized scattering signatures have been observed up to 100 GHz with conical imagers
such as SSM/I, TMI, or AMSR-E. These signatures have already been partly analyzed
and interpreted. However, their large occurrence and their potential to characterize
the frozen phase microphysics deserve additional studies. In this thesis, we will jointly
analyze passive and active observations from the TRMM mission, to better understand
these signatures and possibly use them to infer cloud information. In addition, the French-
Indian Megha-Tropique mission recently launched carries for the first time an instrument
that measures polarized observations up to 157 GHz. This is a great opportunity to
further test our understanding of the scattering signals from the frozen phase, using the
ARTS radiative transfer solver.

3. Simulating realistic passive and active microwave responses over ice/snow clouds, and
evaluating them with satellite observations.

To prepare the next generation of millimeter and sub-millimeter observations, robust
methods have to be developed to retrieve the ice/snow parameters from the satellite mea-
surements. These methods are often based on large data sets of simulated observations.
In this thesis, the ARTS code will be coupled to a meso-scale cloud model (Meso-NH),
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to be able to generate a large data set of realistic simulations. For real atmospheric cases
ARTS will be fed with the inputs from Meso-NH, and the results will be compared with
coincident satellite observations, at close-to-millimeter frequencies, for both passive and
active. The objective is to assess our capacity to simulate observations with adequate
microphysical parameters and the radiative transfer model, and assess the accuracy of
the coupling radiative transfer simulation/meso-scale cloud model.

This thesis is structured in seven chapters: Chapter 2 presents the microwave satellite
instruments that will be used together with information on their operating frequencies, obser-
vation geometry and resolution. Chapter 3 summarizes radiative transfer theory and introduces
the ARTS model selected to solve the radiative transfer equation. Chapter 4 follows with a
description of the important parameters that need consideration when preparing for realistic
simulations of large frozen hydrometeors in the microwave region with ARTS. This chapter
also describes tools that were developed/coupled to ARTS in this thesis. Chapters 5 presents
work conducted in this thesis to analyze the microwave polarized scattering signal over clouds.
This involved interpreting satellite observations with radiative transfer simulations. Chapter 6
presents a study where coherent simulations of passive and active observations of a real case
scenarios are conducted to help constrain the microphysical properties of snow in the radiative
transfer model. Finally, chapter 7 draws conclusions and suggests the scientific perspectives.
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Analyzed Microwave Satellite
Observations

17
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Figure 2.1: The brightness temperatures simulated by ARTS, as observed at nadir over ocean
for a typical Tropical atmosphere under clear sky conditions. The central frequency bands of
the passive instruments used in this study are shown: conical scanners in red and profilers in
blue. The frequency bands of the active instruments used in this study are also shown in green
for reference. Table 2.1 lists the central frequency bands.
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This chapter introduces the microwave (10-200 GHz) instruments onboard satellites used in
this thesis. Table 2.1 lists the central frequency bands at which all these instruments operate
and divides them between active/passive instruments. For the microwave passive instruments,
Table 2.1 further divides them into their scanning geometry (conical scanners or profilers).
Figure 2.1 shows the simulated brightness temperature for a nadir-looking radiometer calculated
using ART'S on a 1 MHz resolution under clear sky conditions, for a typical Tropical atmosphere,
together with the position of central bands of all the instruments used. The locations of the
frequency bands of the radars used in this thesis are also shown for reference. The following
sections describe the characteristics of these instruments.

Passive Microwaves

Active Microwaves

Conical Scanners Profilers Radars
SSM/1 TMI MADRAS AMSU-B MHS CPR PR
(DMSP)  (TRMM) (Megha- (NOAA-15  (NOAA-18/19 | (CloudSat) (TRMM)
Tropiques) 16/17) MetOp-A)

- 10.70 GHz — - — - 13.8 GHz
19.35 GHz 19.40 GHz 18.70 GHz - — - -
22.23 GHz 21.30 GHz 22.80 GHz - — - -
37.00 GHz 37.00 GHz 36.50 GHz - — - -
85.50 GHz 85.50 GHz 89.00 GHz | 89.00 GHz 89.00 GHz 94 GHz -

— — 157.00 GHz | 150.00 GHz 157.00 GHz - -

— - — 183.31 GHz 183.31 GHz - —

- — — — 190.31 GHz - -

Table 2.1: The central frequency bands of the different sensors used in this study. More details
about the profilers are given in the text that follows.
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2.1 Passive Microwave Instruments

2.1.1 The conical scanners: SSM/I, TMI, and MADRAS

The Special Sensor Microwave/Imager (SSM/I) onboard
the Defense Meteorological Satellite Program (DMSP)
satellites provides vertical and horizontal polarizations at
19.35, 22.235 (only vertical polarization), 37.0, 85.5 GHz
(Hollinger et al., 1990). The DMSP satellites have an al-
most complete coverage of the Earth twice daily from their
near-polar, circular, Sun-synchronous orbit. SSM/I is a
conical scanning instrument with a constant scan angle of
0s; = 45° from nadir that corresponds to a local zenith
angle of 6, = 53° (it intersects the surface of the Earth
at an incidence angle defined as the local zenith angle).
The elliptical field of view decreases in size proportionally  Figure 2.2: SSM/I scan geometry.
with frequency, from 43 x 69 km at 19 GHz, 40 x 50 km at 22 GHz, 28 x 37 km at 37 GH to
13 x 15 km at 85 GHz. Figure 2.2 illustrates the SSM/I viewing geometry.

SSM/I channel selection has become a standard for passive microwave imagers, like the
TRMM Microwave Imager (TMI) (see Figure 2.1). TMI is a similar conical imager onboard the
Tropical Rainfall Measuring Mission (TRMM) and observes the Earth since 1997 (Kummerow
et al., 1998a). Unlike SSM/I, TMI is not Sun-synchronous. The TRMM satellite carries a
suite of instruments designed for precipitation studies of the Tropics (latitude coverage of ap-
proximately + 40°). TMI measures radiation at frequencies between 10 and 85 GHz, similarly
to SSM/I but with an extra channel at 10 GHz, in both the vertical and horizontal polariza-
tions (Table 2.1). In contrast to SSM/I, TMI provides measurements with a higher resolution
(37 x 67 km at 10 GHz, 30 x 18 km at 19 GHz, 18 x 27 km at 22 GH, 9 x 16 km at 37 GHz
and 5 x 7 km at 85 GHz). TMI operates with an observation geometry similar to SSM/I (scan
angle of 49°).

The Multi-frequency Microwave Scanning Radiometer (MADRAS) is a microwave radiome-
ter onboard Megha-Tropiques, a collaborative effort between the Indian Space Research Orga-
nization (ISRO) and the French Centre National d’ Etudes Spatiales (CNES) (Desbois et al.,
2003). The Megha-Tropiques satellite was launched in 2011 and, as its name suggests, covers
the Tropics (latitude coverage of approximately + 23°). MADRAS is a conical scanner similar
to SSM/I and TMI with 6, = 53.5°. MADRAS is not Sun-synchronous and provides vertical
and horizontal polarized observations at 18.7, 23.8 (V polarization only), 36.5, 89, and 157 GHz.
MADRAS is the first satellite instrument to measure polarized signals at high microwave fre-
quencies, 157 GHz. MADRAS has a resolution of 40 km for all the low frequency channels,
10 km for the 89 GHz channel and 6 km for the 157 GHz channel.

2.1.2 The profilers: AMSU-B and MHS

The Advanced Microwave Sounding Unit (AMSU-B) (Saunders et al., 1995) and its successor
the Microwave Humidity Sounder (MHS) (Bonsignori, 2007) are microwave Sun-synchronous
radiometers designed for atmospheric sounding of humidity. AMSU-B is carried onboard the op-
erational satellites NOAA-15, NOAA-16, and NOAA-17, while MHS is carried onboard NOAA-
18, NOAA-19, and MetOp-A. Their main channels are located in the HyO water vapor line at
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183.31 GHz. Figure 2.3 shows the location of AMSU-B and MHS frequency bands in reference
to the brightness temperature spectrum of a typical clear sky Tropical atmosphere as simu-
lated with ARTS. Note that MHS is similar to AMSU-B but channels 1 and 2 are composed of
only one passband, channel 2 is at 157 GHz (instead of 150 GHz) and channel 5 has only one
passband at 190 GHz (instead of 183.31 + 7 GHz).
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Figure 2.3: The brightness temperatures simulated by ARTS, as observed at nadir over ocean
for a typical Tropical atmosphere under clear sky conditions. The frequency bands of AMSU-B
and MHS are shown.

AMSU-B and MHS are both cross-track scan-
ners and are very similar in their scan characteris-

S L REE tics and their antenna spatial response. AMSU-B has
l\ 90 positions at 1.1° intervals from —44.5 x 1.1° to

=2 el > +44.5 x 1.1°, which translate into local zenith angles
SEERE., Swa s Sange s 0, up to 48.5°. The near-nadir scan angle footprint

resolution is approximately 16 km, increasing to ap-
Figure 2.4: The AMSU-B scan-line. proximately 48 km at the swath edges as seen in Fig-
ure 2.4.

The polarization measured by AMSU-B and MHS rotates with scan angle due to the
rotating-reflector/fixed feed type of antenna design. If 6 is the scan angle and 6, is the local
zenith angle, then the measured signal TB(6,) seen for a local zenith angle (6,) is given by

TB(6,) = TBy(0) cos®(8s) + TBy(6.) sin(8s) (2.1)

where TB(6,) and TB,(6,) are the two orthogonal polarized signals (expressed here in terms
of the brightness temperature TB) at 6, local zenith angle. Depending on the channels, p will
represent the vertical or the horizontal polarization. The polarization p seen when the incidence
is close to nadir (i.e. 8, = 6, very close to 0°) is always V for AMSU-B, while for MHS it is V
for all channels but H for the two bands around 183.31 GHz.
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2.2 Active Microwave Instruments

2.2.1 The Precipitation Radar onboard TRMM

The Precipitation Radar (PR) accompanies TMI on-
board TRMM. As already mentioned TRMM obser-

vations are limited to the Tropics (latitude coverage ~e ,
of approximately & 40°). The PR observes the Earth @& > o tectyTakmies
around nadir (£17°) at 13.8 GHz with a 4 km resolu- i
tion and a swath of 215 km located at the centre of the | ™
TMI swath as seen in Figure 2.5. The PR has a pulse . “
range corresponding to a 250 m vertical resolution and i 1 ~\\
a minimum detectable signal of approximately 17 dBZ. Radar Swath /
The PR and TMI instruments onboard TRMM allow J Radiometer swath — %
the exploitation of their active/passive synergy. / = e
The PR was the first space borne radar designed j /é/

to provide 3D maps of storm structures. PR raw ob-

servations and derived products yield information on Figure 2.5: Observation geometry of
the intensity and distribution of rain, on the rain type, the PR and TMI onboard TRMDM.
on the storm depth and on the height at which snow Adapted from Kummerow et al.
melts into rain. They provide vertical profiles of rain (1998b).

and snow from the surface up to a height of about 20 km, and makes it possible to detect
the presence of the melting layer. Since the signal at 13.8 GHz suffers from attenuation, in
order to obtain an accurate three-dimensional rain structure, it is necessary to correct for the
attenuation effects before radar reflectivities are converted into rainfall rates.

2.2.2 The Cloud Profiling Radar onboard CloudSat

The Cloud Profiling Radar (CPR) is carried onboard CloudSat (Stephens et al., 2002). CloudSat
is a polar-orbiting, sun-synchronous satellite, observing the Earth since 2006. CloudSat provides
a unique opportunity to monitor atmospheric clouds at a global scale since it operates at
a frequency of 94 GHz (nadir-looking). This frequency is capable of retrieving quantitative
precipitation information. Moreover, it is part of the A-Train constellation of research satellites:
Aura, Cloud Aerosol Lidar, CALIPSO, CloudSat, and Aqua (see Figure 2.6). The advantage of
the A-Train is that its satellites share a nearly equal orbiting track allowing numerous synergies.

CloudSat has the spatial resolutions of approximately 1.4 km across-track, 1.8 km along-
track and 500 m vertically (Stephens et al., 2002). The CPR minimum detectable signal is about
-30 dBZ. CloudSat provides a good opportunity to evaluate NWP due to its high resolution,
near-global coverage, and its capability to penetrate clouds and assess the occurrence of multi
level clouds (Mace et al., 2009). CloudSat provided the first opportunity to survey the horizontal
and vertical snowfall structures at a global scale (Liu, 2008; Kulie et al., 2010). Even with
CloudSat single frequency and nadir only sampling, much has been learned about the global
distribution of frozen precipitation (Kneifel et al., 2011; Liu, 2008). At 94 GHz, the attenuation
by gases (essentially water vapor), liquid water droplets, and precipitation-size particles have
to be taken into account to achieve accurate cloud and rain profiles.
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Figure 2.6: Illustration of the A-train constellation of satellites.
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3.1 Theoretical Considerations

The estimation of physical parameters from passive satellite remote sensing techniques involves
a thorough understanding of the radiative transfer of electromagnetic (EM) waves through the
atmosphere. The following section introduces the basic theories of EM radiation: the plane
wave solution of Maxwell’s equations, how wave propagation relates to the intensity and the
polarization state of radiation, and how EM fields interact with hydrometeors in the atmosphere.

3.1.1 Electromagnetic Theory

The behaviour of EM waves is described by Maxwell’s equations:

V-D = p,

VxE = -9B

V.B - 06t (3.1)
VxH = J+22,

where the electric and magnetic fields are denoted as E and H respectively, time as t, the
magnetic induction as B, and the electric displacement as D. The free macroscopic charge
density and the current density are denoted as p and J respectively. From these equations, the
electric and magnetic field vectors under the plane wave solution, meaning the solution for a
monochromatic parallel beam of light propagating in a homogeneous medium without sources,
can be expressed as

E(r,t) = Egexp(ik - r — iwt),

H(r,t) = Hpexp(ik - r — iwt), (3.2)

where Eg and Hy are constant complex vectors, r is the position vector, w is the angular fre-
quency of the wave and k is the complex wave vector kg + ik, which describes the propagation
properties of the wave. The complex wave vector k is equal to w\/fioe = ‘% where n is the
complex refractive index of the medium, c is the speed of light, i, is the magnetic permeability
of free space, and e is the electric permittivity of the medium. Since the magnetic field H can
be expressed in terms of the electric field E, it is sufficient to describe the electromagnetic wave
considering only E, where the first term, Eg exp(—k; - r), is the amplitude and (ikpg - r — iwt)
is the phase of the electric wave.

Figure 3.1 shows the coordinate system used to describe the direction of propagation of the
unit vector n and the polarization state of a plane EM wave. In the case of a non-absorbing
medium, the wave vector k = kn is real and the electric field vector E, perpendicular to the
direction of propagation, reduces to a linear combination of components parallel to the direction
of travel:

E(r,t) = Egexp(tkn - r — iwt) = E,(r,t) + Ep(r, t) (3.3)

where the subscripts v- and h- indicate vertical and horizontal polarizations.
Considering a wave traveling in the positive z-direction,

E(z,t) = (gzgg) = @g) exp (ikz — iwt) = (ZZ Ziﬁgiz;) exp (ikz —iwt),  (3.4)

where a, and aj; are the amplitudes, and ¢, and ¢, are the phases, of the complex constants
EQ and E?.



28 MICROWAVE RADIATIVE TRANSFER IN A SCATTERING ATMOSPHERE

z eh

ev

) y

i

X

Figure 3.1: The unit vector and the coordinate system defining the direction of propagation and
polatization of an EM wave.

3.1.2 The Stokes Vector

The electric field vectors of EM waves introduced in the previous section are not measured
by instruments, but their time averaged intensities are. Such measurable parameters are the
so-called Stokes parameters (I, Q, U, V) which denote the intensity and polarization of EM
radiation. The Stokes parameters are the elements of the Stokes vector, I, which is defined as

I < ESE¥ > + < EDEY* >
o R < EOEY > — < EYE)* > (3.5)
U 2\ p| <-EJE)>—-<E)E>> |’ '

i < EYE)* > —i < EQEY* >

where E7, are the complex constants in Equation 3.4, <> denotes time averages and the
subscript * denotes the complex conjugate.

The Stokes parameters are real valued dimensions of monochromatic energy flux and char-
acterize any plane EM wave. To get a physical sense of what each of the Stokes parameters
represent, it is useful to rewrite Equation 3.5 as

I <a?l>+<al> I,+ I
- @ _1\/E <a®l>-<al> B I, — I (3.6)
LU | 2V e | —<2aapcos(e)> | | I_gs—Iss |’ '
1% — < 2aypap sin (¢) > Iy — Bicp

where ¢ = ¢, — ¢p, is the difference in the v- and h- phases. The first Stokes parameter I
describes the total intensity and the other parameters describe the polarization state. The
second Stokes component Q is the difference between vertical and horizontal polarizations, the
third component U is the difference for +45° polarizations and the last Stokes component V is
the difference between left and right circular polarizations. The last three components of the
Stokes vector can be thought of as preferences of the EM wave for vertical linear, -45° linear
or right circular polarization. I is always positive, and Q, U, and V are between +I and —I.
Under Equation 3.5, the following quadratic equation holds,

I?>Q*+U%?+Vv? (3.7)
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If the beam of light is said to be completely polarized, the equality in Equation 3.7 holds.
This is the ideal case of a monochromatic plane wave where the amplitudes a, and a; and the
phases ¢, and ¢y, are fixed and do not vary with time. This means that the plane wave is emitted
by one coherent source. In reality, i.e. in the case of natural radiation, the amplitudes and phases
fluctuate, since radiation originates from several sources that do not emit radiation coherently.
This means that there is a superposition of radiation from several incoherent sources, and that
the polarization state of the radiation from each source fluctuates too. If the fluctuations are
random for all the sources and if the different sources emit incoherently and are not in any
way oriented, then there is no preferred orientation, which is called unpolarized. This is the
case of radiation from the Sun. For unpolarized radiation, the equality does not hold because
Q=U=V=0.

3.1.3 Planck Emission

Any particle at a temperature above 0 K emits radiation. It is common to relate the radiation
from objects at certain temperatures to the radiation that a blackbody of the same temperature
would have. A blackbody is an idealized object that absorbs all incoming radiation and emits
as a function of frequency as described by Planck’s law

)= 2h13
~ c2(exp (hv/kpT) — 1)’

I, =B, T (3.8)

0—34

where v is the frequency of radiation, h = 6.629 x 1 Js is the Planck constant and kg =

1.381 x 10723 J/K is the Boltzmann constant.

In general, when dealing with radiative transfer in the atmosphere, radiation is expressed by
the spectral radiance I(v) in units of [W%] To illustrate Planck emission, Figure 3.2 shows

the normalised blackbody curves for the Sun and the Earth (with effective surface temperatures
of 5778 K and 287 K respectively).
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Figure 3.2: The normalised blackbody curves for typical solar and terrestrial emission tempera-
tures. A clear distinction between shortwave radiation from the Sun, and the longwave radiation
emitted by the Farth is seen. Although negligible in terms of energy (hidden here due to nor-
malisation), the radiation emitted from the Earth’s surface and atmosphere in the microwave
1s very valuable in remote sensing.



30 MICROWAVE RADIATIVE TRANSFER IN A SCATTERING ATMOSPHERE

Radiation emitted by the Sun and then reflected by Earth is referred to as shortwave or
solar radiation, whereas radiation emitted by Earth is known as longwave, thermal, or terres-
trial radiation. Earth observation satellites measure both. At certain frequencies, terrestrial
radiation is not significantly absorbed by greenhouse gases and reaches space if no clouds are
present. These frequency regions of the EM spectrum are called window regions. Note that,
although small energy-wise compared to the infrared, microwave radiation as emitted from the
Earth’s surface and atmosphere is very valuable for the purposes of remote sensing.

It is very common to transform radiant intensities into the more intuitive brightness tem-
perature Tp. Note that this is not a real physical temperature, but a definition for a unit of
intensity. Since real bodies never emit like blackbodies (they emit at a certain emissivity e:
I = ¢(v)1,), the Planck brightness temperature Tp is defined as the temperature at which a
blackbody in thermal equilibrium with its surroundings would have to be at, to generate the
observed intensity I at a particular wavelength,

hv

. kpln(1+ %(exp (hv/kgT) — 1) (3.9)

Another definition often used is the Rayleigh-Jeans brightness temperature for frequencies
below the Rayleigh-Jeans limit hr << k,T, where the brightness temperature can be approxi-
mated as a linear function of temperature

202kpT

B(v,T) = 2

(3.10)
This condition is valid in almost the whole microwave region with typical temperatures in the
Earth atmosphere.

3.1.4 Basic Radiative Transfer

Radiation propagating through a medium where there is no absorption (i.e. the refractive index
n is real) and no scattering would remain constant. However, radiation will be weakened and
intensified due to its interaction with the medium if absorption, and consequently emission due
to Kirchoff’s law stating that the emissivity of a medium is equal to its absorptivity under
local thermodynamic equilibrium, has to be taken into account. The reduction of the spectral
radiance I, over an infinitesimal step ds is

dI(v)
ds

= —k(v,8)1,(s), (3.11)

where £ is the total absorption coefficient.
By applying Kirchoff’s under local thermodynamic equilibrium, the intensification of the
spectral radiance I, over an infinitesimal step ds is

dI(v)
ds

= k(v, s)B(v, s), (3.12)

where B, is the normalized Planck function defined in Equation 3.8. The emitted spectral
radiance defined through B, is dependent on the physical temperature T'(s). By combining
Equation 3.11 and Equation 3.12 and using the Rayleigh-Jeans approximation introduced in
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the previous section, the radiative transfer equation for absorption and emission in terms of
brightness temperature Ty is expressed:

o b, )(T(s) ~ Th(o)) (313)

This is the most common form used in microwave radiometry.

3.1.5 Gas Absorption

When calculating radiative transfer in the atmosphere, the local absorption coefficient at each
point in the atmosphere has to be known. This section focuses on molecular absorption rather
than on the absorption as a result of the presence of hydrometers in the atmosphere.

At a molecular level, three mechanisms of absorption exist: electronic transitions, vibration,
and rotation. Molecules (in this context atmospheric constituents) gain energy by absorbing
photons and lose energy by emitting photons. Since absorption (and emission) can only occur
at discrete wavelengths according to quantum mechanics, absorption (and emission) should be
monochromatic and these discrete wavelengths are often referred to as emission lines. However,
due to different processes, these lines are broadened and acquire a line width. Line broadening
in the microwave occurs principally in the lower atmosphere due to pressure broadening as a
result of molecular collisions, and Doppler broadening in the upper atmosphere as a result of the
thermal velocities of molecules. Note that gas absorption does not affect polarization, except
for the Zeeman effect on the O2 molecules very close to absorption line centers. In this study
dedicated to the lower atmosphere with frequencies rather far from line centers, the Zeeman
effect contribution to the polarization state will not be considered.

An absorption line is described by its corresponding absorption coefficient as a function of
frequency k(v) as given by;

k(v) = nL(T)F(v) (3.14)

where L(T) is known as the line strength, T is the temperature, F(v) is called the line shape
function, and n is the number density of the absorbing species. The values of L(T) at a reference
temperature T are contained in spectroscopic databases (for example the HITRAN database
(Rothman et al., 2003) used in this thesis) and the conversion to different temperatures can
be calculated. The absorption discussed so far is known as resonant absorption, and does
not explain the totality of the measured atmospheric absorption. Some molecules show a
continuum absorption spectrum. The main qualitative difference is that continuum absorption
has a smooth dependence on frequency. In the microwave region, continuum absorption for
water vapour (H20), oxygen (O3) and nitrogen (N3) need to be taken into account.

The integral of the total absorption coefficient and summing over all species yields the
optical depth. The optical depth expresses the quantity of radiation removed during its path
through a medium, in this case the atmosphere. Figure 3.3 shows the optical depth, 7, at nadir
for an average tropical atmosphere and another often used term, the optical transmittance
(= e77) under the same conditions. The transmittance expresses the fraction of the incident
radiation that passes through the atmosphere.
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Figure 3.3: The optical thickness (left) and the transmittance (right) in a typical tropical at-
mosphere populated by Hy O only, Oy only and by the main atmospheric constituents (Hy O, Os,
Ny and Os) labeled as total, as observed by a space-born instrument in the microwave region,
at nadir.

Figure 3.3 shows the main absorption lines and the continuum spectrum in the region of
interest for this thesis (1-500 GHz). The main absorption lines for microwave instruments are
the 183.31 GHz water vapour line and the oxygen lines at 60 and 118.75 GHz. For example,
the 183.31 GHz water vapour line is used by many instruments for humidity profiling. Frequen-
cies above 200 GHz exhibit a strong absorption continuum by water vapour resulting in low
transmittance down to the surface.

3.1.6 Single-Particle Interaction with EM Radiation

Like molecules, particles emit and absorb electromagnetic radiation too. In remote sensing of
clouds and rain, the scattering, absorption, and emission by hydrometeors in clouds are all
relevant depending on the cloud phase, hydrometeor particle size, and frequency.

In EM terms, a single hydrometeor in the atmosphere can be described as a collection of
electric charges. A monochromatic oscillating EM field incident on this particle excites the
charges and induces them to oscillate at its frequency and to radiate secondary EM waves
through what is known as elastic scattering (where the frequency does not change)!. The total
scattered field is the vector sum of the incident and scattered waves. In the case that the
charges oscillate out of phase with the incident field, some of the incident energy is dissipated
through absorption. At the same time, the particles themselves emit radiation in all directions
due to internal energy state transitions in a process known as thermal emission.

This section lays the necessary mathematical foundations to describe scattering, absorption
and emission processes that occur when an EM plane wave traveling through an infinite, ho-
mogenous, non-absorbing, linear, isotropic medium, interacts with a particle with a refractive

Tt is assumed that electromagnetic scattering occurs at the same frequency of the incident radiation.
This assumption excludes certain scattering phenomena that are not relevant to this thesis such as
fluorescence.
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index different from that of the medium. The refractive index is defined as

n=ng+in; = c\/eu (3.15)

where € and p are the dielectric permittivity and the magnetic permeability of the medium
respectively. Note that for remote sensing of the atmosphere, u is approximately constant and
equal to the magnetic permeability of vacuum, gy (10 = 1). In addition to the refractive index
of the particle, the scattering and absorption properties depend on its size, shape, orientation,
and the frequency of radiation.

The scattering of radiation is a conservative process where radiation is re-directed from
its original trajectory. The nature of scattering depends on the wavelength of radiation, the
size of the object, its shape, and its refractive index. In the microwave region, the scattering
generated by the molecules of atmospheric constituents is negligible and thus neglected. It is
the scattering due to hydrometeors that is of interest to study in the microwave, sub-millimeter
and millimeter regions.

Solving Maxwell’s equations it can be shown that the scattered EM field (E?®) is related to
the incident EM field (E' = E® expik;r) by the complex scattering amplitude matrix S:

Ej(rn)\ _ expikir [ Si1 Si2 E‘f,o (3.16)
E‘,SI(T‘II) n o 521 522 E}ilo '
The 2 x 2 amplitude scattering matrix accounts for the transformation of the h- and v-

components of the incident plane wave (Ei, Ei) to those of the scattered spherical wave (E?,
Ej). In terms of the Stokes parameters Equation 3.16 can be rewritten as

Z(nS, n)

R (3.17)

FElrn )=

where the phase matrix Z (4 x 4 matrix) gives the transformation between the scattered Stokes

vector and the incident Stokes vector for nS # nl. The phase matrix Z is also known as
the scattering phase function and it represents the distribution of radiation after a beam of
radiation is scattered (or, equivalently, the probability density function for a single scattering
event). Only 7 of the 16 elements of the scattering phase function are independent, and elements
Z;j are real values with dimension of area.

Extinction is defined as a change of the EM wave in the exact forward direction and it can
be described by a 4 x 4 extinction matrix, K.

It is useful to characterize the efficiency of particles to scatter, absorb, or emit. This can
be done via the optical cross sections. Cross sections are real values and have dimensions
of area. They depend on the properties of incident radiation, i.e., direction, frequency and
state of polarization, and also on the microphysical properties of the particle in question, i.e.,
shape, refractive index (which in turn is a function of temperature), orientation. The product
of the incident monochromatic energy flux and the scattering cross section (absorption cross
section) gives the total monochromatic power removed from the incident wave as a result of the
scattering into all directions (absorption). The total extinction cross section Cgyt is the sum
of the absorption and scattering cross sections:

Cext = Cabs 1 Csca (3.18)
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One can express the extinction cross section in terms of the extinction matrix elements and
the incident Stokes vector. Similarly, the scattering cross section can be expressed in terms of
the phase matrix elements and the incident Stokes vector.

3.1.7 Multiple Particles: Single Scattering Approximation

The previous equations describe the scattering, absorption and emission of an individual par-
ticle. It is important to consider a large number of particles, but solving Maxwell’s equations
for a large number of particles becomes computationally very expensive. It is possible to sim-
plify the problem and consider a large group of scattering particles as a single medium. This
approximation is valid under the following assumptions:

1. Each of the particle is placed in the far-field of the others and of the observation point.

2. Individual particle scattering is incoherent.

As a consequence of the second assumption, the Stokes parameters of the partial waves can
be added disregarding phase. Applying the single scattering approximation means summing
up the fields generated by the individual particles in response to the external field in isolation
from all other particles.

Consider a volume element containing N particles and assume that N is small such that
the mean distance between the particles is much greater than either the average particle size
or the incident radiation wavelength. Under this assumptions, the extinction, absorption and
scattering cross sections can be expressed as:

N
Cext = Z(Cext)n =N < Coxt > (3.19)
n=1
N
CSC& = Z(Csca)n =N< Csca > (320)
n=1
N
Cabs = Z(Cabs)" =N <Cyps > (3.21)
=]
The extinction matrix K, the Stokes phase matrix Z and the emission vector a can similarly
be expressed

N

Ke) K,=N<K5 (3.22)
n=1
N

Z=) Z,=N<Z> (3.23)
n=1
N

a=) a,=N<a> (3.24)
n=1

An accurate and computationally affordable calculation of the single scattering properties,
i.e. the extinction, absorption and scattering properties of an individual particle, is the first
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step in radiative transfer calculations for remote sensing of clouds where scattering, absorption,
and emission can all be relevant, depending on cloud phase, particle size, and frequency.
Several regimes can be identified to cal-

culate the single scattering properties of
Raindrops particles at a given wavelength (\) as seen
Drizzle in Figure 3.4. Their validity depends on
the dimensionless size parameter
€ 5'.33&3 9
2 z = % (3.25)
Smoke,
0 frpee of the given particle of size r. Here, the
characteristic size r may be the radius of
. : ::&ew,es a spherical particle or the volume equiva-

lent radius of a non-spherical particle. Ta-
ble 3.1.7 presents a quick overview of the
orders of magnitude of the size parameter
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Figure 3.4: The scattering regime as a function of
wavelength and particle radii. From Wallace and
Hobbs (2006).

for the atmospheric species of relevance for
this thesis project. Note that frozen phase
particles relevant for this work scatter in

the Mie regime.

Size Parameter x = 27r/A

Type Characteristic 20 GHz 90 GHz 190 GHz 300 GHz
radius (pm) (15mm) (3.4mm) (1.6 mm) (1.0 mm)

Cloud droplets 20 8x10™3  4x1072 8x107? 1310t

Rain droplets 200 8x107%2  4x107'  8x107! 1

Ice 50 2x1072  9x107%  2x107'  3x107!

Snowflakes 500 2x107! 1 2 3

Table 3.1: Size parameters for typical hydrometeors in the atmosphere.

The single-scattering properties depend on the wavelength of observation, the size, shape
and orientation of the particles in question. The main difficulties in computing single scattering
properties arise from the lack of knowledge of accurate information on the refractive properties
of the particles, their size distribution and their shape. Below is a short description of the most
commonly used methods relevant in the microwave region to tackle calculate the scattering
properties.

Lorentz-Mie Method: For spherical particles, the classical approach is to calculate the scat-
tering and absorption coefficients using the Lorentz-Mie equations. This is the least complex
and least computationally expensive method because the single scattering properties of homoge-
nous spheres can be described analytically by a series of spherical harmonics. The expansion
coefficients to these series are only dependent on the refractive index of the sphere in question

and on the size parameter %
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T-Matrix Method: Spherical solutions as an approximation are useful for example when
polarization effects are insignificant or ignored, but these assumptions may lead to large errors
since large atmospheric hydrometeors tend to have non-spherical shapes. In this case, it is key to
turn to more adequate methods like the T-Matrix that allows a more complex treatment of the
particles. It can be easily applied to spheroids and cylinders, and to randomly and horizontally
aligned particles. The T-matrix approach is based on solving Maxwell’s equations numerically.
The T-matrix code used in this thesis was developed by Mishchenko (2000). The readers are
referred to Mishchenko (2000) for details. The T-matrix code requires information on the com-
plex dielectric properties of the particle, its equivalent volume radius, its shape (spheroid or
cylinder), its aspect ratio and the frequency of radiation. The aspect ratio is defined as the
ratio of the diameter of the particle to its length.

Figure 3.5 shows examples of the single scattering properties as calculated by the T-matrix
method for two typical atmospheric spherical particles: pure ice particles (top panels) and
pure liquid spheres (bottom panels). Liquid clouds have small droplets compared to microwave
wavelengths and consequently have a low scattering cross section but a very high absorption
cross section resulting from the dielectric properties of water drops. Ice cloud particles do not
absorb much compared to liquid particles, but they can scatter strongly as the radius of the
particle increases with respect to the wavelength of observation. The larger the particles, the
larger their scattering influence. As it can be seen, for liquid water the dominant process is ab-
sorption, while for ice crystals it is scattering above a certain frequency threshold which varies
with particle size. This is the main reason for which lower microwave frequencies are mostly
sensitive to water emission while higher frequencies are sensitive to frozen hydrometeors. Note
that higher frequencies are sensitive to both liquid and frozen hydrometeors. However, from
instruments onboard satellites, the ice phase upper in the atmosphere is seen first and its optical
opacity masks the liquid phase lower in the atmosphere. Consequently, the higher frequencies
are essentially affected by the frozen phase when present.

3.1.8 Vector Radiative transfer equation (VRTE)

The radiative transfer equation under local thermodynamic equilibrium can be written in its
general expression:

dI(n,v)

g =—<Kn,v»T)>In,v)+ < aln,v,T) > B,T)
s

(3.26)
+/ dn’' < Z(n,n',v,T) > I(n',v)
4

where I is the radiation intensity per unit area, <K> is the ensemble-averaged extinction
matrix, <a> is the ensemble-averaged absorption vector, B is the Planck function, <Z> is
the ensemble-averaged phase matrix, v is the frequency, T is the temperature, and ds is an
element of the propagation path and n is the propagation direction. Over the distance of the
propagation path, radiation is attenuated through extinction as described by the first term
in Equation 3.26. Thermal emission by gas and particles in the atmosphere is described by
the second term in Equation 3.26 and the last term is the scattering source term, adding the
amount of radiation which is scattered from all directions n’ into the propagation direction n.
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Figure 3.5: The scattering, absorption and extinction cross sections as calculated for pure ice
and pure liquid spheres by the T-matriz for frequencies between 1 and 1000 GHz.

3.2 The Atmospheric Radiative Transfer Simulator
(ARTS)

In remote sensing applications a solution to the VRTE (Equation 3.26) needs to be found. The
solution for the VRTE for a non-scattering atmosphere can be found analytically, but when
scatterers are present, a numerical approach needs to be applied to find a solution. Radiative
transfer simulations performed in this thesis were conducted with the Atmospheric Radiative
Transfer Simulator (ARTS). ARTS is a very flexible tool, capable of modelling different at-
mospheric conditions and different sensor configurations. Its development places emphasis on
modularity, extendibility and generality (Eriksson et al., 2011a). It is a community code primar-
ily developed and maintained between Chalmers University of Technology and Lulea University
of Technology. ARTS is publicly available, along with extensive documentation.

ARTS is well validated (Melsheimer et al., 2005; Buehler et al., 2006a; Saunders et al.,
2007) and used primarily for the analysis of ground-based and satellite-based measurements
in the millimeter/sub-millimeter spectral range (Urban et al., 2005; John and Buehler, 2005,
2004; Buehler et al., 2007a). Historically, ARTS was developed in the context of the treatment
of cloud-affected data from limb sounders such as ODIN (Frisk et al., 2003) and the ESA
mission proposal CIWSIR (Buehler et al., 2007a), a sub millimeter instrument introduced in
Section 1.4.2 for the characterization of ice clouds. A radiative transfer model that could
simulate the scattering by ice particles was needed for these missions. ARTS has also been used



38 MICROWAVE RADIATIVE TRANSFER IN A SCATTERING ATMOSPHERE

in the infrared spectral range (Buehler et al., 2006b; John et al., 2006).

Before this thesis, ARTS had not been used for the simulation of detailed realistic scenes
with a large variety of hydrometeor species. It was essentially limited to the simulations of
cirrus clouds. During this thesis, intensive tests have been performed for simulations with large
hydrometeors frozen and liquid, talking also into account the surface parameters for down-
looking satellite geometry. Significant improvements have been made with the ARTS team to
extend its capabilities.

This section aims at introducing some basic concepts and definitions used in ARTS. The
key features in ARTS are:

e Atmosphere: the main vertical coordinate with which atmospheric quantities are de-
fined is pressure, but another vertical coordinate is needed from a geometrical perspective
(e.g. to determine the propagation paths through the atmosphere). This other vertical
coordinate is the geometrical altitude. ARTS allows the treatment of 1-D, 2-D and 3-D
atmospheres, where 1-D and 2-D can be seen as special cases of 3-D. Concerning this
thesis, simulations were conducted in 1-D and 3-D. The 3-D case is the most general
case, where atmospheric grids vary in all three spatial coordinates of a spherical coor-
dinate system, as in a true atmosphere (radius, latitude and longitude). The term 1-D
is used here for simplicity, but it is not a true 1-D atmosphere that extends indefinitely
along a line, rather it is a spherically symmetric atmosphere as shown in Figure 3.6. This
means that the atmospheric fields and the surface extend in all three dimensions, but
have no latitude or longitude variation, i.e. the radius of the geoid, the surface and all
the pressure levels are constant around the globe.

e Observation geometry: ARTS flexible sensor positioning allows the simulation of sen-
sors mounted on any kind of platform (satellites, aircrafts, or ground based measure-
ments). In this thesis down-looking sensors either at nadir, or at an angle off nadir are
simulated. The sensor is described with its position (altitude above the surface, latitude
and longitude) and zenith angle.

e Polarization: ARTS allows the computation of the full Stokes vector. If polarization is
ignored only the intensity, I, of the Stokes vector is calculated and the radiative transfer
equation becomes scalar.

e Gas Absorption: ARTS provides an interface between radiative transfer calculations
and the needed absorption matrix at each point in the atmosphere. ARTS can calculate
the absorption coefficients of atmospheric matter in two different ways: on-the-fly absorp-
tion within the radiative transfer calculation or preparing a gas absorption lookup table.
On-the-fly line-by-line calculations are very computationally expensive as the contribu-
tions of many absorption lines are read from line catalogues, e.g. the HITRAN database,
and summed up to calculate the gas absorption at each atmospheric grid point along the
propagation path. The other approach is the absorption lookup table. Gas absorption
coefficients do not depend directly on the position but on the atmospheric state vari-
ables: pressure, temperature and trace gas concentrations. The idea is for absorption to
be pre-calculated for a discrete combination of state variables, stored in a lookup table,
and then interpolated to the actual atmospheric state variables. Since the pressure de-
pendence of the calculation is the most important dependence, the calculated absorption
cross sections are stored in a pressure grid for a reference temperature and interpolated
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in pressure for intermediate values. A set of temperature perturbations for each pressure
level can also be stored.

e Scattering: In ARTS, a cloudy atmosphere can be defined by what is referred as a
“Cloudbox”. Everything outside the Cloudbox is handled as clear sky. Clear sky is
defined as an atmosphere free of any kind of scattering particle. On the contrary, the
Cloudbox does have scattering particles. This approach saves computational time as
scattering calculations are limited to the part of the atmosphere containing hydrometeors.
The Cloudbox is defined to have its limits at the involved grids, e.g. the vertical limits
are two pressure levels. Figure 3.6 shows schematically a 1-D atmosphere including a
Cloudbox. It is possible to define several particle types - a particle type being either a
specified particle or a specified particle size distribution. For each particle type, a data
file containing the single scattering properties, calculated externally (by the T-matrix
in this thesis: see Section 3.1.7), and the appropriate particle number density field is
required.

e Surface properties: In window channels particularly, it is very important to define
the surface properties below the modelled atmosphere, as it emits and reflects radiation
where the propagation path intersects with it. ARTS is very flexible in this matter and
one can select to represent the surface by a blackbody, a specular reflecting surface, or a
Lambertian surface. In this thesis, a more accurate description of the model surface has
been incorporated to ARTS as an external tool for both ocean and land (see Section 4.5).

Figure 3.6: Schematic of a 1-D atmosphere with a Cloudbox. The atmosphere is spherically
symmetric, meaning that the radius of the geoid, the surface and all the pressure levels are
constant around the globe. In this case the Cloudbox is between two pressure levels (from The
ARTS User Guide).

The sections below, discuss radiative transfer in ARTS more closely. Radiative transfer in
ARTS calculates monochromatic radiances by solving the VRTE (Equation 3.26). For each
specified frequency, monochromatic calculations are performed along the path of the electro-
magnetic wave through the atmosphere. This propagation path is defined by the sensor position
and its viewing direction to the point where the beam actually starts from. At each intersection
with the atmospheric grid, the VRTE is solved using the atmospheric composition that is av-
eraged between the current grid values and the ones at the next intersection point. Figure 3.7
shows a schematic of the basic ARTS inputs relevant to this thesis. Everything shown outside
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the blue dashed lines are inputs needed for ARTS. A large amount of the work conducted during
this thesis involved studying this inputs.

Two radiative transfer domains can be identified from Figure 3.7, clear sky radiative transfer
and cloudy sky (scattering) radiative transfer.
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Vs
Clear Sky [ Atmospheric Composition + hydrometeors ]
Atmospheric Composition l
e.g. temperature, gaseous species
= Single Scattering properties (T-matrix or Mie)
= Particle Number density
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Figure 3.7: Schematic diagram of the basic inputs that were coupled to ARTS in this thesis for
radiative transfer calculations under clear sky and cloudy sky conditions.
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3.2.1 Clear Sky Radiative Transfer

ARTS sets the Stokes components for all frequencies to equal the radiative background and then
solves the radiative transfer equation from one point of the propagation path to the next, until
the end point is reached. In clear sky calculations, the general VRTE (Equation 3.26) needs
to be solved while omitting the scattering integral and particle contributions to the extinction
matrix and the absorption vector. The VRTE is solved for each specified frequency at each
intersection of the propagation path with the atmospheric grid. In the context of this thesis,
realistic surface emissivities, the sensor geometry and a correct description of the atmospheric
composition are key in reference to the inputs described in Figure 3.7.
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3.2.2 Cloudy Sky Radiative Transfer

Two different approaches are implemented within ARTS to solve the VRTE and determine the
outgoing radiation field at the boundary of the Cloudbox. The role of the scattering calculations
is to determine the outgoing intensity field of the Cloudbox. The outgoing intensity field is then
used as the radiative background. Since there is no analytical solution to the VRTE under the
scattering scheme, numerical methods are required. Two different approaches are implemented
within ARTS: the backward Monte Carlo scheme and the Discrete Ordinate Iterative (DOIT)
approach. Both schemes are described below.

The Polarized Discrete Ordinate Iterative Method (DOIT)

The DOIT module can be implemented in 1D and 3D atmospheres (Sreerekha et al., 2006), but
it is strongly recommended to be used only in 1D atmospheres, the Monte Carlo method being
a much more efficient tool for 3D calculations. DOIT yields the whole radiation field, meaning
that a full account of the polarization signal is given. A description of the method is given in
this section and for more information please refer to the ARTS User Guide, Emde et al. (2004)
and Emde (2005):

DOIT applies an iterative method to solve the monochromatic vector radiative transfer
equation (VRTE) shown in Equation (3.26). The scattering integral in the VRTE is solved with
a first guess field, I(?) (defined here to be the old radiation field), determined by the boundary
conditions as given by the radiation coming from the clear sky part of the atmosphere and
traveling into the cloud box. Inside the Cloudbox an arbitrary field can be chosen as a first
guess. The closer the first guess field is to the solution field, the less the number of necessary
iterations. The scattering integral in Equation (3.26) (i.e. [, dn’ < Z(n,n’,v,T) > I(n/,v))
is solved using the first guess field to obtain the first guess scattering integral field < S(9) >.
The integration is performed over all incident directions n’ for each propagation direction
n. The evaluation of the scattering integral is done for all grid points inside the cloud box.
Figure 3.8(a) gives a schematic approach to the iterative method described below. Figure 3.8(b)
shows radiation arriving at a grid point P from the direction n’ and propagating into direction
n. The radiation arriving at P from n’ can be obtained by solving the linear differential equation

a1
ds

=—<K>IV4 <a>B+< SO0 > (3.27)

where < K >, < @ >, B and < S(0 > are averaged quantities of the extinction matrix,
the absorption vector, the Planck function, and the first guess scattering integral respectively.
These are averaged quantities because to calculate the radiative transfer from P’ towards P
all quantities are approximated by taking the averages between the values at P’ and P. The
average value of the temperature is used to get the averaged Planck function B. Equation 3.27
can be solved analytically for constant coefficients. The solution to equation 3.27 is found
analytically using a matrix exponential approach (for further details on how the solution to the
linear differential equation is found using this approach please refer to the ARTS User Guide
and Emde et al. (2004); Emde (2005):

I = exp~<K>s1(0) 4 (1- exp_<ﬁ>s) <K>1!(<a>B+<80 >) (3.28)

where I(?) is the initial Stokes vector and IV is the first iteration scalar intensity field. The
radiative transfer step from P’ to P is calculated, therefore I(?) is the incoming radiation at
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P’ into direction (6}, ¢},), which is the first guess field interpolated on P’. This is done for all
points inside the cloud box in all directions. The resulting set of Stokes vectors (I(O) for all

points in all directions) is the first order iteration field, Ig;l)m (the new radiation field). After
each iteration a convergence test is performed where the new radiation field is compared to the
old radiation field. If the absolute difference for all successive Stokes vectors is smaller than a
requested accuracy limit (the accuracy limit being set by the user and containing convergence
limits for all Stokes components), the convergence test is fulfilled and a solution to the VRTE
equation is found. If the convergence test is not fulfilled, the first order iteration field is copied
to the variable holding the old radiation field, and it is used to evaluate again the scattering
integral at all cloud box points. As long as the convergence test is not fulfilled the scattering

integral field and higher order iteration fields are calculated.

First Guess Field Old Radiation
({Iijklm(o)}) Field

Scattering Integral Field
(<suklmm>=f4ndn'<z||k|m>|(°)uk|m) v

Convergence no
Test yes

Radiative Transfer
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(d1%/ds = -<K>1"+<a>B+<S5>)
\\ Solution Field

New Radiation Field
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Figure 3.8: (a) Schematic of the iterative method to solve the VRTE in the Cloudbox (adapted
from the ARTS User Guide). (b) Path from a grid point (defined by pressure p, latitude o, and
longitude B) (pi, oy, Bi) (denoted o in the figure) to the intersection point (pg,a;-,ﬁ;c) (denoted
o0 in the figure) with the next grid cell boundary. The viewing direction is specified by (6;, dm)
at o or by (6, ¢,) at o. Adapted from Emde (2005).

The Monte Carlo Method

The ARTS Monte Carlo scattering module (ARTS-MC) offers an efficient method for polarized
radiative transfer calculations in 3D atmospheres. The idea here is to give the reader a general




3.2. THE ATMOSPHERIC RADIATIVE TRANSFER SIMULATOR (ARTS) 43

idea about ARTS-MC. For more detail, please refer to the extensive literature on Monte Carlo
methods, the ARTS User Guide, and to Davis et al. (2007) where the ARTS-MC method is
presented.

A reference for the development of the Monte Carlo method used in ARTS (ARTS-MC) is
the Backward-Forward Monte Carlo (BFMC) model described in Liu et al. (1996). In BFMC,
photon paths are traced backwards from the sensor, with scattering angles and path lengths
randomly chosen from probability density functions determined by the scattering phase func-
tion, and a scalar extinction coefficient respectively. The phase matrices for every scattering
event and scalar extinction are then sequentially applied to the source Stokes vector to give
the Stokes vector contribution for each photon. The difference between the ARTS-MC and the
BFMC model is that BEMC can not handle a non-diagonal extinction matrix, which means it
does not consider polarization fully. The ARTS-MC can.

Davis et al. (2007) gives a full mathematical account of the algorithm and of the probability
density functions used to determine the necessary propagation paths.

The estimated error of the Cloudbox exit Stokes vector is strongly dependent on the optical
thickness in the line of sight (i.e. ice water path of the scattering domain), and relatively
independent on particle type and orientation (Davis et al., 2007). Although the absolute error
in polarization difference is generally lower than that of total radiance, the relative error is
much higher. It is suggested that where accurate Q determination is needed, the number of
photons used in the simulations be increased. CPU time is strongly dependent on the optical
thickness in the light of sight too (Davis et al., 2007). Additional CPU time is also necessary
when dealing with horizontally aligned particle orientations.
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This section describes the tools that were coupled with ARTS in this thesis in order to run
simulations of realistic scenes observed by the instruments described in Chapter 2. Specifically,
the realistic scenes of interest for this thesis are characterized by the presence of large frozen
particles and the simulations include surface sensitive channels. As discussed in Section 3.2,
ARTS has been mostly used so far for clear sky and cirrus cloud simulations (i.e. very small ice
particles) at sub-millimetre and millimetre channels where the surface contribution needs not
to be taken into account realistically. In this thesis, and as shown schematically in Figure 4.1,
ARTS is coupled with the necessary tools to evaluate its radiative transfer methods for a large
range of meteorological situations. A brief summary of the main points listed in Figure 4.1 that
will be explored throughout this chapter, is given below.

Hydrometeor & Atmospheric Composition
= Cloud resolving model MESO-NH
= Clear Atmospheres from ECMWF / FASCOD / Chevallier91L
= Satellite Retrievals

Section 4.2
A Section 4.3
Microphysics Assumptions
= Single Scattering Properties (SSP)
= Microphysical Properties

2| I
<l |
Surface | 1 I
Emissivity I " I
Ealar | I Passive MW Active MW I
Modeling (DOIT vs. MC) Modeling |
| Section 4.5. Section 4.6. |

Figure 4.1: Schematic diagram showing the main tools that were coupled to ARTS in this thesis.

Atmospheric and hydrometeor profiles describing the state of the atmosphere are the main
inputs to simulations. In this thesis, the following realistic atmospheric descriptions are used:

e Cloud mesoscale model Meso-INH: Atmospheric variables, together with information
on the population of hydrometeor species in the atmosphere, can be taken from a cloud
mesoscale model output. Outputs from the cloud mesoscale model Meso-NH are selected
in this thesis to perform realistic simulations of coincident satellite observations. Meso-
NH simulates the atmospheric state and the evolution of the mixing ratios of six water
species (water vapor, cloud droplets and rain droplets, pristine ice, snow aggregates and
graupel). Refer to Section 4.1 for more detail.
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e Atmospheric composition from databases: One dimensional atmospheric data pro-
files describing the state of the atmosphere (pressure, temperature, gas vertical concen-
trations) are also taken from a number of different databases in this work: (1) the Fast
Atmosphere Signature Code (FASCOD) profiles for typical tropical, midlatitude and arc-
tic atmospheres (Anderson et al., 1986), (2) the Chevallier91L database (Chevallier et al.,
2006), and (3) ancillary data from the European Center for Medium-Range Weather Fore-
casts (ECMWTF) interpolated to each CloudSat CPR bin, i.e. the CloudSat-AUX product
(Niu and Li, 2011). The term one dimensional profile is used here because the variability
of the atmospheric variables is described only on a vertical grid, with pressure as a single
coordinate.

As illustrated in Figure 4.1, assumptions on the microphysical properties are needed to
describe the hydrometeor species populating the atmosphere and calculate their interaction
with the radiation:

e Hydrometeor Microphysical Properties: Assumptions on the microphysical param-
eters are needed to calculate the Single Scattering Properties (SSP) of the simulated
hydrometer profiles. Parameters such as the dielectric properties, the density, the shape,
the orientation and the particle size distribution are key. These parameters are discussed
in detail in Section 4.2. Note that some of these parameters, such as the particle size
distribution, are indirectly provided by Meso-NH as detailed in Section 4.1.

A realistic description of the radiative properties of the surface is important for surface
sensitive channels in the microwave region:

e Surface Emissivity: Section 4.5 describes the emissivity modules coupled with ARTS
in this thesis: (1) FASTEM for ocean emissivities (English and Hewison, 1998), and (2)
TELSEM for continental land (Aires et al., 2011).

Active microwave simulations are important to analyse the observations from the active
sensors. Section 4.4 presents the recent developments made with the ARTS team to simulate
the active and passive signals consistently and better benefit from potential synergy . The
work performed in this thesis uses this new internal module for the first time to exploit the
active/passive synergy.
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4.1 Real Case Atmospheric Scenarios

4.1.1 The Cloud Mesoscale Model Meso-NH

The non-hydrostatic mesoscale cloud model Meso-NH (Lafore et al., 1998), jointly developed
by Météo-France and the Centre National de la Recherche Scientifique (CNRS), is a research
model. The motivation for coupling Meso-NH with ARTS is to perform realistic simulations
for different scenes, and to evaluate them with satellite observations in the microwave region.

Meso-NH can provide the first steps for radiative transfer simulations by offering hydrom-
eteor and atmospheric profiles of real scenes. Its microphysical scheme predicts the evolution
of the mixing ratios (mass of water per mass of dry air) of five hydrometeor categories: cloud
droplets, rain drops, pristine ice crystals, snowflakes, and graupel. Meso-NH outputs include
a full description of the atmospheric parameters (pressure, temperature, and mixing rations
for the water vapor, and the five hydrometer categories). The multiple interactions operat-
ing between the different water species are accounted for through the parameterization of 35
microphysical processes including nucleation, conversion, riming and sedimentation. Meso-NH
performance has been assessed in the past using space-borne sensors at various wavelengths
(Chaboureau et al., 2000; Chaboureau et al., 2008; Wiedner et al., 2004; Meirold-Mautner et al.,
2007) showing that neither strong nor systematic deficiencies are present in the microphysical
scheme and in the prediction of the precipitating hydrometeor contents.

The physical properties of hydrometeors are described in terms of the particle size distribu-
tion (PSD). The assumptions made on the PSD of each of the individual species in Meso-NH
is described in detail in Lafore et al. (1998) and Pinty and Jabouille (1998). All species are
assumed to be spheres of diameter D, although the respective mass-size relations implicitly
assume non-sphericity. The concentration of the PSD is parametrized with a total number
concentration IV given by

Ny =Cx (4.1)

where C and x are empirical constants derived from ground and in-situ measurements (see
Table 4.1), A, is known as the slope parameter of the size distribution, and the subscript h
denotes the hydrometeor category. Two special cases are drawn from Equation 4.1: (a) for
z = 0 the total number concentration is held fixed, and (b) for z = —1 the total number
concentration follows a simpler two-parameter exponential size distribution, also known as the
Marshall-Palmer distribution (Equation 4.5 introduced below).

Another important relation is the mass-size relation:

m(D) = aD", (4.2)

and the velocity-size relation:
v =cD? (4.3)

where the diameter D is in [m| and the speed v is in [ms™!]. Table 4.1 describes the constants
a, b, ¢, and d for each of the hydrometeor species.

The size distribution of the hydrometeors is assumed to follow the generalized Gamma
distribution,

«

n(D)dD = Nyg(D)dD = NhI‘(y)

A DL exp (—(A\,D)*)dD, (4.4)
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where g(D) is the normalized distribution and both a and v are parameters as described in
Table 4.1. For a = v = 1, Equation 4.4 reduces to a simple exponential size distribution:

n(D)dD = Ny, exp —(A,D)dD, (4.5)

where Npj, is the intercept parameter (Nop = NpAp). Particle size distributions are discussed
in more detail in Section 4.2.2.
The different hydrometeor mixing ratios q; can be defined according to:

Prdn = /000 m(D)n(D)dD = aNy My(b), (4.6)

where py, is the density and My (b) is given by the moment formula of the p* moment of the
size distribution,

Glp) _ 1 T(v+p/a)
M(p) = = —

where G(p) is the generalized Gamma size distribution. The slope parameter can be deduced
from Equation 4.6 together with Equations 4.1 and 4.7,

(4.7)

1

An = (a(féh(b)) ; (4.8)

Table 4.1: Parameters of the Meso-NH microphysical scheme. Equations are given in mks
units

Category a v a b c d C X

de (cloud) 3 3 524 3 32x107 2

qi (ice) 3 3 082 25 800 |

Qs (snow) 1 1 002 1.9 5.1 0.27 5 1

qq (graupel) 1 1 19.6 2.8 124 0.66 5x10° -0.5
q (rain) 1 1 524 3 824 0.8 107 -1

4.1.2 Case Studies

In this thesis two specific midlatitude scenes are simulated. The two cases correspond to real
meteorological conditions, allowing an evaluation of the quality of the simulations by comparison
to coincident satellite observations. The two cases occurred during winter in Europe and covered
both land and sea. The two cases are (1) a frontal case with light precipitation over the Rhine
area (10 February 2000, see Figure 4.2) already analyzed with the Atmospheric Transmission
at Microwaves (ATM) radiative transfer code and compared with the available AMSU-B and
SSM/T satellite observations by Meirold-Mautner et al. (2007), and (2) a heavy snowfall case
over France (8 December 2010) that provides the unique opportunity to compare simulations
with coincident active (CloudSat) and passive (MHS and AMSR-E) satellite observations. This
two case scenarios are described in detail and analyzed in Chapter 6.
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Table 4.2: Overview of the Meso-NH simulation cases

Name Event Date Available Satellite Observations

RHINE Light Precipitation over Rhine 10 Feb. 2000 AMSU-B / SMM/I

FRANCE Heavy Snowfall over France 8 Dec. 2010 MHS / CloudSat / AMSR-E

This section has introduced the mixing ratios of the different species as modeled by Meso-
NH. The following section introduces the microphysical assumptions needed in conjunction with
such profiles.
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Figure 4.2: Total integrated columns (kg/m?) of cloud, rain, ice, graupel, snow, and water
vapour as simulated by Meso-NH. This simulation is a real scene where light precipitation was
related to a cold front passing West Germany on the 10 February 2000 at 18:00 UTC.

4.2 Hydrometeor Microphysical Properties

Whether simulating the radiative signal from Meso-NH model outputs (see Section 4.1) or
simplified cloud populations using atmospheric profiles from a database, determining the mi-
crophysical properties of the hydrometeor populations is the most important and most complex
step. Realistic microphysical assumptions allow accurate single scattering properties. At mi-
crowave frequencies, ice, liquid water and mixed-phase hydrometeors have very different scatter-
ing properties due to differences in their microphysical properties (dielectric properties, density,
size, shape). A detailed account of the mentioned microphysical properties follows.
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4.2.1 Dielectric Properties of Hydrometeors

As discussed in Section 3.1.6, the complex dielectric properties (¢ = €' +i¢”’) are key parameters
when calculating the scattering properties of a given particle. For example, the absorption co-
efficient is derived from the imaginary part of the refractive index n, which as already discussed
follows simply from n = y/e. The accuracy of radiative transfer computations is often limited
by insufficient knowledge of the dielectric properties of the hydrometeors in question.

The dielectric properties of a substance depend both upon the incoming electromagnetic field
(the frequency v) and upon the physical properties of the substance itself (i.e., bulk properties
such as composition and temperature). A brief description of the accepted models to compute
the dielectric properties for pure liquid water, pure ice and and mixed phase hydrometeors (i.e.
snow) is given below for the microwave frequency range.

Pure Liquid Water

Pure liquid water is the substance for which we have the most experimental permittivity data
both in frequency and in temperature. The microwave region, up to approximately 20 GHz,
has been fairly well explored but there are less independent experimental data in the frequency
range starting at approximately 50 GHz and going up to the far infrared (25 THz).

In this work, the dielectric properties from Liebe et al. (1991) that allow calculations above
100 GHz are used. Liebe et al. (1991) provided an interpolation function for the permittivity of
liquid water for frequencies between 100 GHz and 30 THz at atmospheric temperatures. This
interpolation function has been used extensively by the remote sensing community and is shown
in Figure 4.3 as a function of frequency for a temperature of 10°C.
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Figure 4.8: The real and imaginary parts of (a) the dielectric properties of pure liquid water
according to Liebe et al. (1991) at 10°C and (b) the corresponding refractive index.

Pristine Ice

Ice on the other hand is very transparent at microwave frequencies due to its very low dielectric
loss. In this thesis, the dielectric properties of pure ice are calculated according to Matzler and
Melsheimer (2006) where all the available dielectric data were used to improve and test the
existing dielectric models. This function is valid for frequencies between 0.01 and 3000 GHz,
and for temperatures between 20.0 to 273.15 K. Figure 4.4 shows the computed dielectric
properites as a function of frequency for pure ice at 0 °C, - 10°C and - 20°C. Ice, in contrast
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with pure liquid water, has a very small imaginary component to the dielectric properties and
thus much smaller absorption coefficients. Xie et al. (2009) studied the effect of ice permittivity
uncertainties on the emerging brightness temperatures for AMSU-B frequencies and found that
the absolute error is no more than 2 K at a zenith angle of 53°.
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Figure 4.4: The real (a) and imaginary (b) components of the dielectric properties of pure ice
as calculated using Mdtzler and Melsheimer (2006) for different temperatures.

Heterogenous hydrometeors: Snowflakes and Melting Snowflakes

Natural media are heterogenous materials that can be treated as being homogenous by de-
scribing them in terms of an effective dielectric constant. In this way, frozen and melting
hydrometeors can be represented by a single effective medium composed of different mixtures
(ice and air for snowflakes; ice, water and air for melting snowflakes). As seen in Figure 4.5,
spherical inclusions (dielectric constant ¢;) are embedded in a background medium (dielectric
constant €.). Mixing rules are capable of calculating effective dielectric properties as a func-
tion of the constituent permittivities (¢; and €.) and their fractional volumes. The aim is that
this macroscopic effective permittivity describes realistically the behavior of the heterogenous
material.

Figure 4.5: Spherical inclusions (e;) in a homogenous environment (e.).

There is a large number of mixing formulas available to compute the effective dielectric
constants of mixed phase hydrometeors and their results vary to a great extent when defining
the order of the inclusions. It is physically unclear how to select among these various formu-
las. Furthermore, questions remain as to which of these mixing formulas can be applied to
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computations for non-spherical melting particles. In summary, there are many ways to model
the dielectric properties of mixtures which can directly lead to variabilities in radiative transfer
calculations and radar simulations (Liao and Meneghini, 2005). Uncertainties in the scatter-
ing properties of mixed phase hydrometeors are one of the major sources of error in radiative
transfer simulations of the cloud snow melting layer and snowfall.

A review of the effective dielectric constants of mixed phase hydrometeors is proposed by
Meneghini and Liao (2000). They investigated their effect on extinction and backscattering
coefficients at radar wavelengths, concluding that the Maxwell Garnett (MG) mixing rule for
an air-ice mixture in a water matrix compares best to the Fast Fourier Transform numerical
method (a derived expression of €.y that depends on the mean internal electric fields within
each of the components of the mixture). The MG formulation has been commonly used since
(e.g. Battaglia et al. (2003); Olson et al. (2001b,a)). The MG formula is written:

€ — €e

€ +2€c — fe; —€e)’
where f = nV is the dimensionless volume fraction of the inclusions in the mixture with
0 < f <1 (V is the volume of spherical inclusions and n their number density). In the limit
where the inclusion phase vanishes (f — 0), the MG formula gives €.ff — €.. Similarly, in the
limit where the environment vanishes (f — 1), the resultant e.sr — ¢;, satisfying its physical
sense.

Under the MG formulation, snow is often divided between a two-phase mixture of air and
ice (dry snow) and a two phase mixture of dry snow and water (melting snow). However,
questions still remain as to how these three phase mixtures are composed. Since the choice of
which component is the matrix and which is the inclusion will affect the result, a variety of
different models arises depending on how the inclusion phases are defined (described in Fabry
and Szyrmer (1999) and Brown and Ruf (2007). When defining snow as a three-component
mixture (air, ice, and water), the MG formula must be applied twice.

€eff = €e + 3f€e (4.9)

Snow Density

Density is a key parameter directly related to the dielectric properties and thus the scattering
properties of mixed phase hydrometeors. The volume fraction in the MG formula is closely
linked with density. For example, the density p,, of wet snow (dry snow and water mixture)
varies with the melted fraction f,,, i.e. the volume fraction of water in the mixture, as

_ PsPw
fmps + (1 - fm)Pw

where pg and pg are the densities of dry snow and water respectively. The equivalent is seen
for the volume fraction of dry snow (air-ice mixture) which is closely linked with the density of
dry snow f = %

It has been {'ecognized since Magono (1965) and many later studies, that a size-independent
density is not a physically sound assumption for snowflakes because of the rigidity of ice and
the nature of the snow formation processes (Leinonen et al., 2012). Snow density has shown a
considerable variability in measurements. This is due to a combination of many crystal habits
of ice and the method of growth (e.g. accretion vs. aggregation) which varies with temperature
(Fabry and Szyrmer, 1999). The only consensus reached is that on average snow has a density
of 0.1 g/cm3 and that there is a decrease of density with snowflake size. It is important to

fon (4.10)
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mention that such measurements are also difficult to make and may be one of the reasons for
the observed variability on its own.

Fabry and Szyrmer (1999)
~———Mitchell et al. (1990) ]
———Locatelli and Hobbs (1974)
~ — -Barthazy (1998)

- - -Magono (1965)

Density (g/cm“)

n n s N " L . . .
0 200 400 600 800 1000 1200 1400 1600 1800 2000
Diameter (um)

Figure 4.6: Different snow density parameterizations.

Different relationships are seen in

Parameterization Details the literature where the upper limit is
ps = 0.015D; 1 Fabry and Szyrmer (1999). the density of pure ice (0.917 g/cm?)
ps = 0.012D:! Mitchell et al. (1990). and the lower limit is 0.005 g/cm?
ps = 0.015D; 118 Locatelli and Hobbs (1974). (Klaassen, 1988). A lower density
ps = 0.018D7%8  Barthazy (1998). snowflake will melt faster than a higher
ps = 0.022D715  Magono (1965). density snowflake of the same diameter.

Therefore, dense snowflakes will produce
Table 4.3: Density ps(D) parameterizations of snow a deeper melting layer as compared to
from the literature. Equations are given in cgs units. fluffy aggregates. In Table 4.3, a number

of snow density parameterizations found
in the literature are listed, and shown in Figure 4.6. Another number agreed on throughout
the literature is the density of graupel at 0.4 g/cm?®.

Figure 4.7 illustrates the impact of density on the dielectric properties of dry snow (air
inclusions in an ice matrix) as calculated with the Maxwell Garnett mixing formula under
different snow densities. As shown, the frequency dependence of the dielectric properties of
snow are similar to the one of pure ice but with smaller magnitudes due the host material air.

4.2.2 Particle Size Distributions

Particle size has a very important impact on the scattering and absorption properties. Since
clouds contain a whole range of different particle sizes, it is important to describe the correct
size distribution of a population of hydrometeors. A particle size distribution relates the radius
r of a particle to the particles number density n(r), i.e. the number of particles per cubic
meter. This section briefly lists the particle size distributions (PSDs) parameterizations which
are relevant to the simulations conducted in this study.



PREPARING FOR REALISTIC RADIATIVE TRANSFER SIMULATIONS OF COMPLEX
56 SCENES IN THE MICROWAVE REGION WITH ARTS

Ice
____ Dry Snow (pds:O.Bg/cma)

Dry Snow (p, ds:0.4g/cm3)
Dry Snow (pds:0.1 g/cms)

0.025

A 8

£ 3 S o002

e T a

Q. o -

9] 2

o Qo 0.015

o e y

5 © et

82 8 001 -

° g o

= S 0.005 e e

© & Vs

o £ . I
1 - 0 —
0 100 200 300 0 100 200 300

Frequency (GHz) Frequency (GHz)

Figure 4.7: Real (left) and imaginary (right) part of the dielectric properties for dry snow (air
inclusions in an ice matriz) with different densities as a function of frequency as calculated with
the Mazwell Garnett mizing rule.

Mono-disperse Particle Size Distribution

The mono-disperse size distribution is the most simple assumption one can make: all the
particles in the cloud have the same size. This assumption is very useful to analyze effects
such as the influence of particle shape or orientation, because the effect from the particle size
distribution itself is neglected.

Assuming a mono-disperse particle size distribution, the particle number density n is given
by
_3IWC

(4.11)
where IWC is the Ice Water Content (kg/m3), p is the hydrometeor density (kg/m?3) and r is
the radius of the hydrometeor.

Particle Size Distributions for liquid and frozen species

The gamma size distribution is commonly used in remote sensing of hydrometeors and follows
as,

n(r) = nor* exp (—Ar7), (4.12)

where the particle number density in a given particle size range n(r) (1/m?) is parameterized
by the intercept parameter ng (m~?), the slope parameter A (m~') and the dimensionless
parameters p and . The particle number density for PSDs like the gamma size distribution is
obtained by integrating the PSD over all sizes (n = [;° n(r)dr).

Setting 4 = 0 and A = 1 is the simpler two-parameter exponential size distribution and
parameterizations found in the literature are often expressed in terms of the particle diameter,
D, by the general form:

n(D) = ngexp (—AD) (4.13)

Note that the definition of the diameter D can be ambiguous for non-spherical particles.
Most particle size distributions use the maximum dimension, D, to characterize the size.
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Another definition is the diameter of the smallest circle that completely circumscribes the
particle.

Cloud meso scale model schemes explicitly define the parameters in equation 4.12. The
exponential size distribution used in the Meso-NH microphysical scheme has already been in-
troduced in Section 4.1 where the values of ng and A depend on the hydrometeor category.
The rest of this thesis follows this notation. Exponential PSDs are used to parameterize both
rainfall and snowfall. Table 4.4 below lists some of the parameterizations found in the litera-
ture. The parameters ng and A may be expressed either as constants or functions of rainfall
rate R. The Sekhon and Srivastava (1970) (SS) PSD is commonly used in snowfall studies (e.g.
Skofronick-Jackson et al., 2002; Noh et al., 2006; Brown and Ruf, 2007; Liu, 2004; Noh et al.,
2009).

Table 4.4: Particle size distribution (PSD) parameterizations, where R and S are the rainfall
and snowfall rate respectively in [mm hr=1].

Details 1o A

Marshall and Palmer (1948) (MP) 8.0 x 103 (m~®mm™T) 4.1R7921 (mm™T)
The Sekhon and Srivastava (1970) (SS) 2.5 x 10 S7%% (m™3mm~!) 2.2957945 (mm™1)

There is a number of different parameterizations describing the particle size distributions
of pure ice particles. The McFarquhar and Heymsfield (1997) (MH97) size distribution is a
realistic size distribution for tropical cirrus ice crystals as a function of IWC and temperature.
This parametrization is based on observations during the Central Equatorial Pacific Experiment
(CEPEX). Smaller ice crystals (equal volume sphere radius < 50um) are represented with a
gamma function and larger ice crystals are represented by a log-normal function. Different
parameterizations are also available for midlatitude cirrus clouds (e.g. Donovan, 2003; Ivanova
et al., 2001; Mitchell et al., 1999). These are bi-modal gamma distributions based on measure-
ments from different field campaigns, and are functions of temperature, IWC, and maximum
size dimension.

4.2.3 Particle Shape and Orientation

Particle shape is a complicated function of temperature, humidity, individual particle history,
and geographical particularities of the region. For example, Figure 4.8 shows images of particle
size and shape as a function of ambient temperature for sub-topical deep clouds, and illustrates
well the complexity of modeling the shape of the frozen phase.

However, a common approach in both active and passive simulations is not to describe the
precise individual particle shapes, but to determine the overall shape of the particles as deter-
mined by the aspect ratio (Dungey and Bohren, 1993a; Matrosov et al., 2005a; Hogan et al.,
2012). From multiple aircraft observations, Heymsfield (personal communication) confirms
the importance of the bulk shape of particles as characterized by its aspect ratio, neglect-
ing the microwave passive simulation of individual complicated particle shapes. Aspect ratios
(longest /shortest axis of ellipse) of the order of 1.6 close to the 0° isotherm are selected, as
suggested in Korolev and Isaac (2003); Hanesch (2009); Matrosov et al. (2005a) and Heyms-
field (personal communication). Unfortunately, aircraft observations cannot be used to infer
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the orientation of particles, since turbulence around the measuring probe inlets and the flow
around them tends to reorient them. However, it has been confirmed through different stud-
ies using differential reflectivity observations that particles fall with their largest dimension in
the horizontal plane, and the deviation from the horizontal orientation is small enough to be
neglected in scattering calculations (e.g. Matrosov et al., 2001, 2005b).
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Figure 4.8: Particle shapes as a function of altitude and temperature as measured in a field
campaign in three size ranges (< 100, 400 — 600, > 1000 um) (Heymsfield et al., 2002).

4.3 Calculating the Single Scattering Properties

As briefly discussed in Section 3.1.7, the T-matrix approach is used in this thesis. The T-
matrix code is powerful and widely used for the computation of scattering properties for non-
spherical particles. It has been developed by Mishchenko (2000) and can calculate the scattering
properties of both random and oriented particles. The main driving parameters of the T-matrix
code are frequency and the dielectric properties, with the latter dependent on the phase, density
and temperature of the hydrometeors. The size, shape and orientation of particles is also
important in the T-matrix. Figure 4.9 shows the single scattering properties as calculated with
the T-matrix code for a randomly oriented pure ice spheroid of aspect ratio (longest/shortest
axis of ellipse) 1.6. Note that the scattering of a particle is highly dependent on the size
parameter 277 /A (see Section 3.1.7).

Liu approximation

Another method often used to calculate the single scattering properties of spherical and non-
spherical particles is the discrete-dipole approximation (DDA) (Purcell and Pennypacker, 1973).
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Figure 4.9: The absorption, scattering and extinction efficiency for spheroid ice particles (aspect
ratio of 1.6) in the microwave region as calculated by the T-matriz.

The DDA method can be used to calculate the single scattering properties of arbitrary sized,
shaped and oriented particles. However, T-matrix calculations are much more time efficient.
An approach often used in order to use the T-matrix, is to approximate the single scattering
properties of non-spherical particles by those of sphere where the particles non-sphericity is
described by the density and/or size. One such approach is described by Liu (2004).

Liu (2004) presents an approximation to calculate the single scattering properties of species
based on results of DDA modeling. Liu (2004) notes that snow particles have scattering and
absorption properties between those of a solid ice equal-mass sphere of diameter Dy and an ice-
air mixed sphere with a diameter equal to the maximum dimension of the particle D;,qz. The
dielectric properties of snow are then described by the Maxwell-Garnett mixing formula and
its diameter by a softness parameter SP = (D — Dy)/(Dmaz — Do) The frequency dependent
softness parameter (SP) gives the diameter of the best-fit equal-mass sphere, i.e., a frequency
dependent effective density and a modified diameter is used to calculate the single scattering
properties with the T-matrix. Table 4.5 gives the SP averaged over different snowflake shapes
at different frequencies.

Table 4.5: The frequency dependent softness parameters (SP) derived by Liu (2004) to calculate
the single scattering properties of snow, averaged over different snowflake shapes.

Frequency Softness Parameter (SP)
85 GHz 0.33
150 GHz 0.27
220 GHz 0.22




PREPARING FOR REALISTIC RADIATIVE TRANSFER SIMULATIONS OF COMPLEX
60 SCENES IN THE MICROWAVE REGION WITH ARTS

4.4 Simulations of the Radar Response

The equivalent radar reflectivity factor Z, is the main quantitive parameter measured by radar
instruments. In the absence of attenuation, the equivalent radar reflectivity factor Z, is given by
integrating the backscatter cross sections of the individual particles over their size distribution:

)\4

Zo—
e

/0 ” ou(D)n(D)dD, (4.14)

where ) is the radar wavelength, |K,|? is the reference dielectric factor, oy is the backscatter
cross section and n(D) is the particle size distribution.The backscatter cross section is the
scattering in the exact backward direction, expressed as

op = 0sP(0)]e=r, (4.15)

where P(©) is the scattering phase function.

One of the motivations of this thesis is analysing the consistency of microphysical assump-
tions in reproducing real passive and active observations. A method capable of extracting the
backscattering signal in equation 4.14 from the microphysical properties used to solve the radia-
tive transfer equation was incorporated in cooperation with the ARTS team. In this method,
only the two-way attenuation by gases and the targeted backscattering (i.e. no multiple scat-
tering) are considered, ignoring surface scattering. Note that the single scattering assumption
is a frequently accepted simplification for precipitation and cloud radar observations, although
at high microwave frequencies Battaglia et al. (2008) has shown that multiple scattering can
significantly enhance the reflectivity profiles as observed at 94 GHz with CloudSat.

It is important to emphasise that for the interest of this study, the T-matrix used to calculate
the single scattering properties needed in the radiative transfer simulations also calculates oy,
Further using the same particle size distribution in passive and active simulations allows passive
and active calculations performed in this thesis to be consistent in terms of the microphysical
properties. This is essential to simulate in a consistent manner active and passive observations,
as done in Chapter 6.

ARTS can output the equivalent radar reflectivity factor Z, from Equation 4.14, where | K|
is calculated using the complex refractive index of water n at a user specified temperature,

n?—1

= 4.16
72 (4.16)

Note that for CloudSat, a value of 0.75 for K is generally accepted. Figure 4.10 shows the
backscattering cross section of pure ice spheres at CloudSat 94 GHz as a function of particle
radius, according to T-matrix calculations. For comparison, cross sections at the PR 37 GHz are
shown, together with cross sections under the Raleigh approximation. As expected, ice crystals
have higher backscattering cross sections at 94 GHz rather than at 37 GHz, and at larger particle
sizes. Figure 4.11 shows how these backscattering cross sections translate to Z. Figure 4.11(a)
shows an IWC profile, which together with a midlatitude winter atmosphere, is used to run
a very simple example of the ARTS radar method. Figure 4.11(b) shows the resulting Z,
under three different assumptions, i.e., describing the IWC profile with the McFarquhar and
Heymsfield (1997) (MH97) particle size distribution (Figure 4.11(c)), or via a mono disperse
size distribution of ice spheres with diameter 50um or 400um.
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Figure 4.10: The backscattering cross-sections for pure ice spheres (at T=260 K) at 37 and 94
GHz as calculated with the T-matriz. For comparison, cross sections in the Rayleigh regime are
shown.
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Figure 4.11: (a) Ice Water Content (IWC) profile in altitude as derived from the Chevallier91L
database (Chevallier et al., 2006), (b) the equivalent radar reflectivity factor (Z.) as calculated
with the ARTS radar method under different particle size distribution assumptions, and (c)
tllustrates the realistic McFarquhar and Heymsfield (1997) particle size distribution used.
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4.5 Surface Emissivity

The purpose of this section is to provide an introduction to surface emission in the microwaves
and the methods used in this thesis to incorporate realistic surface emissivities to the simulations
performed with ARTS.

ARTS considers the emission and scattering by the surface when the propagation path inter-
cepts it. It includes methods for blackbody surfaces, specular surfaces and a basic treatment of
Lambertian surfaces (an ideal scattering rough surface). In the microwave region, channels with
frequencies away from absorption lines are not only sensitive to emission from the atmosphere,
but they are also affected by the Earth’s surface emission because atmospheric opacity is lim-
ited. For this reason it is important to understand and quantify the contribution of the Earth’s
surface emission to the observations. Even for AMSU-B water vapour channels, Wang and
Chang (1990) showed that the impact of the sea surface response on the retrieval of the water
vapour content is far from negligible. In a very rough approximation, at a window frequency, a
0.05 change in surface emissivity leads to a change of approximately 15 K (ATp ~ TsAe with a
surface temperature, T, of 300 K). To accurately simulate real scenes observed by a number of
instruments with the help of cloud mesoscale model outputs, a correct description of the surface
properties is important. Incorporating tools able to calculate realistic surface reflectivities to
ARTS is a necessary step to make. In the following sections a brief theory of surface emission
is given, followed by a description of the approaches taken in this thesis. These tools are ready
to be incorporated into the ARTS distribution.

4.5.1 Surface Emission and Reflection

Natural surfaces can be assumed to be in thermodynamic equilibrium. Reflection from a smooth
surface takes the name of specular reflection and following Kirchoff’s law, the emissivity € can
be expressed as e=1-r, where r is the reflectivity of the surface. Specular reflection is assumed
when the surface is sufficiently smooth that radiation will be reflected and scattered only in the
complementary angle as seen in Figure 4.12.

Assuming specular reflection is not always possi-
ble. In the cases of very dry sand, vegetation and snow
cover, volume scattering is involved because radiation
does not emanate from a thin surface layer, but can i
arise from below or within the canopy or snow layer. !
Furthermore, radiation incident on rough surfaces is
partly reflected in the specular direction but also partly
scattered into all directions (surface scattering in this
case). The specular assumption is valid for flat sur-
faces when there is no surface or volume scattering.
Note that a surface may appear very rough to an opti-
cal wave, and very smooth in the microwaves. A more
detailed discussion of the validity of the specular approximation is given below.

Figure 4.12: In specular reflection ra-
diation will be reflected and scattered
only in the complementary angle.

The complex intensity reflection coefficient, describing the amplitude of the reflected EM
wave for the vertical (R,) and the horizontal (Rj,) polarizations, is given for a specular reflection
by the Fresnel equations:
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no cos By — ny cos By
By = 4.17
Y ngcosf + ng cos By ( )

ny cos bty — ngy cos By
Ry = 4.18
h ny cos By + ny cos Oy ( )

where n; is the refractive index of the propagation medium, 6, is the incident angle and ns is
the refractive index of the reflecting medium. The angle 65 is the angle of propagation of the
transmitted radiation and is given by Snell’s law,

R(ny)sinf; = R(ny) sin Oy (4.19)

The power reflection coefficients can be converted to the reflectivity according to,

r = |RJ? (4.20)

The transformation matrix for specular surface reflection is then

Ty+Th Ty—Th 0 0
2 2
7'v5rh ru—;—rh 0 0
R = 0 0 RhRi+RoRj  RaR;—RoRj (4.21)

2 2
jReRi=RhR}  RuRy{R.R;
P)

0 0 >

If the downwelling radiation is unpolarised, then the reflected part of the upwelling radiation
is given by

I(ro+rp)

I( : )

Tv—Th

— 2 4.22
0 ( )

0

O OO~

In this context, the integral to the scalar radiative transfer equation can be expressed as

IvP = doun, 4 (1 —7)B, (4.23)

where I is the upwelling radiation, I%°%" is downwelling radiation and B is the magnitude
of blackbody radiation. Assuming specular reflection, ARTS needs to be given the reflectivity
transformation matrix as described in Equation (4.21).

4.5.2 Incorporating Realistic Ocean Emissivities into ARTS

The low emissivity of the ocean in the microwave region reduces the surface radiative contri-
butions and makes it easier to observe the atmospheric phenomena against the oceanic cold
background.

The thermal emission and scattering properties of the ocean in the microwave domain are
mainly related to the wind-driven surface roughness, with or without accompanying foam,
and to its dielectric properties (Guillou et al., 1996). The microwave radiative properties of
the ocean have been the object of several studies in the past, from model developments and
airborne measurements, to satellite observations. Despite uncertainties in dielectric property
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models, foam emissivity parameterizations and the nature of the wind-surface geometry rela-
tionship, sea surface emissivity is now fairly well understood (Boukabara and Weng, 2008).
The dielectric properties are dependent on the water temperature and salinity, but at high
microwave frequency channels this dependence is negligible.

Most meteorological operational centers use a microwave emissivity model in the assimila-
tion process of surface-sensitive channels. The Fast Microwave Emissivity Model (FASTEM) is
widely used.

FASTEM calculates the sea surface emissivities from wind, sea surface temperature, and
viewing angle assuming a constant salinity of 38%. The current version, FASTEM-4 (Liu et al.,
2011), has been improved for more than 10 years since FASTEM-1 (English and Hewison,
1998) was first developed. FASTEM includes an accurate permittivity model, a foam model,
takes into account the treatment of non-specular reflection and the dependence of the ocean
surface emissivity on the azimuth angle between the wind direction and the line of sight of the
instrument. It is also able to model the behaviour of the 3rd and 4th elements of the Stokes
vector as a function of wind speed and wind direction. FASTEM follows the permittivity
formulation of Ellison et al. (2003), a double Debye model with coefficients determined from
the fitting of permittivity measurements. For further details, please refer to Liu et al. (2011).

Since FASTEM can be used for frequencies between 10 and 400 GHz and for all zenith angle
configurations, it is very adequate as a tool to provide ocean emissivity estimates to ARTS users.
FASTEM was re-coded in this thesis and used with ARTS as an external tool. The outputs
from this model are then easily used together with the ARTS specular surface reflection method.
Figure 4.13 below shows the ocean emissivity outputs as calculated by FASTEM at 89, 150 and
183 GHz for the RHINE Meso-NH simulations presented in Section 4.1 at an incidence angle of
53°. Note that as expected, there is a higher variability on the horizontal polarized emissivity
and that the vertical component is always higher than the horizontal component. Figure 4.13
also shows the signatures of high wind speeds in the North Sea causing higher ocean emissivities.

4.5.3 Incorporating Realistic Land Emissivities into ARTS

Microwave land surface emissivities are usually much higher that ocean emissivities, making
the surface contribution to microwave observations larger. This is one of the factors for which
assimilation of microwave observations is more difficult over land than over ocean. Land sur-
face emissivities, ranging from arid surfaces to dense vegetation to snow, have shorter spatial
correlation scales. Surface emissivities are hard to model because they are dependent on a large
number of highly variable parameters. Even if the perfect land surface emissivity model existed,
the inputs required (e.g. soil texture and humidity, vegetation characteristics, percentage of
vegetation coverage within a field of view, snow density) would need to be available on a global
basis with the required resolution and accuracy which is not the case (Prigent et al., 2005a).
The alternative is to derive them form satellite observations.

Global land surface emissivity maps were first produced at SSM/I frequencies by removing
the contribution of the atmosphere, clouds and rain using ancillary data, and assuming specular
reflection (Prigent et al., 1997, 1998). Such emissivities are estimated for SSM/I conditions,
that is, for a 53° zenith angle at 19.35, 22.235, 37.0 and 85.5 GHz for both vertical and hor-
izontal polarizations with the exception of 22 GHz, which has vertical polarization only. The
emissivities are available on a 0.25° x 0.25° grid. Prigent et al. (2008) presented a parameteri-
zation of the land surface emissivities between 19 and 100 GHz under all observing conditions
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Figure 4.13: Ocean polarized emissivity as calculated by FASTEM at 89 (top), 150 (middle)
and 183 GHz (bottom), for the Meso-NH RHINE scene introduced in Section 4.1 over Western
Europe at an incidence angle of 53°, on the 10 February of 2000.

derived from this global SSM/I emissivity atlas. It is based on an analysis of the frequency,
angular, and polarization dependence of the emissivities calculated from SSM/I observations,
but also from TMI and AMSU-A. This parameterizations were used to develop the Tool to
estimate Land Surface Emissivites at Microwave Frequencies (TELSEM) (Aires et al., 2011),
which can be used to provide a first guess emissivity for each location over the globe, for any
month of the year, for any incidence angle and polarization configuration.

TELSEM provides realistic emissivity uncertainties, estimated to be lower than 0.02 in snow-
free regions (Aires et al., 2011). TELSEM works as shown in Figure 4.14 and is adapted in
conjunction with ART'S. The latitude, longitude and month of the year of the desired emissivity
estimates are used to search the SSM/I atlas of emissivities. This gives the SSM/I emissivity at
53, essnr/1V (53°) and eggpy/r H (53°) for all SSM/T frequencies. TELSEM is then capable of cal-
culating the corresponding vertical and horizontal emissivities for each SSM/I frequency at nadir
with a multilinear regression of eggpr/;V (53°) and eggpr/rH (53°). The next step involves a pre-
computed polynomial function that describes the angular dependence for each polarization and
each SSM/I frequency to deduce €V (#) and e H(0) at the desired incidence angle, 6. Finally, a lin-
ear interpolation in frequency is applied to derive eV (0, f) and eH (6, f) at the desired frequency.
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The validity of this regression is optimal for

19-85 GHz (Aires et al., 2011). For frequen- ( _ SSM/l derived emissivity

. L. climatology (0.25°, monthly-mean)

cies lower than 19 GHz, the 19 GHz emissivi-

ties are adopted as evaluated down to 6 GHz in
(Aires et al., 2011). For frequencies higher than

85 GHz, the 85 GHz emissivities are used up to Search for the SSM/l emissivities for the selected
190 GHz (Aires et al., 2011). The spatial resolu- space (lat/lon) a(f;dttllme (m°ntt:)) conditions

. PP . 5 €sswi(lat, lon, mon
tion of the emissivity estimates is 0.25° x 0.25° l
but other spatial resolutions (degraded) can be

. . Desired angle, - Angular Interpolation

specified and TELSEM can either use the clos- frequency, - Feueicy IRterpolatian
est climatology-derived emissivity, or it will per- \pelarization e EGEC R LI
form spatial averaging. Note, that over snow,
the emissivities have larger standard deviations 211k, on manthi fred, ang, pon

(Prigent et al., 2005a); interaction of the mi-

crowave radiation with snow involves volume Figure 4.14: Flow chart describing TELSEM
scattering, specially for dry snow at high fre- Adapted from Aires et al. (2011)
quencies. This means that TELSEM estimates

must be used with care in snow/freezing regions. Note that TELSEM also estimates the full
covariance matrix for this new set of frequency channels.

EMISSIVITY DIFFERENCE IN % (SPECULAR-LAMBERTIAN)
TP T A BT

Figure 4.15: Mean emissivity difference (in percentage) map between the specular and the Lam-
bertian cases using data near nadir from AMSU-A at 28 GHz during February 2000. From
Karbou and Prigent (2005).

The validity of the specular approximation has been evaluated by Karbou and Prigent
(2005) where the obtained emissivity differences between specular and rough surfaces are small,
even for high observation angles where the errors related to the specular approximation are
within 1% for all channels. Figure 4.15 shows that in most cases, differences associated to the
specular and Lambertian approximations are very limited.

Figure 4.16 compares the observed and simulated brightness temperatures for clear sky
conditions using TELSEM, and was used as a form of evaluation of the performance of TELSEM
in Aires et al. (2011). Figure 4.16 shows that results are clearly better with TELSEM land
surface emissivities. Note that at 157 GHz, the 85 GHz emissivity is adopted in TELSEM and
that the effect is not large compared to stand-alone RT'TOV or the Weng model, but it is still



4.5. SURFACE EMISSIVITY 67

positive, howing that this rather crude extrapolation is still beneficial.
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Figure 4.16: RMS errors between simulated and observed brightness temperatures from AMSU-
A and AMSU-B onboard NOAA-17, for two months (July 2002 and January 2003). High
latitudes (£60° in latitude) and precipitating scenes have been excluded from the statistics.
(a) Bias for cloud free situations, (b) RMS for cloud free situations. The continous black
line denotes the simulations with TELSEM emissivities, the continuous gray lines the original
RTTOV simulations using a fized emissivity and the dashed black emissivities from a model
known as the Weng model. Similar statistics are shown over the ocean using FASTEM as the
dashed/circle grey line. Figure from Aires et al. (2011).

TELSEM is thus incorporated into ARTS simulations, as FASTEM was for the oceans.
Figure 4.17 below shows the land surface emissivity outputs as calculated by TELSEM during
February for 19, 37 and 89 GHz assuming that each pixel is being observed at 53°. The
latitude and longitude grids corresponds to the Meso-NH simulations presented in Section 4.1.
Emissivities are shown to be high over land, but rather low in certain regions like the Alps that
are snow covered at this time of the year. Snow is particularly difficult to estimate due to its
high variability in space and time. In terms of frequency dependence, the higher the frequency,
the lower the emissivities, with the H polarized component being considerably lower than the
V component. As expected, the H polarized component is also a lot more variable than the H
component.
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Figure 4.17: Land surface polarized emissivity as calculated by TELSEM during February for
19 (top), 87 (middle) and 89 GHz (bottom), for the RHINE Meso-NH scene introduced in
Section 4.1 over Western Europe at an incidence angle of 53°, on the 10 February 2000.
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5.1 Introduction

The polarization of electromagnetic radiation, introduced in Section 3.1.2, is determined by
the elements of the Stokes vector I = [I,Q,U, V]¥, where I is the total intensity of the EM
wave and the other three Stokes parameters @, U and V specify the polarization state of the
wave. The second Stokes component @ is the difference in intensities between the vertical and
horizontal linearly polarized components of the EM wave, the third Stokes component U is the
difference in intensities between the linearly polarized components oriented at —45° and +45°,
and the fourth Stokes component V is the difference in intensities between the left-hand and
right-hand circularly polarized components. This section focuses on the second Stokes vector
@, as a result of the presence of frozen and melting hydrometeors in the atmosphere.!

The brightness temperature difference measured by a radiometer at two orthogonally po-
larized channels, i.e., the vertical brightness temperature TBV minus the horizontal brightness
temperature TBH, represents the second Stokes parameter Q, hereafter TBV—TBH, or TBVH.
Accurate measurements of TBVH in the microwave range are provided by SSMI, AMSR-E and
TMI up to 89 GHz. The MADRAS instrument onboard Megha-Tropiques, recently added to
this list of available instruments, further extends polarized observations to a higher frequency
at 157 GHz.

Scattering signatures have been observed to be associated with significant polarized sig-
natures in cloud structures from satellites as early as 1989 by Spencer et al. (1989), where
TBVH observations by SSM/T at 85 GHz in stratiform regions were attributed to non-spherical
particles with non-random orientations. Model studies confirmed that spherical particles or
non-oriented particles do not generate polarization, but that oriented non-spherical hydrome-
teors are necessary to generate large polarized scattering signatures in the microwave, and that
the magnitude of TBVH is strongly influenced by particle shape and orientation (e.g. Miao
et al., 2003b; Troitsky et al., 2001; Prigent et al., 2005b, 2001; Czekala, 1998).

Figure 5.1 presents an example of the polarized cloud scattering signatures observed from
satellites at 85 GHz, in this case with TMI, over land. Figure 5.1 shows that at 85 GHz, regions
of low TBV where scattering is important are associated with TBVH values of the order of 7
K.

In this thesis, the polarized scattering signals from TMI are analyzed and interpreted with
the help of realistic radiative transfer simulations to confirm the role of non-spherical oriented
mixed phase species and to analyze the sensitivity of the scattering polarized signal to the mi-
crophysical properties of mixed phase hydrometeors. The recently available close-to-millimeter
(157 GHz) observations from MADRAS are also exploited in this study. MADRAS observa-
tions provide a unique opportunity to evaluate the conclusions drawn from radiative transfer
simulations up to 90 GHz as the higher frequency 157 GHz channel is expected to be much
more sensitive to cloud scattering,.

This chapter is structured as follows: Section 5.2 describes the setup chosen for the radia-
tive transfer simulations. Section 5.3 presents a general analysis of the sensitivity studies to
changes in different microphysical parameterizations. Section 5.4 presents a published study us-
ing TRMM passive and active observations assessing the use of the polarized signal as a tool to
identify the melting layer, that is the change in particle composition from ice (more realistically

IThe U and V components are not discussed as they are not observed yet from the satellites at
frequencies where scattering is strong. Limited circular polarization should be observed, unless the
particles have a preferred azimuthal orientation (Troitsky et al., 2003).
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Figure 5.1: Maps of TBV (left) and TBVH (right) as observed by TMI over Africa on
19/08/2006, to illustrate the magnitude of the observed polarized scattering signatures. At
85 GHz, cloud structures appear cold over the highly emitting land surface (down to 50 K here)
due to the scattering effect of the frozen phase. Regions of low TBV are associated with TBVH
values of the order of 7 K. Note that the large observed polarized signatures of the order of 15
K located around —4°FE and 15°N do not correspond to cloud structures, but to standing water
at the surface (the Inner Niger Delta).

a mixture of ice and air) to water, often observed in stratiform rain. This publication focused on
analyzing qualitatively how changes in hydrometeor dielectric properties impact the polarized
scattering signal observed at 85 GHz to investigate on the possible link between polarized scat-
tering on the microwave and the dielectric properties in the melting layer. Section 5.5 presents
the higher frequency polarized observations recently available onboard Megha-Tropiques at
close-to-millimeter frequencies (157 GHz). Radiative transfer simulations of MADRAS obser-
vations provide a unique opportunity to validate the role of non-spherical oriented mixed phase
particles in the observed scattering polarized signal.

5.2 Polarized Radiative Transfer Simulation Setup

This section describes the setup of the polarized radiative transfer simulations performed with
ARTS. Since cloud polarized scattering signals are measured from conical scanners such as
SSM/I, TMI or AMSR-E up to 89 GHz, radiative transfer simulations were first performed
with the observational parameters of these instruments: incidence angle at 53°. Radiative
transfer simulations were then extended to 157 GHz to exploit the observational data from the
conical scanner MADRAS onboard Megha-Tropiques.

The following simulations were done using the DOIT method since the DOIT algorithm
is recommended for one dimensional simulations. Standard clear-sky atmospheric data were
extracted from the FASCOD dataset (Anderson et al., 1986) for typical tropical and mid-
latitude-winter atmospheres. Figure 5.2 summarizes (a) the temperature profiles, and (b) the
water vapor profiles of these atmospheres. The opacity of an average clear sky atmosphere at
157 GHz is roughly twice as that at 37 GHz. For specific simulations, ECMWEF atmospheric
profiles were obtained in spatial and temporal coincidence with satellite observations. In terms
of surface emissivity, unless otherwise stated, it is fixed at 0.9 for both V and H polarizations to
eliminate any surface contributions to the polarized signatures and to focus only on atmospheric
sources of polarization.
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Figure 5.2: Tropical (blue) and Midlatitude-winter (red) atmospheres taken from the FASCOD
as a function of altitude.

Key to the simulations are the profiles of hydrometeor species and the microphysical as-
sumptions characterizing them: size, density, refractive index, shape and orientation. The
following list enumerates how some of these parameters were parameterized in the simulations:

1. Size: Defining the size for non-spherical particles can be ambiguous. In this study, the
term radius used for non-spherical particles is defined according to the effective radius,
i.e., the equal volume of a sphere with the same radius.

2. Density: This is an important parameter for snow as discussed in Section 4.2.1. For
liquid, pure ice and graupel species there is no or limited uncertainty, but for snow
species, the density is an open parameter. The density of snowflakes are well known to
decrease rapidly with size. Different relationships are seen in the literature where the
upper limit is the density of pure ice (0.917 gcm™2). Here a number of parameterizations
found in the literature (see Table 4.3) are used to define pg (dry snow). In the case of a
melting snowflake, i.e. a two phase mixture of dry snow and water, its overall effective
density (py,) varies with the melted volume fraction of water, f,,, as

_ PsPw
pm = Jmps + (1 = fm)pw (5:1)

where ps and p,, are the density of dry snow and water, respectively.

3. Refractive Index: The dielectric properties of various mixed phase hydrometeors were
used in order to study its impact on microwave passive simulations. The dielectric prop-
erties were calculated for either (a) pure ice using Matzler and Melsheimer (2006), (b) a
two phase mixture composed of ice inclusions in an air mixture (defined as dry snow), and
(c) a two phase mixture composed of dry snow and water, as described in Section 4.2.1
by applying the Maxwell Garnett formula twice: once to calculate dry snow and a second
time to mix dry snow and water (water inclusions of melted volume fraction f,, in a
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dry snow environment). This model has shown to agree with the average characteristics
of the melting layer in longterm observations (Fabry and Szyrmer (1999); Olson et al.
(2001b,a); Battaglia et al. (2003); Zawadzki et al. (2005)).

4. Shape: The particle shapes are here defined to be either perfectly spherical or spheroids
with a given aspect ratio as discussed in Section 4.2.3. The approach taken is to focus on
the bulk aspect of particles as characterised by its aspect ratio, neglecting the simulation
of individual complicated particle shapes: aspect ratios of the order of 1.6 close to the
0°C isotherm are selected for non-spherical particles.

5. Orientation: Considered in this study are randomly oriented and perfectly horizontally
aligned particles, i.e., azimuthally symmetric. In the case of horizontally aligned particles,
most particles are likely to suffer particle tumbling related to turbulence. The effect of
tumbling has already been evaluated in Prigent et al. (2001). Xie et al. (2012) showed that
perfectly horizontally aligned particles behave similarly to horizontally aligned particles
with a preferred zenith angles orientation of standard deviation of 10°, with TBs and
polarization differences deviating by less than 0.2 K compared to the perfect horizontal
case. In this study, we will concentrate on perfectly horizontally aligned particles for
practical reasons.

These inputs allow a detailed calculation of the scattering properties of hydrometers using
the T-matrix (Mishchenko, 2000).

5.3 Sensitivity of the Simulated Polarized Scattering
Signals to Frozen Hydrometeors

The following simulations provide a sensitivity study to analyze the potential polarization dif-
ference of various particle types. This serves as an introduction to the studies presented later
in this chapter.

The sensitivity of the scattering polarization signal to shape and orientation is here assessed
for various particle species (different dielectric properties). In order to do so, a number of dif-
ferent simulations were run with different shapes (i.e. perfect spheres vs. spheroids of varying
aspect ratios) and orientations (randomly vs. perfectly horizontally aligned). To neglect any
effects of the particle size distribution itself, a mono-disperse size distribution is chosen. Sim-
ulations are performed as described in Section 5.2 using atmospheric data from a mid-latitude
FASCOD atmosphere and a surface emissivity fixed at 0.9 for both V and H polarizations. The
dielectric properties for dry snow were calculated using ice inclusions in an air matrix. The
volume fraction of ice inclusions was determined by applying the density parameterization from
Mitchell et al. (1999) (see Table 4.3).

Figure 5.3 shows the sensitivity of the simulated vertical polarization, TBV, and polarization
difference, TBVH, of pure ice (black) and dry snow (blue) horizontally aligned species, to
particle aspect ratio as a function of radius for a mono-disperse distribution of hydrometeors
with fixed IWP of 0.2 kg/m?. Concentrating on the sensitivity of the three frequency bands
of interest (37, 89 and 157 GHz) and ignoring for now any differences in the signals between
the different species, it can be easily seen from Figure 5.3 that the sensitivity to the frozen
phase increases with frequency. This behavior is expected. For all frequency bands, TBV
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decreases with increasing particle size since the larger particles scatter more efficiently. The
higher frequency 157 GHz results in TBV values of the order of 150 K for dry snow particles of
500 pm radius, while the lower frequency 85 GHz band only produces TBV values of the order
of 225 K for the same particle radius. Note that at 37 GHz brightness temperature depressions
are very limited, specially for ice. The TBV signal is shown to be very different for dry snow
and pure ice species, with dry snow species having a larger impact on TBV than pure ice
particles. In terms of the polarization difference TBVH, a similar trend is observed. However,
the TBVH scattering signal is a lot more sensitive to particle shape and orientation than the
TBYV signal. Figure 5.3 evidences that only at 157 GHz the TBYV signal is slightly sensitive to
particle shape, where particles with larger aspect ratios scatter the most. Perfect spheres do
not produce significant TBVH differences as expected (not shown). Note that at 157 GHz a
saturation of the polarization scattering signal is observed and is discussed later in this section.

The sensitivity analysis here shows that TBVH at 157 GHz is approximately twice as that
observed at 85 GHz. This further feeds into the spirit of the work of this thesis to emphasize
the importance of high microwave frequency channels for frozen phase studies, and in the light
of the next generation of sub-mm and mm instruments. The aspects discussed so far are not
surprising and give confidence on the conducted ARTS simulations and chosen set-ups.

An evaluation of the sensitivity of the scattering signal to particle composition needs to
be done with care for mono-disperse distributions. It is important to keep in mind that a
comparison between ice and dry snow equal size particles needs to take into account a decrease
in density of dry snow particles: this decrease in density translates into an increase in the
particle number concentration. Clearly, for a give particle size, the increase of particle number
concentration increases the scattering effect, as well as the polarization difference. Due to this
effect, Figure 5.3 shows how important density can be as a parameter, especially at 85 and 157
GHz.

Figure 5.4 through Figure 5.5, further shows the sensitivity of pure ice and dry snow
spheroids with an aspect ratio of 1.6 as a function of not only size, but also IWP. Figure 5.6 also
explores the effect of wetness in the snow by including a melted fraction in the ice-air mixture.
These figures show that the larger the IWP, the lower the TBV simulated due to a larger scat-
tering effect. The TBVH signal at 89 GHz and 157 GHz also increases with increasing particle
size and with increasing IWP.

The saturation effect mentioned above is easily seen in the TBVH maps of Figure 5.4
through Figure 5.6, especially 157 GHz. At 157 GHz, TBVH reaches a maximum and then
decreases to zero. This saturation has been reported before in radiative transfer simulation
studies (e.g., Troitsky et al. (2001); Miao et al. (2003b)) and is explained by the fact that the
H and V components of radiation are not two independent radiation streams, when radiation is
polarized at a scattering event, some V radiation is converted to H, and vice-versa. This means
that with a very large number of scattering events, the values of H and V tend to a similar value,
and TBVH reaches zero. As seen in Figure 5.3 the saturation shows no sensitivity to particle
shape, meaning that saturation occurs for the same size regardless of the particle shape. As
seen in Figure 5.4 through Figure 5.6, the larger the IWP, the smaller the particle size needs to
be for TBVH saturation to occur. It is also seen that since dry snow appears to scatter more
efficiently when compared to other species, it has a higher polarization signal for smaller sizes
and lower IWP contents. This also means that dry snow polarization saturates at lower sizes
and lower IWPs when compared to other species.

Assessing the effect of dry snow and snow wetness in comparison with pure ice species
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Figure 5.3: The sensitivity of the simulated vertical polarization TBV and polarization difference
TBVH for ice (black) and dry snow (blue) species to the particle’s aspect ratio as a function
of radius for a mono disperse distribution of horizontally aligned hydrometeors with fized IWP
(0.2 kg/m?).
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Figure 5.4: The sensitivity of the simulated (i) TBV and (ii) TBVH for horizontally distributed
particles of pure ice (aspect ratio 1.6) as a function of radius and IWP.

needs to be done with care too. Since the IWP is maintained constant and for a given particle
size of dry snow the density is smaller than for pure ice (and for wet snow an increase in
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Figure 5.5: Same as above but for dry snow.
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Figure 5.6: Same as above but for wet snow (f, =0.05)

melting fraction leads to an increase in density), the particle number density is affected. A
decrease (increase for wet snow) in density leads to an increase (decrease) in particle number
concentration. For realistically large particle sizes, when the melted fraction increases, the
simulated TBV depressions and polarization differences are more limited than for dry snow.
Density proves to be a very important parameter. Further analyzes follow to assess if the large
differences observed between ice and snow come from changes in the dielectric properties, or
from changes in the particle number density.

Using a mono-disperse distribution of horizontally aligned spheroids of aspect ratio 1.6,
Figure 5.7 below shows TBV and TBVH for pure ice (solid black curve) and dry snow (solid
blue curve) with a given IWP of 0.2 kg/m? (just like in Figure 5.3 but for 89 and 157 GHz only).
Overlaid in the Figure are similar simulations where the particle number densities for pure ice
(dashed black curve) and dry snow (dashed blue curve) are kept fixed at a value corresponding
to the particle number density of pure ice particles of radius of 400um. Clearly in this case the
IWP is not fixed.

The impact of using a fixed particle number density for dry snow species is smaller than
using it for ice species. This is simply a consequence of running simulations where the total
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mass is no longer fixed. For dry snow, the change in mass as a result of a fixed particle number
density is very small because its density also decreases with size, counteracting the effect. In
comparison, ice species have a constant density and consequently the mass with a fixed particle
number density is much larger than the fixed mass simulations (solid curves). For this reason,
TBV (TBVH) is low (high) for ice particles with a fixed particle number density. In terms of
snow species, TBV(solid curve) is lower than TBV(dashed) because the fixed particle number
density forces the total mass to decrease. Despite this, the TBVH is very similar for both dry
snow simulations, indicating the importance of the dielectric properties in generating polarized
scattering signatures.
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Figure 5.7: The sensitivity of the simulated vertical polarization TBV and polarization difference
TBVH for ice (solid black line) and dry snow (solid blue line) to particle radius for a mono
disperse distribution of horizontally aligned hydrometeors with fived IWP (0.2 kg/m?) and for
a fized particle number density (dashed lines). The simulations were performed for a tropical
atmosphere over land (fized emissivity of 0.9). See the text for more details.
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5.4 The impact of the melting layer on the passive
microwave cloud scattering signal observed from
satellites: A study using TRMM microwave ac-
tive and passive measurements

5.4.1 Introduction

In the stratiform regions of clouds, particles undergo complex melting processes as they fall
through the freezing level. These processes have been described through aircraft microphysical
measurements (e.g. Willis and Heymsfield, 1989), tunnel experiments (e.g. Mitra et al., 1990)
and modelling studies (e.g. Zawadzki et al., 2005). Around the 0°C isotherm, the aggregation
of snow particles of different sizes and fall velocities forms larger flakes of similar velocity,
leading to a large increase in the maximum-sized particles and a decrease in the total number
concentration. The low density flakes start to melt and turn into a mixture of water, ice, and air.
Snow flakes typically melt within 100 to 500 m, and ice particles can be present at temperatures
as high as 5°C. The melting of hydrometeors is a very complex process with impacts on the
particle size, number concentration, and possibly shape and orientation.

An increase in the radar backscattered signal close to the freezing level in stratified clouds,
the so-called bright band, has been observed by ground based weather radars as early as the
1940’s, and it was interpreted in terms of the melting of snow flakes (Cunningham, 1947). Since
the dielectric constant of water is greater than that of ice, the scattering caused by raindrops
is greater than the one caused by ice particles of the same size. In the melting layer, wet
snow flakes behave like large water drops, enhancing the backscattering whereas in the melted
layer below, the decrease in number concentration and in particle size acts to reduce the radar
reflectivity. The contrast between the higher reflectivity in the melting layer and the lower
reflectivity below produces a bright band in the radar response, especially at low frequencies
where attenuation by rain is not significant. The Precipitation Radar (PR) onboard TRMM
operating at 13 GHz is sensitive to the signatures of the melting layer. Furthermore, when
the bright band is detected with the PR at 13 GHz, its effect on the reflectivity profile is
taken into account in rain retrieval algorithms. At CloudSat higher frequency, 94 GHz, only
a sharp increase in the backscattering is observed at the melting layer: the decrease in the
backscattering measured by TRMM at 13 GHz is not observed at 94 GHz due to the significant
attenuation by rain (Di Girolamo et al., 2003; Kollias and Albrecht, 2005; Sassen et al., 2007).

The impact of the melting layer on passive microwave observations has been explored,
mainly through modeling studies (Bauer et al., 1999, 2000; Olson et al., 2001b,a). Rather de-
tailed melting processes have been implemented in cloud resolving models to produce realistic
hydrometeor profiles, later used in radiative transfer simulations along with various dielectric
models, size and density distributions. The advanced melting scheme developed by Olson et al.
(2001a) includes melting, evaporation, particle interaction and the effect of changing particle
density within a three-dimensional cloud model over the radiatively cold ocean. Other simula-
tion studies have also focused on the modelling of the dielectric properties of the mixed-phase
melting particles (e.g. Meneghini and Liao (1996, 2000). All these studies result in an increase
of the brightness temperatures (TBs) when the bright band is present. Olson et al. (2001b)
found an increase of the TBs up to 15, 12 and 9 K at 19, 37, and 85 GHz respectively. From
observations around a North Atlantic cyclone with SSM/I along with aircraft microphysical
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measurements, Schols et al. (1999) concluded that melting snow aggregates generate rather
high TBs at 85 GHz compared to the regions where dense ice particles are present. Battaglia
et al. (2003) conducted the first systematic analysis of observations to explore the effect of
the melting layer on the passive microwave signal by looking at coincident radar and passive
microwave observations during 5 years in TRMM data from December, January and February
over the East Pacific. They focus on frequencies below 40 GHz and conclude that the bright
band has a significant impact on the microwave signal. At 10 and 19 GHz, at constant rain rate,
the average TBs are always higher in the presence of a bright band suggesting the significant
role of emission at those frequencies. The average TB difference between presence and absence
of the bright band decreases with increasing rain rate at 19 and 37 GHz, but at 85 GHz TBs are
lower in presence of a bright band, contradicting previous results (essentially from simulations)
and suggesting the importance of the scattering effect above the melting layer. This scattering
signal at 85GHz has been used, for example, by Mohr et al. (1999) to estimate precipitation
over ocean and land.

Work presented in Galligani et al. (2013) (published version found in the Appendix B
PAPER A of this thesis and described in the following sections) explores the impact of particle
phase changes around the melting layer on passive microwave observations using combined
passive and active observations from TRMM. The focus is on the radiometric signatures of
the TRMM Microwave Imager (TMI) at 37 and 85 GHz in bright band cloud regions based on
TRMM Precipitation Radar (PR) measurements. The TRMM instruments have been presented
in Chapter 2. The methodology and the data are described in Section 5.4.2. Section 5.4.3
presents the observational results that suggest that polarized scattering at 85 GHz coincides
with the presence of a melting layer. Section 5.4.4 uses radiative transfer simulations to examine
the link between polaraized scattering in the microwave and the properties of the hydrometeors,
essentially their phase and density. Section 5.4.5 concludes this study, insisting on the interest
of the analysis of the polarized signal at 85 GHz for more accurate precipitation retrievals.

5.4.2 The TRMM Observations

TMI and PR observations, together with its derived products, have been merged together on
a regular 0.2° x 0.2° grid mesh for two years (2006 and 2007). Each grid box contains, when
available, the TMI 1B11 brightness temperatures (TBs) located within the box, the TMI 2A12
derived rain parameters (not used in the analysis), and the PR level 2A products 2A23 and
2A25. Precipitation properties such as near surface rain rate, convective/stratiform rain and
bright band properties, are determined by the PR products 2A23 and 2A25. The analysis of
the database is performed over sea and land separately based on the 2A12 surface flag. In order
to avoid contamination of the radiometric signal by snow on the ground, snow-covered pixels
are filtered out using the National Snow and Ice Data Center (NSIDC) data (Armstrong and
Brodzik, 2005).

Here, the PR observations are considered as valid and accurate enough to describe the
properties of the precipitation (e.g. geographical distribution, rain rate type and rain rate).
The algorithm 2A25 uses a Z-R relationship based on a particle size distribution model and
retrieves profiles of the radar reflectivity factor with rain attenuation correction and rain rate
for each radar beam (Iguchi et al., 2000). The algorithm 2A23 verifies if a bright band exists in
rain echoes and determines the bright band height and intensity when it exists (Awaka et al.,
1997). The rain type is classified into stratiform, convective and others, based on the detection
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of BB and the properties of the horizontal structure of the reflectivity field. The PR minimum
detectable rain is usually considered to be 0.5 mm h~!. Schumacher and Houze (2000) derive
maps of rainfall rate and convective/stratiform classification for oceanic cases that compare well
between PR and S-band validation radar records during the Kwajex experiment. Schumacher
and Houze (2000) also report a tendency of the PR to under sample weaker echoes associated
with stratiform rain near the surface and ice particles aloft, but the PR is still able to record
most of the near-surface precipitation accumulation. Liao and Meneghini (2009) showed a fairly
good agreement between the PR and the Melbourne Weather Surveillance Radar-1988 Doppler
(WSR-88D) derived rain rates for stratiform rain while during convective rain the PR seems
to overestimate light rain, and underestimate moderate to heavy rain in comparison with the
WSR data. However, different performances are expected worldwide according to variability in
climate, surface background, and raindrop size distributions (Liao and Meneghini, 2009). More
recently the analysis performed by Berg et al. (2010) reported a rather good agreement between
PR and Cloud Profiling Radar (CPR) rain rates in the range 1 to 3 mm h=! and for a total
precipitable water (TPW) estimate above 40 mm.

5.4.3 Analysis of the Polarized Scattering Signatures of TMI
data in the Presence of a Melting Layer
Figure 5.8 presents a case study at pixel level over land. It corresponds to a squall line in

Africa as observed during the African Monsoon Multidisciplinary analyzes (AMMA) campaign
(19/07/1998).
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Figure 5.8: TRMM observations of a squall line in Africa during the AMMA cam-
paign (19/08/2006) with (a) TBV(37 GHz), (b) TBVH(37 GHz), (c) TBV(85 GHz), (d)
TBVH(85 GHz), (e) the near surface rain rate, (f) the PR rain type flag from the 2423 PR
product, convective in red and stratiform in blue, and (g) the presence of a BB in red.

In the convective phase of the cloud of Figure 5.8, strong scattering is evidenced by the
observed low TBVs, which are lower than those of the stratiform phase both at 37 and 85 GHz.
The convective phase shows little polarization difference. Less pronounced scattering is present
at 37 GHz than at 85 GHz both in the stratiform and convective phases as expected. Figure 5.8
shows coincident TBVH(85 GHz) signals of the order of 8 K and TBV(85 GHz) signals of the
order of 220 K when the PR detects stratiform rain and the presence of BB, as presented in
the statistical analysis that follows. Irrespective of the presence or not of a BB, near surface
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rain rates as provided by PR range over two orders of magnitude in the stratiform region.
Furthermore, as shown in this case study at pixel level, and as follows in a statistical analsysis,
regions of convective rain where there is no BB reported very low TBVs and negative, or
negligible, polarization signals, high rain rate and lightning activity (not shown).

In order to assess the impact of the melting layer on TMI observations, cases of stratiform
rain are first identified with the PR and further divided into cases with and without melting
layers as detected by the PR bright band (BB). Stratiform rain boxes of 0.2° x 0.2° are identified
as having at least 20 PR observations with 50% of them stratiform; considered in this study are
only those boxes where the bright band is detected for 100% of stratiform observations or for
0% of them. Averaged vertical and horizontal brightness temperatures (TBV and TBH) and
polarization differences (TBVH) at TMI frequencies are analyzed as a function of the stratiform
near surface rain rate, with and without a melting layer. Figure 5.9 presents the variations as a
function of stratiform rain rate of the TMI averaged brightness temperatures (TBH) and their
polarization differences (TBVH) over ocean (top panels) and land (bottom panels), along with
their standard deviations, computed over the 0.2° x 0.2° grid at 37 and 85 GHz for stratiform
rain with a BB (blue curve) and without a BB (red curve).

The ocean has a rather low surface emissivity with large polarization differences. At low
frequencies, emission by cloud and rain increases the TBs over the radiometrically cold back-
ground, and the polarization generated by the surface decreases with increasing cloud and rain
attenuation. For all frequencies above 10 GHz, the presence of BB tends to decrease the TBs.
At 85 GHz, two phenomena compete, namely the emission and the scattering by cloud and rain.
The difference between the presence and absence of a bright band is evidenced clearly over land
at 85 GHz for high rain rates. TBs are lower when a BB is detected, likely associated with the
increasing number of frozen particles associated to the melting layer. In addition TBs decrease
with increasing RR for BB cases. The difference between BB and no-BB polarization difference
increases with increasing rain rate, i.e., increasing ice quantities. This is a clear evidence that
the polarization difference (of the order of 7K) is generated by the presence of hydrometeors,
not by the polarized surface of the ocean.

Land surface emissivities in the microwave region are usually very high (above 0.95) and have
low polarization differences. Consequently, cloud and rain emission signatures are more difficult
to detect due to the lack of contrast between the surface and the atmospheric contributions.
At 37 and 85 GHz, the variation of the brightness temperatures in presence of BB decreases
for an increasing rain rate while the average brightness temperature is more or less constant
in stratiform rain without a melting layer. The scattering signal by frozen particles is not only
observable at 85 GHz when a melting layer is detected, but also at 37 GHz. Note nevertheless
that, as expected, the magnitude of the TB decrease at 37 GHz is much more limited than
at 85 GHz. Similar to what is observed over ocean, the polarization difference increases with
increasing rain rate. On average, a polarization difference of 4-5 K is observed for a rain rate
of 5 mm/h between cases with and without melting layer.

A sensitivity study (not shown) of the different thresholds over ocean shows that decreasing
the percentage of BB for a given rain rate at 85 GHz induces warmer TBs, a decrease of the
polarization difference, and a larger standard deviation of both TBs and polarization difference.
When one increases the percentage of stratiform pixels, the number of non-BB rain pixels
decreases and the averaged brightness temperatures get warmer at 85 GHz.
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Figure 5.9: Variations of TMI averaged brightness temperatures (TBH) and averaged polar-
ization differences (TBVH) along with their standard deviations as a function of the averaged
rain rate as computed over a 0.2° x 0.2° grid over two years for the Tropical region. The
0.2° x 0.2° rain bozes are identified as having at least 20 PR observations with 50% of them
being stratiform. Blue (red) represents grid boxes where the bright band (BB) was detected for
100% (0%) of stratiform observations. The top right panel (bottom third right panel) present
the percentages of grid-bozes relative to the total number of grid-boxes (indicated at the top of
the panel - with/without BB) that satisfy the selection criteria as a function of rain rate over
ocean (land). Their respective cumulative distribution function as a function of rain rate for
cases with a BB (blue) and without a BB (red) is shown on the second and fourth right panels
for ocean and land respectively.

Figure 5.10 presents the probability of precipitation cases (precipitation, convective precip-
itation, stratiform precipitation and precipitation with BB) at 85 GHz as a function of vertical
brightness temperatures (TBV) and polarization difference (TBVH) using two years of data
over both ocean and land, for 1 K x 1 K pairs of TBVH versus TBH. The probability of
precipitation is defined as the averaged value of the number of PR pixels identified as precip-
itation divided by the number of PR observations within the same box. Only cases at least
partly precipitating are considered, representing approximately 5% of the total population over
both surfaces. In the case of precipitation over ocean (Figure 5.10a), the vertical branch with
large polarization differences corresponds to situations with partial transmission of the surface
polarized signal despite the rain attenuation. The horizontal branch in the scatter plots corre-



ANALYSIS OF THE MICROWAVE POLARIZED SCATTERING SIGNAL OVER CLOUDS:
84 SATELLITE OBSERVATIONS AND RADIATIVE TRANSFER INTERPRETATIONS

sponds to the decreasing TBs associated with the scattering signal of clouds. As expected, the
probability of rain increases when the brightness temperatures decrease, i.e. when the convec-
tion deepens. Figure 5.10b (ocean) and Figure 5.10f (land) further show the percentage of PR
pixels identified as convective rain pixels divided by the number of PR observations within the
same box. Colder brightness temperatures are more often observed over land than over ocean,
which is consistent with the fact that continental convec<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>