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Abstract

This thesis can be ideally placed at the intersection of three research topics: conditional
logics, proof theory and neighbourhood semantics. The family of logics under scope
stems from the works of Stalnaker and Lewis, and extends classical propositional logic
by means of a two-place modal operator, which expresses a fine-grained notion of condi-
tionality. The semantics of these logics is modularly defined in terms of neighbourhood
models.

The research aim is to investigate the proof theory of conditional logics, by defining
sequent calculi for them. The proof systems introduced are extensions of Gentzen’s
sequent calculus; they are either labelled, defined by enriching the language, or internal,
which add structural connectives to the sequents. Moreover, the calculi are standard:
they are composed of a finite number of rules, each displaying a fixed number of pre-
misses.

The thesis is organized in six chapters. Chapters 1 contains an axiomatic and seman-
tic overview of conditional logics, while Chapter 2 is a short introduction to proof theory.
The original contributions to the subject are presented in chapters 3 — 6. Chapter 3
introduces labelled calculi based on neighbourhood models for preferential conditional
logics, and Chapter 4 presents different internal proof systems covering counterfactual
logics, a subfamily of preferential logics. Chapter 5 analyses the relationship between
proof systems by presenting a mapping between a labelled and an internal calculus. Fi-
nally, the proof-theoretic methods developed for conditional logics are applied in chapter
6 to a multi-agent epistemic logic.



Résumé

La these se place a l'intersection de trois sujets de recherche : logiques conditionnelles,
théorie de la démonstration et sémantique de voisinage. La famille de logiques condition-
nelles considérées provient des ouvrages de Stalnaker et Lewis. Elle est une extension
de la logique classique propositionnelle avec un opérateur modal a deux places, qui ex-
prime une notion affinée de conditionnalité. La sémantique de ces logiques est définie
en termes de modeles de voisinage.

Le but de la recherche est d’étudier la théorie de la démonstration des logiques condi-
tionnelles, en précisant leur calculs des sequents. Les calculs définis sont des extensions
du calcul des sequents de Gentzen ; ils sont étiquetés, c’est a dire définis en enrichissant
le langage, ou internes, qui rajoutent des connecteurs structurels aux sequents.

La these est organisée en six chapitres. Le chapitre 1 présente les axiomes et
la sémantique des logiques conditionnelles et le chapitre 2 introduit la théorie de la
démonstration. Les contributions originelles au sujet sont traitées dans les chapitres 3
— 6. Le chapitre 3 introduit des calculs de sequents étiquetés basés sur la sémantique
de voisinage pour les logiques conditionnelles préférentielles. Le chapitre 4 présente
différents systemes internes de calcul pour les logiques counterfactuelles, une sous-famille
des logiques préférentielles. Le chapitre 5 analyse la relation parmi les systemes de
preuve en présentant les deux cotés d’une traduction entre un calcul étiqueté et un cal-
cul interne. Finalement, au chapitre 6, les méthodes de la théorie de la démonstration
conditionnelle sont appliquées a une logique épistémique multi-agente.
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Y hteenveto

Tama vaitoskirja sijoittuu ideaalisesti kolmen tutkimusaiheen risteykseen: konditiona-
alien logiikka, todistusteoria, ja ympéaristosemantiikka. Katettujen logiikoiden perhe
periytyy Stalnakein ja Lewisin toista ja laajentaa klassillista lauselogiikkaa kaksipaikkai-
sen modaalioperaattorin kautta. Se ilmaisee hienojakoisen konditionaalisuuden kasit-
teen. Naiden logiikoiden semantiikka méaritellddn modulaarisesti ymparistosemantiikan
termein.

Tutkimuksen tavoitteena on selvittaa konditionaalien logiikan todistusteoriaa maarit-
telemalld niille sekvenssikalkyyleita. Esitellyt todistussysteemit ovat Gentzenin sekvens-
sikalkyylin laajennuksia; ne ovat joko merkeilld varustettuja, joihin paddytdan kielen
rikastuksella, tai sisaisia, joihin pdadytaan lisddmalla sekvensseihin rakenteellisia kon-
nektiiveja. Nama laajennukset ovat myos standardikalkyyleja: ne muodostuvat darellis-
estd maarasta saantoja, joissa jokaisessa on kiinted maard premissejé.

Viitoskirja muodostuu kuudesta kappaleesta. Kappale 1 siséltaa aksiomattisen ja
semanttisen katsauksen konditionaalien logiikkaan, ja kappale 2 on taas lyhyt johda-
tus todistusteoriaan. Uudet tutkimuspanokset aiheeseen on esitetty kappaleissa 3-6.
Kappale 3 esittda ns. merkityt sekvenssikalkyylit joiden perustana on preferentiaalis-
ten konditionaalien logiikan ympaéaristomallit, kappale 4 esittda erilaisia sisaisia todis-
tussysteemeja jotka kattavat kontrafaktuaalien logiikat, jotka ovat preferentiaalisten
logiikoiden alaperhe. Kappale 5 analysoi eri todistussysteemien valisia suhteita merkki-
kalkyyylien ja sisédisten kalkyylien vélisen kuvauksen kautta. Kuudennessa ja viimeisessé
kappaleessa sovelletaan konditionaalien logiikalle kehitettyja todistusteoreettisia metode-
ja useamman agentin episteemiseen logiikkaan.
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Had you rather Caesar were living and die all slaves,
than that Caesar were dead, to live all free men?

— A counterfactual from
William Shakespeare, Julius Cesar

“Ford!” he said, “there’s an

infinite number of monkeys outside

who want to talk to us about

this script for Hamlet they’ve worked out.”

— Douglas Adams,
The Hitchhiker’s Guide to the Galaxy
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Introduction

General aim

This thesis can be ideally placed at the intersection of three research topics: conditional
logics, proof theory and neighbourhood semantics.

A wide number of formal systems are classified under the name “conditional log-
ics”, and specifically all the logics apt to represent a kind of conditionality more fine-
grained than classical material implication. In the present work we exclusively analyse
conditional logics defined as extensions of classical propositional logic by means of a
two-place modal operator which, depending on the logic under scope, can be read as
a non-monotonic inference, as a counterfactual or as expressing a form of conditional
belief. This approach to conditional logics, which we call the possible worlds account,
was initially devised by Robert Stalnaker in [98] and David Lewis in [57]. Since their
work these systems have been widely studied, mainly from a model-theoretic viewpoint;
until recent years little was known about the proof theory of conditional logics.

Proof theory is the discipline which studies proofs within formal systems as mathe-
matical objects (derivations), analysing their structure, properties and interactions. We
are concerned with sequent calculus, a particularly rich and expressive formalism in-
troduced by Gerhard Gentzen in [58]. Sequent calculus presents two main advantages
with respect to other proof systems. First, this formalism is suitable to perform an
automated proof search: the formula whose derivability is to be tested is placed at the
root, and the calculus rules are mechanically applied to it, until one reaches either an
initial sequent (instance of an axiom), or a sequent to which no rules are applicable.
Secondly, sequent calculi allow us to represent the inference rule of modus ponens (MP),
by means of the rule of cut:

'=AA AT=A

FA FA—B
- B (MP) ~ = A cut

The rule of cut is problematic since it is not analytic: formula A is not a subformula of
any formula in the conclusion of the rule. However, the cut-elimination theorem (one
of the crucial theorems to be proved for a system of sequent calculus), ensures that the
occurrences of cut can be removed from any derivation, thus preserving full analyticity.

Neighbourhood semantics is a topological semantics particularly relevant for our
purposes. Neighbourhood models are built upon non-empty sets of worlds. A neigh-
bourhood is a set of possible worlds, and the model associates to each world a set of
neighbourhoods, called a “system of neighbourhoods”. The worlds in the same neigh-
bourhood can be thought of as displaying the same degree of similarity among them-
selves. Neighbourhood models are more expressive than Kripke models, and can be
employed to define in a modular way the semantics of a wide family of conditional
logics, as well as modal logics.

The aim of this thesis is to investigate the proof theory of conditional logics. In partic-
ular, we consider conditional logic PCL (Preferential Conditional Logic) and conditional



logic V (logic of Variably strict conditionals). These logics, respectively introduced by
Burgess in [I8] and Lewis in [57], represent the basic systems of a family of conditional
logics: by adding axioms, or specifying conditions on the models, it is possible to char-
acterize a number of other logics. The extensions considered are those with normality,
total reflexivity, (weak) centering, uniformity, absoluteness and combinations of them.

We present original sequent calculi for PCL, V and their families. The introduced
proof systems are extensions of Gentzen’s propositional calculus which can be qualified
as standard, meaning that they are composed of a finite number of rules, each displaying
a fixed and finite number of premisses. Moreover, the calculi are either labelled or in-
ternal. Labelled calculi enrich the language by means of syntactic variables, the labels,
representing elements of the model. These calculi have been investigated by a number of
authors since the early 1990’s. Here we follow the methodology of labelled contraction-
free sequent calculi defined by Sara Negri in [69]. The labelled proof systems presented
in the following chapters make use of the neighbourhood semantics for conditional logics
[72]. Conversely, internal calculi enrich the structure of sequents by introducing addi-
tional meta-theoretic connectives. Examples of internal calculi that enrich the structure
of Gentzen’s systems are hypersequent calculi (defined, among others, by Arnon Avron
in [9]) and nested calculi (defined, among others, by Kai Briinnler in [I7]). We intro-
duce internal proof systems for conditional logics by adding suitable structures to the
formalism of sequent calculus.

Structure of the thesis and main results

The thesis is organized in six chapters. Chapter 1 and 2 are introductory: the former
offers a presentation of conditional logics, with a historical survey and a discussion of
relevant axioms and semantics. Chapter 2 shortly introduces proof theory, exposing the
proof systems for propositional and modal logics. Specifically, Gentzen sequent calculus
for propositional logics, labelled sequent calculi for modal logics and hypersequent and
nested calculi for S5 are reviewed.

Chapters 3, 4, 5 and 6 represent original contributions. Chapter 3 introduces a fam-
ily of labelled sequent calculi that captures in a modular way PCLL and its extensions,
including Lewis’ family of conditional logics (V and its extensions). The labelled cal-
culi are defined on the basis of neighbourhood semantics. The idea to define calculi for
conditional logics on the basis of neighbourhood semantics was inspired by [75], where
Negri and Olivetti presented a calculus for PCLL. The correspondence between neigh-
bourhood models and preferential models for PCL can be found, among others, in [63].
Based on this background, Chapter 3 extends the proof-theoretic results to all the ex-
tensions of PCL, and gives a detailed proof of the equivalence between neighbourhood
and preferential models for the whole family of logics.

Chapter 4 is devoted to internal proof systems for Lewis’ logics. Three proof systems
are presented, for different sub-families of logics: one-level nested sequents for V and
some of its simplest extensions, extended hypersequents for logic VIU (logic V plus
total reflexivity and uniformity) and its extensions with weak centering, centering and
absoluteness, and head hypersequents for logics with total reflexivity and absoluteness.
A sequent calculus for V was originally presented in [80]; the internal calculi of Chapter
4 extend the result to most logics in Lewis’ family, being the first internal and standard
proof systems to capture these logics, with varying degrees of modularity.

Chapter 5 analyses the relationship between labelled and internal proof systems for
conditional logics and presents the two directions of a mapping between an internal and
a labelled sequent calculus for logic V. These translations are inspired by similar results
for modal logics, as the one defined by Goré and Ramanayake in [40]. Even though it
is limited to V, the basic logic of Lewis’ family, the result is not straightforward: in



particular, proving the soundness of the translation from the labelled to the internal
calculus requires several additional definitions and lemmas. As a reward, we obtain a
clear semantic interpretation of the internal sequents in neighbourhood models.

Finally, Chapter 6 studies logic V extended with total reflexivity and absoluteness
(VTA), a system of conditional logic which, in its multi-agent version, is suitable to
express the epistemic notion of static conditional belief. The logic corresponds to system
CDL (Conditional-Dozastic Logic) treated by Alexandru Baltag and Sonja Smets in
[11L 13, 12]. For this logic, a labelled sequent calculus is introduced, again based on
neighbourhood models. Up to now, this proof system is the only sequent calculus known
for CDL. Moreover, the semantics for the logic of conditional belief is usually defined in
terms of epistemic plausibility models; Chapter 6 presents a direct proof of completeness
of the axiomatization of CDL with respect to neighbourhood semantics. Thus, the
chapter contains a application of the proof-theoretic methods developed for conditional
logics in the field of epistemic logic.

A part of the results presented in the thesis have already been published. Here follows
the list of articles in which they appear.

e Chapter 3 - The labelled sequent calculus for V can be found in [39)].

e Chapter 4 - The nested sequent calculus for V and its extensions can be found in
[35]. The hypersequent calculi for VTU and extensions can be found in [37].

e Chapter 5 - The equivalence result was published in [39].

e Chapter 6 - The labelled calculus for CDL was first published in [35]; a more
comprehensive discussion can be found in [3§].






Chapter 1

Conditional logics: a gentle
introduction

I believe there are possible worlds other
than the one we happen to inhabit.

— Davis Lewis, Counterfactuals

There are different ways to describe a logic, once its language is fixed. A syntactic
characterization consists in specifying a set of axioms and inference rules which allow
to derive true propositions from the axioms. A semantic characterization amounts to
the definition of an adequate class of models for the logic: a model is a structure that,
under a given interpretation, assigns the right truth values to compound formulas of
the language. Theorems of soundness and completeness relate the syntactic with the
semantic characterization, proving that a formula can be derived from the axioms if and
only if it is valid in the model.

In this chapter we introduce conditional logics, generally intended as formal systems
suitable to treat a fine-grained notion of conditionality. We then proceed to isolate the
class of logics that are going to be the subject of the following chapters: conditional sys-
tems which extend classical propositional logic by means of a two-place modal operator.
We first give a semantic characterisation, presenting the classes of models for the logics,
and then a syntactic one, presenting the axioms and inference rules of the systems.

1.1 Conditionals in natural language

The term “conditionals” denotes a wide class of natural language sentences. They can
be defined as expressions relating a proposition (the antecedent) to another proposition
(the consequent). Moreover, in the English language conditionals are usually expressed
as sentences of the form:

If A then B.

The use of conditionals in natural language is extremely wide and differentiated: distinct
if ...then clauses give rise to different kinds of conditionals. Some relevant examples
are factual conditionals, which assess some cause-effect relation in the world (“If I strike
the match, it will light”); non-normal conditionals, expressing a relation that is true in
most cases (“If Tweety is a bird, it can normally fly”), conditionals expressing obligation



(“If you break the neighbour’s window, you ought to tell him”), epistemic conditionals
assessing beliefs or knowledge of an agent (“If Albert knows that Beatrice wears a white
hat, he knows he is wearing a red one”) and counterfactual conditionals, expressing
consequences of a state of affairs that did not obtain: “If kangaroos had no tail, they
would topple over” [57]. These latter can be qualified as conditional sentences whose
antecedent is always false in the actual world.

This list is not exhaustive; there have been some attempt to classify conditionals
(or at least, to distinguish them in some categories), all leading to problematic results.
The most famous distinction is the one between indicative and subjunctive conditionals:
in the English language, conditionals at the present (indicative) tense usually express
factual conditionals, while conditionals in the subjunctive tense express counterfactuals.
However, some counterexample can be found:

If he has solved the problem, I'm the Queen of England.

The meaning of this conditional is counterfactual, but its form is indicative [61]. More-
over, any classification of conditional sentences is language-specific: different languages
might have different ways to express conditionals.

We shall stick to the observation that there are different kinds of conditional sen-
tences, generally defined as propositions in the form if...then and expressing a link
between a proposition (the antecedent) and another proposition (the consequent). The
question is whether and how conditionals can be accommodated within a formal system
of logic.

1.2 Truth-functional implication

Classical logic interprets conditionals in terms of the operator of material implication,
here denoted with —. Material implication is truth-functional, meaning that the truth-
value of the compound statement A — B is determined as a function of the truth values
of its single components: A, the antecedent, and B, the consequent. This yields the
well-known truth table for material implication,

A|B|A—B

111 1
110 0
0|1 1
010 1

according to which implication can be defined through the disjunction
(A— B) < —-AV B.

Thus, a conditional sentence is classically true if either its antecedent is false or its
consequent is true. This interpretation gives rise to paradoxical consequences: relevance
of the premisses and conclusion is not taken into account, and we end up validating
as true some intuitively problematic sentences, such as “If 24-2=5, New York is the
capital of New Zeland”, corresponding to ez falso quodlibet. Similarly, each conditional
sentence with true consequent is true. These cases are known as “paradoxes of material
implication”, and might concern also factual conditionals, as the one above.

Furthermore, material implication is not fine-grained enough to capture the different
truth values we might intuitively assign to counterfactuals. In the classical framework,
counterfactuals are conditional sentences whose antecedent is false, and thus are all
considered to be true. For instance, these two statements would have the same truth
value:



(1) If Clinton had won the elections, Trump wouldn’t be president.
(2) If Clinton had won the elections, she would have refused the position.

We might want to differentiate between true and false counterfactuals: (1) should be
evaluated as true, and (2) should be evaluated as false, at least if we assume Clinton’s
willingness to become president.

Several solutions have been proposed to give an account of conditionals more faithful
to such distinctions. Usually, different logics are specifically tailored to capture some
kinds of conditionals; up to now, no formal system has been devised that is able to
accommodate all kinds of conditionals. Relevance logic have been proposed to impose
a degree of relevance between antecedent and consequents; and non-monotonic logics
use a non monotonic inference relation, allowing to draw defeaisble conclusions that can
be changed in light of some new informations: so, if I learn that Tweety is a hen, I
will correctly conclude that it does not fly. As for counterfactuals, two main approaches
have been devised: the possible worlds account (Stalnaker, [98] and Lewis, [57]) and the
probabilistic account (Adams, [I}2]). According to the probabilistic account, condition-
als are not truth-value bearers: instead of truth values, they can be assigned degrees of
acceptability. More precisely, to each proposition A is associated a probability P(A); the
probability of a conditional if A then B is given as the conditional probability P(B|A)
of its components:

P(B|A) = P(A&B)
P(4)

Adams formulated his theory to formalize indicative conditionals, and the application
of the probabilistic account to counterfactuals is problematic: the antecedent of coun-
terfactuals should have probability zero, since the antecedent describes a state of affairs
that did not obtain, and to calculate the conditional probability of a counterfactual we
should divide by zero. Lewis strongly criticized Adams’ system and, following Stalnaker,
proposed a completely different theory of conditionals, which we call the possible worlds
account. According to the possible worlds account, conditionals have truth-values; they
can be formalised by means of a two-place modal operator in the context of Kripke
models for modal logics. The thesis is focused on the possible worlds account; thus, we
analyse conditional logics as extensions of classical propositional logic by means of a
two-place modal operator.

For a survey on modal logics refer to Appendix at the end of this chapter. Here
we report some notational conventions.

Definition 1.2.1. Given a Kripke model M, we denote validity (or truth) of a formula
A at world z either by x € [A] or by z I A. We denote validity (or truth) of A at a
model as M E A, meaning that the formula is true at all the worlds in the model. We
denote validity of A as F A, meaning that the formula is valid in all models. In this
case, we say that A is a theorem of the modal logic.

Remark 1.2.1. A truth-functional operator can be classified as “extensional”, in op-
position to “intensional” operators. Intensional operators are operators whose truth
conditions do not depend exclusively on the truth values of the formula components. In
this sense, a modal operator is intensional: to evaluate the truth value of [JA at some
world x we need to evaluate A at the different worlds of the model which are related to
z. Due to the failure of truth-functional implication to capture counterfactuals, it comes
as a natural solution to resort to an intensional operator, such as a modal operator.



1.3 Possible worlds account of conditionals

The possible worlds account of counterfactuals is due to Stalnaker in [08] and Lewis
in [57]. This approach can be generalized to other conditionals, as the non-monotonic
and the deontic conditional. Important contributions to the possible worlds account of
conditionals can be found in Chellas in [I9] and Nute in [77].

This account relies on the assumption that conditionals are truth-value bearers. C.I.
Lewis suggested in [55] to interpret counterfactuals by means of the strict conditional,
that is, a one-place modal operator preceding a classical implication. We use > to denote
a (counterfactual) conditional.

A>B=0(A— B).
In Kripke models the truth condition for this formula would be:
2z |- O(A — B) if for all y € W such that xRy it holds that y ¥ A or y IF B.

This interpretation works fine to capture simple counterfactual sentences such as “If
Alice came, it would have been a great party”ﬂ Let A stand for “If Alice came”, and P
for “It would have been a great party”. To evaluate the counterfactual A > P, we have
to check whether in the possible worlds accessible from the actual world it holds that,
if A is true, also P is true. In Figure there are two Kripke models; the small circles
represents worlds, and formulas written inside them are formulas true at that world.
The arrow connecting two worlds represents the accessibility relation. We evaluate the
formula at world x, the actual world.

z
w

w

Figure 1.1: The party example

In the left-hand side model, the counterfactual A > P is valid: in all the hypothetical
situations in which A is true, P holds as well.

Now consider the following proposition: “If both Alice and Bob came, it wouldn’t
have been a great party”, which we represent by the strict conditional J(AA B — —P).
Intuitively, the formulas A > P and (A A B) > —P could be simultaneously true:
suppose Alice is really good at animating parties, unless when her ex-boyfriend Bob is
around. However, we cannot devise a model in which both formulas J(A — P) and
O(A A B — —P) are true at z and, simultaneously, at z is true formula ¢(A4 A B).
Consider the right-hand side model of Figure [[.T] If there is at most one world in which
both A and B are true (in this case, y), any assignment of truth-values to formulas at
the worlds fails to satisfy either (A — P) or O(AA B — —P).

1This example is know as the “party example”, and it is quite famous in the literature. It was
originally proposed in [57].



Stalnaker’s and Lewis’ solution consists in introducing a two-place modal operator
to represent counterfactuals. The Kripke semantics has to be enriched to accommodate
this new operator. Basically, the semantics establishes an ordering among worlds so that
different worlds are used to evaluate different conditionals. Stalnaker employs a function
to select the worlds relevant for one conditional; Lewis defines layers of accessible worlds
around the actual world. This solution allows to overcome the difficulties of the strict
conditional, and gives a quite fine-grained account of counterfactuals.

1.4 A semantic account

In this section we present the principal models devised for conditional logics in the
possible worlds account: selection function models, preferential models, sphere models
and neighbourhood models. Selection function models, due to Stalnaker, were the first
models introduced specifically tailored to capture the counterfactual conditional. Pref-
erential models and sphere models are both due to Lewis. Neighbourhood models are a
more general class of models, originally introduced for non-normal modal logicsﬂ Recall
that, even if these classes of models were initially devised to capture counterfactuals,
they can be adapted also to other conditionals: in particular, preferential models can
be used to represent some systems of non-monotonic logics.

Definition 1.4.1. The set of well-formed formulas F of a propositional conditional
logic is generated as follows, for p atomic formula and A, B formulas:

F u=P|L|ANB|AVB|A—>B|A>B

The connective > is the (counterfactual) conditional operator. We shall define its truth
conditions in the different systems of semantics.

Selection and class-selection function models

Stalnaker in [98] defines selection function models: a class of models that enriches re-
flexive and transitive Kripke models by means of a selection function, f. This function
takes as arguments a world x and, for a formula A, the set of worlds in which A is true,
denoted by [A]. The image of the function is the world y most similar to z and in which
A holds:

[z, [A]) =y
The selection function establishes an ordering among words with respect to their simi-

larity. The truth condition of a counterfactual conditional at selection function models
is the following;:

2l A>B iff f(z,[A])F B

Stalnaker explained what it means to evaluate a counterfactual within these models by
means of the following “thought experiment’ﬂ

2Non-normal modal logics fail to satisfy either the axiom of distributivity or the rule of necessitation.
Refer to Appendix

3Stalnaker claims to have been inspired by what he calls the “Ramsey test”, which is actually a
footnote in Ramsey’s article [03] in which Ramsey describes the process of evaluating a conditional: If
two people are arguing “If p, then q?” and are both in doubt as to p, they are adding p hypothetically
to their stock of knowledge and arguing on that basis about q; so that in a sense “If p, q” and “If
p, q” are contradictories. We can say that they are fizing their degree of belief in q given p. If p
turns out false, these degrees of belief are rendered void. If either party believes not p for certain, the
question ceases to mean anything to him except as a question about what follows from certain laws or
hypotheses. However, Stalnaker’s reading of the Ramsey test is not exactly accurate: Salnaker assigns
truth condition to counterfactuals, while Ramsey does not.
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First, add the antecedent (hypothetically) to your stock of beliefs; second,
make whatever adjustments are required to maintain consistency (without
modifying the hypothetical belief in the antecedent), finally, consider whether
or not the consequent is then true. [95]

Thus, to evaluate a counterfactual we first choose the world y such that f(x,[A]) =y,
i.e., the world most similar to x (the actual world) in which A holds (since we are
evaluating counterfactuals, A might not hold in the current world). Then, we verify
whether in y the consequent holds.

By means of example, suppose we want to evaluate the following counterfactual:

If Facebook hadn’t sold its data to Cambridge Analytica, Trump wouldn’t have
won the elections.

To evaluate this counterfactual, we select the world most similar to the current world
in which the antecedent is true i.e., one in which Facebook has not sold any data, and
see whether in this world Trump has won the elections or not.

We shall not formally define Stalnaker’s selection function modelsﬂ For our purpose,
it suffices to say that Lewis criticized Stalnaker’s models, due to the fact that they rely
on two fundamental (unjustified, according to Lewis) assumptions:

e the Limit assumption, stating that we can always find at least one world closest
to the actual one.

e the Stalnaker assumption, stating that there is exactly one world closest to the
actual one.

The Limit assumption corresponds to the requirement that the similarity ordering among
worlds is a well-founded preorder, with no infinite descending chains. This assumption
always holds in finite models, and might be ignored if the logic has the finite model
property. Stalnaker’s assumption, on the other hand, defines one of the strongest systems
of conditional logics: it states that we can define an ordering of worlds with respect to
their similarity such that there is always exactly one world that best resembles a certain
world. This assumption can be easily criticized, on the grounds that there could be
more than one world similar to the same degree to the actual one.

Chellas and Nute also studied selection function models; we adopt the definition of
models given by Nute in [77]. In this class of models, called class-selection function
models, the selection function chooses a set of accessible possible worlds with the same
degree of similarity with respect to the actual world. This generalization allows to
capture a wide number of conditional logics weaker than Stalnaker’s system.

Definition 1.4.2. A class-selection function model is a structure M = (W, f,[ ]),
where:

e W is a non-empty set of elements;
o f: W xP(W)— P(W) is the selection function;
e [ ] is the propositional evaluation.

The selection function chooses the worlds f(z,[A]) most similar to = given the infor-
mation A.

xzlF A > B iff B is true in all worlds selected by f(z, [A]) .

More recently, these models have been studied in [5], along with the proof theory of
the corresponding logics. Class-selection function models can be extended by adding

4The interest reader might refer to Stalnaker’s original article [98].
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conditions on the selection function, in the same way as modal logic K can be extended
by adding conditions on the accessibility relation. For instance, if we add the condition
f(w,[A4]) C [A] we obtain a model in which the world selected by f must satisfy
formula A.

Preferential models

Lewis introduced preferential models in [57], presenting them as an equivalent alternative
to sphere models (refer to next section). Burgess in [18] and Halpern and Friedman in
[28] studied preferential models (and the corresponding logics) on their own right. The
definitions in this section are from [75].

Preferential models specify a binary accessibility relation to be added to a Kripke
model. The accessibility relation imposes an ordering among the worlds of the model,
which can be interpreted as expressing either the comparative similarity among worlds
or the normality of a world with respect to the other. In any case, the relation chooses
a set of accessible worlds which are “preferred” with respect to the actual one. Thus, to
each world x is associated a set of accessible worlds and a comparative similarity relation
y <, z on the accessible worlds, meaning y is at least as similar, or plausible, as z with
respect to x.

Definition 1.4.3. A preferential model is a structure

composed of the following elements: a non-empty set of worlds, W; a propositional
evaluation for atomic formulas, [ ]; for every world z € W, a set W, of worlds accessible
from it, and a binary relation =<, over W,. The relation <, satisfies the following
properties:

e Reflexivity: For all w € W w <, w;
e Transitivity: For all w, k,z € W if w <, k and k <, z then w <, z.

The truth condition for the conditional operator is the following:

xlFA>B iff forallweW,, ifwl A then
there exists y <, w such that y |- A and for oll z X, y,zIF A — B.

Intuitively, for a formula A > B to be true at world z it must hold that, for all worlds in
W, if there is a world w in which A is true, then there is a world y at least as similar as
w to x such that y satisfies A and all worlds at least as similar as y to z satisfy A — B.

Remark 1.4.1. The truth condition takes into account the fact that there could not be
worlds minimal with respect to <, which satisfy A. If we assume the Limit assumption,
the model has no infinite descending chains of worlds; and thus, there is a minimal world
with respect to <. In this case (or in finite models, where the Limit assumption holds)
the truth condition can be simplified as follows:

xlEA> B iff for all we W, if we Ming(A) then w - B
where
Ming(A) ={y e W, | yI- A and for all z€ W, if z <, y and z I+ A then y <, z }.

Thus, in finite models, to evaluate a conditional A > B at x means to check whether
the classical implication holds in the worlds minimal with respect to the relation <,
since B must be true at the worlds minimal with respect to <, and in which A holds.
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Figure 1.2: Preferential models

By means of example, consider the models in Figure[1.2]in which the arrow signifies
the accessibility relation (thus, z,y,w € W,) and the dashed arrow stands for the
preference relation (thus, z =<, y). World z in the model on the left satisfies the
conditional A > B: it holds that y € W, and y IF A. Moreover, since y <, y (the model
is reflexive) we verify on y the consequent of the truth condition. It holds that for all
k =2 vy, kIF A — B: the worlds accessible from y are y itself and z, and both satisfy B.
In the right-hand side model, on the contrary, world x does not satisfy the conditional:
world z satisfies A and =B, and the consequent of the truth condition fails.

According to Lewis, preferential models are not suited to represent counterfactuals
[57). The problem is that preferential models do not necessarily require that all worlds
in W, to be related by the preference relation. For instance, consider world w in Figure
we do not know how this world is related to the others by the preference relation,
and thus is incomparable. Preferential models are better suited for a non-monotonic
interpretation, where A > B is read as “usually, if A then B”. In this case, the prefer-
ence relation between worlds is interpreted as expressing a notion of normality between
worlds: a sentence “usually, birds can fly” is considered true if the classical implication
is verified in the worlds closest, or normal, with respect to the actual worlds.

Preferential models do not require all worlds in W, to be related by the preference
relation. We can impose this requirement adding the condition of connectedness to <,
to the class of models.

Definition 1.4.4. A connected preferential model is a preferential model such that the
relation <, satisfies also the property of

Strong connectedness: For all w,k € W, it holds that w <, k or k <, w.

In connected models =<, is a total preorder (a transitive and connected relation) on W,
this meaning that all elements of W, are comparable one with the other. Connected
preferential models are particularly significant since they can be proved to be equivalent
to Lewis’ sphere models.

Sphere models

Sphere models were introduced by Lewis in his seminal work Counterfactuals [57]. These
models generalise the structure of Kripke models introducing spheres, sets of worlds
sharing the same degree of similarity to the actual world. Lewis explained his idea
referring to C.I. Lewis’ interpretation of counterfactuals: counterfactuals are not “strict
conditionals based on comparative similarity” , but moreover “variably strict conditionals
based on comparative similarity” [57].
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Lewis defined a whole family of sphere models for conditional logics. To simplify the
exposition, we first define the simplest class model of the family, and then define the
class of centered sphere models. Centered sphere models are important since, according
to Lewis, these are the models better suited to formalize counterfactuals.

Definition 1.4.5. A sphere model is a structure
M =W, S,[])

composed of a non-empty set of elements, W; a function S : W — P(P(W)), associating
to each world z a set of sets of worlds S(x) and [ ], the propositional evaluation.
Moreover, S satisfies the following properties:

e Non-emptiness: For each « € S(x), o is non-empty;

e Nesting: For each «, 8 € S(x), either a« C S or 8 C «;

e Closure under non-empty union: If H C S(x) and H # ), then |J H € S(z);

e Closure under non-empty intersection: If H C S(z) and H # (), then (H € S(z).

Remark 1.4.2. Lewis’ original properties defined in [57, Chapter 1] are slightly differ-
ent: he assumes closure under union, from which follows that the empty set is a sphere
around each world, § C S(x). From this follows that [J0 € S(z), and @ € S(z). Lewis
admits that the inclusion of the empty set is “unintuitive”, and accepted for technical
convenience. We have chosen to include at its place the condition of non-emptiness.
Moreover, the two conditions of closure under non-empty union and intersection always
hold in finite models, and Lewis proves that his systems have the finite model prop-
erty. Thus, the soundness and completeness results hold also in the absence of these
conditions [57, Chapter 6, footnote 1]. This is the reason why we do not consider these
properties when dealing with the proof theory of Lewis’ system.

Definition 1.4.6. A centered sphere model is a sphere model in which S additionally
satisfies the property of

Centering: For each a € S(x) it holds that {z} € S(x) so that {z} C «.

We introduce the following notation, from [72], to treat satisfiability of a formula at
a sphere.

Definition 1.4.7. Given a sphere o C W we write:

a IF7 A if there exists « € « such that z I A;
alkY Aifforall z € o, z |- A.

Thus, « IF7 A means that there is at least a world in « in which A is true, and a IF¥ A
that A is true at all worlds in «.

Definition 1.4.8. Employing the above notation, the truth condition for the conditional
operator in sphere models is the following:

x - A > B iff if there exists a € S(z) such that o IF> A, then there exists 8 € S()
such that f1F3 A and BIFY A — B.

Figure [1.3] shows a centered sphere model. Spheres around x represent degrees of simi-
larity with respect to the world x: the closer the sphere to x, the more similar the worlds
in the spheres are to . The union on all the spheres is the set of worlds accessible from
the actual world x (thus, w is not “seen” from the actual world). World z is placed
at the centre of the system, into the smallest sphere containing no other worlds. The
reason is that the actual world is the world most similar to itself, and thus the smallest
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Figure 1.3: Centered sphere model

sphere around it has to be a sphere containing no other worlds. Nesting of the system
of spheres is required to compare the different worlds belonging to the sphere in terms
of similarity.

For a counterfactual conditional A > B to be true at world z, it holds that, if there is
some world in some sphere that satisfies the antecedent, then there exists a sphere in
which at least one world satisfies the antecedent, and all worlds in the sphere satisfy
the classical implication A — B. This is equivalent to the following requirement: for a
counterfactual to be true ata world x, the world closest to z in which A is true must
satisfy also B; or, there should not be a world satisfying A and —B closer to x than any
world satisfying A and B. The intuition is the same as in Stalnaker’s model: to evaluate
a counterfactual, we evaluate whether the consequent holds at the closest possible worlds
at which the antecedent holds.

5@

Figure 1.4: Party example II

Figure shows a centered sphere model in which world x verifies O(A A B) and both
counterfactuals A > P and A A B > =P from the previous example regarding Anna’s
presence at the party (Figure . In this model, both sentences are true, but at
different spheres. This is the reason why Lewis calls his counterfactuals variably strict
conditionals: differently from what happened with C.I. Lewis’ strict conditionals, the
set of worlds used to evaluate each conditional might vary, becoming more or less strict.

Centered sphere models are the models Lewis considered most suitable to formalize
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counterfactuals. In [57] he proposed a wide number of sphere models, accommodating
different forms of conditionality.

Definition 1.4.9. Extensions of sphere models are defined by adding the following
properties to the function S (centering, already mentioned, is also present in the list):

N Normality: For all x € W it holds that S(z) # 0;

T Total reflexivity: For all x € W there exists a € S(z) such that z € «;

W Weak centering: For all x € W, for all & € S(x) it holds that z € «;

C (Strong) Centering: For all x € W, for all « € S(z) it holds that {z} € S(z), so
that {z} C «;

U Local uniformity: For all x € W and y € « for a € S(x) it holds that |JS(z) =
US(y);

A Local absoluteness: For all z € W and y € « for a € S(z) it holds that S(x) =
S(y);

L Limit assumption: for some formula A, if there is some sphere o € S(x) such that
aIF7 A there is a smallest sphere 3 € S(z) such that 3 -7 A;

All Universality: for all x € W it holds that |JS(z) = W.

Remark 1.4.3. Some of the conditions are incremental: C implies W, W implies T; T
implies N; A implies U and U + T are equivalent to All and St implies L. Moreover, a
model containing W + A is equivalent to a model for S5, meaning that all the spheres
collapse into one, while a model containing C+ A collapses to a model for classical logic
(in which all the worlds collapse to one).

The basic system of sphere models is too weak to represent any counterfactuaﬂ As
for conditions weaker than C, Lewis motivates W admitting that the smallest sphere of
the model might be composed of the actual world plus several other worlds, all similar to
the actual ondﬂ Thus, W requires only that the actual world belongs to all the spheres.
Condition T is weaker, since the actual world might not be at the centre of the system
of spheres. According to Lewis, sphere models with T are not suitable to represent
counterfactuals, but could be useful to represent deontic conditionality. In a deontic
sphere model the ordering relation among worlds can be interpreted as expressing moral
improvement: thus, worlds belonging to inner spheres are morally better than worlds
belonging to outer sphere, and worlds belonging to the innermost sphere are the morally
perfect ones. Since the actual world is not necessarily perfect from a moral viewpoint,
it might belong to some outer sphere. Condition N only requires (together with non-
emptiness) the system of spheres to be non-empty, and might be apt to represent some
weak form of deontic conditional.

Local uniformity and absoluteness impose restrictions on the spheres: for local uni-
formity, the set of worlds belonging to all the spheres is always the same, while the
stronger condition of local absoluteness requires the system of spheres to be the same
for all world{"] Models featuring U, A or a combination of them are indicated by Lewis
as suitable for deontic interpretations.

In Section [1.5] we detail the axioms corresponding to the above properties of the
models, along with theorems of soundness and completeness.

5 According to Lewis, this system is apt to capture only egocentric logic. This system is quite peculiar;
refer to [57, Chapter 5] for its description.

6In such a model, we have that counterfactuals with true antecedents and true consequents are not
necessarily true: we have to verify truth of the antecedent not only at the actual world, but also at the
actual world closest / most similar to the actual one.

"The conditions of local uniformity and absoluteness can be equivalently stated as global conditions:
Uniformity states that for all z,y € W it holds that |J S(z) = |US(y), and Absoluteness that for all
z,y € W it holds that S(z) = S(y). Lewis proves that systems with uniformity or local uniformity and
absoluteness or local absoluteness satisfy the same set of formulas [57, Chapter 6]. We use the global
version of these conditions in Chapter 4.
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Neighbourhood models

Neighbourhood models were introduced by Scott in [96] and Montague in [67] to give an
interpretation of non-normal modal logics; they are a generalization of sphere models,
in which to each world is associated a (not necessarily nested) set of worlds, used to
interpret modalities. Grove employed these models in constructing a system of semantics
for belief revision [42]; more recently, neighbourhood models were studied by Pacuit in
[84], Marti and Pinosio in [63], Negri and Olivetti in [75] and Negri in [72].

Definition 1.4.10. A neighbourhood model is a structure
M= W,N,[])

where W is a non empty set (of possible worlds); N is the neighbourhood function
N:W = P(PW)) and [ ] : Atm — P(W) is the propositional evaluation.

The neighbourhood function associates to each z € W a set N(z) C P(W), called
neighbourhood. We denote by Greek letters «, 3, ... elements of N(x). For all z € W, we
assume the neighbourhood function to satisfy the property of non-emptiness: For each
a € N(z), o is non-empty.

Truth conditions for Boolean combinations of formulas are the standard ones; for the
conditional operator we have:

zl-A> B iff for all « € N(z) it holds that if o IF> A then there exists 3 € N(z)
such that B C o, BIF A and BIFY A — B.

Figure 1.5: Neighbourhood model

Figure [L.5] shows a neighbourhood model in which a conditional A > B is satisfied at
world z. In the figure the system of neighbourhood associated to x is shown.

Lewis noted that sphere models are a special kind of neighbourhood models, without
the nesting condition [57]. As with preferential models, neighbourhood systems are not
suited to represent counterfactuals, but some weaker form of conditionality (such as
prototypical interpretation). Thus, Lewis rejected neighbourhood systems; for us, on
the contrary, they will be extremely useful since we employ them to uniformly capture
both logics weaker than Lewis’ system and with Lewis’ system, adding the condition of
nesting.
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1.5 An axiomatic account

The different classes of models shown in the previous section are tailored to capture
specific systems of logic. Figure presents a set of axiom schemata and inference
rules characterizing these logics.

We define the relation of derivability of a formula A in an axiom system as follows:
F A if and only if formula A is derived from the axioms using the rules of inference.

CK Axiomatization of classical propositional logic
A< B

(RCEA) (A>C)« (B>C0)
A— B

(RCK) (C>A)— (C>B)

(R-And) (A>B)A(A>C)— (A>(BAQ))

PCL Axiomatization of CK
(ID) A>A
(CM) (A>B)A(A>C)— ((AANB)>C)
(RT) (A>B)A((AAB)>C)— (A>C)
(OR) (A>C)AN(B>C)—= ((AvB)>0(C)

\% Axiomatization of PCL
(CV) (A>C)A—-(A>-B))—= ((AAB) > ()

Figure 1.6: Axiom systems of conditional logics

Remark 1.5.1. Axioms (CM) and (RT) can be replaced by axiom
(CSO) (A>B)A(B>A)—=((A>C)+< (B>0)).

CK is the smallest normal conditional logic, where a normal conditional logic is defined
as a logic closed under (RCEA) and (RCK) [I9]. The logic was first presented by Chellas
in [I9], and it is sound and complete with respect to class-selection function models (refer
to [I9] for the proof). The notion of conditionality that CK expresses is very weak, and
for this reason this logic can be regarded as the “basic” conditional system, meaning
that successive theories - both of deontic or of counterfactual conditionals - include the
notion of conditionality defined by CK. Thus, the logic is not of particular interest in
itself; but it plays the same role as system K of modal logics.

If we add to the axioms of CK the axioms of identity (ID), cumulative monotony
(CM), restricted transitivity (RT) and the axiom of disjunction of antecedents (OR) we
obtain an axiomatization for the logic PCL. PCL stands for Preferential Conditional
Logic; this system, introduced in [I§], is sound and complete with respect to preferential
models (refer to [I§] for the proof). This logic is suitable for representing non-monotonic
conditionals: more precisely, the non-monotonic logic P introduced by Kraus Lehman
and Magidor in [47] is equivalent to the flat fragment of PCL, i.e., the fragment in
which we do not allow nesting of conditional operators to occur inside formulas. Logic
P captures prototypical sentences; however, instead of a binary intensional connective,
the system employs a non-monotonic inference relation, i.e., a binary relation symbol
which is part of the meta-language. As the authors remark, the semantics of P is quite
different from the semantics of PCL: the truth condition for PCL makes reference to
an actual world, which is not needed to evaluate whether the non monotonic inference
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relation holds between two propositions. Logic PCL (and its extensions) are richer
system, of which P (and its extensions) correspond to the flat fragment. It is anyhow
interesting to remark the similarity at the axiomatic level.

Finally, Lewis’ basic logic V can be obtained by adding to PCL the axiom (CV) of
commutativity, or strengthening of the antecedent, which allows to add formulas in the
antecedent of counterfactualsﬂ Logic V is sound and complete with respect to sphere
models (refer to [57] for the proof). As we have already seen, system V is, according
to Lewis, too weak to capture counterfactuals; but we can add axioms to V and obtain
a wide variety of stronger systems. In the previous section we have seen how we could
add semantic conditions to sphere models; here we present axioms that can be added to
V. To each axiom there corresponds the semantic condition that goes under the same
name; Lewis proves soundness and completeness for all the systems w.r.t. the sphere
model enriched with the corresponding semantic condition [57].

Figure 1.7: The conditional logic cube

Both local uniformity and absoluteness have a pair of characteristic axioms; universality
is given by axiom (U) 4 (T). These axioms were introduced by Lewis, who applied them
o V [57]. However, the same axioms can also be applied to PCL, and generate a family
of non-nested systems. Figure and Figure [1.8| represent the cube of conditional
logics extending PCILL, which will be object of the following chapters. In the figure
the interdependencies between the logics are represented, following the convention that
when two system are connected by a line, upper systems are extensions of the lower
ones.

Remark 1.5.2. As with frame conditions, we have some interrelations among the ax-
ioms: in VC, (C) implies (W); in VW (W) implies (T) and in VT (T) implies (N).

8This axiom corresponds to the semantic condition of nesting in sphere models: the strengthening
of the antecedent can be applied thanks to the nested structure.
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(N) =(T>1) Normality

(T) A—=-(A>1) Total reflexivity
(W) (A>B)—(A— B) Weak centering
(C) (AAB)— (A>B) Strong centering
(Uy)) (mA>1)—==(-A>1)>1 Uniformity (1)
(Ug) -(A>1L)—=((A>1)>1) Uniformity (2)
(A1) (A>B)—(C>(A>B)) Absoluteness (1)
(A2) —(A>B)— (C>-(A>B)) Absoluteness (2)

Figure 1.8: Axioms for extensions

Similarly, in VA both (Uy) and (Us) are valid. Logic VWA collapses to S5; logic VCA
collapses to classical logic.

1.6 Conditional logics and modal logics

It is possible to define the modal operators [J and ¢ by means of the conditional operator.

0A = -A> 1;
QA = —-(A>1).

The modal operators defined in PCIL and its extensions have the properties of the modal
operators of normal modal logics. We detail the modal correspondence, from [57], in
the case of logic V and its extensions; however, the result can be extended to PCL and
its extensions.

Lewis motivates the definition of [JA as follows. By definition of the conditional
operator > in sphere models, a formula A > 1 can be either false or vacuously true,
i.e., with false antecedent. Thus, if formula —A is either false or vacuously true, we have
that formula A is non-vacuously true: A is necessary. Similarly, if it does not hold that
A is false or vacuously true, it might be that A is non-vacuously true: thus, that A is
possible, QO A.

The truth condition for JA in sphere models corresponds to the truth condition
of formula -A > 1. Recall the truth condition of the conditional operator in sphere
models:

x - A > B iff if there exists a € S(z) such that o IF> A, then there exists 8 € S()
such that f1F3 A and BIFY A — B.

Thus, z IF A > L iff, if there exists a € S(x) such that a [F> =4, then there exists
B € S(x) such that 31F¥ =A and 3 IFY =A — L. Since the consequent cannot hold, the
antecedent must be false. Thus,

()2 IF0OA iff for all a € S(z) it holds that o IF7 A.

Similarly, the truth condition for (¢ A in sphere models corresponds to the truth condition
of formula —(A > 1). By definition, = IF =(A > 1) iff there exists @ € S(x) such that
a2 A and for all B € S(z) it holds that B 1Y =A or B1F? AA T. Thus:

() I OA iff there exists a € S(x) such that o IF> A.

The conditions (x) and (*x*) correspond to the truth condition for for - and ¢-formulas
in Kripke models. Moreover, given a system of spheres associated to world z, (x) and
(#%) can be formulated in terms of the outer sphere | JS(x):
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zlFOA 4ff for allw e |JS(z) it holds that w - A;
x - QA iff there exists w € |JS(x) such that w I A.

Thus, to interpret formulas [J and { we assign to the actual world = a single sphere
of accessibility: |J S(z), which is the outermost sphere of S(x). For this reason, Lewis
calls 0 and ¢ the “outer” modalities. For each conditional logic he identifies its “outer”
modal logic: the modal logic obtained when we interpret formulas =A > 1 in the outer
sphere of a system of spheres.

Lewis’ conditional logic Outer modal logic

v K

VN D

VT, VW, VC T
VU, VA K45
VNU, VNA D45

VTU, VWU, VCU, VTA, VWA S5

VCA Classical logic

Figure 1.9: Modal correspondences

Lewis proves that, under the definition of modal operators by means of the conditional
operator, the axioms of the outer modal logic are theorems (in some cases axioms) of
the corresponding conditional logic, and vice versa [57), chapter 6]. More precisely, let £
be a logic belonging to Lewis’ family, and let £5 be the modal fragment obtained from
L by restricting conditional formulas to =A > 1. Given A formula of £, let A" be the
formula obtained by replacing every subformula =B > | with OB. Let M denote one
of the modal logics listed in Figure Then, it is possible to prove the following:

o If AV € M, then A € £5;
o If Ac P, then AV € M.

A full semantic proof can be found in [57, chapter 6]. The proof amounts to showing
that, given a world = € W, the sphere | S(z) of the conditional logic satisfies the same
properties as the set of worlds accessible from x in the outer modal logic.

System K is the outer modal logic of V, since classes of models for both logics only
require W to be not empty. Logic D is associated to VN since models for VN require
normality, i.e., the presence of at least one sphere « € S(x). By non-emptiness, «
contains at least one element: thus, there exists y € |JS(x). This corresponds to the
requirement of seriality of the accessibility relation in models for D: there exists at least
one element y € W such that zRy.

Logic T is the outer modal logic associated to VT, VW and VC since in sphere
models for all these logics it holds that « € |JS(z), corresponding to the condition of
reflexivity of the accessibility relation for T: for all x € W, x Rx. Modal logic T is not
fine-grained enough to express the difference between total reflexivity, weak centering
and centering, which can be appreciated only at the level of spheres.

As for K45, this system is the outer modal logic of both VU and VA. Again, the
difference between the conditions of uniformity and absoluteness can be stated only in
terms of spheres. In sphere models for both logics, it holds that |JS(z) = U S(y);
thus, the worlds composing the systems of spheres are all the same (possibly arranged
in different spheres, in case of uniformity). Thus, since formulas =A > | and —=(A > 1)
are evaluated at | S(x), it holds that these formulas are uniformly true at all the worlds
in {J S(z). The same happens in models for K45: if (JA is true at some world y such
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that xRy, for x actual world, then [JA is true at all the worlds that are accessible form
x, or from some world in turn accessible from x. If we add total reflexivity (equivalently:
weak centering or centering) to a sphere model for VU or VA, the outer modal logic
becomes S5: all formulas JA are the same between all the worlds in |J S(z), which now
includes x as well.

Models for VWA are composed of just one sphere, since they have to accommodate
the requirement of absoluteness (all the spheres are the same) and weak centering (the
actual world is included in all the spheres). However, the outer modal logic is still S5,
since all the worlds in W, possibly more than one, occur in the sphere. Models for VCA
are composed of just one sphere, that contains exactly one world, since for the condition
of strong centering the sphere {z} should be contained is one of the (all equal) spheres.
This is the reason why this systems collapses to classical propositional logic.

Remark 1.6.1. Other than the outer modal operator, Lewis defines also a couple of
inner modal operators:

‘A= QANT > A;
O'A=0A =T > A

where the 0 A in the definitions is needed to rule out the possibility of an empty set of
spheres. The truth conditions for the inner modal operators in sphere models are the
following:

v I-OFA iff there exists a € S(z) such that o IF¥ A,
- 0'A iff for all o € S(x) it holds that a I-> A.

Lewis defines inner modal logics in correspondence to each system of conditional logic
in [67, Chapter 6]. Interestingly enough, the inner modal logics for V, VU and VA are
non-normal modal logics.

1.7 Problems of the possible worlds account of con-
ditionals

The possible worlds account of conditional logics is not free from criticism; on the
contrary, many problems have been found in Stalnaker-Lewis’ approach to conditionals.
The critics mainly address Lewis’ book Counterfactuals and regard both the foundations
of the approach and the technical aspects. The first criticisms were addressed to Lewis
by Fine in [24] and Nute in [77]. Here we report some of Fine’s main observations.

As Lewis recognises, the foundations of his theory are the possible worlds analysis and
the relation of comparative similarity between worlds. In Chapter 4 of Counterfactuals
he defends both points. Regarding possible worlds, Lewis maintains a position of realism,
according to which possible worlds actually exist:

I believe there are possible worlds other than the one we happen to in-

habit. [...] I therefore believe in the existence of entities that might be called
“ways things could have been”. I prefer to call them “possible worlds”. [57,
p. 84]

Lewis defends this position saying that he does not know any convincing counter-
argument. However, this position leads to problems concerning trans-world identity.
The last section of Chapter 1 of [57] explains how it is possible to evaluate the same
individual at different worlds. For instance, to establish the truth value of a counter-
factual “If Oswald hadn’t shot Kennedy, someone else would have” we have to evaluate
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the behaviour of the individual “Oswald” at different worlds. But how can we denote
“Oswald” at different worlds? Lewis’ solution is the introduction of the relation of
counterpart: each individual exists in exactly one world, and in other worlds there are
counterparts of that individual, where a counterpart for an individual is something that
resembles the individual closely enough (“in important respects of intrinsic quality and
extrinsic relations”, p. 39) and it resembles it no less closely than other things existing
at a world. Lewis maintains that the counterpart relation explains trans-world identity,
and possibly it is so; however, a simpler solution would be to reject realism of possible
worlds, in favour of a position requiring a lighter ontological commitment: nominalism.

Nominalism identifies possible worlds with the set of propositions true at it - more
precisely, with the “maximal collections of propositions X such that it is possible that all
of the propositions in X are true”[24]. Thus, possible worlds are logical constructions,
and the counterpart relation is not needed to explain trans-world identity: it is not
problematic to maintain that the same proposition (say regarding a certain individual)
is true at different possible worlds. In any case, Fine observes that realism about possible
worlds is not so fundamental in Lewis’ theory: it does not make a difference whether we
regard possible worlds as existing or as linguistic entities.

The relation of comparative similarity on which Lewis bases his account is far more
problematic. According to Fine, the notion of comparative similarity among worlds
gives rise to a danger of circularity, due to its “multi-criterial vagueness”. Lewis claims
that the comparative similarity relation should be vague, and that this feature is the
key strength of his approach.

Counterfactuals are notoriously vague. [...] [Thus, an account of their
truth values] must be made relative to some parameter that is fixed only
within rough limits on any given occasion of language use. It is to be hoped
that this imperfectly fixed parameter is familiar one [...]. It will be a relation
of comparative similarity. [57, p. 1]

The problem is that there can be several criteria of similarity and, moreover, that
the notion of similarity seems to accommodate the counterfactual we are judging: the
chosen sense of similarity is the one that will yield the correct truth conditions. The
question is whether this “accommodation” might be characterized without circularity.
Fine concedes that a more refined similarity criterion could work, but that it is not clear
to him whether the similarity relation needs to make reference to some external theory
of counterfactuals.

To show how the evaluation of a counterfactual relies on comparative plausibility,
and how its vagueness might be problematic, Fine considers the following counterfactual:

If Nizon had pressed the button there would have been a nuclear holocaust.

This counterfactual is evaluated as true on the basis of the existence of a world (k in
the leftmost model of Figure in which Nixon presses the button (A) and there is a
nuclear holocaust (B), and there are no worlds closer to the actual world in which A and
—B are true. However, it is easy to imagine a possible world (y in the rightmost model
of Figure in which Nixon presses the button and due to a technical problem the
atomic bomb is not released. Clearly, this world will be closer to the actual world than
y, since a world with an electronic problem and no atomic holocaust is more similar to
the actual world than a world with an atomic holocaust. Thus, the counterfactual is no
longer true, since the world closest to the actual is a world in which A and —B hold.

This can be generalised to all counterfactuals: it is easy to imagine a world with
some small change that falsifies a counterfactual. This is the extent to which truth of a
counterfactual relies on the comparative similarity relation, which apparently avoids all
definitions due to its vagueness.
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Figure 1.10: Nixon’s counterexample

Many other criticisms have been addressed to Lewis’ and Stalnaker approach, and
many alternative theories of counterfactuals and conditionals have been devised (refer,
for instance, to [77]). Even if the philosophical foundations of the theory are not as
strong as one might hope, we are presently interested in a study of the formal systems
(defined as axioms and inference rules) and formal models of conditional logics. We can
abstract away from the intuitive interpretations of the systems, knowing that each logic
is a kind of approximation of natural language - thus, imperfect. From now on, the
focus will be on the proof theory of conditional logics.
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1.A Appendix: Modal logics

A modal is an expression used to qualify truth of a judgement, like “necessarily”, or
“possibly”. Thus, strictly speaking, modal logic is the logic that studies the behaviour of
expressions as “it is necessary that” and “it is possible that” [30]. These two “modals”
correspond to the alethic interpretations of the modal operators, respectively [0 and ¢.
The two operators are interdefinable:

04 = ~0-A
0A = -0-A

Thus, the language of a propositional modal logic M can be defined taking as primitive
only one of these operators (we choose O):

Definition 1.A.1. The set of formulas F= of a propositional modal system M is
generated as follows, for p atomic formula and A, B € FU:

FU w=p|-A|AANB|AVB|A— B|0OA

We maintain that A and V bind stronger than —, and omit parentheses where possible.

There are many different systems of modal logic. We present an axiomatization
of the main normal systemsﬂ These logics, represented in Figure are generated
by adding to modal logic K the axioms from the set {(D), (T), (B), (4), (5)}. Some
modal logics have different axiomatizations: for instance, S5 = K+ {(T), (B), (4)} and
S5 =K+ {(T), (5)}. We denote by M any of the modal logic represented in the modal
logic cube.

We define the relation of derivability of a formula A in the axiom system for M as
follows: F A if and only if formula A is derived from the axiom schemata using the rules
of inference.

The systems are defined in an incremental way: K, the basic system, is the weaker
of them, and it is included in all the others. Conversely, S5 is the strongest system: it
includes all the other systems.

The modal operators of [ and ¢ can be interpreted as expressing attitudes other
than necessity and possibility (alethic interpretation), such as obligation and permission
(deontic interpretation), knowledge and belief (epistemic interpretation), or necessity at
any moment of time and possibility at some point in time (temporal interpretation).
Some systems of modal logics are better suited to formalise certain interpretation of the
modal operators: for instance, K, the basic system, is suited for the alethic reading; the
deontic reading is best captured by D, and the epistemic reading by S4 and S5.

Modal logics were introduced by C.I. Lewis in [56], but reached their full development
with the introduction of possible worlds models, or Kripke models, that offer a clear and
intuitive semantics for the modal operators.

Definition 1.A.2. A possible worlds model for K is a structure M = (W, R, [ ]), where:

e W is a non-empty set of elements, called “worlds”;

e RC W x W is a binary relation among worlds, called “accessibility relation”;

o []: Atm — P(W) is a function associating to each atomic formula P the set of
worlds in which P is true.

To define models for the extensions of K we add conditions on the accessibility relation
in correspondence to axioms:

9A normal system for modal logic is a system in which both the distributivity axiom and the
necessitation rule are valid.
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Modal logic K (0) Any axiomatization of classical propositional logic
(Nec) If A is a theorem of M, then so is JA
(Dist) 0O(A— B) —» (DA —0OB)

Extensions of K | (D) 04— QA
(M) OA— A
(B) A—DO0A
(4) 0A — O0A
(5) 0A = O0A
S4 S5
T : B -
D4-------- -~ D45
D57 |
D —— ; — DB
K4-----------K45--1-- KB5
//’ __-K5 - /
K — KB

Figure 1.A.1: The modal logic cube [31]

d Forallz € W there exists y € W such that xRy Seriality
t  Forallz € W it holds that xRx Reflexivity
b Forall x,y € W if xRy then yRx Symmetry
4 Forallz,y,z € W if tRy and yRz then xRz Transitivity
5 Forallz,y,z e W if tRy and xRz then yRz Fuclideaness

Thus, for insance, a model for S5 is a model whose accessibility relation is euclidean
and reflexive, which amounts to an equivalence relation.

Remark 1.A.1. Usually, the parts W and R of a model M are defined as a frame, i.e.
a structure (W, R) to which the evaluation function [ ]| is added to obtain the full model.
To define models for different modal logics we have to specify additional conditions on
R; thus, the frame of the model is what changes between different modal logics. For
this reason, the conditions to be added to R are usually called frame conditions.

The function [ ] can be extended to compound formulas as follows, for M model for
any of the above logics.

[L] =2

x € [-A] if z ¢ [A]

zx € [ANB]ifz € [A]N[B]

z e [AV B]if x € [AJU [B]

ze[A— B]itx e [A] C[B]

x € [OA] if for all y € W such that xRy it holds that y € [A]

x € [OA] if for some y € W such that xRy it holds that y € [A]
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Definition 1.A.3. Given a formula A of the language, and a model M for some modal
logic M, A is valid (or true) at a world x if for some x € W, x € [A]. Then, A is valid
(or true) at a model M if for all x € W, z € [A]; M is a countermodel for A if for some
world z, x ¢ [A]. Finally, A is valid if A is valid in every sphere model.

Notation 1.A.1. Instead of [ ]| we also use the forcing relation z I- A to denote truth
of a formula A at a world z. Thus z I+ A iff € [A].

Employing this notation, the truth conditions of [0 and ¢ at possible worlds models
become the following;:

xlFOA iff for ally € W such that xRy, y I A;
x - QA iff there exists y € W such that xRy and y I+ A.

Proofs of soundness and completeness relate the axiom systems with the models for
each modal logic M.

Looking at the truth condition for [JA, it can be observed that the [J operator cannot
be captured by means of a truth table. To evaluate truth of a formula (JA it does not
suffice to take into account the truth value of A; we have to consider the truth value
of A at all worlds in the model. Conversely, classical implication is truth-functional:
truth of a formula A — B at a world x depends on truth of the formula A and B at .
The modal operators are not truth-functional, and are usually referred to as intensional
operator.
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Chapter 2

Proof methods for modal and
conditional logics

There is some order in the apparent confusion.

— Anne S. Troelstra & Helmut Schwichtenberg,
Basic proof theory

A formal system consists of a set of axioms and inference rules, expressed in a
symbolic language. A proof for a proposition in a formal system is a deductive argument
(a formal proof, or derivation) that derives true propositions from the axioms, using the
inference rules. Thus, a formal system can be seen as a proof system that allows us to
find proofs for propositions.

Proof theory studies derivations as mathematical objects: it analyses their structure,
properties and interactions. It is possible to formulate different proof systems for a logic,
some better suited than others for a structural analysis. Structural proof theory is a
branch of the discipline started by Gerhard Gentzen with the introduction of natural
deduction and sequent calculus.

In this chapter we introduce structural proof theory and present sequent calculus
for classical propositional logic. We then introduce some proof systems for modal logics
and, finally, survey the main results regarding the proof theory of conditional logics.

2.1 Structural proof theory

Proof theory was born at the beginning of the XX century, as a product of the increasing
interest of mathematicians and logicians in formal systems. David Hilbert developed the
so-called axziomatic proof theory, which captures the formal notion of derivability within
axiomatic systems. These formal systems are composed of a typically large number of
axioms (more precisely: axioms schemata) and usually just one inference rule: modus
ponens. In Chapter 1 we presented Hilbert systems for conditional logics. Formal proofs
(derivations) within an Hilbert system are usually presented as a list: a derivation for
formula A is a finite sequence of formulas D = Ay, ..., A, in which each formula is either
an instance of an axiom or derived from the previous formulas by means of inference
rules, and such that A = A,,. For instance, the Hilbert system for minimal implication
logic is composed of the following axioms and inference rule [102]:
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(MP) If- Aand - A — B then - B
(k-axiom) A — (B — A)
(s-axiom) (A= (B—=))—= (A= B)—=(A—=0))

Here follows a derivation of the identity axiom A — A in the system:

1) A=(A=24)—-A) (A= (A= A)—>(A—A) (s-axiom)
(2) = (A= A) — A) (k-axiom)
(3) (A= (A A) > (4 4) (MP) to (1), (2)
4) A= (A=A (k-axiom)
(5) A=A (MP) to (3), (4)

Formal proofs within axiomatic systems can be qualified as synthetic: to build a deriva-
tion, one proceeds from the hypotheses / general truths (the axioms) until the conclusion
(formula to be proved) is reached. Axiomatic derivations might be quite difficult to per-
form, since the choice of axiom schemata or inference rule to apply seems to be ad hoc,
and is not guided by the operational meaning of the connectives of the formulas.

Gerhard Gentzen developed in his thesis [32] a different paradigm of derivability,
which goes under the name of structural proof theory. He defined formal systems for
classical and intuitionistic logic composed of few simple axioms and many inference rules,
more structured with respect to the rules of an axiomatic system. Gentzen’s aim was
to define calculi mimicking actual mathematical reasoning: he wanted to represent as
closely as possible the “actual logical reasoning involved in mathematical proofs” [32].
He devised two systems: natural deduction and sequent calculud']

From comparison to Hilbert’s systems both Gentzen’s systems can be qualified as
analytic [102], meaning that, to construct a derivation for a formula, the formula is
analysed into its simple components until an axiom is reached. In this procedure, the
inference rules reflect the operational meaning of the connectives: the rules identify
the simpler components needed to introduce a formula with a certain main connective,
along with the subformulas that can be generated from it. Moreover, instead of a
linear format, derivations in Gentzen’s systems have the form of a tree: in the case of
natural deduction, derivations are labelled trees of formulas, and in the case of sequent
calculus they are trees labelled by sequents. The tree form allows an immediate and
clear perception of the derivation structure.

By means of an example, in next section we shall present a system of sequent calculus
for classical propositional logic; the general notions presented for this case can be applied
to all systems of sequent calculus.

2.2 The sequent calculus G3cp

The sequent calculus G3cp for classical propositional logic closely resembles Gentzen’s
original sequent calculus in [32], and was introduced in [102].

For p atomic formula, A and B formulas of the language, the set of formulas of
classical propositional logic is generated by the following grammar: p| L | -A| AAB |
AV B | A — B. To define a system of sequent calculus we introduce the notion of
sequent, specify its interpretation in the language of the logic and provide the set of
initial sequents and inference ruleg?}

Definition 2.2.1. A G3cp sequent is an expression of the form

I'=A

IFor a treatment of natural deduction, refer to [74]. We shall here treat only sequent calculus.
2As we will see in next sections, the notion of sequent might be enriched to define calculi for other
logics, as modal logics.
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where I and A are finite multisetd?| of formulas. T is called the antecedent of the sequent,
A the consequent of the sequent. Both antecedent and consequent can possibly be empty
or constituted of just one formula occurrence. A sequent I' = A is interpreted in the
language of classical propositional logic as follows:

C=A"=AT -\ A

The symbol = represents in the object language the metalinguistic notion of con-
sequence relation, describing how some formulas (the assumptions) entail some other
formulas (the conclusions). The comma in the antecedent represents conjunction at
the meta-level, while the comma in the consequent represents disjunction. Thus, a se-
quent can be read as: “from the conjunction of formulas in the antecedent follows the
disjunction of formulas in the consequent”.

An empty antecedent is a conjunction of empty formulas (which conventionally
stands for the truth T) and an empty consequent is a disjunction of empty formu-
las (which conventionally stands for a generic contradiction L). A sequent with both
antecedent and consequent empty stands for a generic contradiction (T — L).

Initial sequents
pT=Ap Mt TT=oA
Logical rules
A B, T'= A '=AA ' AB
ANBT =AW T=AAAB ™
Al'=A BTI=A I'=AAB

AVBT=A Y T=aave Y
'=AA BT=A ATl'=AB

A5BT=A L7 ToAaAsBRT
I'=AA ATl=A
AT=A T=A AR
Structural rules

I'=sAA AT=A
I =aan M

Figure 2.1: Sequent calculus G3cp

Figure|2.1| presents the (sequent) rules of G3cp. Following [64], we define a sequent rule
instance as an ordered pair consisting of a sequent S, called the conclusion, and a finite
set of sequents Sy, ..., Sy, called the premisses. A rule instance is usually written as:

S1o... Sy
S

Then, a sequent rule is defined as the infinite set of all its rule instances. A rule in which
n = 0 is an initial sequent. In Figure (and throughout the thesis) we write sequent
rules by means of rule schemata: formulas with variables replaced by meta-variables
for formulas A, B,C'..., and meta-variables for finite multisets of formulas, I',; A, X .. ..

3 A multiset is a set in which the order of the elements is not taken into account: thus, two multisets
{A, B} and {B, A} are considered as equal.

29



Sequent rules can be classified as structural, meaning that the rule does not affect the
connectives of the formulas, or logical, meaning that the rule modifies the connectives
of at least one formula. In each logical rule we distinguish:

e the main formula: the formula occurring in the conclusion and containing the
introduced logical symbol,;

e the secondary formulas, or active formulas: formulas occurring in the premiss(es)
of the inference rule which are subformulas of the main formula in the conclusion;

e the context: formulas occurring in the premiss(es) and the conclusion, which are
untouched by the inference rule.

In the cut rule we call the cut formula the formula A; all the other formulas constitute
the context of the rule.

Looking at the rules top-down (from the premisses to the conclusion), logical rules
introduce a formula with a certain main connective either on the right or on the left of
the sequent arrow. Looking at the rules bottom-up (from the conclusion to the premisses)
logical rules analyse a formula, placed either on the left or right of the sequent arrow,
according to the operational meaning of its main connective, which for classical logic
is described by the truth tables. The formula interpretation of a sequent is the key to
understand the meaning of the rules. Rule LA read bottom-up substitutes A with the
meta-connective “,”. Rule RA states that for a formula AT — (\/ AV (A A B)) to be
derivable, both formulas AT — (V AV A) and AT — (\V AV B) have to be derivable.

Figure shows a derivation in G3cp and its tree structureﬂ as already observed,
derivations in sequent calculus have the form of a tree or, more precisely, of a rooted
tree.

\Y
v A B= B R o
A=A B A= -B,B
A= Ar-B,B
S AN-BA=BI™
ﬁ(A/\ﬁB):>A—>BLﬁ
— AA-B -@A=B R

Figure 2.2: Derivation tree

Definition 2.2.2. A directed graph G is given by a set of vertices V' and a set of edges
E CV x V. For x,y vertices, an edge e is the ordered pair ¢ = (z,y). A path p in a
graph is a sequence of edge-relating nodes. Formally, a path is a sequence p =e1,..., e,
such that (e;,e;+1) € E. A cycle is a path in which e; = ey for some e;, ej element of
the path and i # k.

A tree is a directed acyclic graph where there is at most one path relating each pair
of nodes. A rooted tree is a tree in which one node has been designed to be the root.
The parent of a node v is the node v’ such that (v',v) € E; a child of a node v is a node
w such that (v,w) € E. All nodes of the tree have exactly one parent, except for the
root, which has no parent. The nodes having no children are called the leaves of the

4Symbol v denotes derivability of a sequent: the sequents occurring at the leaves of the derivations
are not directly derivable by means of init, since A and B are not necessarily atomic.
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tree. A branch in the tree is a sequence of nodes which starts from one of the leaves and
ends at the root of the tree. The height of a finite rooted tree is defined as the number
of nodes occurring in its longest branch, minus one.

In what follows, we will refer to labelled trees: these are trees in which every node
carries some information written in place of the single nodes.

Definition 2.2.3. Derivations in G3cp are finite rooted trees labelled with sequents
such that:

e The leaves of the tree are initial sequents;

e The sequents occupying intermediate nodes in the tree are obtained from the
sequent(s) occupying the node(s) directly above them by means of a correct ap-
plication of an inference rule (both structural or logical);

e The root of the tree is the conclusion of the derivation (the endsequent).

We denote by Fgscp derivability of a sequent in G3cp: we say a sequent to be derivable
if and only if there is a a finite derivation for it. Similarly, a formula A is derivable in
G3cp, in symbols Fgscp A4, if there is a derivation of the sequent = A.

Theorem 2.2.1. The sequent calculus G3cp is adequate with respect to classical propo-
sitional logic, i.e., the following hold:

o Soundness: Fgsep I' = A implies E AT — V A;
o Completeness: E AT — \/ A implies Fagep I' = A;

where F A signifies that A is a theorem of classical propositional logic.

Proof. The proofs of soundness and completeness for G3cp can be found in [I02] and
[74]. O

We now analyse the structural properties of G3cp. Some general definitions are needed.

Definition 2.2.4. Let R be a rule of a sequent calculus S. The rule is admissible if
from derivability of the premiss(es) follows derivability of the conclusion.

Definition 2.2.5. Let R be a rule of S. The rule is invertible if from derivability of the
conclusion follows derivability of the premiss(es).

All the rules of G3cp are invertible. The following lemmas assess admissibility of the
structural rules of weakening and contractiorﬂ Proofs are by induction on the height of a
derivation - where the height of a derivation is defined as the height of the corresponding
tree (refer to [102] and [74] for the proofs).

Theorem 2.2.2. The structural rules of weakening

I'=A I'=A

AT=A Ve A A

Wkgr

are admissible in G3cp.

Theorem 2.2.3. The structural rules of contraction
AAT = A I'=AAA

AToA S Toaa O

5Instead of proving admissibility of these rules, we could have included them in the sequent calculus,
as originally done by Gentzen and in system G1 of [102]. A sequent calculus with admissible structural
rules, however, is better suited for proof search: refer to [102].
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are admissible in G3cp.

The structural rule of cut requires some additional discussion. Usually, the rule
is necessary to prove completeness of the sequent calculus with respect to the axiom
system. This completeness proof consists in showing that the axioms are derivable
in the calculus and that, if the premisses of an inference rule are derivable, then its
conclusion is derivable (this amounts to prove admissibility of the inference rule). More
precisely, the cut rule is needed to establish admissibility of the modus ponens rule (see
Remark . However, occurrences of cut perturb the structure of a derivation, due
to the fact that the rule is not analytic.

Definition 2.2.6. A rule is analytic if all the formulas occurring in its premisses are
subformulas of formulas occurring in the conclusion. A sequent calculus is analytic if all
its rules are analyti(ﬂ

All the rules of G3cp are analytic except for the cut rule which, read bottom-up,
introduces a new formula in the derivation or, read top-down, makes the cut formula
disappear from the derivation. The property of analyticity is a crucial requirement in
case we do not know whether a formula is derivable or not, and we seek a derivation for
it (refer to Section [2.3).

Depending on the way a proof system has been defined, two strategies can be applied
to ensure analyticity. If, as in the case of G3cp, the cut rule is included in the system,
the following theorem has to proved (refer to [L02] or [74] for the proof):

Theorem 2.2.4 (Cut elimination). Given a derivation of a sequent I' = A in G3cp,
it is possible to specify a constructive procedure to transform the G3cp derivation into
a derivation of the same sequent in which the rule of cut is not used.

The Cut elimination is a normalization theorem, stating that all derivations can be
constructively transformed into derivations “in normal form”, i.e., where the cut rule
is not applied. Otherwise, a system of sequent calculus can be defined without adding
the cut to the set of rules. In this case, the proof system is analytic; however, to
prove completeness of the calculus with respect to the axiom system a proof of cut
admissibility is needed. Alternatively, a completeness proof of the sequent calculus with
respect to the models for the logic yields as a corollary admissibility of cut, since the set
of formulas which are valid in the semantics are proved to be derivable in the cut-free
sequent calculus. In the following chapters we shall mainly resort to the definition of
such cut-free calculi, for which we either prove - where possible - admissibility of cut, or
we show semantic completeness with respect to the class of models. Chapter 4 contains
a proof of cut-elimination.

Remark 2.2.1. The inference rule of modus ponens (MP) can be regarded as expressing
a natural pattern of reasoning, which combines the two proofs of the assumptions into
a proof of the conclusion. Since sequent calculus aims at a formal representation of
arguments as mathematical demonstrations, it also includes a rule to represent (MP):
this is the rule of cut.

FA HFA—-B
FB

'=AA ATl=A
(MP) = A cut

The rule of cut is needed to prove admissibility of (MP) in G3cp. Assume that - A,
i.e., that there is a derivation of = A and - A — B, i.e., that there is a derivation of

6The notion of subformula is standardly defined as follows: formula A is a subformula of A, and
formulas A and B are subformulas of AA B, AV B and A — B. However, to have analyticity of
some calculi, as the labelled ones, the notion of subformula has to be relaxed, as to include also labels
(refer to Chapter 3). More generally, we can say that a rule is analytic if the formulas occurring in the
premisses are generated by formulas occurring in the conclusion.
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= A — B. By invertibility of rule R —, we have a derivation of A = B. Application of
the cut rule yields = B, thus - B.

= A A:>BC

=B ut

Then, thanks to the cut elimination theorem, the occurrence of cut can be eliminated
from the derivation of = B. Generally speaking, the great advantage of sequent calculus
over other proof systems consists in allowing a composition of proofs which is analytical
- by means of the cut-elimination theorem.

2.3 Desirable properties of sequent calculus

Given a well-formed formula we are interested in knowing whether this formula is valid in
a certain system of logic L. If we have a sequent calculus S which is sound and complete
with respect to L, we can decide the validity of the formula by trying to construct
a derivation for it. Thus, a system of sequent calculus can be fruitfully employed to
provide a decision procedure for the logic.

One of the main interests of a proof theorist is to obtain - where possible - rules
which facilitate the definition of an efficient and automated decision procedure. Thus,
it is useful to consider derivations bottom-up, in what is called root-first proof search.
The formula to be checked is placed at the root, and one tries to construct a derivation
for it applying the inference rules of the system. There are several desirable require-
ments allowing an efficient root-first proof search. Here follows a non-exhaustive list of
properties.

Analyticity. This property - defined in the previous section - is essential for root-first
proof search: if the calculus is analytic, each formula occurring in a derivation is a
subformula of the formulas occurring lower in the derivation branch. Thus, at each step
of the derivation no new formulas are introduced, and all formulas can be ultimately
traced down to the root of the derivation tree. All the (analytic) logical rules of G3cp
are straightforwardly applicable bottom-up: it suffices to “decompose” the main formula
of each rule into its active (sub)formulas. Conversely, applying bottom-up the cut rule
requires to perform a guess on what formula should be chosen as cut-formula.

Avoidance of backtrack. In root-first proof search, “backtracking” is the action of
going back to a certain sequent and apply a different rule to it. In some calculi the
order of application of the rules, or the formula to which a certain rule is applied, can
determine the derivability of the formula at the root. In such calculi, to check the
derivability of a formula we have to check all possible derivation trees - for if we end up
with a failed proof search, it might be that we applied the wrong rules, or in the wrong
order, to the sequents.

Usually, it is possible to avoid backtracking by means of an attentive definition of the
inference rules. If there is no need to backtrack, construction of just one derivation tree
is enough to decide derivability of a sequent. Sequent calculi composed only of invertible
rules avoid backtrack. If a rule is invertible, no pieces of information are lost when going
from the conclusion to the premiss(es). For this reason, the invertible version of rule
RV (on the left) is preferred over its non-invertible version (on the right, composed of a
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pair of rules)m

I'=AAB r=AA

I'=AB
T=AAvB 1Y T=AAvE RY

"
T=A AvB RV

!’

Observe that, if we were to apply root-first rule RV, we would loose formula B, which
could have been the formula allowing to obtain an initial sequent. As explained in
[70], invertible inference rules preserve both the validity and the refutability of sequents,
allowing to construct only one derivation tree to asses the derivability of the sequent
placed at the root. Conversely, non-invertible inference rules preserve only the validity
of the sequent and thus possibly lead to a division of the proof search tree into multiple
derivation trees, which are all to be tested in order to ascertain the refutability of the
endsequent.

Termination. When attempting to construct a derivation bottom-up, it is essential
for the procedure to come to an end. The final result will be either a derivation for the
formula at the root (a tree in which all the sequents occurring in the leaves are initial
sequents), or a failed proof search tree (a tree in which at least one of the sequents
occurring the leaves is a sequent to which no rules are applicable). In G3cp, sequents
to which no rule is applicable are composed only of atomic formulas, and thus proving
termination is immediate. However, it might not be so. In particular, in order to obtain
invertibility we may need to add the principal formula of a rule into its the premiss(es).
This will most likely introduce a loop in the derivation tree, since the same rule could
be indefinitely applied to the same formula. In this case, the proof search does not
terminate.

By means of an example, consider the rule L —° of intuitionistic sequent calculus G3i
[102]. The rule repeats formula A — B in the left premiss, and might lead to a loop in
root-first proof search, as shown below.

A— B= B,AA . v
L "
A— B=B,A B=1B
A-BT=A BT=C A>B=B . L—
A5 BT =C L— = (A-B) B

%

In the leftmost branch an instance of an initial sequent is never reached; moreover, rule
L —* is always applicable.

In case of looping derivations, termination can achieved by defining a loop-check proce-
dure. This can be done either by specifying some restrictions on the application of the
rules in the proof-search algorithm or by adding some provisos on the application of the
sequent calculus inference rules.

Efficiency. A decision problem is a problem which has only two possible solutions: yes
or no. If we formulate the decision problem in an adequate formal language and measure
the resources needed to solve it (usually in terms of time and space) we can classify the
problem into a certain complexity class. When considering a logic, the decision prob-
lem consists in finding whether a certain formula is valid in the system. Among other
methods, logics can be classified in different complexity classes by looking at the “best”
complexity result on the worst cases of their decision procedures. Several complexity
results are already known; thus, a decision procedure can be classified as optimal if it is
no more complex than the “best” complexity result known for the system.

"The leftmost version of the rule is usually called “multiplicative”, and the rightmost version (com-
posed of two rules) “additive”. Refer to [102] for a deeper treatment.
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A sound system of sequent calculus offers an immediate decision procedure for the corre-
sponding logic: it suffices to try to build bottom-up a derivation tree. Invertibility of the
rules ensures that the construction of one derivation tree is sufficient, and termination of
the procedure guarantees the decidability of a calculus. The complexity of the decision
procedure via root-first proof search has to be evaluated case by case. However, as we
shall see, it is not easy to obtain the result of maximal efficiency - an optimal decision
procedure.

The requirements listed above can be classified as desirable computational properties,
that is to say, property that are to be sought to obtain an efficient root-fist proof search.
However, there could be other aims than computational efficiency at play in the definition
of the rules of a sequent calculus. For instance, we could be interested in the expressive
power of the sequent calculus, or in the fact that rules should define the operational
meaning of the connectives. We list some additional properties of wider interest, which
will be useful in the chapters to follow{}

Separation. In Gentzen’s original systems, the sequent rules for a connective can be
used to give a purely syntactic account of the connective’s meaning. For this reason, the
rules should not introduce in the conclusion connective others and than the principal
one: this is the requirement of separation. Furthermore, the rules should be symmetric
(one left and one right rule).

Locality and context-independance. Both notions concern the rules schemata,
which should be general enough to allow the application of the rules immediately, with-
out checking any side conditions or requirements on the context. According to locality,
the conclusion of a rule should depend only on its premiss(es), and not on other global
conditions which might be imposed on derivations. The notion of context-independence
regards the context of a rule: there should be no restrictions on the formulas occurring
in the context and, moreover, the context should not be modified between the conclusion
and the premiss(es) of the rule.

Modularity. The rules should be defined in such a way as to modularly capture logics
of the same family: calculi for stronger systems should be defined by adding rules to the
basic systems.

Standard calculi. A sequent calculus is standard if it composed of a finite number
of rules, each with a finite number of premisses. It is possible to define non-standard
systems: calculi with an infinite set of rules or with an unbound number of premisses.
While such calculi might be viewed as “bad” if one seeks rules that define the meaning of
the main connectives, defining non-standard systems of rules might be a good solution in
terms of efficacy of root-first proof search. In this thesis only standard standard sequent
systems are presented.

2.4 Sequent calculi for modal logics

Before considering sequent calculi for conditional logics, we briefly analyse sequent cal-
culi for modal logics, taking S5 as a case studyﬂ

8Refer to [104] for a list of desirable properties of sequent calculi.
9For an introduction to modal logic, as well as for an axiomatization for S5, refer to Appendix
For surveys on the proof theory for modal logic, refer to [26] and [105].
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The well-formed formulas F5 of modal logic S5 are generated by the following
grammar: p | "A| L | AANB| AV B| A— B | UOA, where 0 is a one-place modal
operator.

System of sequent calculi for modal logics can be given by extending G3cp with
rules for the modal operator. Fitting was the first to provide internal calculi for modal
logics, in [25]. Many other proof systems have been devised since then. For instance, a
sequent calculus for K extends G3cp with the following rulﬂ

I'= A
IO = OA, A/

K

where OI' is a sequence of formulas beginning with [J; for instance, in case I' =
By,...,B;, O =0By,...,0Bk.

Rule K allows to derive the axiom of distributivity O(A — B) — (JA — OB). In
case I', IV and A’ are empty, the rule corresponds to the rule of necessitation: if A is a
theorem of K, so is [JA. However, the rule lacks the property of separation, since the
conclusion displays more than one occurrence of [J. Moreover, the rule is not invertible,
and it is not uniquely determined how the rule should be applied bottom-up, since I
could contain boxed formulas, which get deleted with application of the rule.

Remark 2.4.1. To interpret the rules of a sequent calculus system it can be useful to
resort to the notion of validity of a sequent.

Given a Kripke model M for modal logics K, a sequent I' = A is valid at M, in
symbols M ET' = A, if for all the worlds x of the model it holds that if z forces all the
formulas in ', then it forces at least one of the formulas in A. Conversely, a sequent
is not valid at M, in symbols M E I" = A, if there is a world x in M such that z
forces all the formulas in I and falsifies all formulas in A. A sequent is valid, in symbols
ET = A, if it is valid at all the models. A sequent is not valid, in symbols £ I" = A, if
it is not valid in at least one model.

Since we want the rules to be sound, we require they preserve validity: given a rule
(R), if its premiss(es) S1, 52 are valid, then its conclusion C' is valid:

E Sy and E Sy implies EC

If we apply this interpretation to rule K, we obtain the following, which amounts to a
proof of soundness of the rule. Suppose the premiss of K, sequent I' = A, is valid in all
the models. Let us consider an arbitrary model M. Then, for all the worlds y in M it
holds that if y forces all formulas in I" then y forces A, y IF A. It holds that the model
M satisfies the conclusion of K. Let x be an arbitrary world of the model. We want to
show that if « forces all the formulas in OI" (along with possibly other formulas) then
x IF OA, i.e. that if for all worlds y of the model such that xRy it holds that y forces
all formulas in I, then it holds that for all worlds y of the model such that xRy, y I+ A.
If the world x does not see any other worlds, the condition is vacuously satisfied, and
there are possibly other formulas IV, A’ valid at the model. If there are some worlds
y such that xRy, the condition is satisfied by validity of the premiss: all worlds in the
model forcing all formulas in I' force A as well.

In the following, it will often be useful to interpret the rules as preserving validity
“bottom-up”, which amounts to prove the counterpositive statement:

¥ C implies ¥ S1 or ¥ Sy

10The rule is a multi-succedent version of the rules from [82], which also presented single-succedent
rules for T and S4. A sequent calculus is single-succedent if only one formula is allowed to occur in the
consequent of a sequent.
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meaning that, if there is a model which falsifies the conclusion, then there is a model
that falsifies at least one of the premisses.

Let us consider rule K. If the conclusion of the rule is not valid, there is a model M
such that M ¥ TV, = A, A’. Thus, there exists a world z in the model such that
2l G forall G €TV, 2z IFOG for all G € T, x ¥ OA and = ¥ F for all F € A’. From
x ¥ OA we have that there exists y € W such that xRy and y ¥ A. From z IF OG for
all G € T', we obtain y I G, for all G. Thus, from a model which falsifies the conclusion
we define a model which falsifies the premiss, i.e., a countermodel of I' = A.

Most notably, according to this interpretation, the formulas occurring in the antecedent
of sequents can be considered as true, and the formulas occurring in the consequent can
be considered as falsd™]

Calculi for extensions of modal logic K can be defined by adding to the calculus for
K rules in correspondence with the semantic properties of the logics. For instance,
a sequent calculus for S4 results from the addition of the following rules, which are a
weakened version of the rules from [I01].

AT = A - Or= A
OAT = A [',00 = OA, A’

4

Rule T is local, context-independent and has the property of separation, while rule 4 is
local, but context-dependent and lacking the property of separation, since the formulas
occurring in the antecedent needs to be boxed.

Finally, a calculus for S5 can be defined by adding to G3cp rules K, T and the
following rule, corresponding to the semantic condition of Euclideaness [T01]:

Or = A,0A
I',00 = OA,0A, A

45

The rule is context-dependent, but it has a worse disadvantage: it is not possible to
prove cut elimination for a sequent calculus with 45. To derive axiom (B) A — O0A we
need to use both 45 and the cut rule:

OA — OoA . A2 A L
= ﬂDﬂA, O0-A —\A, A=
SO0 A-AY Ta4a= T
A= O--A cut
R —

= A — 0O-0-4

Thus, to prove completeness of the sequent calculus with respect to the axiom system
we need cut; but the occurrence of the rule cannot be eliminated from the derivation.

Remark 2.4.2. The case of the cut-elimination proof that fails is the one in which the
left and right premisses of cut are derived by 45 and T respectively, and in which the
cut formula is (JA and is not principal in 45:

Or, Y = OA/, D, 11, 0A A Y =1
Or, > = OA/, 0D, 11, 0A OA% = I
Or, Y = OA/, 0D, 11

cut

The cut-elimination proof proceeds by induction, usually showing that each occurrence
of cut can be permuted upwards in the derivation, or that the cut can be applied to

HThis interpretation corresponds to the construction of a refutation tree for the formula, as done
with tableaux calculi.
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formulas of a smaller complexity than the original cut formula. The base case of the
induction then shows how the cut can be eliminated from the initial sequents. In the case
described above, however, we are stuck: we cannot apply the cut to formulas of smaller
complexity, and if we permute the rule to formulas occurring higher in the derivation,
we do not obtain the conclusion of cut (formula D is missing a 0):

: S
00,2 = 0A,D,II,0A TA S =1
O, % = OA', D, 11

cut

Thus, the proof of completeness of the calculus with respect to the axiomatization
fails. Up to now, a Gentzen-style and cut-free sequent calculus for S5 does not exisﬂ

To obtain cut-free, invertible and local proof systems for modal logic, and in particu-
lar for S5, the solution is to enrich the formalism of sequent calculus defined for classical
propositional logic. This can be done in two ways: either by enriching the language of
the calculus, or by enriching the structure of sequents. The first approach might be
qualified as semantic, since labels, i.e., variables representing the semantic elements of
the models, are added to the language. We add to the language formulas as x : A,
expressing validity of formula A at z, label representing a world of the Kripke model.
The labelled approach has also been qualified as external, meaning that some elements
“external” to the syntax are introduced into the calculus. However, the definition of
such “external” elements might be vague. Most notably, a labelled sequent calculus does
not have a direct formula interpretation of sequents in the language of the logic.

The second approach consists in allowing extra structural connectives in addition to
the sequent arrow “= 7 and the commas “,”. For instance, the hypersequent calculi
introduce the structural connective “|”, and nested sequents use the structure “[]”. In
these calculi it is possible to define a direct formula interpretation for sequents, as done
for G3cp; for this reason, these calculi are usually referred to as internal, or pure.

In the course of next chapters we present both labelled and internal proof systems
for conditional logics. However, before that, it is useful to look at internal and labelled
proof systems defined for modal logics.

2.5 A semantic approach

The first sequent calculus internalizing semantic informations is due to Kanger, in [44].
He developed a proof system for modal logic S5 employing spotted formulas, i.e., for-
mulas indexed with “marks”, the natural numbers. However, Kanger did not assign
any meaning to its marks, considering them as syntactic elements external to the lan-
guage. After Kanger’s seminal work, many other contributions (among which Kripke
in [49], Fitting in [25], Gabbay in [29] and Vigano in [I03]) devised formal systems, not
necessarily of sequent calculus, which internalized the semantics of a logic into a proof
system, by means of prefixed formulas, labelled formulas or semantic tableaux.

We briefly present labelled sequent calculi for modal logic. Negri in [69] introduced
a family of labelled systems able to modularly capture a wide number of modal logicﬂ
Labelled systems for modal logics introduce in the language F5 of modal logics new

12More general limitative results on Gentzen proof systems for modal logic can be found in [54]. This
does not mean that it is not possible to define cut-free proof systems for S5: as we shall see, such calculi
can be defined by enriching the formalism of sequent calculus.

13More precisely, the calculi are apt to capture any modal logic characterized by first-order conditions
on their Kripke frames [23].
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elements, called labels, which are symbols x, y, z... denoting the worlds of a Kripke frame.
Let K* denote one of the following modal logics: K, T, S4, S5. The labelled calculi for
K* are called G3K*.

Definition 2.5.1. A labelled sequent is an expression of the form
'=A

where I, A are multisets of of expressions z : A (denoting the forcing relation z I+ A) for
x ranging in an infinite set W = {x, y, ...}, whose elements we call labels, and A formula
of the language of modal logic K*. T" may as well contain expressions of the form xRy,
called relational atoms, which stand for the accessibility relation between worlds.

Initial sequents

z:p,FéA,x:plmt I:J_,F:&AJ_L

Propositional and modal rules

z:A,x: B I'= A '=sAxz:A I'=Ax:B
T AABT=A T=Az.ArB
r: A=A z:BT=A I'sAx:Az:B

z: AVBT=A Lv I'=Az:AVB RV
'=Az:A z:B,I'=A z:Al'=Az:B

r:A— B I'=A L= I'sAzxz:A—B R—
'=Az:A z: AT=A
a::ﬁA,F:>AL_' ' Ax:-A R~

Az :0OA 2Ry, T = A zRy,I'= Ajy: A
’ x:DA,ny,I:‘y:>A Lo FyiA,x:éA RO (v)
Rules for semantic conditions
zRx,I' = A xRz, xRy, yRz, T = A
'=A Rf xRy, yRz,T = A '

yRx, xRy, I = A S
zRy,I' = A ym

Condition (y!) means that label y does not occur in the conclusion.
G3K = Initial sequents + propositional and modal rules;
G3T= G3K+ Rf; G3S4 = G3T + Tr; G3S5 = G3S4+ Sym.

Figure 2.3: Sequent calculi G3K*

The rules of the calculi, given in Figure[2:3] are defined by analysing the truth conditions
of formulas in a Kripke model. Recall that the truth condition for a boxed formula is
the following;:

x - OA iff for all y such that xRy it holds that y Ik A.

The rules can be interpreted keeping in mind that refutability needs to be ensured
in bottom-up proof search, as explained in Remark Thus, rule LO details the
condition for a boxed formula true at a world x: in any world seen from x, A is true, and
this reasoning can be applied to all the worlds xRy present in the sequent. Conversely,
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rule RO illustrates the semantic condition for a false boxed formula: there exists a world
(a new world, in which no hypothesis are made) such that xRy and in which A is not
true.

Example 2.5.1. Derivation of axiom (B) A — O0A in calculus G3S5.

Ry, yRx, x : A,vy O0-A=2z:A
xRy, yRx,x : A,y : O0-A,x : - A =
cRy,yRx,x: A,y : 0-A =
zRy,z: Ay:0-A=
zRy,x: A=y :-0-A4 R~
r:A=qz:0-0-4 RR_?
=z:A—-0-0-4

-

LO
Sym

The rules of G3K* display a modular structure: Rules for semantic conditions are
defined in correspondence with the frame properties of a Kripke model for the corre-
sponding logic. Thus, a sequent calculus for modal logic K is composed only of proposi-
tional rules and of the rules for [J; while sequent calculus for T displays one additional
rule, corresponding to reflexivity of the frames. Moreover, all the rules respect the sep-
aration property. Some rules have some side conditions (RO has the proviso that y
should be a new label), and thus the sequent calculi cannot be classified as fully local,
since the side condition on the context has to be verified for the rule to be applicable.
Strictly speaking, the rules do not display the subformula property, since there are some
formulas (relational atoms) which are not subformulas of any formula occurring in the
derivation. This is what happens also with sequent calculi for first order logic; a more
relaxed notion of subformula, discussed in Chapter 3, solves the problem.

Labelled sequent calculi G3BK* enjoy strong structural properties: all the rules are
invertible, and the rules of weakening and contraction are height-preserving admissible.
The rule of cut can be proved to be admissible in the calculi.

Remark 2.5.1. In order to obtain admissibility of contraction for a labelled calculus,
contracted instances of the rules might need to be added. Such rules can be defined
applying the so-called closure condition [74]. According to this condition, if it is the
case that a rule might display two instances of the principal or active formulas, to the
calculus it is added a rule in which the duplicated formulas are contracted into one.

In the case of G3K*, one of the rules added by the closure condition would be the
following, generated by Tr in the case z = z:

zRx, xRy, yRx, ' = A
zRy,yRx, T = A Tr

*

However, this rule does not need to be added, since its premiss can be derived by
application of rule Ref.

The rules are sound and complete with respect to the Kripke models for the corre-
sponding logic [69]. Since the labelled sequents do not have a direct formula interpreta-
tion in the language of K*, the proof of soundness requires the definition of a realization,
i.e., an interpretation the new elements of the language (the labels and the relational
atoms) within Kripke models. Due to their strong link with the semantics, proofs of
completeness for calculi G3K* proceed in a quite straightforward way, by showing how
a countermodel can be constructed from the formulas occurring in a failed derivation
branch. Conversely, in order to establish termination we need to define a proof-search
strategy, preventing the loops which otherwise would occur in root-first proof search.
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2.6 A syntactic approach

The so-called internal calculi enrich the structure of sequents in various ways. In this
section are presented two kinds of internal calculi, in order of increasing generality:
hypersequents and nested sequents. Hypersequents provide a cut-free proof system for
S5; the formalism of nested sequents will be useful in the treatment of conditional logics.

Hypersequents

Hypersequents can be thought of as a generalization of Gentzen’s sequent calculi: in
this formalism, several sequents are considered in parallel, and might interact with each
other. Hypersequents introduce a new structural connective, the vertical bar, which
represents disjunction at the meta-level.

The idea behind hypersequents goes back to Kripke, who proposed in [48] semantic
tableaux for S5. Mints presented a tableaux system in the form of a Gentzen sequent
calculus, in which formulas were labelled with worlds [65, [66], implicitly employing the
hypersequent method [9]. The first to present hypersequents was Pottinger, in a half-
page-long abstract in which he gave rules for systems T, S4 and S5, but no proof [91].
Avron developed a system of hypersequents for S4 and S5 and applied the hypersequent
method to other non-classical systems [9].

Hypersequents for modal logic were studied by Restall in [94], Poggiolesi in [87] and
Kurokawa in [50]. Restall’s version of hypersequents for S5 is the simpler to prove cut
elimination, and we here present a slight variation of his systenﬂ

Definition 2.6.1. A hypersequent is an object of the form:
G =TI1=A ‘F2:>A2 ||Fn:>An

in which each I'; = A; is called a “component” of the hypersequent. The intended
interpretation of a component of the hypersequent is the usual one: (I; = A;)™"! :=
AT; = VV A;. The formula interpretation of a hypersequent in the language of S5 is
the following:

Q)™ =0 = A)™ vO[le = A)™ v vO(T, = A,)™

We can read each component of the hypersequent as keeping track of the formulas
relative to a world of a Kripke model for S5. Thus, rule RC] can be read bottom-up as
follows (refer to Remark [2.4.1)): for a formula [JA to be false at some world z, it means
that there exists a world y seen by z in which A is false. Thus, the rule creates a new
component (a new world) and stores the information that A is false. Similarly, rule LCJ
is saying that if a formula OA true at some world x, then the formula A must true at
all the worlds seen by x; thus, A can be copied in the antecedent of any component of
the hypersequent, representing the words that are seen from the actual world. However,
since we are considering S5, there is no need to specify which the actual world is, as
the accessibility relation is universal. Rule LOJ is a transfer rule, allowing to formulas
to “pass” between different components. Interaction between components is the key
feature of hypersequent calculuslﬂ

14For a comprehensive presentation of the various hypersequent systems for S5 and a comparative
analysis refer to [I5]. Other fruitful applications of the hypersequent method are on the proof theory
of the Godel-Dummett intermediate logic [20, [10] and on the proof theory of fuzzy logics [64].

15The most interesting rule showing the interaction between sequents in hypersequents calculi is
possibly rule of com, which is needed to give a hypersequent calculus for Gédel-Dummet logic:

G, A=A ¢ |I',AN =B
GG\, TV = A|A,A" = B

com
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Initial sequents
GlpT=Ap M GlLr=A Tt
Propositional and modal rules
G|A BT =A L GIT=AA G|T=A,B
GIAANBT=A GIT=AANB
GIAT=A G|BT=A GIl=AAB
GIAVB,T = A v GIT=A,AvB Y
GIT=AA G|B,I'=A G|AT=ADB R
G|A> BT =A - GIT=AA-B "~
GII'=AA GI|AT=A R
G|-AT=A " GIT=A-A""
GIT=A|=A4
RO
G|T=A0A
GIOAT = A|0AS =11 G|OA AT = A
GIOAT=A|X=1 = GIOAT=A

Figure 2.4: Sequent calculus Hgs

Example 2.6.1. Derivation of axiom (B) A — O--A:

\Y
A0-A A= AIO0-A=
A DA A= [O-As o

A= |0-A= Lo
A== -0-4 °
A=0-0-4 "0

The rules of Hgs are sound (i.e., they preserve validity) under the formula interpretation
given before. A proof of cut admissibility for the calculus can be found in [94]. Moreover,
the rules of Hgs are local and respect the separation property. Modularity, however,
cannot be fully achieved, as hypersequents are an ideal structure to represent “parallel”
elements, which are equivalent to one another, as the worlds of a Kripke model for S5.
Thus, to capture weaker accessibility relations we need the more refined structure of
nested sequents.

Nested sequents

Nested sequents were first introduced by Kashima in [45], and independently defined
by Briinnler, with the name “deep sequents” [I7], and by Poggiolesi, with the name
of “tree-hypersequents” [88]. Nested sequents are a generalization both of Gentzen
sequents, which are nested sequents of depth zero, and of hypersequents, which are
nested sequents of depth one [20].

Nested sequent are trees of sequents, in which rules can be applied “deep” up in the
tree, and not only to the formula occurring at the root sequent. Intuitively, to a nested
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sequent I' = A [G1],...,[G,] where Gy,...G,, are nested sequents, there corresponds
the following tree:

Gl Gn

~ 7

I'=sA

Briinnler presents a family of nested system, which modularly capture a family of
normal modal logics, including S5 [I7]. His aim is to “develop proof systems with the
same good properties of Negri’s labelled systems but do so without using labels” [I7].
Nested sequents are modular as labelled sequent calculi, but stay within the language
and allow for a true subformula property as hypersequents. As a drawback, however,
they are far from optimal: they can be of exponential size in root-first proof search.

We here present a two-sided nested calculus for S5, obtained from the one-sided
version given in [I7]. Refer to [I7] for a presentation of the fully modular system for
modal logics.

Remark 2.6.1. We defined two-sided sequents, I' = A, with formula interpreta-
tion AT — V/ A. One-sided sequent are sequents = A, with formula interpretation
\/ A. One- and two- sided sequents are equivalent: I' = A = = T, A, where for
I'=A4,,...,A,, T = -A;,...,mA,. A one-sided sequent calculus displays one-sided
sequents.

Definition 2.6.2. Two-sided nested sequents have the following form:
= A [Gy],...,[Gh]

where each G; is in turn a two-sided nested sequent. The interpretation is given by the
following formula:

(T = A [Gi],...,[Gn)™ = AT = VAVO(G)™ V- vVOG,)™

To operate with nested sequents we need to define the notion of context, denoting a
unique “hole” in the nested sequent. In the two-sided nested calculus, the hole will be
filled with a whole sequent. Rules of ANgs are given in Table

Definition 2.6.3. We define a context G{ } as:

e G{} =T = A,{} is a context;
o if F'{ }is a context, then G{ } =T = A,[F{ }] is a context.

The nested sequent obtained by filling a context G{ } with a nested sequent I" = A,
denoted as G{I" = A}, is defined as:

e IfG{} =Y =1IL,{}, then G{I' = A} =T, % = I, A;
o IfG{ } =% = IL[F{ }] then G{T = A} = ¥ = II, [F{T = A}].

The structure of nested sequents mirrors the tree frame structure of Kripke models
for modal logic. Thus, each sequent occurring in the nested sequent can be interpreted
as expressing the formulas relative to worlds of a Kripke model: formulas occurring at
the root of the sequent tree (unboxed) are formulas relative to the actual world, while
formulas occurring in the boxed sequents are formulas relative to worlds seen from the
actual world. If we assign to the edges of the tree-sequent the natural orientation going
away from the root, we obtain a precise correspondence with the worlds of a Kripke
frame. For instance, to the nested sequent

A= B,[C = D|,[E=F,|G= H|

there correspond the following tree structure and Kripke frame:
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Initial sequents
Gpr=Aap M G{LT=A}*
Propositional and modal rules
G{A,B,T = A} G{T = A A} G{I'=A,B}
GIANBT = A} GIT = A, ANB) RA
G{A,T = A} G{B,I = A} G{I' = A, A, B}
GIAVBT = A} Lv Gir= A, avB Y
G{I' = A A} G{B,I = A} G{A,T = A, B}
GIA-BT=Ay -7 G =AASB R
G{I' = A, A} G{A,T = A}
Gl-AT=A) Gr=Aa-4) ©
G{I'= A, [= 4]} G{I,OA= A [A, X =11}
G{I' = A,UA} G{I'\OA = A,[¥ =T}
G{A,OAT = A} G{OA,T = A,[2,04 = 11]}
G{OA,T = A} G{I' = A,[E,0A=1I]}

Figure 2.5: Nested sequent calculus Ngg

]
VARV

With this in mind, rules RO, L] and T of Table can be interpreted in the same way
as in the hypersequent calculus Hgs. Rule 5 is needed to characterize S5 models, with
their equivalence relation of accessibility: thus, a boxed formula in some world seen from
the actual world can be transferred to a the actual world.

Example 2.6.2. Derivation of axiom (B) A — O--A: in Ngs:

Y
A= A [O-A=]

-A A= [0-A=]
A= [0-A=]
A== -0-4]

A= 0-0-4
= A - O0-0-4

-

-

RO
R —

The results of soundness and completeness for Ngs can be found in [I7]. The structure
of nested sequents is richer than the structure of hypersequent: nested sequents allow
to distinguish between the actual world (the non-nested sequent) and the worlds “seen”
from the actual world, they are apt to capture in a modular way modal logics weaker
than S5. Refer to [17] for the full family of nested calculi for modal logics.
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2.7 To conclude

In the previous sections we presented two classes of proof systems extending the format
of Gentzen’s sequent calculus: the labelled formalism, enriching the language, and the
internal calculi, extending the structure of sequents. Both kinds of calculi display good
proof-theoretical properties and are sound and complete with respect to the logics. Both
systems are able to capture the family of modal logic in a modular way, and with local
and symmetric rules. Which system should be preferred?

The distinction between internal and labelled sequent calculi is somewhat vague,
since it relies on the distinction between “internal”, or syntactic, and “external”, or
semantic, elements of the language. It is easy to see how a different definition of the
language would change the notion of elements external to it; and moreover, semantic
labels could be considered as purely syntactic components - thus forgetting the semantic
information they carry.

To appreciate the difference between the labelled and the internal approach, it is
useful to consider the distinction between semantically oriented and proof-theoretically
proof systems [15]. Semantically oriented calculi are, for instance, semantic tableaux.
These systems maintain a strong link with the models of a logic: their main interest
consists in assessing the validity or refutability of a formula by attempting to construct a
countermodel for the formula. Since the link with the semantics is explicit, the proof of
completeness is usually quite immediate; moreover, the rules of these calculi are usually
easier to define when compared to the rules of a proof-theoretically oriented calculus.
These latter focus instead on efficiency and analyticity, and possibly on the definition
of rules which enhance a decision procedure of optimal complexity. Gentzen’s original
sequent calculus can be classified as a proof-theoretically oriented system: more than on
efficiency, he was concerned with the definition of an analytical system whose rules would
define the meaning of the operators. The rules of proof-theoretically oriented calculi are
analytical, usually local and with the separation property, and they avoid backtrack.
Derivations in such calculi are usually shorter than with semantically oriented systems,
and the proof of termination might be easier. As a drawback, proving completeness of
these calculi with respect to the semantics can be quite difficult. Moreover, the rules of
these proof systems can be difficult to find, and possibly less immediate to understand.

The internal calculi for modal logics we presented seem to belong to the class of proof-
theoretically oriented calculi: they display short proof-search trees, and termination is
relatively easy to prove. On the other hand, establishing completeness with respect to
the models for these calculi might be a challenge. In any case, it is still possible to
individuate the semantic intuition behind the rules of internal calculi employing, for
instance, the interpretation described in Remark [2:4.1]

As for labelled calculi, they can be placed somewhere in between the semantically
and proof-theoretically oriented calculi. The rules are defined following the semantic
intuition (compare, for instance, rule RO of G3K, Figure with the internal rule K
form Section . Proof of completeness in these systems is quite straightforward, and
the method consists in defining countermodels from failed proof-tree branches. How-
ever, these calculi display strong structural properties, such as cut admissibility and
invertibility, which place labelled systems close to proof-theoretically oriented calculi.

Thus, on one side, we can find a semantic (model-theoretic) intuition behind internal
calculi; on the other, labelled sequent calculi display the strong structural properties of
internal systems. Moreover, it is possible to define internal calculi displaying syntactic
labels, as Fitting’s indexed tableaux [27]; and several results have shown natural transla-
tions between labelled and internal systemﬂ Thus, there is no system to be preferred
in general: the choice between a labelled and an internal system should depend on the

16Refer to [89, pp. 116, 206], [40] and [27].
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purpose at hand. For instance, in case a logic has no known system of sequent calculus,
the labelled approach is likely to find such an analytic proof system, possibly displaying
cut admissibility. Conversely, if one is interested in the definition of automated theorem
provers, an internal proof system - if it is found - could be the best option.

2.8 State of the art

In next chapters we present labelled and internal proof systems for families of conditional
logics. Several proof systems for conditional logics, both labelled and internal, can be
found in the literature. We present here an overview of the main results.

Tableaux systems for CK were given by Priest in [92]. As for labelled sequent calculi,
systems for CK and extensions were defined by Olivetti, Pozzato and Schwind in [81].
These calculi internalise the set-selection function semantics for the logics by means of
two relations, and enjoy cut-elimination. Moreover, a theorem prover has been defined
based on their rules. In [33] a tableaux calculus for PCL and its extensions is presented.
Negri and Sbardolini proposed a labelled sequent system for V based on preferential
models with strong connectedness [76], and Negri and Olivetti presented a sequent cal-
culus for PCL based on neighbourhood models [75]. This last work will particularly
relevant for our purposes: next chapter is devoted to define extensions of the labelled
calculus to cover all extensions of PCL.

As for internal systems, the first systems defined for conditional logics is from De
Swart, who introduced non-standard calculi, displaying an infinite number of rules, or
rules with an infinite number of premisses [58]. More recently, Pattinson and Schroder
defined in [85] non-standard calculi for CK and extensions, and Lellmann and Pattinson
proposed in [53] non-standard calculi for V and extensions.

A standard internal calculus for CK was given by Poggiolesi in [90]. Alenda, Olivetti
and Pozzato in [6] gave standard sequent calculi for CK and extensions by means of
nested sequents. Up to now, the only internal and standard sequent calculus defined for
PCL or its extensions (excluding Lewis’ logics) is the one given by Nalon and Pattinson
in [68]. They define a resolution calculus for PCL; however, their proof system is based
on a complex (non-analytic) pre-processing, to transform formulas of the language into
formulas of a specific normal form. For our purposes, particularly relevant is [79], in
which Olivetti and Pozzato gave a nested sequent calculus adapted for V. Chapter 4
extends the result to logics stronger than V.
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Chapter 3

Labelled sequent calculi for
PCL and extensions

At non-normal worlds everything is possible,
and nothing is necessary.

— Graham Priest,
An introduction to non classical logic

In this chapter we present a family of labelled sequent calculi, G3CL*, for the
conditional logic PCL and its extensions with Lewis’ axioms. The sequent calculi are
based on neighbourhood semantics; thus, we start by presenting neighbourhood models
for these logics, and prove the equivalence of these models with respect to preferential
models, the usual class of models for PCL. Then, we give a modular presentation of the
systems of rules and their structural properties, along with a proof of cut admissibility
for all the systems. After the modular presentation, we introduce two versions of the
calculi better suited to capture two sub-families of conditional logics: G3V™*, for the
systems featuring nesting and G3AJ,, for the systems featuring absoluteness. We prove
termination and semantic completeness for these calculi.

3.1 Preferential conditional logic

The preferential conditional logic PCL was first studied by Burgess in [I8] and Halpern
and Friedman in [28]. This logic is weaker than Lewis’ systems, and it can be adapted
to capture non-monotonic conditionals: as explained in Chapter 1, the non-monotonic
logic P introduced by Kraus, Lehman and Magidor corresponds to the flat fragment of
PCL.

Definition 3.1.1. The set of well formed formulas of PCLL and its extensions is defined
by means of the following grammar, for p € Atm propositional variable and A, B € F~:

F>u=p|L|AANB|AVB|A— B|A>B.

The conditional operator > can be read as expressing either a non-monotonic con-
ditional, a counterfactual or a deontic conditional, depending on the system under con-
sideration. When treating logics of Lewis’ family we will add to the language the com-
parative plausibility operator, <, where for A, B € 7~ the well-formed formula A < B
reads “A is at least as plausible as B”.
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The semantics of preferential conditional logics is usually defined in terms of prefer-
ential models, introduced in Definition of Chapter 1.

Definition 3.1.2. Extensions of preferential models are defined by specifying the fol-
lowing conditions [28]:

n Normality: For all z € W, W, is non-empty;

t Total reflexivity: For all x € W it holds that © € W;

w Weak centering: For all z € W, for all y € W, it holds that x <, y;

¢ Centering: For all x € W, for all y € W, it holds that x <, y and if there is

w € W, such that for all y € W, w <, y, then w = x;

Local uniformity: For all x € W, for all y € W, it holds that W, = W;

a Local absoluteness: For all x € W, for all y € W, it holds that W, = W, and for
all wi, w2 € W, we have wy =<, wo if and only if wy =<y, wo.

c Connectedness: For all x € W, for all wi,ws € W, it holds that w; <, wsy or
Wo g W1-

c

In this chapter we introduce labelled proof systems for PCILL and its extensions on the
basis of neighbourhood semantics. Neighbourhood models were introduced in Definition
of Chapter 1. Extensions of these models are defined similarly as extensions for
sphere models (Definition [1.4.9)).

Definition 3.1.3. Extensions of neighbourhood models are defined as follows:

N Normality: For all x € W it holds that N(z) # 0;

T Total reflexivity: For all x € W there exists a € N(x) such that = € «;

W Weak centering: For all z € W and o € N(x), = € o

C Centering: For all z € W and a € N(z), {z} C @ and {z} € N(x);

U Local Uniformity: For all x € W it holds that if y € o and @ € N(x), then
U N@) = U N(@).

A Local absoluteness: For all x € W it holds that if y € a and a € N(z), then
N(z) = N(y).

Nes Nesting: For all o, 8 € N(z), either « C S or 8 C a.

Generally speaking, the use of classes of models different from Kripke semantics as
the basis for the definition of labelled calculi is an established procedure. For instance,
Negri and Sbardolini defined in [76] a labelled sequent calculus for VC by internalising
a Kripke semantics equipped with a ternary accessibility relation, this class of models
being a special case of preferential semantics. Particularly relevant for our scope is
[75], in which Negri and Olivetti defined a labelled sequent calculus for PCL based on
neighbourhood a semantics: here their method is extended to cover all extensions of
PCL. Moreover in [71] is defined a general method to define sequent calculus on the
basis of a neighbourhood semantics.

In order to define labelled calculi for preferential logics based on neighbourhood
models, we need to prove soundness and completeness of the classes of models with
respect to the axioms of PCL and its extensions. An axiomatization of preferential
logics can be found in Figure [I.6] of Chapter 1. We denote by 3+ F derivability of
formula F' from the axiom systems for PCL and extensions. Moreover, let P*-models
denote any extension of P-models with the semantic conditions from Definition [3.1.2
and N*-models denote any extension of N-models with the semantic conditions listed
in Deﬁnition With IFy« F (resp. IFp« F') we mean validity of formula F at a class
of neighbourhood (resp. preferential) models.

Theorem 3.1.1 (Soundness). For F € F~, it holds that if F¢~ F then |-y« F.
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Proof. We prove soundness of axioms (CM), (OR), (U;) and (CV). Proofs of the other
axioms can be reconstructed form the derivations of the axioms in the labelled sequent
calculi, in Appendix [3.A] at the end of this chapter.

(CM) (A>B)A(A>C)— (AAB) > C. Suppose the antecedent of the axiom is valid
in a neighbourhood model, while the conclusion is not. We show that a contradiction is
reached. There is a model M such that:

1. M,z IF A > B, i.e., if there exists & € N(z) such that a I-= A, then there exists
B C a such that f1F7 A and IFY A — B;

2. M,z IF A > C, ie., if there exists & € N(z) such that « I-> A, then there exists
v C a such that v IF? A and v IFY A — C;

3. M,z ¥ (AANB) > C.

From 3 it follows that:

4. There exists a € N(x) such that o IF7 A;
5. For all B C «a it holds that 1> AA B A -C.

From 1 and 4 we obtain 6, and from 2 and 6 we obtain 7:

6. There exists § C a such that f1-7 A and §IF A — B;
7. There exists v C 3 such that v IF? A and vIF¥ A — C.

By transitivity, v C «; thus, from 5 we have that there exists y € ~ such that y I
AN B A-C. From 7, however, for all y € v it holds that if y I- A then y IF C, whence
we obtain a contradiction.

(OR) (A>C)AN(B>C)— (AV B) > C. Suppose there is a neighbourhood model
which satisfies the antecedent and falsifies the conclusion of the implication:

1. M,z - A> B, i.e. if there exists o € N(x) such that a -7 A, then there exists
B C «a such that B1F? A and BIFY A — B;

2. M,zl- B > C, , i.e., if there exists a € N(z) such that o |- B, then there exists
v C a such that v IF? B and v IFY B — C;

3. M,z ¥ (Av B) >C.

From 3 we have that:

4. There exists o € N(x) such that « IF? AV B;
5. For all B C « it holds that 3 1-2 (A Vv B) A —C.

Suppose that a IF= A (the case for a IF= B is similar). From 1, we have:
6. There exists 8 C « such that S1F> A and SIFY A — C.

From 5 and 6 we have that 8 IFF (A V B) A ~C; thus, there exists y € 3 such that
ylF AV B and y IF C. By the last conjunct of 6, y IF A — C; thus, y I+ B, whence
B 1F3 B. From this latter and 2 we obtain:

7. There exists v C 8 such that v I-2 B and v I B — C.

By transitivity, 7 C «; thus, by 3 and 7 we obtain v I-> (A V B) A =C, i.e., there exists
z € v such that z I AV B and z I+ =C. Moreover, from 7 we have that z IF B — C and
from 6 and v C 8 we have z I A — C, and we have reached a contradiction.

(U;) =A> 1 ——(=A>1)> L. Suppose there is a neighbourhood model with local
uniformity that verifies the antecedent and falsifies the consequent.

1. M,z IF =A > 1, , ie., if there exists a € N(z) such that a IF? —A, then there
exists 8 C a such that S 1IF7 =4 and 8 IFY A — L;
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2. Mzl -(-A>1)> L.

From 2 we have that there exists & € N(x) such that a |2 —=(=A4 > L1); thus, there
exists y € « such that y IF =(=A > 1). From this we have that there exists 8 € N(y)
such that B IFY =A (the second conjunct of the condition is superfluous). Then, there
is a z € B such that z IF =A. By the condition of uniformity, | JN(z) = |JN(y); thus,
since z € [JN(y), z € |JN(z), and there exists a neighbourhood v € N(z) such that
z € 7, and 7 IF? =A. From this condition and 1 we obtain that there exists ¢ C ~ such
that 6 I =A and § IF¥ =A — L. Thus, there is a world w € § such that w I- L, and
we have a contradiction.

(CV) (A>C)A—=(A > -B) - (AAB) > C. Suppose there is a neighbourhood
model in which the condition of nesting holds that satisfies the antecedent but not the
consequent of the implication.

1. M,z - A > C,ie. ,ie, if there exists a € N(z) such that a IF7 A, then there
exists B C a such that 1F7 A and g IFY A — B;

2. M,z I+ —=(A>-B);

3 Mzl (ANB) > C.

From 2 and 3 we have that:

4. There exists o € N(x) such that a IF7 A;

5. For all 8 C « it holds that 3 IFF A A B;

6. There exists 3 € N(z) such that 3 I-= A A B;
7. For all v C f it holds that v IF7 AA B A -C.

From 1 and 4 we obtain:
8. There exists v C « such that v1F> A and v IF¥ A — C.

We now apply the condition of nesting of neighbourhoods, and obtain that either v C 3
or f C 7. We start with the former case: from v C B and 7 we obtain that ~ IF?
AN B A—C. Thus, there exists y € v such that y IF A A B A =C; and from the second
conjunct of 8 we have that y IF A — C, and we reach a contradiction. If g C ~, by
reflexivity we obtain 3 C 3, and from this and 7 we have that 517 A A B A —~C. Thus,
there is a z € 8 such that z IF AA BA—C. From 8 C v and the second conjunct of 8
we have z IF A — C, whence we get a contradiction. O

Burgess proved completeness of preferential models with respect to the axioms of PCL
[18] and Halpern and Friedman in [28] extended the result to cover the extensions of PCL
with normality, total reflexivity, centering, uniformity, absoluteness and connectedness.
Thus, we have the following:

Theorem 3.1.2. For F' € F~, it holds that if IFp~ F then 3« F.

To the best of our knowledge, no completeness result is known for the axioms of PCL
and its extensions with respect to neighbourhood models. In the case of sphere models,
that is to say, nested neighbourhood models, a direct completeness result was given by
Lewis in [57, Chapter 6]: he proved that the axioms of V and extensions are sound
and complete with respect to sphere modelaﬂ We here rely on Burgess’ completeness
result for preferential semantics and obtain completeness of the axiomatization with
respect to neighbourhood models by showing the equivalence between preferential and
neighbourhood models.

1Sphere models are nested neighbourhood models. Lewis’ truth condition of the conditional operator
in sphere models is slightly different than the truth condition of the conditional operator we defined for
neighbourhood models. However, via the condition of nesting, the two truth conditions are equivalent:

refer to Remark
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Remark 3.1.1. Burgess’ completeness proof appeared in a 9-page article titled “Quick
completeness proofs for some logics of conditionals” [I8]. However, the result is quite
technical and condensed in a few pages - thus it is not so easy to grasp. In [28] Halpern
and Friedman, interested in determining the complexity of conditional logics, detailed a
completeness proof for PCLL similar to the one given by Burgess. In their article, they
state that the result can be extended to extensions of PCL, but the proof is postponed
to a full paper which never appeared. More recently, Giordano, Gliozzi, Olivetti and
Schwind proved completeness of the axiomatization of PCL and its extensions with
respect to classes of preferential models with the Limit assumption [34].

In the literature, there are just a few proofs of completeness of preferential log-
ics; thus, it would be interesting to have a direct proof of completeness proof between
neighbourhood models and the axiomatic presentation of PCL.

3.2 From preferential models to neighbourhood mod-
els (and back)

The result of equivalence between preferential and neighbourhood structures relies on
a result by P. Alexandroff, known as duality between partial orders and Alexandroff
topologies [7]. In [57, Chapter 2, Section 3] Lewis proved the correspondence between
preferential models and sphere models in the case of logic V(:ﬂ More recently, Marti
and Pinosio defined a duality between preferential structures and topological spaces
[63]. Negri and Olivetti proved the equivalence between preferential and neighbourhood
models in the case of logic PCL [75]. In the first part of this section, we formalize the
correspondence for extensions of preferential and neighbourhood models. To prove one
side of the equivalence, we employ an indirect argument. Thanks to this result, and
to the proof of completeness with respect to preferential models (Theorem , we
obtain completeness of neighbourhood models with respect to the axioms of PCL and
extensions (Theorem [3.2.3)).

In the second part of the section we introduce a new class of neighbourhood models:
closed neighbourhood models. For this class of models the two directions of the equiva-
lence with preferential models can be proved in a constructive way (Theorem. Asa
consequence, we obtain equivalence of neighbourhood models and closed neighbourhood

models (Theorem [3.2.4)).

Completeness of neighbourhood models

In order to prove completeness of neighbourhood semantics with respect to the axiom
system for PCLL and its extensions, we show the equivalence between preferential models
and neighbourhood models, i.e., that for F' € F~ the following holds:

lFn+ F if and only if IFp« F.

The [only if] direction can be proved directly (Theorem by constructing neighbour-
hood models from preferential models. However, it is not possible to define a preferential
model from a neighbourhood model. Strictly speaking, this is not a problem, since the
[if] direction of the equivalence can be retrieved by means of an indirect argument, em-
ploying completeness of the axiomatization of PCLL with respect to preferential models
and soundness of neighbourhood models.

Definition 3.2.1. The weight of a formula of PCLL and extensions is defined as follows:

2For Lewis’ logics, the result can be intuitively understood recalling the fact that systems of spheres
(here: nested neighbourhood) are supposed to carry information on the comparative similarity between
worlds occurring in the spheres.
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e w(p) =w(L) =0 for p atomic formula;
e w(AoB)=w(A)+w(B)+1foroe{AV,=};
e w(A>B)=w(A)+w(B)+2.

Theorem 3.2.1. For F' € F~, if F is valid in the class of N*-models, then the formula
is valid in the class of P*-models, i.e., if Ik« F' then IFp« F.

Proof. Given a P*-model, we construct a N*-model and show that for any formula A,
A is valid in the N*-model if and only if A is valid in the P*-model. The proof is
by induction on the weight of formulas. We first detail the construction in the case of
P-models and N-models. Let M = (W, {W,},ew, {=s}sew,[]) be a P-model. We
define a neighbourhood model d(MY) = (WN N, [ ]¥) as follows:

o WN =W;

e Forallz € WY N(x)={S CW, | S is downward closed w.r.t. <, and S # 0},
where S is said to be downward closed with respect to <, if, for all y,z € W, it
holds that if y € S and z X, y, then z € S.

o [V =11
We denote by |=+ w the downward closed set {z € W, | z <, w}. We first show that
d(M™N) satisfies the properties of a neighbourhood model for PCL, i.e., non-emptiness.
To prove non-emptiness, let o € N(x) for some x, o, and let o =] == w for some w € W,.
Since w €07+ w, w € a.

To show that d(M?) extended with suitable conditions is a N*-model for the extensions
of PCLL, we prove it satisfies the following properties.

Normality. If MF is a P-model for PCLN then d(M?Y) is a N-model for PCLN. A
P-model for PCLN satisfies normality, meaning that for all W, # 0. Let w € W,.
By definition o === w and w € and |+ w, thus w € a.

Total reflexivity. If MT is a P-model for PCLT then d(M?®) is a N-model for PCLT.
A P-model for PCLLT satisfies total reflexivity, i.e., for all z € W it holds that
x € W,. Thus, since € |=+ x, by definition it holds that there exists a € N(z)
such that x € «, and total reflexivity holds.

Weak centering. If M¥ is a P-model for PCLW then d(M?%) is a N-model for PCLW.
A P-model for PCLW satisfies weak centering: for all x € W, y € W,, z <, v.
Thus, for all y € W, it holds that 2 € |Z= y. By definition it follows that z € a,
for all @« € N(x). Thus, weak centering holds in neighbourhood models. Observe
that form z € a for all & € N(z), it follows {z} C a, for all @ € N(z).

Centering if M¥ is a P-model for PCLC then d(M?") is a N-model for PCLC. From
weak centering we have that {z} C «, for all @ € N(z). We have to show that
{z} € N(z). By the property of centering in P-models, for all w such that for all
y € Wy, w =, y, it holds that 2 = y. This means that x € |[== y, for all y, and
that if some w satisfies the same property, w = z. Let us consider | == z. It holds
that the set contains exactly one element, x; by the above property, for any other
element w € == z, w = z. Thus, =+ x = {z}, and by definition {z} € N(z).

Local uniformity. If MF is a P-model for PCLU then d(M?") is a N-model for PCLU.
If y € W, then there exists o === u for some u € W, such that y € . Thus, if
y € W, then y € |JN(z). The property of uniformity for neighbourhood models
immediately follows from this observation and from the fact that W, = W,.

Local absoluteness. If M? is a P-model for PCLA then d(M?Y) is a N-modelfor PCLA.
Let o € N(x) and y € . By definition, o =}=+ u for some u € W, and y €= u,
thus y <, u. By local absoluteness, y <, u. Thus, y €l3v u, and for o == w,
a € N(y) and y € «. Since this holds for all & € N(x) and y € «, we have that
N(z) = N(y).
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Nesting. If M? is a P-model for V then d(M?") is a N-model for V. A P-model for
V satisfies the property of connectedness: for wy,ws € W, either w; =<, wy nor
wg =X wy. We show that the corresponding P-model for V satisfies the property
of nesting: for all a, 8 € N(x), either « € f or § € a. Let o, € N(x). Then,
a ==+ y for some u € W, and B =]=+ v for some v € W,. By local connectedness
we have u <, v or v <, u. This entails |Z» v C}Z* v or |3+ v C |3+ y, from
which the result follows.

We now prove that for any x € W and any formula F' € F~ it holds that
MP 2 |- Fiff dMN), 2z |- F.

where MF is any of the P*-models and d(M?*) model for the corresponding neighbour-
hood model, as defined above. The proof is by induction on the weight of the formula;
the base case holds by definition, and the propositional cases easily follow by inductive
hypothesis. We show the case ' = A > B with respect to P-models. To simplify the
notation we write z IFp A instead of M¥, z IF A and z IFx A instead of MY,z I A.
To prove one direction, suppose that z IFp A > B holds. This means that:

For allw € W, if wikp A then there exists y <, w such that ylFp A and
forall z 2, y,zIFp A — B.

We have to prove for all & € N(z) it holds that if o -2 A then there exists 8 € N(x)
such that 3 C o, BIFF A and BIFY A — B. Suppose w IFp A. By definition, w € | 3= u
for some u € W, and let o = |== w; it holds that o € N (). By inductive hypothesis,
wlFy A; thus a IF7 A.

Now suppose there exists y <, w such that y lFp A and Vz <, y,zIFp A — B. Let
B =13 y. Let B =%+ y. By definition we have that 3 € N(x), and since y <, w and
w € a we have that § C «. By inductive hypothesis, since y € 8 we have that y IFy A,
thus B IF? A. Let z € B; by definition, z <, y, and by hypothesis z IFp A — B. Thus,
by inductive hypothesis, z IFy A — B for all z € 3, and 8 IF¥ A — B.

To prove the other direction, suppose that z IFy A > B. This means that:

For all « € N(z) it holds that if o IF7 A then there exists f € N(x) such
that B C o, BIF? A and BIFY A — B.

We want to prove that for all w € Wy, if w IFp A then there exists y <, w such that
ylkp Aand Vz <, v,z IFp A — B. Let a IF3 A. By definition, a =3 u, for some
u € Wy; and for some w € « it holds that w Iy A, thus w € W, and by inductive
hypothesis w IFp A.

Now let 3 € N(z) such that 3 C a, B1F? Aand B IFY A — B. Let B =] y;
by inductive hypothesis, y IFx A. Since 8 IFY A — B, by definition and inductive
hypothesis we have that for all z <, y it holds that z IFp A — B.

(End of the proof). To prove that if A is valid in the class of N*-models then A is valid
in the class of P*-models, suppose A is valid in d(My). Thus, for all w € W we have
w Ik A, and by what we just proved w IFp A, which means that A is valid in Mp.

To prove that if A is valid in the class of P*-models then A is valid in the class of
N*-models, reason as follows. Given a P*-model Mp we build a N*-model d(My) as
shown above. Moreover, if A is valid in d(My), A is valid in Mp. O

We are now ready to prove the equivalence between the classes of P*-models and N*-
models.

Theorem 3.2.2. For F' € F~, it holds that Ik« F if and only if IFp« F.
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Proof. To prove one direction, suppose IFn« F. We obtain IFp+« F by Theorem [3.2.1
To prove the other direction, we have to show that if a formula is valid in the class of
P*-models, then the formula is valid in the class of N*-models. Suppose IFp F. By
Theorem [3.1.2] we obtain g+ F and, by Theorem [3.I.1] IFx F. O

Finally, from Theorem [3.2.2] and Theorem we obtain completeness the axiomati-
zation of PCL and its extensions with respect to neighbourhood models.

Corollary 3.2.3 (Completeness). For F € F~, if IFy« F then by« F.

Closed neighbourhood models

If we add the property of closure under non-empty intersection to neighbourhood mod-
els, it is possible to prove in a constructive way both directions of the correspondence
between neighbourhood and preferential models. We here introduce the class of neigh-
bourhood models closed under intersections (CN *-models) and show that, for F' € F~,
the following holds:

Fen+ Fif and only if Fp« F.

The [onlyif] direction is proved similarly as in the neighbourhood case. Moreover, it is
now possible to prove the [if] direction by constructing a preferential model on the basis
of a closed neighbourhood model (Theorem [3.2.5)). From this result, and from Theorem
[3:2.2] we obtain equivalence between neighbourhood and closed neighbourhood models.

Definition 3.2.2. A closed neighbourhood model (CN-model) is a neighbourhood model
to which the following condition is added:

Closure under non-empty intersections: If S C N(z) and (S # 0, then (S € N(z).

Extensions of closed neighbourhood models, denoted by CN*-models, are defined in the
same way as extensions of neighbourhood models (Definition |3.1.3). For F' € F~, let
lFon+ F denote validity of formula F' at a class of closed neighbourhood models.

Theorem 3.2.4. For F € F~, if F is valid in the class of CN*-models, then the formula
is valid in the class of P*-models, i.e., if IFony« F then IFps F.

Proof. The proof proceeds in the same way as the proof of Theorem In addition,
we need to show that the model d(My) there defined satisfies the property of closure
under non-empty intersections. To this end, let S C N(x) and (S # 0. We have to
prove that (.S € N(x), i.e. that (.S is non-empty (immediate, from the hypothesis)
and that (S is downward closed with respect to <. Since S C N(z), all elements of
S are downward closed with respect to <,: thus, for all a € S, it holds that

(x) forally,z e W,, ify € a and z <, y, then z € a.

Suppose that, for y,z € W,, y € (S and z =<, y. We have to show that z € (| S. From
y € (S we have that for all & € S, y € a. Consider an arbitrary « € S. Since y € «
and z =, y, from (%) we have z € a. Since this holds for all & € S, we conclude z € [ S.

O

Theorem 3.2.5. For F' € F~, if I is valid in the class of P*-models, then the formula
is valid in the class of CN*-models, i.e., if Fp« F then IFoy+ F.
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Proof. Given a CN™*-model, we define a P*-model and show that for any formula F', F
is valid in the P*-model if and only if A is valid in the CN*-model. The proof is by
induction on the weight of formulas.

We first detail the construction in the case of P-models and CN-models. Thus, let
MEN = (W,N,[]) be an CN-model. We construct a P-model d(M?F) as follows:

WP =w:
forallz € WP, W, =J{a|a € N(z)};
for all z € WP, y <, z iff for all & € N(2), if 2 € o then y € «;

[17 =11

We now show that d(M?) is a P-model for PCL. This amounts to showing that <, is
reflexive and transitive over WF. Reflexivity is satisfied, since for all « € N(z), if z € «

it trivially holds that x € «. As for transitivity, suppose w =<, k and k <, z hold in
d(MPF). This means that in M?¥ the following hold:

a) For all o € N(z), if k € a then w € o
b) For all a« € N(z), if z € a then k € a.

Let z € a. By b) we get k € o and by a) w € a. Thus, for all a € N(x) it holds that if
z € a then w € o, which means that w =<, z holds in d(M?T).

To show that d(M?F) extended with suitable conditions is a P*-model for the extensions
of PCLL, we have to prove that it satisfies the following properties.

Normality. If MY is a CN-model for PCLN then d(M?) is a P-model for PCLN.
A CN-model for PCLN satisfies normality: for all z, there exists o € N(z). By
definition of d(M?), this means that W, is non-empty; thus, normality holds.

Total reflexivity. If MY is a CN-model for PCLT then d(M?F) is a P-model for
PCLT. A CN-model for PCILT satisfies total reflexivity, i.e., for all x there exists
an o € N(x) such that z € a. By definition of d(M?F), this yields that x € Wy;
thus, d(M?T) satisfies total reflexivity.

Weak centering. If MY is a CN-model for PCLW then d(M?) is a P-model for
PCLW. A CN-model for PCLW satisfies weak centering: each N(z) is non-empty,
and for all & € N(z) it holds that € o. Let aw € N(x); by the property of non-
emptiness of neighbourhood models, there exists y € a. By weak centering x € a.
Thus, for all « € N(x) it holds that if y € o then = € «, which by definition means
x =<, vy, and weak centering is satisfied.

Centering if MY is a CN-model for PCLC then d(M?) is a P-model for PCLC. A
CN-model for PCLC satisfies centering: for all a € N(z), it holds that {z} C of}]
If {} C «, then x € a. Let y € . By the same reasoning employed for weak
centering, = =<, vy, for arbitrary a and y. Now suppose there is a w € W, such
that for all y € W,, , w <, y. By definition of d(M?), this means that

) for all & € N(z), if y € a then w € a.

By centering on neighbourhood models, {z} € N(z). Let us consider {z}. It holds
that 2 € {z} and thus, by a) conclude w € {x}, meaning w = . Thus, centering
is satisfied in d(M7T).

Local uniformity. If MY is a CN-model for PCLU then d(M?F) is a P-model for
PCILU. A CN-model for PCILU satisfies uniformity: for all x, it holds that if y € «
and o € N(z), then |J N(z) = |J N(y). By definition of the model d(M?F) it
immediately follows that | J W, = |J Wy; thus, local uniformity holds.

Local absoluteness. If MY is a CN-model for PCLA then d(M?) is a P-model for
PCLA. A CN-model for PCILA satisfies local absoluteness: for all z, it holds that

3The requirement of normality is no longer needed, since {x} C {z}, and {z} € N(z).
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if y € w and a € N(x), then N(z) = N(y). This implies that |J N(z) = J N(y),
and |J W, = |J Wy, (local uniformity) holds. Moreover, local absoluteness states
that the neighbourhood associated to each world are the same; thus, given z,y € W
it holds that if for all & € N(z) we have that if we € o then w; € «, then also
for all @ € N(y) we have that if we € « then wy € a. Thus, if w; =<, ws then
wy =y wo; local absoluteness holds.

Connectedness. If MN is a CN-model for V then d(M?F) is a P-model for V. A
CN-model for V satisfies the property of nesting. We show that the corresponding
P-model for V satisfies the property of strong connectedness. Suppose by contra-
diction that for wy,ws € W, neither w; =<, wy nor we <, wi. By definition of the
model, this means that:

a) There exists 5 € N(x) such that we € 5 and wy ¢ 5;
b) There exists v € N(x) such that w; € v and ws ¢ 7.

By nesting, either 5 C = or v C 5. If the former holds, from b) we have ws € 3,
and thus wy € v, which contradicts with b). If the latter holds, from a) we have
wy € v, which means w; € 8, that contradicts with a).

We now prove that for any x € W and any formula F' € F~ it holds that
MN 2= F iff dMP),z |- F.

This holds for MY any of the CN*-models and d(M?) the defined preferential model.
The proof is by induction on the weight of F. We only consider the case FF = A > B,
in the class of CN-models. We write z IFon A instead of MYz I+ A.

To prove one direction, suppose that = IlFcny A > B. This means that:

For all & € N(z) it holds that if o IF> A then there exists f € N(z) such
that B C o, BIF> A and BIFY A — B.

We want to prove that for all w € W,, if w IFp A then there exists y <, w such that
ylkp A and for all z <, y,z IFp A — B. To this aim, suppose there exists a € N(x)
such that « - A. This means that there exists w € a and w IFcny A. By definition of
the model, there exists w € W, and by inductive hypothesis w IFp A.
Let us consider the set

a* =({a€eN(@)|we a}.

It holds that o* # (), since @ € N(z) and w € a. By the property of closure under non-
empty intersections, a* € N(z). Moreover, it holds that o* - A. Thus, by hypothesis
there is a 3 € N(z) such that 3 C o*, BIF° A and B IFY A — B. From 8 IF° A we
obtain that there is y € 8 such that y -y A; by inductive hypothesis, this means that
there exists y € W, such that y IFp A. To show that y <, w, we need to prove that
for all ¥ € N(x) it holds that if w € ~ then y € . To this aim, suppose there exists
v € N(z) such that w € v. Thus, a* C ~v; moreover, since § C a* we have § C ~; and
since y € 3, we conclude y € 7.

Finally, let z <, y. By definition, this means that for all v € N(z), if y € ~ then
z € 7. Since y € B, we conclude z € 3; moreover, since by hypothesis 8 IF¥ A — B, we
have z IFcy A — B. By inductive hypothesis, z IFp A — B.

To prove the other direction, suppose that = IFp« A > B holds. This means that:

For all w € W, if wlkp A then there exists y <, w such that ylFp A and
for all z <, y it holds that zIFp A — B.
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We have to prove for all « € N(z) it holds that if a IF> A then there exists 3 € N(x)
such that 3 C o, BIF? A and fIFY A — B. Suppose w IFp A. By definition of the
model, this means that there exists « € N(z) and w € «; by inductive hypothesis,
w lFen A; whence a IF? A.

By hypothesis, there exists y <, w such that y IFp A. By inductive hypothesis,
y lFen A, and by definition there is some § € N(z) such that y € 5. Let us consider
the set

B =({Be N |yep}

We have that 8* # (), since 8 € N(z) and y € 8. Thus, by closure under non-empty
intersections, 8* € N(x). Moreover, by hypothesis y <, w. Thus, for all v € N(z), if
w € vy then y € 7. Since w € «, we have that y € «; and thus, 8* C a. By inductive
hypothesis, since z € * we have 5* I3 A.

Finally, by hypothesis we have that for all z <, y it holds that z IFp A — B. Thus,
for all ¥ € N(x) we have that if y € v then z € . Let z € *, and let v € N(x)
such that y € . Thus, z € v, and * C 7. By inductive hypothesis we conclude that
zlFen A — B, and since this holds for all z € 8*, we have 8* IF¥ A — B.

(End of the proof). To prove that if A is valid in the class of P*-models then A is valid
in the class of N*-models, suppose A is valid in d(Mp). Thus, for all w € W we have
w lFp A, and by what we just proved w IFy A, which means that A is valid in My.

To prove that if A is valid in the class of N*-models then A is valid in the class of
P*-models, reason as follows. Given an N*-model My we build a P*-model d(Mp) as
shown above. Moreover, if A is valid in d(Mp), A is valid in My. O

From Theorem and we obtain equivalence between closed neighbourhood
models and preferential models.

Corollary 3.2.6. For A € F~, it holds that IFoy« F' if and only if IFp« F.

Then, from this result and Theorem we obtain equivalence between neighbourhood
models and closed neighbourhood models.

Corollary 3.2.7. For A € F~, it holds that IFy« F' if and only if IFoy+ F.

3.3 A family of labelled sequent calculi

In the light of the adequacy result of the previous section, we use neighbourhood frames
to define a labelled sequent calculus for PCL and its extensions. The reason to prefer
neighbourhood semantics over preferential models relies mainly on the fact that neigh-
bourhood semantics is a generalization of Lewis’ sphere semantics: neighbourhoods are
non-nested systems of spheres. Thus, neighbourhood semantics allows us to generalise
the well-known Lewis’ sphere semantics to weaker systems, and provide a uniform treat-
ment for a wide family of conditional logics.

We call G3CL the calculus for PCL. Calculi for extensions are denoted by G3CL
to which we add the name of the frame conditions of the corresponding logics: thus,
G3CLN is a proof system for PCLN, G3CLTV is a proof system for PCLTU and
G3CLV is a proof system for V. We denote by G3CL* the whole family of calculi.

The definition of the sequent calculi G3CL* follows the well-established methodology
of enriching the language of the calculus by means of labels, thus importing the semantic
information into the syntactic proof systenﬁ For this reason, it is useful to recall the
the truth condition for the conditional operator in neighbourhood models:

4Refer to [69] for the general methodology in Kripke models and to [71] for the general methodology
in neighbourhood semantics.
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(x) xlFA> B iff foralla€ N(x) if al-= A then there exists 3 € N(z) such that
BCaandBIF A and BIFY A — B.

We enrich the set F~ as follows.

Definition 3.3.1. Let x,y, 2, ... be variables for worlds in a neighbourhood model, and
a,b,c,... variables for neighbourhoods. Relational atoms are formulas of the following
form and meaning;:

e a € N(x), “neighbourhood a belongs to the system of neighbourhood associated
to x”;

e z € a, “world z is included in neighbourhood a”;

e a C b, “neighbourhood a is included into neighbourhood b”.

Labelled formulas are defined as follows, for A € F~:

Relational atoms are labelled formulas;

x: A, “formula A is true at world x”;

al-3 A, “A is true at some world belonging to neighbourhood a”;

alFY A, “A is true at all worlds belonging to neighbourhood a”;

z -, A|B, “there exists 3 € N(z) such that 3 C e and B IF° Aand S IF¥ A — B”.

We shall also use {z} to denote a neighbourhood consisting of exactly one element (a
singleton).

Relational atoms and labelled formulas are defined in correspondence with semantic
notions. Relational atoms describe the structure of the neighbourhood model, whereas
labelled formulas are defined in correspondence with the forcing relations at a world
(z I- A) and at a neighbourhood (a IF> A, a IF¥ A). Formula z I, A|B introduces a
semantic condition corresponding to the right-hand side of the consequent of (x). The
reason for the introduction of this formula is that () is too rich to be expressed by a
single rule, since it consists of an existential quantifier under the scope of a universal
quantifier. Thus we need to break () into two smaller conditions, one (the antecedent)
covered by rules for formulas z : A > B and the other (the consequent) covered by
x Ik A|B.

Definition 3.3.2. Sequents of G3CL* are expressions I' = A where I' and A are
multisets of relational atoms and labelled formulas, and relational atoms may occur
only in I'.

Figure[3.1] contains the rules for PCL, whereas Figure shows the rules for extensions
of PCL. We write (a!) as a side condition expressing the requirement that label a should
not occur in the conclusion of a rule. Propositional rules are standard. Rules for local
forcing explicit the meaning of the forcing relations I-¥ and I-=. Rules for the conditional
are defined on the basis of the truth condition for > in neighbourhood models.

Each rule of Figure [3.2] is defined in correspondence with the frame conditions on
extensions of PCLL. In some cases (rules for total reflexivity and weak centering) the
frame condition can be formalized by means of a single rule. Rule 0 stands for the
requirement of non-emptiness in the model, and it is added to capture the condition
of normality, along with rule I\ﬂ The rule has a detailed side condition (*), requiring
that there should not be any formulas of the form w € a in I'. This condition is needed

5The rule needs not to be added to the calculus G3CL: the rules of this calculus always introduce
non-empty neighbourhoods, and the system can be shown to be complete with respect to the axioms
of PCL (Theorem . However, the rule is needed to express the condition of nesting: the new
neighbourhood introduced by rule N could be empty.
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Initial sequents
TipT=Aaip M s LT=A 't
Rules for local forcing
r:Azcaal’ AT =A z€a,l'=Ax: A
r€aall” AT =A LIFY I'=A,alF" A
zea,x: A T=A zcal = Axz:AalF? A
alFF AT = A zca,T=AalF A
Propositional rules Standard - Refer to Figure
Rules for the conditional
a€ N(x),alF? AT = A,z lF, A|lB
I'=Az:A>B
a€N(z),r:A>BT=A7AalF'A zl, A|B,a€ N(z),z: A>BT=A
a€N(z),z:A>B,T'=A
ceN(z),cCa,T = AzlF, AB,clF?* A ce N(x),cCa,T= A,z lk, A|B,cIF¥ A = B
ceN(z),cCa,I'= Az, A|B
c€EN(x),cCa,clF? AclHW A= BT = A
zlk, A|IB,T' = A

RIFY (x!)

LI (x))

R> (al)

L>

R

Ll ()

Rules for inclusion
aCal'=A cCa,cChbCal'=A r€a,aCbredl=A

C
r=A € cChbCal=A r L

r€a,aChl =A =

Figure 3.1: Sequent calculus G3CL

to ensure termination in root-first proof-search: otherwise rule 0 in combination with
rule N could create a loop, introducing always new world and neighbourhood labels.
Moreover, (x) requires that there should be at least one formula a IF° A or a IFY A in
T'UA. This ensure that 0 is applied only in the cases it is actually needed - for instance,
when there is a formula a IF? A in A and no formula w € a in T.

Condition of (strong) centering is represented by means of four rules: Rule Single
introduces formulas with neighbourhood label {z} (the singleton), and the other three
rules detail the conditions that such a neighbourhood should satisfy. Rule C ensures that
the singleton contains at least one element, and rules Repl; and Repl, that it contains
at most one element: if there is another element y € {z}, then the properties holding
for  hold also for y (i.e. z and y are the same element).

Similarly, extensions with local uniformity and absoluteness are defined by adding
multiple rules. Rules U; and U; encode the semantic condition of local uniformity. In
order to avoid the symbol |J in the sequent language, the rules translate the following
two equivalent conditions:

Uy Local uniformity, 1: if there exists o € N(x) such that y € a and there
exists 8 € N(y) such that z € 8, then there exists v € N(x) such that z € ~;

U Local uniformity, 2: if there exists a € N(x) such that y € a and there
exists 8 € N(y) such that z € 8, then there exists v € N(y) such that z € .

As for local absoluteness, rules A; and A, encode the information that for any = € W,
given a € N(z) and y € a, if 8 € N(x) then 8 € N(y) (rule A;), and if 8 € N(y), then
B € N(z) (rule Ap). Thus, N(x) = N(y).
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Rules for extensions

a€ N(z),I'=A €a,a € N(x),I'= A
F(:>—)A N (@) ’ aEN(q:),(F):>A 0 ()
z €a,a€ N(z), I = A T () x €a,a€ N(x), I = A
's A a€ N(z),I' = A
x € {a},{z} € Nx), I = A Single {z} € N(z),{z} Ca,a e N(z),T = A
{z} € N(z),I = A a€e N(z),'= A
y € {z}, At(z), At(y), T = A y € {z}, At(z), At(y), T = A
Reply (%) Reply ()
y € {z}, At(z), T = A y € {z}, At(y), T = A
z€c,c€ N(z),a€ N(z),y€a,be N(y),ze€bI'= A |
a€ N(z),y€abe N(y),z€b'=A Ui (e}
z€c,c€ N(y),a € N(z),y €a,be N(y),z€ b T = A |
a€ N(z),y€abe N(z),zeb'= A Uz (<)
be N(y),a € N(z),y €a,be N(z), = A beN(z),a€N(x)y€abe N(y,I' = A

1 2

a€ N(z),y€abeN(z),I'=A a€N(z),yc€abeN(y), Il = A
aChbyacN(z),be Nz),I'=A bCla,ac N(z),be Nxz),I' = A
a € N(z),be Nx),I' = A
Rules obtained by closure conditions
z€c¢,c€ N(z),a € Nz),x €a,z€a,I' = A a € N(y),a € N(z),y € a, T = A
a€ N(z),x€a,z€al =A a€N(z),y€al =A
y€c,ce N(x),a € N(z),y €a,a€ N(y), = A
a€ N(z),y€a,ac Ny), I = A
y€c,ce N(y),a€ N(z),y€a,ac N(y),I' = A
a€ N(z),y€al=A

Nes

*

1

*

1

Ul**

U2>k*

(%) There are no formulas w € a in T'; at least one formula a IF3 A or a IF¥ A occurs in T'U A.
() At(z) :=a: P,x € a,a € N(x),y € {z}, for P atomic formula.

G3CLN = G3CL + N 4+ 0; G3CLT = G3CLN + T; G3CLW = G3CLT +w;
G3CLN = G3CL + N+ 0; G3CLT = G3CLN 4+ T; G3CLW = G3CLT + W;
G3CLC = G3CLW + C + Single + Repl; + Reply;

G3CLY = G3CL + U; + Uy; G3CLNU/TU/WU/CU _ g3CLN/T/W/C,
G3CLA = G3CL + A; + Ay; G3CLNA/TA/WA/CA — G3CLN/T/W/C L A + Ay;
G3CLY = G3CL + Nes; G3CLVN/VT/VW/VC _ G3CLN/T/W/C 4 Nes;
G3CLVY = G3CLV + Nes; G3CLVNU/VTU/VWU/VCU _ G3CLNU/TU/WU/CU 4 Nes;
G3CLVA chLA + Nes G3CLVNA/VTA/VWA/VCA G3CLNA/TA/WA/CA + Nes.

Figure 3.2: Sequent calculi for extensions of G3CL

It might happen that some instances of rules of G3CL* present a duplication of the
atomic formula in the conclusion: for example, an instance of U; with a = b displays two
formulas a € N(x) in the conclusion. Since we want contraction to be height-preserving
admissible, we deal with these cases by adding to the sequent calculus a new rule, in
which the duplicated formulas are contracted into one. Such an operation is called
applying a closure condition to the rules. Thus, rule U;™ is the rule obtained applying
the closure condition to U; in case a = b and x = y; rules U;™™ and U,™" are obtained
from U; and Us, in case @ = b and y = z; and finally, A;* is obtained from A; in the
case a = b. There is no need to define the additional rules which can be generated by
the closure condition, since such rules either collapse or are subsumed by other rules of
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the calculus. For instance, the rule obtained applying the closure condition to U, case
a =band z =y, is the following:
z€c,ce N(),a € Nz),z€a, T = A
a€ N(z),z€al=A

and this is the same instance we obtain applying the closure condition to U;*. How-
ever, the rules added by closure condition are not needed to prove completeness of the
calculi; for this reason, we have not included them in the following sections (e.g. in the
termination proof).

Remark 3.3.1. If we represent the two relations a € N(z) and y € a as x 4y, the
rules U; and U, can be respectively represented by means of the following graphs, in
which the dashed lines represent the informations added in the premiss of the rule.

T T
\\
AN
\
a v a
\
\
1
Y L Y c
1 |
I |
/ |
b K b
/
s |
// Vv
z“ z
Uz U,

The left-hand side graph corresponds to the property of transitivity over worlds z, y and
z, while the right-hand side graph corresponds to the property of Euclideaness between
the same elementsﬂ Moreover, rule U; is needed to derive axiom (U;), and rule U, is
needed to derive axiom (Ug). Thus, axiom (U;) imposes transitivity over the worlds of
a neighbourhood model, while axiom (Us) imposes Euclideaness. Not unsurprisingly,
recalling that A = —A > L (Section [L.6), we have that (U;) corresponds to axiom
(4) of modal logics, valid in all Kripke models with transitive frames. Similarly, (Us)
corresponds to axiom (5) of modal logic, valid in all models with Euclidean frames.

(Uy)) FA> L) —=(-A>1)>1 (4) 0A—-0O0A
(Ug) "(A>1)—=((A>1)>1) (5) 0A—D00A

In fact, logic K45 is the outer modal logic of conditional logics with uniformity: the
L] operator defined in these systems corresponds to the [J operator of K45. Similarly,
axiom (T) A — —(A > 1) of conditional logics corresponds to the axiom of reflexivity
(T) A — DA of modal logics. Thus, the outer modal logics of conditional systems with
total reflexivity and uniformity is S5.

Remark 3.3.2. In models that display the condition of nesting of neighbourhood (i.e.,
sphere models), the truth condition for the conditional (%) can be stated in a simpler
way (#x).

(x) xlFA> B iff foralla € N(x) if al-= A then there exists 3 € N(z) such that
BCaandBIF Aand BIFY A — B.
(xx) z - A> B iff for alla € N(z) if a I A then there exists 8 € N(x) such that
BIF A'and BIFY A — B.

6The property of Eculideaness states that for all z,y, z, it holds that if xRy and xRz then yRz. A
Kripke frame has this property if and only if the axiom (5) is valid in the model.
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Condition (xx) corresponds to Lewis’ truth condition for the counterfactual conditional.
The two conditions are equivalent. The direction from (*) to (sx) is trivial. Conversely,
assume (*%). Suppose a - A holds. By nesting, we have that o C 3 or 8 C «, and
thus anNp = aor anNB = B. In both cases we take ' = aN 3, and we have that 5 C a,
B'IF? A. Since BIFY A — B, a fortiori g’ IF¥ A — B.

Thus, in systems with nesting the rules for the conditional can be given in a simplified
form: there is no need to specify the inclusion of one neighbourhood into the other.

a€ N(z),al? AT = A x|+ AB R > ()
I'=s>Az:A>B
a€N(z),z:A>B,T'=Aal= A xll—A|B,a€N(m),x:A>B,I‘:>AL
a€N(z),z:A>BT=A
a€N(z),l = AzlFAB,alFF A a€ N(x),l = Azl A|B,alr" A— B R
a € N(x), I = A,z AB
a€N(),al® AalkY A— BT = A

zl-AB,T = A
It can be easily verified that the two versions of the calculi are equivalent, via Ref.

>N

>N

L>n (a!)

To prove soundness of the rules with respect to the corresponding system of logics,
we need to interpret relational atoms and labelled formulas in neighbourhood models.
Observe that the calculi do not have a direct formula interpretation in the language
of F7; but we can define an interpretation for them in neighbourhood models. The
notion of realization interprets the labels in neighbourhood frames, thus connecting the
syntactic elements of the calculus with the semantic elements of the model.

Definition 3.3.3. Let M = (W, N,[ ]) be a neighbourhood model for PCL or its
extensions, S a set of world labels and A a set of neighbourhood labels. An SN -
realization over M consist of a pair of functions (p, o) such that:

e p:S — W: the function assigns to each z € S an element p(x) € W;
e 0: N — P(W): the function assigns to each a € N a neighbourhood o(a) € N(w),
for w e W.

We introduce the notion of satisfiability of a formula F under an SN/ -realization by
cases on the form of F:

ME, s a€ N(z)if o(a) € N(p(x));
ME,-aCbif o(a) Co(b);

Moy € {a} it ply) € {o(@)}:

ME,, x: Pif p(z) IF PJZ];

ME, . alrY Aif o(a) IFY A;

ME, s alF? Aif o(a) IF2 A;

ME, .z, A|B if o(a) € N(p(z)) and for some B C o(a) it holds that 8 1-7 A
and B IF¥ A — B;

e MF,,z:A> Bifforal o(a) € N(p(x)), if MF,,al-? Athen MF,, z b,
A|B.

Given a sequent I' = A, let S, N be the sets of world and neighbourhood labels occurring
inTUA, and let (p,0) be an SN-realization. Define M, , I' = A if either M ¥, , F
for some F' € I' or M F,, G for some G € A. Define validity under all realizations
by MET = Aif ME,, I' = A for all (p,0) and say that a sequent is valid in all
neighbourhood models if Mk, , I' = A for all models M.

7This definition is extended in the standard way to formulas obtained by the classical propositional
connectives.
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Theorem 3.3.1 (Soundness). If a sequent I' = A is derivable in G3CL*, then it is
valid in the corresponding class of neighbourhood models.

Proof. The proof is by straightforward induction on the height of the derivation, employ-
ing the notion of realization defined before. By means of example, we show soundness
of the left and right rule for the conditional operator.

[L >] From a neighbourhood model and a realization which validates the premisses
we construct a neighbourhood model which validates the conclusion. Let M F,, a €
N(z),z: A> BT = AalF? Aand M F,, z -, A|B,a € N(z),z: A> B,T = A.
The only relevant case is the one in which M F,, a IFF A and M F, - xzl-, A|B. From
the former we have that o(a) IF> A; from the latter that for o(a) € p(x) and for all
B € o(a) it holds that either 3 > A or 8 ¥¥ A — B. By definition, this means that
ME,,x:A> B, for o(a) € p(z); and thus, MF,, a € N(z),z: A> B, I' = A.

[R >] Suppose M F,, a € N(z),a -7 AT = A,z I, A|B. We show that the
conclusion is valid in the same model, under the same realization. There are two relevant
cases: either the one in which M ¥, a I3 A or the one in which M Fpo xlFq A|B.
In the former case we have that o(a) ¥= A, for o(a) € p(x). In the latter case, we have
that for o(a) € p(x), there exists 8 € o(a) such that 3IF° A and BI-Y A — B. In both
cases it holds by definition that M F,, z: A > B; thus, MF,,I'= A,z: A> B.

O

3.4 Structural properties

The structural properties of G3CL were examined in [75]. In this section we extend the
results to the whole family of calculi G3CL*. We start with some preliminary definitions
and lemmas. By the height of a derivation we mean the number of nodes occurring in
the longest derivation branch, minus one; thus, a derivation consisting only of an initial
sequent has height 0. We write ™ I' = A meaning that there is a derivation of I' = A
in G3CL* with height bounded by n. Following [75], we define an appropriate notion
of weight of labelled formulas.

Definition 3.4.1. The weight of relational atoms is 0. As for the other labelled for-
mulas, the label of formulas of the form z : A and « I+, A|B is z; the label of formulas
alFY A and a IF? A is a. We denote by I(F) the label of a formula F, and by p(F)
the pure part of the formula, i.e., the part of the formula without the label and without
the forcing relation. The weight of a labelled formula is defined as a lexicographically
ordered pair

(w(p(F)), w(l(F)))

where

for all world labels z, w(z) = 0;

for all neighbourhood labels a, w(a) = 1;

w(P)=w(l)=1;

w(Ao B) =w(A) +w(B) + 1 for o conjunction, disjunction or implication;
w(A|B) = w(A) + w(B) + 2;

w(A > B) = w(A) + w(B) + 3.

The definition of substitution of labels given in [69] can be extended in an obvious way
to the relational atoms and labelled formulas of G3CL*. According to this definition
we have, for example, (a IF7 A)[b/a] = bIF> A, and (x Ik, B|A)[y/z] = y IF, BJA. The
calculus is routinely shown to enjoy the property of height preserving substitution both
of world and neighbourhood labels:
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Proposition 3.4.1.

(i) IF"T = A, then F" T'ly/z] = Aly/z];
(ii) " T = A, then " T'[b/a] = A[b/al.

Proof. By induction on the height of the derivation. If it is 0, then I' = A is an initial
sequent or a conclusion of 1. The same then holds for I'ly/z] = Aly/z] and for
I'[b/a) = A[b/a). If the derivation has height n > 0, we consider the last rule applied. If
I" = A has been derived by a rule without variable conditions, we apply the inductive
hypothesis and then the rule. Rules with variable conditions require some care in case
the substituted variable coincides with the fresh variable in the premiss. This is the case
for the rules RIFY, LIF2, L|, R>, 0, N, T, U; and U,. So, if I' = A has been derived
by any of these rules, we apply the inductive hypothesis twice to the premiss: the first
application replaces the fresh variable with another fresh variable different from the one
we want to substitute, and the second occurrence applies the substitution. O

Lemma 3.4.2. The following sequents are derivable in G3CL*.

1.alFP AT =AalF? A

2. alF" AT = AalF" A
3.zl A|IB,T = A,z I+, A|B
4. z: AT=Ax: A

Proof. The four cases are proved by mutual induction, measuring the weight of labelled
formulas. The idea is to apply the left and right rule which correspondingly treat the
two identical formula occurrences, until two identical formula occurrences of a smaller
weight are reached. All cases are straightforward; by means of example, we show the
case 1 and case 4, subcase x : A > B. For the former, we have:

rca,z: AT=AalF? Az:A

rc€a,z: AT =AalF?A
alFFAT=AalF? A

RIF
L IF3

Since w(z : A) < w(a IF7 A), the upper sequent is derivable by inductive hypothesis.
For the latter, we proceed similarly by application of the right and left rule:

(1) (2)
a€ N(z),alF? Ax: A> BT = Axl, AB
z:A>BT'=Ax:A>B

L>

where (1) is sequent @ € N(z),a > A,z : A> B,T = A,z IF, A|B,alF° A and (2) is
sequent z -, A|B,a € N(z),a-> A,z : A> B,I' = A,z |-, A|B. Both are derivable
by inductive hypothesis, since w(a IF> A) < w(z : A > B) and w(x -, A|B) < w(x :
A> B). O

For the following lemmas and theorem, let F be either a relational atom or a labelled for-
mula. These lemmas establish admissibility of weakening, invertibility and admissibility
of contraction, needed to prove admissibility of cut.

Lemma 3.4.3. The rules of weakening are height-preserving admissible in G3CL*:

I'= A I'=A

Froa Ve FZAF

Wkgr

Proof. The proof amounts to show that if H* T"' = A, then F* F.T = A and F* T =
A, F. The proof is by induction on the height of the derivation and it is straightforward
by inductive hypothesis. O
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Lemma 3.4.4. All the rules of G3CL™* are height-preserving invertible.

Proof. Invertibility of the rules means that, given any rule (R), if the conclusion of
(R) is derivable with derivation height n, its premiss(es) are derivable with at most
the same derivation height. The proof proceeds by straightforward induction on the
height of the derivation. We show only a couple of cases. Suppose (R) = RIF3, and
Frxz € a,I' = A,alF? A. By weakening, F" = € a,I' = A,a -7 A,z : A. Invertibility
of all the rules for the extensions is ensured by weakening.

Suppose (R) = LIF3, and F" a IF? A,T = A. In case n = 0, the sequent is an initial
sequent; then, also F" =z € a,x : A,I' = A is an initial sequent. If n > 0, the sequent
has been derived by some rule. If the rule is L IF?, then F"~' 2 € a,2 : A,T = A and
we are done. If the sequent has been derived by some other rule, apply the inductive
hypothesis to the premiss and the rule again to obtain " z € a,x : A,T" = A. O

Lemma 3.4.5. The rules of contraction are height-preserving admissible in G3CL*.

F,FT=A = AFF

FToA oA F CiR

Proof. The proof is by simultaneous induction on the height of the derivation. Suppose
F* F,F,I' = A; then we have to show that F* F,T' = A, for F any formula of the
language. If n = 0, the sequent F, F,I' = A is an initial sequent; thus, also F,T" = A
is an initial sequent. If n > 0, we look at the last rule (R) applied. If F is not principal
in the rule, it suffices to apply the inductive hypothesis to the premiss of (R) and then
(R). If F is the principal formula of (R) (or: was introduced by R) we distinguish two
subcases.

a) The last rule is one in which the principal formulas appear also in the premiss
(such as LIFY, RIF?, L >, R|, or one of the rules for the extensions). In these
cases we apply the inductive hypothesis to the premiss(es) and then the rule. For
instance, if the last rule use to derive the premiss of contraction is R| we have:

a€ N(z),I'= A,z lF, A|B,z Ik, A|B,alF? A

a€ N(x),I' = Az, AlB,z Ik, A|B,alF¥ A — B R
a€ N(z), T = Az, A|B,x I+, A|B

By inductive hypothesis applied to the premiss, of smaller height, we get a €
N(z),I = A,z -, A|B,a > Aand a € N(2),I' = A,z Ik, A|B,alF¥ A — B
and thus by a step of R| we obtain a € N(x),I' = A,z Ik, A|B, with the same
derivation height of the contraction premiss.

b) The last rule is one in which the active formulas are proper subformulas of the
principal formula and possibly relational atoms (such as the rules for A, V, —,
RIFY, LIF3, R >, L|). In all such cases, we apply invertibility to the premiss(es) of
the rule so that we have a duplication of formulas at a smaller derivation height,
then apply the inductive hypothesis (as many times as needed) and finally the rule
in question. For instance, suppose the last rule applied is R >, to a derivation of
n height. We have:

a€ N(z),alF? AT = A,xlF, A|B,z: A>B
I'sAx:A>B,x:A>B

Using height-preserving invertibility of R > we obtain from the premiss a derivation
of height n — 1 of

a€ N(z),a € N(z),alF? A,alF? AT = Az, A|B,z -, A|B.
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By inductive hypothesis we get a derivation of the height n — 1 of a € N(z), a I
AT = A,z Ik, A|B and application of R > gives a derivation of height n of

I'=sAx:A>B. O
Theorem 3.4.6 (Cut-admissibility). The rule of cut is admissible in G3CL*.
I'=s AF F. IV = A
T, = A A cut

Proof. The proof is by primary induction on the weight of the cut formula and on
secondary induction on the sum of heights of the derivations of the premisses of cutﬂ
We distinguish cases according to the rules applied to derive the premisses:

a) At least one of the premisses of cut is an initial sequent;

b) The cut formula is not the principal formula in the derivation of at least one
premiss;

¢) The cut formula is the principal formula of both derivations of the premisses.

Case a) Suppose the leftmost premiss I' = A, F is an initial sequent. If F =z : p and
x : p occurs in I', the situation is the following:

(1) (2)
z:p,I'=Azxz:p z:pT' = A
z:p, I\ TV = A A

cut

In this case, the conclusion of cut can be obtained by weakening from (2). If the sequent
is an initial sequent in virtue of some formulas x : P occurring in I' and A, also sequent
I,TV = A, A’ is an initial sequent. If the rightmost premiss is an initial sequent, the
same holds. If 7 = x : L, x : L is the cut formula and the left premiss is not an
instance of init, it has been derived by some rule R. If R is 1|, then = : 1 occurs in
the conclusion of cut. Since it occurs also in the conclusion of L, the occurrence of cut
can be eliminated. If the left premiss has been derived by a rule R different from 1|,
we permute the cut upwards on the left premiss.

Case b) Suppose the cut formula is not principal in the last rule applied to the left
premiss of cut.

(1)

oA F (2)
I'=sAF F.T'= A .
T 1T = A A cu

The cut is eliminated as follows, where the application of the inductive hypothesis is
justified by a smaller derivation height.

(1) (2)
= A*F F,I'=A
T, I" = A", A
IL,T'= A A

cut

Some special care is needed in case of Repl; and Repl,. Suppose the right premises of
cut is derived by Reply:

(2)
) ye{rha:py:pl'= A
'=Azxz:p yei{z}t,z:p, IV = A
y e {z}, T, T = A A’

Repl1

cut

8Refer to [74] for the general methodology of proving cut-admissibility in labelled systems.
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Since p is an atomic formula, there are three possible cases to consider, according to how
(1) has been derived. If (1) is an initial sequent and z : p occurs in T, the conclusion
can be obtained applying multiple weakening to the right premiss of cut.

ye{zt,z:p, TV = A
ye{zt,z:p, T T, = A A

Wk

The same holds if (1) is an initial sequent or x : L occurs in I'. If (1) is not an initial
sequent, it must have been derived by some rule, and x : p cannot be the principal
formula of the rule, since p is atomic. Thus, by inductive hypothesis we apply cut to
the premiss of (1) and the right premiss of the original cut occurrence, which have a
smaller sum of heights. The case in which the right premiss of cut is derived by Repl; is
symmetrical.
Case c) Propositional cases are immediate; refer to [(4, Theorem 3.2.3] for details.
The rules for extensions of G3CL are not involved in this case: relational atoms occur
only in the antecedent of sequents, and the rules do not modify the rest of the sequent.
Similarly, the cases of Repl; and Repl, do not obtain, since the rules adds formulas only
in the antecedent.
F=al-? A:
(1) @)
re€al=Ax: A . yeay: AT = A
rea,l =Aal-? A | alF? AT = A’
zeal IV=A AN

LI-3
cut

The cut is eliminated by means of the following permutation, where the upper applica-
tion of cut is performed on formulas of smaller weight, and the lower is performed on
formulas of smaller height.

(1) (2)ly/x]

r€a,l'=>Ax:A zeax: AT = A
ceal.T'.I' > A AN a2 A U AT = A
z€a,x€al, TV T = A A A
z€a TV = A A

cut

Ctr

F =zl A|B:

) ® . ®)
ceN(z),cCa,l'= Az, AB xlkq A|B, T = A/
c€ N(x),cCa,I, TV = A A

L|

cut

Where (1) = ¢ € N(x),c C a,T = A,z |-, A|B,cIF> A; (2) = c € N(2),¢ C a,T =
Az lF, A|B,clFY A — Band (3) =d € N(z),d Ca,dIF> A, dIFY A= B, I" = A
First, we apply cut on premisses of R|. These applications of Cut have sum of height of
the premisses smaller than the original occurrence of Cut:

(1) 2l AIB,T' = A/
c
Dy = ce€N(@),cCal,T=AAN clF= A

ut

(2) zlk, A|B, TV = A’
c
Dy, = ceN(z),cCa,,T"=AAN clF" A B

ut
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Then we apply two further cuts, on formulas of a smaller derivation weight.
(3)[d/c]
Dy c€ N(z),cCa,cl= A, clF' A= BT = A/
Dy ce Nx)2,cCa®,T,T? = AA? clF" A— B
ce€N(z)?,cCa® T2 T3 = A2 A3
c€ N(z),cCa,I\ TV = AJA

cut

cut

Ctr

F=x:A>B:
(1) (2) (3)
be N(z),bIF} AT = A,z lF, AB . = AalF3 A zlq A|B,a € N(z),z: A> B, T" = A’
I=Az A>B > a€N(@),z:A> BT = A
a € N(z), [, T/ = A A/

L>

cut

We first apply cut on the premisses of L >. Both applications have a smaller sum of
height of the premisses with respect to the original application of cut:

(2)
I'=A2z:A>B ac€N(),r:A>BTI' = A al? A

cut

D, = a € N(z),I,)TI" = A A’
(3)
'=Az:A>B zl, A|B,a€ N(z),z: A> BT = A’
Dy = a€ N(z), I, TV = A A cut

We combine the above with two occurrences of cut, on formulas of lesser weight than
the original cut formula.

(1)[b/a]
D beN@.bH AT = Az, AB
aeN@)ALTAT = A A o ke AIB 0 Dy
a € N(z)3, T3 "% = A3 A2
a € N(z), I, IV = A A

cut

Ctr

O

The axioms and inference rules of PCIL and its extensions can be derived or proved to
be admissible in the calculi G3CL*. To prove admissibility of modus ponens we need
admissibility of cut.

Theorem 3.4.7. If a formula A is valid in PCL or in one of its extensions, then there
is a derivation of = x : A in the calculus G3CL* for the corresponding logic.

Proof. Refer to Appendix [3.A] at the end of this chapter. O

We conclude by proving admissibility of rules Repl; and Repl; in their generalized form.
This lemma will be used in Section to prove completeness of the calculi.

Lemma 3.4.8. Rules Repl; and Repl, generalized to all formulas of the language are
admissible in G3CL*.

Proof. Admissibility of the two rules is proven simultaneously, by induction on the
weight of formulas. We only show the proof admissibility for Repl; (the other rule is
symmetric). Since contraction and cut are admissible in G3CL* (and their admissibility
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is independent of this result) it is sufficient to show that the sequent y € {z}, A(z) =
A(y) is derivable. Once we have derivability of this sequent, the conclusion of Repl; can
be derived from its premiss applying cut and contraction.

We proceed by induction on the weight of formula A(z); there are several cases to
consider.

1. A(z) =z : F, A(y) =y : F, where F is a propositional formula. We consider the
case A(x)=z:B—=C,Aly)=y: B — C.
v \
ye{zhz:B,y:B=y:C,z: B ye{z}t,y:B,x:C,y:C=y:C,z: B
Repla Reply
ye{ztb,y: B=y:C,z: B ye{zt,y:Bz: C=y:C
ye{zh,z:B—>C,y:B=y:C
ye{z},z:B—>C=y:B—C

L—

R —

In this case we need Reply, applied to formulas of smaller weight, and the two
premisses are derivable by Lemma [3.4.21

2. A(z) ==z lk, B|C, A(y) =y Ik, B|C.
0 ©) y
c€ N(y),c€ N(x),cCa,cl-= B,cl-" B— C,y € {z} = yl-, B|C

3 ® Reply
c€ N(z),cCa,clt? B,clF" B = C,y € {a} = y Ik, B|C
y € {a}, 21k, BIC = yIFq BIC

L|

Where (1) = ¢ € N(y),c € N(z),c C a,clF> B,cIF" B — C,y € {2} = y Ik,
B|C,cIFF A and (2) = ¢ € N(y),c € N(z),c C a,cIF> B,cIF¥ B — C,y €
{z} = y IF, B|C,c IF¥Y B — C. Rule Repl; is applied to the atomic formula
¢ € N(z), which has smaller weight than A(x). The lower premiss is derivable by
Lemma 342 the upper one by steps of L IF7, LIFY, L C, and Lemma

3. Alx)=x:B>C,A(ly)=y:B>C.

zl-, B|C,a € N(z),a € N(y),a > B,y € {z},z: B> C = yl-, B|C -
a € N(x),a € N(y),alF° B,y € {z},2: B> C =y, B|C
a€ N(y),alF> B,y e {z},x: B>C =yl B|C n
ye{z},z:B>C=y:B>C

Repla

>

In this case we apply Reply to formula a € N(y), of smaller weight. The leftmost
premiss is the sequent a € N(z),a € N(y),a IF° B,y € {z},z: B> C =y Ik,
B|C,a -2 A, derivable by Case 1. O

With Gentzen calculi for classical propositional logic, admissibility of cut ensures the
subformula property and its immediate consequences, such as consistency of the calcu-
lus, which follows from the underivability of the empty sequent. For the labelled calculi
G3CL* the formulation of the subformula property needs to be modified. Taken liter-
ally, the subformula property would impose that any sequent occurring in a derivation
of a given sequent I' = A contains only formulas which are subformulas of the formulas
in I' = A. However, the decomposition of a formula such as A > B may introduce a
formula A|B, and this latter might introduce A — B. Neither A|B nor A — B are,
strictly speaking, subformulas of A > B and A|B respectively. However, according to
Definition [3.:2.1] these formulas have a smaller weight with respect to conditional for-
mulas: in this sense, they are less complex, and can be considered as “generated” from
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a conditional formula. Then, we have to consider the labels: There are rules that may
introduce arbitrary labels when read bottom-up. However, it can be proved that such
rules can be restricted to a rule that operates on labels already in the conclusion thereby
justifying the fact that in a G3CDL derivation all labels are either eigenvariables in
rules with freshness condition, or labels already in the conclusion.

Thus, we can conclude that G3CL* is analytic and has the subformula property,
once the notion of subformula has been extended to account for the cases described
above.

3.5 Termination

The calculi G3CL* are not terminating by themselves: several cases of looping might
occur in root-first proof search. However, it is possible to define a strategy under which
proof search terminates. This is done by introducing the notion of saturated sequent, that
is, a sequent to which all the applicable rules have been applied. Then, the proof search
strategy defines an order in the application of the rules and prevents the application of
any rules to a saturated sequent.

In this section we specify the proof search strategy and prove termination for cal-
culi G3CL, G3CLYN, G3CLT, G3CLW and G3CLC. Termination for G3CL was
already proved in [75]; we uniformly extend the proof to the aforementioned systemsﬂ
Termination for calculi with nesting and local absoluteness will be dealt with in the
following sections. We do not prove termination for systems with local uniformity: the
proof would require a more refined strategy, to deal with loops generated by the rules for
uniformity. Moreover, logics with uniformity are known to be of the highest complexity
in the family of Lewis’ logics and the labelled calculus is not optimal - thus, the bound
on the maximal number of labelled formulas that can be generated would be even higher
than the (high) bound for logics without uniformity [28].

We start by reporting some examples of loops which might occur in naive root-first proof
search in G3CL and G3CLN.

Example 3.5.1. Loop generated by repeated applications of rule L IFY to the same
formula:

LIHY

ze€a,z:Az:Cux:Call”C;T=A v

zeax:Az:Call' CT=A
z€a,z:Aall’ O = A
alF? AalFY O T = A

-

v

By height-preserving admissibility of contraction, we can contract the duplicated formu-
las in the upper sequent into one formula - and transform the derivation into a derivation
in which no duplicated formulas occur. This and similar cases of loop can be resolved
by imposing restrictions on bottom-up application of the rules.

9We actually prove completeness for a slightly different - and equivalent - version of the calculus.
The reason for this will be clear in a few pages.
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Remark 3.5.1. Loop generated by applications of rule N followed by rule O:

z€bbe N(z),y Gla,aGN(:c),FéA
be N(z),y €a,a € N(z),'= A
y€a,a€ N(z),I' = A
a€ N(x),T=A
'sA

The side conditions of rule 0 block the loop: rule 0 is not applicable in case there is
already a w € a belonging to the derivation, and is applicable only if there is at least
one formula a IF= A or a IF¥ A occurring in I' U A. This ensures that the rule is not
applied to “meaningless” formulas b € N(y) which could be introduced by N but are
not subsequently used in the derivation.

Example 3.5.2. Loop generated by repeated applications of L > and L| to the same
conditional formula (we show only the left premiss of L >):

d e N(z),d Cc,dIF? P,d\P’P; Q...t:P>Q =zl PR
o P|Q,c € N(x),c Ca,clF? PclF¥' P— Q,a€ N(z),al-? P,z: P >Q =z, PR
ceN(z),cCa,clF PclF' P = Q,ac N(z),alF? Px: P>Q =z, P|R Lc
o P|R,a € N(z),alF? P,x: P> Q =z Ik, P|R -
a€ N(z),alF” Pa:P>Q =z, P|IR
r:P>Q=2x:P>R

This loop is generated by the interplay between world and neighbourhood labels; it can
be blocked by specifying saturation conditions on the rules (refer to Remark [3.5.2)).

Example 3.5.3. Loop generated by repeated applications of rules L > and L| to two
different conditional formulas.

deN(@),dCbdF AdF A= B,cCh,...t:A>B,z:C>D= A )
z Iy C|D,c € N(z),c Cb,clF? CclFY C — D,be N(z),bCa,blFF AbIFY A= Bx:A>B,x:C>D=A L
c€N(2),cCbcl? CiclF" C— Db N(),bCa,blFF AbIFY A= B,z:A>B,a:C>D=A 1
x Ik C|D,b € N(2),bC a, bl AbIFY A— Bx:A>B,x:C>D= A
beN(z),bCa,bl-? A bW A— Bx:A>B,x:C>D= A L
zlkq A|B,x:A>B,x:C>D=A
a€N(z),z:A>B,z:C>D=A >

>

Differently from the former case, the saturation conditions on the rules are not enough
to stop this case of loop. It is thus necessary to slightly modify the rules of G3CL
[75]. We shall see in the proof of Lemma how the modified version of the calculus
prevents the loop.

Definition 3.5.1. We modify rule L > of G3CL into rule L >’ and introduce rule MonV
in the sequent calculus.
a€N(z),z:A>BT=AalF? A al? Ajzlk, A|B,a € N(z),z: A> B, T = A
a€N(z),z:A>B,I'=A

/

L>

bCablF" AjalFY AT = A
bCa,alF" AT =A

MonV
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With respect to rule L >, in rule L >" the formula expressing the existential forcing of
the antecedent of the conditional (here a IF= A) is added to the rightmost premiss.

Lemma 3.5.1. Rule MonV is admissible in G3CL.
Proof. Immediate, by induction on the height of derivations. O
Lemma 3.5.2. Rules L > and L >’ are equivalent.

Proof. To prove that L >" implies L > apply weakening to the right premiss of L > and
then apply L >’ to obtain the conclusion of L >. To prove that L > implies L >’ we need
cut, applied to the premisses of L >’. Let (1) be leftmost premiss of L >', i.e., sequent
a € N(z),z: A > B,T' = A,a -7 A, and (2) the rightmost premiss, i.e., sequent
alF? Az k., A|B,a € N(z),z: A > B,I' = A. The conclusion of L >’ is derived as
follows:

(1)
Wk
rl, A|B,a € N(z),z: A> BT = Aal= A (2)

(1) zlky A|B,a € N(z),z: A>B,T'= A
aeN(),r:A>BT=A

cut

L>

O

Next we define the notion of saturated sequent and a proof search strategy ensuring
termination for the calculi.

Definition 3.5.2. Given a derivation in G3CL, G3CLN, G3CL™T, G3CLW or G3CLC®,
let B =.Sp,S51,... be a derivation branch, with S; sequent I'; = A;, fori =1,2,... and
So sequent = x : Ag. Let | T'y/ | Ag denote the union of the antecedents/succedents
occurring in the branch from Sy up to Sk.

We say that a sequent I' = A satisfies the saturation condition w.r.t. a rule R
if, whenever I' = A contains the principal formulas in the conclusion of R, then it
also contains the formulas introduced by one of the premisses of R. The saturation
conditions are detailed below. Furthermore, I' = A is saturated if there is no formula
x : p occurring in I' N A, there is no formula x : 1 occurring in I' and T' = A satisfies
all saturation conditions listed below.

LA) If x : AA B occurs in | I, then # : A and x : B occur in | I';

RA) If  : AA B occurs in | A, then either z : A or z : B occur in | A occurs in | A;

LV) If x : AV B occurs in | T, then either x : A or z : B occur in | T}

RV)If x: AV B occurs in | A, then x : A and z : B occur in | A;

L—)Ifz: A— B occurs in | I, then either z : B occurs in | I" or  : A occurs in
LA;

(R—=)Ifz:A— Boccursin A, then z : A occurs in | " and z : B occurs in | A;

(Ref) If @ occurs in TU A, A then a C a is in IH

(Tr)IfaCband b C carein I', then a C ¢ is in I

(LOIfrcaandaCbarein T, then v € bisin T

(LIF"YIfz € a and alF¥ A are in T, then z : A isin | I

(

(

(

(

(
(
(
(
(

)
RIF') If alF¥ Aisin | A, then for some x thereis z € a in T and z: A in | A;
LIFF) If alF? Aisin | T, then for some x there is x € a in I' and z : A is in | T;
RIF)Ifr€aisinland alF¥ Aisin A, then z: Aisin | A;
MonV) If b C a and a IF¥ A are in T, then b |- A is in T}

101n this case we do not need to specify | I': once introduced, world and neighbourhood labels do not
disappear (bottom-up) from the derivation, and can be found in the upper sequent. The same holds
for relational atoms.
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(R>)Ifz:A> Bisin | A, then for some a, a € N(z) isin T, a - Aisin | T and
x kg B|Aisin A;

(L>)Ifa € N(x) and z: A > B are in I, then either a I-> Aisin | A or a -7 A and
x|k, B|A are in | T}

(R|) If c € N(x) and ¢ C @ are in I" and z I, B|A is in A, then either ¢ IF7 A is in A
orclFY A— Bisin | A;

(L|) If Ik, B|Aisin | T, then for some ¢, c € N(z) and ¢ C a are in T, ¢ IF> A is in
|TandclFY A — BisinT.

(0) If a € N(x) occurs in I' and some a IF? A or aIFY A occurs in [ TU | A then y € a
occurs in I', for some a;

(N) If © occurs in | T'U | A then for some a, a € N(x) occurs in T

(T) If 2 occurs in | TU | A, there is an a such that a € N(z) and = € a are in T

(W) If a € N(z) occurs in T' then x € a occurs in T

(C) If a € N(x) occurs in T, both {z} € N(z) and {z} C a occur in T

(Single) If {x} € N(z) occurs in T, then x € {2} occurs in T}

(Reply) If y € {«} occurs in T', and if some formula At(z) occurs in I', then At(y) occurs
in I

(Reply) If y € {«} occurs in T', and if some formula At(y) occurs in T', then At(x) occurs
in T

Definition 3.5.3. When constructing root-first a derivation tree for a sequent = x¢ : A,
apply the following proof search strategy:

(i) Rule R > is applied before L >;

(ii) Rule 0 is applied after all the other rules.

(iii) Rule T is applied as the first one to each world label z.

(iv) Rules which do not introduce a new label (static rules) are applied before the rules
which do introduce new labels (dynamic rules), with the exception of 0 and T;

(v) A rule R cannot be applied to I'; = A; if the sequent satisfies the saturation
condition associated to (R).

Remark 3.5.2. The case of loop from Example is stopped with the saturation
condition for L|. This condition blocks the application of the uppermost occurrence of
L|: if 2 IF, A|B occurs in | T, then ¢ C b, ¢cIF? A and ¢ IF¥ A — B are already in | T,
for a label ¢ that is b itself. But the saturation condition is not enough to block the loop
of of Example Application of rule L| to formula Ik, C|D cannot be stopped: in
the branch there is no d C b such that b1F3 C and bIFY C — D.

In order to show that the calculi are terminating under the proof-search strategy we
reason as follows. We have to show that every branch of a derivation tree whose root
is sequent = x : Ay is finite. Since labels can be attached only to subformulas of the
initial formula Ag, and since these subformulas are finitely many, it is sufficient to prove
that that the labels for worlds and for neighbourhoods occurring in the derivation are
finitely many. In order to prove this fact, we construct an acyclic graph with all the
labels which may occur in a branch of the derivation (Definition [3.5.4). Then, to prove
that the graph is finite, we need to prove the following facts:

1) Every node of the graph has a finite number of immediate successors (Lemma

3.5.4);
2) Every branch of the graph has a finite length (Lemma [3.5.5)).

Definition 3.5.4. Given a derivation branch as in Definition let a, b be neigh-
bourhood labels and x, y world labels occurring in | I'y,. We define:

o k(x) = min{t |z occurs in T'y};
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e k(a) = min{t| a occurs in Ty };

e = —4 a, “x generates a”if for some ¢t < k and k(a) =t, a € N(x) occurs in I'y;
o b—, y, “bgenerates y”if for some ¢ < k and k(y) = ¢, y € b occurs in I'y;

o xw—>yifforsomea7x—>gaanda—>gyandx7éy.

Given a branch B as in Definition and a world label z, we define Neigh(x) =
{a |  —4 a} as the set of neighbourhood labels generated by x, and World(x) =

{y | 2™ y} as the set of world labels generated by z.

Intuitively, the relation z —, a holds between z and a if @ € N(x) is introduced at some
stage in the derivation (thus, with an application of R > or L|); similarly, the relation
b —4 y holds between b and y if y € b is introduced in the derivation (thus, applying
either RIF” or L IF7). Observe that neighbourhood labels are not explicitly considered
in the tree, which is generated by the relation = between world labels. However, to
generate a new world label one needs first to generate a neighbourhood label; thus, also
neighbourhood labels are “counted” in this definition.

Definition 3.5.5. The conditional degree of a formula A corresponds to the level of
nesting of the conditional operator in A and is defined as follows:

e d(p) =d(L) =0 for p atomic;
e d(C o D) =max(d(C),d(D)) for o € {A,V,—};
e d(C > D) =maz(d(C),d(D)) + 1.

Lemma 3.5.3. Given a derivation branch as in Definition [3.5.2] the following hold:

(a) The relation % does not contain any cycles and forms a graph displaying at the
root the world label z;
(b) All labels occurring in a derivation branch also occur in the associated graph; that

is, letting 2 > y be the transitive closure of =, if uw occurs in | I', then 2o = w.

Proof. (a) immediately follows from the definition of relation % and from the sequent
calculus rules. As for (b), it is easily proved by induction on k(u) < k. If k(u) = 0, then
u = xg and (b) trivially holds. If k(u) =t > 0, u does not occur in I';_; and u occurs
in T';. This means that there exist a v and a b such that b € N(v) occurs in I';_; and
u € b occurs in T'y; thus, k(v) < k(u). By inductive hypothesis, zo =5 v; since v % u,
also zg % u holds. O

Lemma 3.5.4. Given a branch B as in Definition [3.5.2] and a world label x, the size of
Neigh(x) and World(x) is finite, more precisely: |Neigh(x)| = O(n - n!) and |World(z)| =
O(n? - n!), where n = d(Ap).

Proof. We first prove that |[Neigh(z)| = O(n - n!). By definition, a neighbourhood label
a can be generated from a world label x if there exists a ¢ such that a does not occur in
T for all s < ¢t and a € N(z) occurs in I';. This means that label a has been introduced
in the derivation either by some rule for semantic conditions, by R > or by L|.

In the case of rules for semantic conditions, a neighbourhood label can be introduced
either by N, T or C (in this latter case, the neighbourhood will be {x}). However, for the
saturation condition, these rules introduce at most one formula a € N(x) or {z} € N(z)
for a certain label . Thus, given a label x, we count 3 new neighbourhood labels which
could be introduced by application of these ruleﬂ

1 Observe that the rules of replacement do not introduce new neighbourhood labels; however, they
might introduce new links between the nodes of the graph. Rules of replacement are the reason why
the structure associated to the labels occurring in a derivation is an acyclic graph and not a tree.
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In case formula a € N(x) is generated by R >, the rule must have been applied to
some formula x : C' > D occurring in | A;. The number of such formulas is finite: it
is O(n). Moreover, since formula x : C > D disappears from the premiss(es), we have
that at most O(n) neighbourhood labels are introduced.

In case formula a € N(z) is generated by L|, the situation is more complex. Rule
L| may interact with rule L >’, as shown to Example m and generating a
large number of new neighbourhood labels. We shall prove that, under the proof-search
strategy, this number if finite.

As seen in Remark the problematic case is the one in which L >’ and L| are
applied to multiple >-formulas in the succedent. Thus, suppose there are k formulas
x: Fy > Fy,..,x: Ey > Fy occurring in I'y (Figure should help keeping track of
the formulas). For a given b € N(z) occurring in I'y we introduce at most k formulas
x by Ei|Fy,...,x by Egx|Fy, by k applications of L >’. Now, rule L| can be applied
to each of these formulas generating k new neighbourhoods, by € N(z),...,bx € N(z),
such that by C b,...,br € b. The rule also introduces in the derivation the formulas
by IF3 Ey,...,b IF? Ej and by IFY By — Fy,....b, FY E, — F,. We now apply L >’
to each by, ..., b, generating k - k new formulas x by, Eq|Fy, ...,z Iy, Eg|Fi, ..oz Ik,
Eq|Fy, ...,z Iy, Eg|Fy. Following the strategy, we apply the static rule Ref & times,
obtaining b; C by, ...,bx C bk, and then apply the dynamic rule L|. In principle, we
could generate k- k new neighbourhood labels; but the strategy prevents the application
of L| to k formulas. In fact, for each x IFy, Eq|Fy,...,x by, Eg|Fg, for i < k, L| cannot be
applied to formula x Ik, E;|F;. Suppose for instance that ¢ = 1. In this case, we have
k formulas x by, F1|Fy, 2 by, Eo|Fs, ..., x by, Eg|F) to which L| could be applied; but
the saturation condition for L| blocks the application of the rule to formula x Ik, E1|Fy,
since in the sequent there occur also formulas by C by, by IF? Ey and by FY E; — Fy, and
the saturation condition associated to L| is satisfied. Thus, at this stage we generate
only k(k — 1) new neighbourhood labels, namely c3,...,ci C by,...,c¥,...,ck C by, for
h = k — 1, along with the formulas c} I3 E, ...,c,lf I3 E, ...,c’f I3 B, ...,cﬁ IF3 E}, and
3 IFY By = Fy,oyci B B — Fiy ooy ¥ WY By — Fy, o cf IFY By — F,.

We now apply rule L >’ to all the new labels, generating k - k(k — 1) new formulas
X |Fc% E1|F1, ooy ‘Fcé Ek‘Flm ceey X ‘Fci El‘Fl, ey |FC)1C ey X |Fcllc E1|F1, ooy L ‘Fci
E|Fy,...x ke Er|Fy, .., @ k. Now the modified rule L >’ becomes relevant: the rule
introduces also ¢y -2 By, ...,cd R Ey,...ch IFF By, oo.cb B B ...V IF2 By, c P
Ek,...cﬁ ”_H El,...cﬁ H—a Ek.

Now, before applying rule L| we apply two static rules: Ref and MonV. Thanks to
these two rules, we are able to limit applications of L|: the number of new neighbourhood
labels produced is k(k — 1)(k — 2). For instance, let us consider neighbourhood label
c. The application of L >" introduces z IFey E\|Fy,z -1 Es|Fy, ..z Ik E|Fk, and
¢ IF7 By, ..., ¢5 -2 By As before, the application of L| to z I Ea|Fy is blocked, since
formulas ¢} IF° E; and ¢} IFY Ey — Fy were introduced by the previous application of
L >" and by Ref we have that ¢i C ¢i. Then, the application of MonV to ¢3 C b and
by FY By —» Iy (which was introduced some steps ago) yields c% IFY F; — Fy. This
formula, along with ¢} -7 E; and ¢} C ¢3, blocks the application of L| to z I, Ey|Fy.

Thus, for a label ¢}, two application of L| are blocked. If we continue to apply L >, the
next application of L| will yield k(k — 1)(k — 2)(k — 3) new neighbourhood labels, and
SO on.

Basically, applications of L > to k >-formulas and h neighbourhood labels produce
k-h new formulas of the kind E|F, while applications of L| to the same formulas produce
a strictly decreasing number of neighbourhood labels: the first application produces k
labels, the second k(k — 1), the second k(k — 1)(k — 2) and so on.
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Thus, since the rules for semantic conditions and R > are applied before L > and L|,
and they produce at most O(n + 3) = O(n) neighbourhood labels, the total number of
neighbourhood labels that can be introduced from a world label is Neigh(z) = O(n - n!).

We now prove |World(x)| = O(n? - n!). By definition y € W (z) if and only if 2 = y,
i.e., if and only if for some neighbourhood label b it holds that x —4 b and b —, 3. Let
us consider b —4 y. By definition, this means that there exists ¢ < k such that y does
not occur in I'y for s <t and y € b occurs in 'y 1. There are several ways in which a
formula y € b can be introduced:

e y € b is introduced by L IF¥ applied to some b IF¥ C occurring in T';

e y € b is introduced by R IFY applied to some b IF¥ C' occurring in Ay;

e y € b is introduced by 0 applied to some b € N(z), for some b I-¥ C occurring in
I'; or bIF? C occurring in A,.

In all cases the rule can be applied only once to each formula b I-= C, b IFY C or b € N(x);
moreover, 0 is not applied if any of the other two rules can be applied. The number of
neighbourhood labels that can be introduced in the derivation linearly depends on the
number of formulas b1-> C, bIFY C that can be introduced.

Let us consider formulas b IF= C. There are two rules that introduce (bottom-up)
this formulas:

a) Rule R > applied to a formula x : D > C occurring in | Ag. In this case, the
rule can be applied only once to each formula x : D > C that occurs in the
consequent, generating exactly one new neighbourhood label. The number of
formulas z : D > C is O(n), and thus the number of formulas b -2 C that can be
introduced is O(n).

b) Rule L| applied to a formula x I, D|C occurring in | I'y. In turn, z Ik, D|C
has been introduced by L > applied to a formula = : D > C occurring in I'y. By
the saturation condition rule L > can be applied only once to each neighbourhood
b € N(x), producing one formula x I, D|C and one new world label. The number
of formulas = : D > C in | I'y is O(n); thus, the number of formulas b IF° C is
O(n).

As for b IFY C, these formulas can be introduced bottom-up by application of rule R| to
a formula z Ik, E|F occurring in | 'y, for b C ¢ also occurring in T'y. Again, formula
z Ik E|F is introduced by R > applied to some formula x : E > F occurring in | T.
Thus, the maximal number of formulas b I-¥ C that can be introduced is bounded by

O(n).

Thus, each b € Neigh(z) generates at most O(n) neighbourhood labels. We have shown
that |Neigh(z)| = O(n - n!). The number of world labels that can be generated from a
world label z is given by |World(z)| = O(n? - n!). O

Lemma 3.5.5. Every branch in the graph generated by relation = chain is finite; more
precisely, the length of any chain is O(n), where n = d(4y).

Proof. For any world label x occurring in the branch, let
d(z) = maz{d(C) | z: C €] TU] A}

By induction on d(z) we show that the length of an arbitrary chain from label z is
bounded by the degree of the formula it labels. In symbols, the length of a chain
beginning with z is < d(x).
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If d(z) = 0, the formulas labelled by z are all atomic formulas. Logical rules introduce
new world labels in the derivation, but they cannot be applied, since all formulas are
atomic. Rule 0 is the only non-logical rule that might introduce a new world label.
However, this rule cannot be applied. By the side conditions imposed on the rule, 0
could be applied only to a sequent

a€N(z),T=Aal-? A

with no w € a occurring in I'. Formula a IF7 A in the consequent might be introduced
either by L >’ (left premiss) applied to some x : A > B occurring in I' or by R| (left
premiss) applied to some formula x I, A|B in | A, in turn generated by R > applied
to x : A > B. In both cases we would have that z labels formulas of degree greater
than 0, against the hypothesis. Observe that rule 0 cannot be applied to a sequent
a € N(z),a IF¥ A,T = A: the only way in which such a sequent can be generated is
by application of rule L| to some formula z I, E|F, for A = E — F. However, L| also
introduces in the antecedent rule a IF? E; by the proof-search strategy, rule L I3 has to
be applied to this latter formula before rule 0, and afterwards rule 0 cannot be applied.
Thus, for d(z) = 0, all chains starting from x have length 0.

If d(x) > 0, there must be some x : C > D occurring in | TU | A, and there will be
at least one chain of length greater than 0 in the graph. Take one of these chains: it will
contain a label y as immediate successor of x, and such that a € N(z) and y € a both
occur in | I'U | A (this means that label y has been introduced by some combinations
of L>"or R>, L|or R| and 0, RIF or L IF2).

Observe that, in this case, y can occur only as label of formulas which have a smaller
degree than C' > D. More precisely, for any C > D such that = : C' > D occurs in
}TU | A, with d(C > D) < d(z), and for all formulas a IF¥ G or a IF? G occurring in
JTU ] A, with G = C or G = C — D, it holds that d(G) < d(z). Thus, all formulas
y : E occurring in | TU | A may only be subformulas of a formula G such that a IF¥ G
or a IF¥ G, with G = Cor G = C — D arein | TU | A (i.e. the world label y
have been generated from x by combinations of rules R > or L|, L > or R|, and L IF= or
RIFY). The same holds in case the label 3 has been generated by 0: it might label only
subformulas of some conditional formulas. It holds that d(y) < d(z), and more precisely
d(xz) = d(y)+1. By inductive hypothesis all chains beginning with y have length < d(y).
The chain beginning with « has length < (d(y) + 1) < ((d(z) — 1) + 1) = d(x). O

Theorem 3.5.6 (Termination). Proof search built in accordance with the strategy for
a sequent of the form = z( : Ay always comes to an end after a finite number of steps,
and each sequent that occurs as a leaf of the derivation tree is either an initial sequent
or a saturated sequent.

Proof. If the branch contains an initial sequent, this sequent is the last one and the
branch is finite. If the branch does not contain an initial sequent, any label occurring in
the consequent of the sequent also occurs in the antecedent (with the possible exception
of the initial label zy : A). Build an acyclic graph with the labels according to the
relation = as described above: since each node of the graph has a finite number of
immediate successors (Lemma since each chain of % is finite (Lemma7 the
graph is finite. As a consequence, also the proof search is finite, since there are only
finitely many subformulas of the initial formula A and each can be labelled only by
finitely many labels.

To prove the second part of the theorem, consider a branch I'g = Ao, ..., I, = A,.
As we have just proved, every branch of a derivation tree is finite. The leaf of the branch
will be the sequent I',, = A,,, and no rule is applicable to it; thus, trivially, the sequent
is either an initial sequent or it is saturated. O

78



3.6 Semantic completeness

Completeness for a system of sequent calculus can be proved either with respect to the
axiom system or with respect to the class of models for the logic. Theorem along
with Theorem [3.4.6| of cut-admissibility, proved completeness of the calculi G3CL* with
respect to the axioms of the corresponding logics. In this section we prove completeness
of the calculi G3CL, G3CLYN, G3CLT, G3CLWY and G3CLC with respect to the
corresponding classes of models. We refer to this theorem as semantic completeness.
The proof consists in showing that, if a formula is valid in a model, then it is derivable
in the sequent calculus. We prove the counterpositive statement: if a formula is not
derivable in the sequent calculus, then we can construct a countermodel for it. The
proof exploits in an essential way termination of the systems of sequent calculus. The
proof for G3CL was given in [7(5]; we show how it can be extended to other systems.

Theorem 3.6.1. Let I' = A be a saturated upper sequent in a derivation in G3CL,
G3CLYN, G3CLT, G3CLW or G3CLC. There exists a finite countermodel M that
satisfies all formulas in | I" and falsifies all formulas in | A.

Proof. We start by considering derivations in G3CL, G3CLN, G3CL™T and G3CLW.
The case of G3CL€® (preferential logic with centering) requires a different countermodel
construction, to account for neighbourhood {z}.

Since I' = A is saturated, it is the upper sequent of a branch B. We construct a model
M that satisfies all formulas in | I" and falsifies all formulas in | A. The countermodel
contains the semantic informations encoded in the sequents of the derivation branch.
Let

Ss={z|ce(ITULA)} Ng={alac(TULA)}

Then, we associate to each a € Ng a neighbourhood
aq ={y € Sg |y € a belongs to T'}

Thus, for each neighbourhood a, o, € Sg. We construct the neighbourhood model
Mp = (Wgp, Ng,[ |5) as follows.

o W5 =255
e For any © € Wi, Np(z) = {a, | a € N(x) belongs to | T}
e For p atomic, [p]g = {x € Wi | = : p belongs to | T}

We now show that Mg = (Wg, Ng, [ | 5) satisfies the property of non-emptiness for PCL
neighbourhood models: we have to verify that every o, € N(x) contains at least one
element. If a € N(z) occurs in the sequent, it must have been introduced either by R >
or L|. If the neighbourhood label has been introduced by R > or L|, by the saturation
conditions associated to both rules it holds that a IF? C occurs in | I'. Thus, by the
saturation condition (R I-7), formula y € a occurs in T.

Moreover, the model Mg satisfies the following property:

() If a C b belongs to T, then «, C oy

To verify (x), suppose y € «a,. This means that y € a belongs to I'; then, by the
saturation condition L C also y € b belongs to I'. By definition of the model we have
Yy € ap, and thus that a, C ap.

Moreover, the model Mg satisfies the properties of normality, total reflexivity and
weak centering.

Normality: To construct a countermodel for logics featuring only normality we need
to add a clause to the definition of oy, for Q@ =V, 3:
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e If a € N(x) occurs in T, and there are some formulas a IF? A in | TU | A,
aq ={y € Sg | y € a belongs to T'};
e If a € N(x) occurs in I', but no formulas a [F® A occur in | TU | A,
aq = {w | w not occurrs in T'}.

The model satisfies the condition of normality: according to the saturation condition
(N), for every = occurring in | I, there is a such that a € N(z) occurs in I'. By definition
of Mg, a, € Ng(z). Moreover, we have to verify that non-emptiness of the model holds
also for the neighbourhood «, introduced by the rule. If there are some formulas a IF¢ A
occurring in | TU | A, the saturation condition associated to either 0, L IF¥ or RIFY
ensures that there is at least one formula y € a in I'. If there are no such formulas, the
application of N is not relevant to the derivation; we introduce an arbitrary world to be
placed in the neighbourhood, as specified by the condition added to aE

Total reflexivity: According to the saturation condition (T), for every z occurring
in ] TUJ| A also a € N(x), z € a occur in I'. By definition of Mg, this means that
a, € N(z) and z € a4, and total reflexivity holds.

Weak centering: Suppose a, € N(z). We want to show that = € «,. By definition,
if ag € N(x) then a € N(z) occurs in I'. By the saturation condition associated to W,
it holds that also = € a occurs in I'; thus, by definition of the model x € a.

Next, define a realization (p,o) such that p(z) = = and o(a) = «, and prove the
following claims:

[Claim 1] If F is in | T, then Mp E F;
[Claim 2] If F is in | A, then Mg ¥ F;

where F denotes a labelled formula, i.e., Fis a € N(z), z €a,a C b, zIF’ A, x| A,
xlk, A|B, x : A, x : A > B. The two claims are proved by cases, by induction on the
weight of the formula F.

[a] If F is a formula of the form a € N(z), z € a or a C b, Claim 1 holds by definition
of Mg, and Claim 2 is empty. For the case of a C b, employ the fact () above.

[b] If A is a labelled atomic formula z : p, the claims hold by definition of the
model; by the saturation condition associated to init no inconsistencies arise. If A = 1,
the formula is not forced in any model and Claim 2 holds, while Claim 1 holds by the
saturation clause associated to 1. If A is a conjunction, disjunction or implication, both
claims hold for the corresponding saturation conditions and by inductive hypothesis on
formulas on smaller weight.

[c] If A =al-? Aisin | I', then by the saturation clause associated to L IF7 for

some x there are © € a, x : A are in | I'. By definition of the model Mg, for some z,
x € ay. Then, since w(z : A) < w(a -3 A), apply the inductive hypothesis and obtain
Mg E 2 : A. Therefore, by definition of satisfiability, Mz F ag IF7 A.
If a IF3 Aisin | A, then it is also in A. Consider an arbitrary world z in «,. By
definition of Mg we have that x € a is in I'; apply the saturation condition associated
to RIFY and obtain that 2 : A is in | A. By inductive hypothesis, Mg ¥ z : A;
thus, since this line of reasoning holds for arbitrary x, we can conclude by definition of
satisfiability that Mg ¥ a4 IF> A. The case in which A = a IFY A is similar.

[d] If x I, A|B isin | T', then by the saturation condition associated to L| for some
c it holds that ¢ € N(z) and ¢c C a arein I', and a IF° A, a IFY A — B are in | T

12There is no need to verify non-emptiness for stronger conditions of total reflexivity and weak
centering, since the rules added to the calculus add a world belonging to the neighbourhood introduced.
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By definition of the model, a. C ag, and by inductive hypothesis Mg E a. IF? A and
Mp E a.IFY A — B. By definition, this yields Mg F = I, A|B.
If z Ik, A|B is in | A, consider a neighbourhood . C «, in N(z). Then by definition
of Mg we have that ¢ € N(z) and ¢ C a are in T'; apply the saturation condition
associated to R| and obtain that either ¢ -7 A or ¢ IF¥ A — B is in | A. By inductive
hypothesis, either M ¥ a. IF? A or Mg ¥ a. IFY A — B. In both cases, by definition
Mg ¥ 2 -, A|B.

[e] If x: A> Bisin | I, then it is also in I. Consider an arbitrary neighbourhood
a, in N(z). By definition of Mp we have that a € N(z) is in T'; apply the saturation
condition associated to L >’ and conclude that either a IF? Aisin | A, or = I+, A|B is
in | T. By inductive hypothesis, it holds that either Mg ¥ o, IF? A or Mp F x -, A|B.
In both cases, by definition Mg Fz: A > B.
Ifz: A> Bisin | A, by the saturation condition associated to R >, for some a it holds
that a € N(z)isin T, aIF? Aisin | I' and = I, A|B isin | A. By inductive hypothesis,
Mg F ag IFF A and Mp ¥ 2 I, A|B, thus, by definition, we have Mz ¥ 2 : A > B.

To construct a countermodel for systems with strong centering we need to change the
construction of the model in order to account for new formulas in which neighbourhood
{z} occurs. The idea is that, in this case, worlds of the countermodel are not defined as
the set Sp of labels occurring in the branch, but as equivalence classes [x] with respect
to the relation y € {x}, which we will show to be an equivalence relation. Then, we
require [x] to be contained in any neighbourhood of N(z). For Sp, N and «, as defined
before, let

[z] ={y € Sg |y € {x} occurs in I'};
[z] C g, for a € N(x) occurring in T'.

We construct a model Mg = (W<, N¢ [ ]°) as follows:

o W ={[z]|xe€ Sp};
e for each [x] € W¢, N¢([z]) = {as | a € N(x) belongs to | T'};
e for p atomic, [p]® = {[z] € W° |z : p belongs to | T}.

We first prove that y € {z} is an equivalence relation. The relation is reflexive: for
each x occurring in I', « € {z} occurs in I'. This holds from the saturation conditions
associated to N, C and Single. To prove that the relation is symmetric, we have to show
that if y € {z} occurs in T, then also z € {y} occurs in I". By reflexivity, we have that
y € {y}. Thus, by the saturation condition associated to Reply, we have that also z € {y}
belongs to I'. To prove the converse, use saturation condition associated to Repl;. To
show that the relation is transitive we have to prove that if y € {z} and z € {z} occur in
T, also y € {z} occurs in I'. By saturation conditions N and C and Single, we have that
also {z} € N(z) occurs in I'. By the saturation condition associated to Repl; applied
to x € {z}, also {z} € N(x) occurs in the sequent; thus, by the saturation condition
associated to C we have that both formulas {z} C {2z} and {z} € N(z) occur in T
Finally, by the saturation condition associated to L C, since y € {z} and {z} C {z}, we
have that y € {2} occurs in the sequent.

Next we need to show that the definitions of N¢([z]) and [p]° do not depend on the
chosen representative of the equivalence class in question.

i) if y € [z], then a € N(x) is in T if and only if a € N(y) is in T}
ii) if y € [z], then = : pisin T if and only if y : p is in T

Fact i) follows from the saturation conditions associated to Repl; and Repls, applied to
on the formulas a € N(z) and a € N(y). Fact ii) follows from application of the same
saturation conditions to x : p and y : p.
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The model M§; satisfies the property of centering. Observe that in our model {z}
corresponds to [z]: both are defined as the set containing exactly one element, z. Sup-
pose a, € N(z); we have to show that {z} C a, and {z} € N(z). By definition of the
model we have that [z] C ay, and from this and a, € N(z) it follows that [z] € N([z]);
thus, strong centering holds.

The following facts are needed in the proof Claims 1 and 2 below.

1) If @ C b belongs to T', then a, C ap;
2) if [z] € [A] and y € [z], then [y] € [A];
3) If [x] € [A], then = : A belongs to | I'.

Fact 1) is proved in the same way as (x); proof of 2) and 3) are immediate from
admissibility of Repl; and Repl, in their generalized form.

Finally, we define define a realization (p, o) such that p(z) = [z] and o(a) = a4, and
prove that:

[Claim 1] If F is in | I', then Mg F F;
[Claim 2] If Fisin | A, then MG E F.

Again, F denotes the labelled formulas of the language, including y € {z}, {z} € N(z),
{z} € a. The two cases are proved by distinction of cases, and by induction on the height
of the derivation. If F is a relational formula that does not contain any singleton, Claim
1 holds by definition of the model, and Claim 2 is empty as in case a) of proof of the
previous models. Similarly, if F is either y € {z}, {z} € N(z) or {z} C a, Claim 1 is
satisfied by definition.

The cases b)- e) of the previous proof remain unchanged; condition 2) ensures that all
the elements of an equivalence class of world labels satisfy the same sets of formulas. [

Completeness of the calculus is an obvious consequence:

Theorem 3.6.2 (Completeness). If A is valid in PCL, PCLN, PCLT, PCLW or PCLC,
then sequent = x : A is derivable in G3CL, G3CLN, G3CLT, G3CLW or G3CLC,
respectively.

Theorem together with the soundness of G3CL™ provides a constructive proof of
the finite model property for the logics: if A is valid in a model (meaning that —A is
not valid), by soundness of the calculi —A is not provable. Thus by Theorem we
build a finite countermodel of —A, i.e. a finite model for A.

3.7 Nesting

In the previous sections we defined the rules of a sound and complete family of labelled
sequent calculi which capture in a modular way all conditional logics extending PCL.
However, leaving aside the requirement of modularity, it is possible to define significantly
simpler versions of calculi G3CL* for logics with specific axioms. In this section we
introduce a family of alternative sequent calculi for logics with nesting, i.e., for the
logics introduced by Lewis in [57]. In Section is presented a family of sequent calculi
adapted for logics with absoluteness.

The nesting condition states that, given two neighbourhoods « and § in the same
system of neighbourhood N (z), either « is included in § or § is included in «. According
to Lewis, this condition is essential to formalize counterfactuals: each sphere represents
a degree of similarity to the actual world, and sphere nesting ensures that two worlds
in the same system of spheres are always comparable with respect to similarity. Nested
neighbourhood are “spheres”, the object Lewis defined in [57].
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The condition of nesting allows for a substantial simplification of the sequent calculus
G3CLV and its extensions. First, we reformulate the language by introducing the
operator of comparative plausibility, <, as primitive.

Definition 3.7.1. The set of well formed formulas of V and its extension is defined by
means of the following grammar, for p € V propositional variable and A, B € F=~:

F¥u=p|L|A— B|AXB.

The operator < denotes comparative plausibility, with A < B read as “A is at least as
plausible as B”. The two operators > and < are interdefinable by means of the following
equivalences (valid in all logics):

(1) A>B = (L<A)V-((AA-B) < (AADB))
2) A<B = (AVB)> 1)V~((AVB) > -4)

The truth condition of the comparative plausibility operator in nested neighbourhood
models is the following:

xlF A< B iff foralla€ N(x),ifal-? B then al-> A.

Lewis introduced the connective of comparative plausibility in [57], and gave an axiom-
atization of his logics in terms of this operator as follows.

\% Axiomatization of classical propositional logic
(mm)%%fg
(CPA) (A< (AVB))V(B<(AVB))
(TR) (A B)A(BC)—= (AxC)
(CO) (A<B)VvV(B=xA4)
Extensions Axiomatization of V

of V (N) (L)
(T) (Lx-4)— A
(W) A= (AT)
(©) (A<sT)—A

Figure 3.4: Lewis’ logics and axioms.

Remark 3.7.1. The truth condition for < in models without the condition of nesting
on neighbourhoods is the following:

(¥) For all @ € N(z), if a IF2 B then there exists 3 € N(x) such that 8 C «
and S I A.

Since () is composed of an existential quantifier under the scope of a universal quantifier,
this condition is as rich as the truth condition for the conditional operator. In nested
models the truth condition for < becomes significantly simpler; it is thus convenient to
define an equivalent version of the labelled sequent calculus by means of the comparative
plausibility operator.

We here define labelled sequent calculi for V, VN, VT, YW and VC. We call G3V
(instead of G3CLY) the sequent calculus for V and, as before, we define its extensions
as follows: G3VN = G3V + N+ 0; G3VT = G3VN + T: G3VW = G3VT + W and
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Initial sequents and propositional rules: as G3CL

Rules for local forcing
r€a,r: A=A
alFF AT = A
Rules for comparative plausibility
3 3
alk" Bjae N(z),I'= Ajal-" A R < (a)
'=Az:A<B
a€N(z),r: A B, = Aal-> B aIFHA,aGN(x),x:A<B7F:>AL
a€N(z),z: A< BT =A
Rules for inclusion and nesting
r€a,alhbrebl =A
r€a,aChTl=A -
aCbaeN(z),be Nz),I' = A bCa,a€ N(z),be N(z),' = A

rea,l=Az:AalF? A
rcal = AalF? A

‘ 3

L I3 (x!)

N

a€N(z),be Nz, I =A Nes
Rules for extensions
a€N(x), = A y€a,a € N(z), T = A
| |
N N (a!) CEN@).T=A 0 (Y)(x)
xGa,aGN(m),FéAT | x €a,a€ N(x), ' = A
'=A (1) a€ N(),I'=A
xe{x},{x}eN(m),FiAS, | {z} € N(z),{z} Ca,ae N(z), T = A
{z} e N(z),T = A nele a€ N(z),I'=A
y € {z}, At(x), At(y),I' = A y € {x}, At(x), At(y),I' = A
Reply (*) Repla (*)

y € {z}, At(z), = A y € {z}, At(y), T = A

(*) w € a does not occur in I'; a 17 A or aIF¥ A occur in T U A.

Figure 3.5: Rules of G3V

G3VC = G3VW £ C + Single + Repl; + Repl,. We write G3V* to denote the family of
nested sequent calculi.The rules of G3V™ are given in Figure Observe that it is not
necessary to define rules R| and L[, since the two rules L 5 and R < suffice to express
the truth condition of <. Furthermore, there is no need to include in the calculus rules
RIFY and L IFY, since no formula a IF¥ A is introduced (bottom-up) in the derivation.
The rules of Ref and Tr will be proved admissible in Lemma and Lemma [3.7.5
To prove soundness of the sequent calculi, we need to define the notion of realization.
This is done as in Definition |3.3.3] adding the following clause for x:

M E,, vl A< Bif for all o(a) € N(p(x)), if M F,, a [F> B then
ME, ., alF A,

Theorem 3.7.1 (Soundness). If a sequent I' = A is derivable in G3V™, then it is valid
in all sphere models.

Proof. Straightforward, by induction on the height of the derivation. O

Derivability of generalized initial sequents and of generalized versions of the rules of
replacement can be proved as for sequent calculus G3CL. Moreover, the calculi G3V*
enjoy admissibility of weakening and contraction, and the proof is similar to the proofs
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for G3CL*. As for cut admissibility, the theorem is proved as in Section [3.4] adding
the cases for rules R < and L <.

Theorem 3.7.2. The rule of cut is admissible in G3V*.

Proof. By primary induction on the weight of formulas and secondary induction on the
sum of heights of the derivations of the premisses. The proof is by cases, according to
the last rules applied in the derivations of the premisses of cut. We show only the case
in which both occurrences of the cut formula are principal and derived by R < and L <
respectively. We have:

(1)
be N(x),blF> B,T = AbIF3 A (2) (3)
T=>Az:A<B S WeN@ e A<BI = A
I'a € N(x),I" = A A/
where (2) =a € N(z),v: A< B,I' = A'.alF° Band (3) =alF° A,a € N(z),z: A<
B, T = A’ are the left and right premisses of L <. In (1), substitute variable b with
variable a. The derivation is transformed as follows:

o Wiy ®
a€N(),r: AS BT = A alFP B T,alF? B,a € N(z),T" = A, A’

T,ac N),ae N@),I',I' = A, A, N cut

Tya e N(x),I" = A A

L<
cut

ut

Ctr

where the upper occurrence of cut has smaller sum of heights than the original cut,
and the lower occurrence of cut is applied to formulas of smaller weight than the cut
formula. O

Theorem 3.7.3. If a formula A is valid in V and its extensions, the sequent = = : A
is derivable in G3V™*.

Proof. Refer to Appendix [3:A] at the end of this chapter. O

Lemma 3.7.4. The rule of reflexivity is height-preserving admissible in G3V*: If
a C a,I' = A is derivable, then I' = A is derivable with no greater derivation height.

Proof. By induction on the height h of the derivation. If h =0, a C a,I' = A is an
instance of init or L ; then, so is I' = A. If h > 0, we look at the last rule applied. All
cases are straightforward by application of the inductive hypothesis to the premiss(es).
Consider for instance rule L C, in case b = a:

yea,aCaycal = A
aCa,y€al =A

We apply the inductive hypothesis to the premiss; then, contraction on y € a yields the
desired endsequent.
O

Lemma 3.7.5. The rule of transitivity is admissible in G3V™: If a sequent a C ¢,a C
b,b C ¢,I' = A is derivable, then a C b,b C ¢,I" = A is derivable.

Proof. Induction on the height A of the derivation of sequent a C ¢,a C b,b C ¢,I' = A.
Assume that the sequent is derivable. If h = 0, the sequent is an instance of init or of
11 ; then, so is sequent @ C b,b C ¢,I' = A. If h > 0, we distinguish cases according to
the last rule applied to derive the sequent. If the last rule applied is a rule that does
not involve inclusions (thus a propositional rule, a <-rule, R I-2 and L [F7), the proof is
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straightforward by applying inductive hypothesis to the premiss(es) of the rule. Thus,
the only relevant case are those in which the last rule applied is either L C or Nes. Let
us consider L C. The derivation of the premiss of Tr is the following;:

yec,aClc,aCbhbblayecal = A Lc
aCc,aCbbCla,ycal =A -

By inductive hypothesis, the sequent y € ¢,a C b,b C a,y € a,I" = A is derivable. We
apply the following transformation:

yec,aChbCcyecal =A Wi
yebyecalbblcyecal = A

LC

yebalhbblcycal = A -

L C
aCbbClcyecal = A -

Now suppose the premiss of Tr has been derived by Nes.

aCc,aCc,alhblce,I"=A ¢cCaaCc,aCbblecl' = A
aCc,aChbCecIl'=A

Nes

It suffices to apply the inductive hypothesis to the two premisses, and apply Nes again.
O

To prove termination for G3V and its extensions we employ the same strategy followed
for G3CL. Thus, we define the notion of saturated sequents (adding the clauses for the
new rules) and describe a terminating proof search strategy.

Definition 3.7.2. Let B = Sy, S1,... be a derivation branch with S; sequents I'; = A;
for i =1,2,... and Sy the sequent = x : Ag. A sequent I' = A satisfies the saturation
condition with respect to a rule R if the corresponding saturation condition for the rule
holds. The saturation conditions for most of the rules can be found in Definition [3.5.21
As for the new rules,

(L) Ifx: A< Banda€ N(x) occur in T, then either a IF° B occurs in | A or
a3 A occurs in T
(R<)Ifx: A< Boccurs in | A, then a I-= B occurs in [ I" and a IF= A occurs in A.

Definition 3.7.3. The proof search strategy consists of clauses (ii) - (v) from Definition

B.5.3

To check the validity of a formula A, we try to build a derivation with root = x : A
according to the strategy. We show that the process of building such a derivation always
comes to an end in a finite number of steps.

We define an acyclic graph as in Definition with the world and neighbourhood
labels that could occur in any derivation starting with = x : Ag. As in Lemma [3.5.3] it
holds that the relation = does not contain any cycles and forms a graph displaying at
the root the world label zy. This can be verified by by inspection on the rules. Moreover,
all labels occurring in a derivation branch also occur in the associated graph (cf. proof
as in Lemma . We have to prove that the acyclic graph contains a finite number
of elements.

Lemma 3.7.6. Given a saturated branch B and a world label z, the size of Neigh(z)
and World(x) is finite: |Neigh(z)| = O(n) and |World(z)| = O(n?).
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Proof. We first prove that |Neigh(z)| = O(n), i.e., that each world label generates a
finite number of neighbourhood labels. By definition, * —, a if there exists a ¢ such
that a does not occur in Ty for all s < ¢t and a € N(z) occurs in I'y. This means that
label a has been introduced in the derivation either by some rule for semantic conditions
or by R x.

In case of rules for semantic conditions, at most O(n) neighbourhood labels are
introduced (cf. proof of Lemma [3.5.4). In case of R <, formula a € N(z) is generated
from application of the rule to some formula = : C' < D occurring in | A;. The number
of such formulas is O(n), where n = d(Ap). Moreover, since z : C' < D disappears from
the conclusion to the premiss(es), we have that at most O(n) neighbourhood labels are
introduced.

We now prove |World(z)| = O(n?). By definition y € W (z) iff z 5 y, i.e. iff for
some b it holds that z —, b and b —, y. As just shown, the number of neighbourhood
labels generated by some z is O(n). Let us consider b —, y. By definition, this means
that there exists ¢ < k such that y does not occur in I'y for s < ¢ and y € b occurs in
Ti11. A formula y € b can be introduced in the derivation by either:

e LI applied to some b IF? C occurring in T';
e 0 applied to some b € N(z), for some b IF¥ C occurring in I'; or b I-= C occurring
in At-

In all cases, however, the rule can be applied only once to each formula b1-2 C, b IFY C
or b € N(z); moreover, 0 is not applied if any of the other two rules can be applied.
Thus, the number of neighbourhood labels that can be introduced in the derivation
depends on the number of formulas b IF? C, b IFY C that can be introduced, and the
number of such formulas is O(n).

formula b IF? C could be introduced by either:

a) rule R < applied to a formula  : A < B occurring in | Ay, for C = B. In this
case, the rule can be applied only once to each formula z : A < B that occurs in
the succedent, generating exactly one new neighbourhood label. The number of
such formulas is O(n).

b) rule L < applied to formula = : A < B occurring in I', for a given b € N(z) and
for C = A. Again, by the saturation condition, given a sphere label the rule can
be applied only once to a formula x : A > B occurring in | I, and the number of
such formulas is O(n).

Thus, each b € Neigh(x) generates at most O(n + 1) = O(n) neighbourhood labels. We
have shown that |[Neigh(z)| = O(n). The number of world labels that can be generated
from a world label z is given by |World(z)| = O(n?). O

Lemma 3.7.7. Every branch in the graph generated by the relation = is finite; more
precisely, the length of any chain is O(n), where n = d(Ay).

Proof. For any world label = occurring in the branch, and for d(z) conditional degree
as in Definition [3.5.5] let

d(z) = maz{d(C) | z: C €] TU] A}
By induction on d(z) we show that the length of an arbitrary chain from label z is
bounded by the degree of the formula it labels. In symbols, the length of a chain

beginning with z is < d(x).
If d(z) = 0, all chains starting from « have length 0, as in proof of Lemmam
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If d(x) > 0, there must be some x : C' < D occurring in | TU | A, and there will be
at least one chain of length greater than 0 in the graph. Take one of these chains: it will
contain a label y as immediate successor of x, and such that ¢ € N(x) and y € a both
occur in | TU | A (this means that label y has been introduced by some combinations
of L< or R< and L I-2 or 0).

Observe that, in this case, y can occur only as label of formulas which have a smaller
degree than C' < D. More precisely, for any C < D such that z : C' < D occurs in
L TU | A, with d(C < D) < d(z), and for all formulas a -7 G occurring in | TU | A,
with G = C or G = D, it holds that d(G) < d(x). Thus, all formulas y : E occurring in
1 TU | A may only be subformulas of a formula G such that a I G. The same holds
in case the label y has been generated by 0: it might label only subformulas of some
conditional formulas. It holds that d(y) < d(z), and more precisely d(x) = d(y) + 1.
By inductive hypothesis all chains beginning with y have length < d(y). The chain
beginning with « has length < (d(y) + 1) < ((d(z) — 1) + 1) = d(z). O

Corollary 3.7.8 (Termination). Let I' = A be a sequent of the form = z : Ay. Proof
search in G3V™ always terminates.

Proof. The rules of G3V* applied to = x : Ay produce only a finite number of sub-
formulas of Ayg. We have to check that the rules do not generate an infinite number
of labels. Lemma and Lemma [3.7.7] ensure that any acyclic graph containing the
labels introduced in any derivation branch is finite: the graph has a finite number of
immediate successors, and each path in the graph has a finite length. Thus, the number
of labels occurring in the derivation is finite, and root-first proof search comes to an end
in a finite number of steps. O

Termination yields a decision procedure: to check provability of formula A, build a proof
search tree D with root = x : A. By the previous theorem, D is finite: either every
branch of D terminates with an initial sequent, and D is a derivation of A, or D contains
an open saturated branch. In the former case A is provable; in the latter case it is not,
and it is possible to extract a countermodel of A from the open branch.

As done in the non-nested case, we can give an alternative (semantic) completeness
proof for G3V and the extensions for which we have proved termination. Again, the
following theorem combined with soundness of the calculi provides a constructive proof
of the finite model property of V.

Theorem 3.7.9 (Completeness). If a formula A is not derivable in G3V, G3VN,
G3VT, G3VW, G3VC, there is a finite countermodel for A.

Proof. The proof strategy and the definition of the model are the same as in proof of
Theorem We have to ensure that the model satisfies the condition of nesting.
This is done employing the following property, also from Theorem [3.6.1

(x) If a C b belongs to T, then oy C ayp

Nesting: Suppose o, € N(z) and o € N(z). We want to to show that o, C ayp or
ap C ay. By definition of the model, from o, € N(z) and o, € N(z) it follows that
a € N(x) and b € N(x) both belong to I'. From the saturation condition associated to
Nes, we have that a C b or b C a belong to I' and we conclude by fact (x) above. The
rest of the proof is exactly as in proof of Theorem [3.6.1] Again, a different model has
to be constructed for systems with centering, as described in Theorem [3.6.1 O
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3.8 Absoluteness

In this section we present a family of labelled proof systems adapted to capture con-
ditional logics with the condition of absoluteness. With respect to the calculi G3CL*,
the calculi presented in this section modify the structure of sequents, in such a way as
to eliminate some relational atoms.

The reason for a reformulation of the labelled systems in case of absoluteness is
twofold. On one side, the resulting proof systems are simpler than the corresponding
systems in G3CL*: they display a smaller number of formulas, and derivations tend to
be significantly shorter (refer to Appendix[3.A). On the other hand, proving termination
for calculi G3CL* with absoluteness would require some non-trivial modification of
the proof strategy employed to prove termination for the other calculﬂ Thus, we
prove termination of labelled systems with absoluteness for a reformulated version of
the calculus.

We define sequent calculi for conditional logic PCILA and its extensions with normal-
ity, total reflexivity, weak centering, centering and nesting. We call G3A,, the labelled
calculus for the basic system, and add letters in correspondence with the semantic con-
ditions to denote sequent calculi for the extensions of PCILA, as specified in Figure [3.6
By G3A}, we denote all the family of sequent calculi here introduced.

Definition 3.8.1. The set of labelled formulas of G3A,,* is the same set defined for
calculi G3CL* (Definition with the exception of a € N(z), which is no longer
a relational atom for this family of calculi. Moreover, labelled formulas z I+, A|B are
replaced by a : A|B, whose interpretation is the following:

a: A|B iff there exists ¢ C a such that ¢ I A and ¢ IFY A — B.

Sequents in G3A,,”* have the form
I'=, A

where the w indicates that all neighbourhoods aq,...,a, which might be introduced
bottom-up in the derivation belong to the same system of neighbourhoods N (w). Thus,
for all neighbourhood labels ay, ..., a, occurring in T' it holds that a; € N(w),...,a, €
N(w). To prove a formula A, we start with root sequent =, w : A.

The intuitive idea behind this definition is the following. According to the absoluteness
condition, for any two worlds x,y € W, the systems of neighbourhoods associated to
the worlds is the same: N(x) = N(y). This means that the neighbourhoods belonging
to N(z) are the same as the neighbourhoods belonging to N(y). Thus, instead of
constructing a system of neighbourhood for each world, we can construct just one system
of neighbourhood, and assume that all the other systems are the same. In defining the
sequents of calculi G3AZ, we avoid the use of relational atoms a € N(z), and assume
all neighbourhood labels to belong to the same systems of neighbourhood, the one
associated to the arbitrarily chosen world w.

Moreover, since all systems of neighbourhoods are the same, it holds that the com-
parative plausibility formulas, whose truth conditions depend on the neighbourhood
structure, are the same between all the worlds of the model. Thus, the left and a right
rule for absoluteness allow conditional formulas to “pass” from some world x to some
other world w (Figure [3.6).

The rules of G3A, are defined in Figure Unless otherwise specified by a proviso
on the rule, we assume that the labels occurring in the premiss(es) of a rule already

13The reason is that, with the rules of absoluteness, the modal degree of the formula does not
necessarily decrease when going from a world label x to the world label y, generated by y. Thus,
Lemma has to be proved in a different way.
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Initial sequents

. 1
z:p, D= Ax:p Init z: L, T=,A "

Rules for local forcing
z:Az€aal? AT =, A
zea,alltY AT =, A

re€a,r: Al=A
alFP AT =, A
Propositional rules
w:BT'=A F#A,w:AL%A w:AT=Aw:B
w:A— BT =A I'=sAw:A— B
Rules for the conditional and absoluteness
alF?P AT =, Aa: AB
I'=s,Aw:A>B
w:A>BT=,AalFA a:ABw:A>BT=,A
w:A>BT =, A
cCal =, Aa:ABclH A cCaTl =, Aa:ABclF A—B
cCa,l'=, Aja: AB
cCaclF AclFY A= BT =, A
a:AB,I'=, A

LA (x # w)

r€al =, Az:A
=, Aal- A

rea,l =, Ax:AalF? A
rea,l =, AalF? A

LIFY

RIFZ (x!)

LI (x))

RIFE

R —4

R>a (a')

L>a

|a

L|a (ch

', Aw:A>B
I's,Az:A>B

w:A>BT =, A

z:A>BT =, A
Rules for inclusion
aga,FéwARef cga,cgb,bga,I‘:wATr r€a,aCharebl =, A
=, A AT cChbCal =, A A r€a,aChTl =, A
Rules for extensions

aCal =, A y€al =, A
_ b ' ) '
F=,a MA@ F=,a  n00k

RA (x # w)

L Ca

weal=yA L weal=,A we fwhT =y A
F'=,A A () F'=,A A {wyCa =, A
{w} Ca,T =, A a CH{w}l {w} Ca,I'= A
I'=, A Ca {w} Ca,T'=A
y € {z}, At(x), At(y), I =, A y € {z}, At(x), At(y),I =, A
Y E (o At), T og A ePla (%) ye {2}, At(y),L =4 A
aCbIl'=,A bCal=,A
I'=, A
(*) w € a does not occur in T; a IF3 A or a IF¥ A occur in I' U A.
(x) At(z) ==z : p,x € a,y € {z} for p atomic formula.

Singlea

Ca"

Replaz (%)

Nesa

G3AN,, = G3A,, + Na +0a; G3AT,, = G3AN,, + Ta; G3AW,, = G3AT,, + Wh;
G3AC,, = G3BAW,, + Cp + Cpo™ + Singlea + Repla; + Replao;
G3AV,, = G3A,, + Nesp; GBAVN/T/W/C,, = G3AN/T/W /C + Nesp

Figure 3.6: Rules of G3AJ,
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occur in the conclusion. Thus, for instance, in rule Singles the neighbourhood {z}
should already occur in the conclusion (most probably in the form {z} C a), whereas
rule C introduces {z} in the derivation, as specified by the side condition. Compare rule
Na with rule N of Figure [6.2] which introduces a new neighbourhood label without any
other formula. We have added formula a C a in the premiss of Np, in order to add a
neighbourhood label in the new calculus, which does not admit formulas a € N(w).

Remark 3.8.1. Logics PCLAC and VA (its extension with nesting) collapse into clas-
sical logic. Thus, in G3AC,, and G3AVC,, the following formulas are derivable:

a) A>B— (A— B)
b) (A-B)—A>B

Formula a) is derivable by means of the rules Na and Wa; thus, is already derivable in
both G3AC,, and G3AVC,,.

v v
WEa... w: A=y ...,w: A wecw:A—-B---=>,w:A— B

wea..w: A=y, w:B,alk? A wee,cF"A—-B...=>,w:A— B
aCaw:A>Bw:A=,w:Bal*A " ¢Cach?Ach A—B---=,w:A— B
aCaw A>Bopw:AsBakia @ 4 a:ABw:A>B=,w:A— B

aCaw:A>B=,w:A—B
w:A>B=>,w:A— B
=yw:A>B— (A— B)

RIF;

LIFY

A
L|a

L>a

Na
R%A

To derive formula b) in G3AC,, and G3AVC,, we need to add rule Co* to both calculi.
Observe that in the fully modular sequent calculi G3CL* it wasn’t necessary to add
any special rule - b) can be derived using the rules for absoluteness and centering.

v
ye{w}vag{I}7y€a7y:A7"'iwy:A

RIFZ
ye{whaC{z}lyc€ay: A, - =,al? A .
Ca
aClzlycay:A, - =,alF? A L L3 xG{w}...x:A%B#wx:A%BR |
aC{a},aC{z} a3 Abw: A= B=y,alk?4 _* ze{w}.. w:A—-B=,x:A— B e;?ﬁv
A A

{z} Ca,alFP A =,alF? A {w}Ca...w:A— B=, {w}IF¥A— B
{z} Ca,alFP A,w:A— B=,a:AB
alF3 A,w:A— B=,a:AB
w:A—-B=,w:A>B
=yw:(A—B)—-A>B

R|a

Ca
R >A
A

To prove soundness of the rules of G3AJ, we need - as usual - to define the notion of
realization. This is done as in Definition with the following modifications, for w
world label placed at the root of the derivation tree:

e For all o(a), it holds that o(a) € N(p(w));

e MFE,,a: A|B if for some 8 C o(a) it holds that 8-> A and 8 IFY A — B;

e MF,,w:A> B if for all o(a) it holds that if M F,, a -2 A then M F,, a:
A|B.

Theorem 3.8.1 (Soundness). The rules of G3AJ, are sound.

Proof. By induction on the height of the derivation; by means of example, we show the
case of RA (case LA is symmetric). Suppose the premiss of RA is valid, whereas the
conclusion is not. Thus, there is a model M and a world = that, under the realization
(p,0), does not satisfy the conclusion. Let M,z ¥,, I' =, A,w : A > B, from which
we obtain:
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1. M,zFE,, F forall FeT;

2. M,zF,, G forall G €A;

3. M,z ¥,,z:A> B, ie., there exists a o(a) such that M F,, a -7 A
and M ¥, a: A|B.

By the definition of realization it holds that o(a) € N(p(w)). Since the premiss is valid,
we have M,z F,, I' =, A,w : A > B. From 1 and 2, it holds that M,z F,, w :
A > B, ie., for all o(a) it holds that if M F,, a IF> A then M F,, a : A|B. This
contradicts 3. O

The desirable structural properties of admissibility of weakening, invertibility of all the
rules, admissibility of contraction and admissibility of cut hold for G3AJ},. Derivability
of generalized initial sequents and of generalized versions of the rules of replacement can
be proved as for sequent calculus G3G3CL. Admissibility of weakening is proved by
straightforward induction on the height of the derivation.

Lemma 3.8.2. The rules of weakening are height-preserving admissible in G3A3y .
Lemma 3.8.3. All the rules of G3AJ, are height-preserving invertible.

Proof. The proof is by induction on the height of the derivation; all cases are straightfor-
wardly obtained by weakening, including the cases of LA and RA. By means of example,
let us consider RA. We have to prove that if sequent I' =, A,x : A > B is derivable,
then sequent I' =, A,w : A > B is derivable with a derivation of the same height.
Suppose that I' =, A,z : A > B is derivable. The sequent cannot be derivable by R >,
since the rule is applicable only to formulas w : A > B. If the sequent has been derived
by RA, the lemma is trivially proved. If it has been derived by an initial sequent, the
sequent I' =, A,y : A > B is derivable by weakening from the initial sequent. Finally,
if it has been derived by some rule R other than RA, the conclusion is derivable by
application of the inductive hypothesis on the premiss of R and application of R. O

Lemma 3.8.4. The rules of contraction are admissible in G3Ag3y .

Proof. Standard: by induction on the height of the derivation, making an essential use
of the invertibility result. O

Theorem 3.8.5. The rule of cut is admissible in G3Ag3y.

Proof. The proof is by primary induction on the complexity of the cut formula, and by
secondary induction on the sum of the heights of the derivations of the premisses. The
case distinction is the same as in Lemma [2:2.4] The only cases that differ are those
involving rules RA and LA, which do not present particular difficulties.

e The cut formula is not the principal in at least one of the premisses of cut, and
the other premiss is derived by LA (case of RA is similar):

(1)
I'*=,A*z:A>B w:A> B, I =, A’

I'sy,Az:A>B R z:A> BT/ =, A
LIV =, AA

LA
cut

Apply a cut on smaller derivation height on (1) and z : A > B,TV =,, A’; then
apply R.
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e The cut formula is principal in both premisses and it is derived by RA and LA
respectively:

(1) (2)

FﬁwA,w:A>BRA w:A>B,I =, A LA
I's,Az:A>B z:A> BT =, A .
DT =, A A cu

Apply cut to (1) and (2): the application has smaller sum of derivation height
than the original application. [

Theorem 3.8.6. The axioms and inference rules of PCLA and its extensions are deriv-
able in G3AJ,.

Proof. Refer to Appendix at the end of this chapter. O

To prove termination of the calculi G3AJ, we proceed as in the previous sections.
We start by defining saturation conditions associated to each rule, and a proof search
strategy to be applied in root-first proof search. Then, we prove that the graph obtained
from the labels occurring in any derivation is finite: each node has a finite number of
immediate successors and each branch has a finite length.

Definition 3.8.2. Let B = Sy, S1,... with S; sequent I'; = A; and Sy sequent =,
w : Agp. The saturation conditions associated to each rule are slight modifications of the
condition stated in Definition B.5.21 We detail the most relevant ones.

(R>p)Ifz:A> Bisin | A, then for some a, a - Aisin | I' and a : B|A is in A;

(L>p) If z: A > Bisin I' and the neighbourhood label a occurs in | T', then either
alF? Aisin A ora: B|A arein | T;

(Rla) If c Ca are in T and a : B|A is in A, then either cIF2 Aisin Aorcl-¥ A — B
isin | A;

(L|a) Ifa: B|Aisin | T, then for somec, c Caisin T, cl-> Aisin | TandcIF¥ A — B
isin IT'.

(0a) If @ occurs in ' and some a IF¥ A or a IFY A occurs in | TU | A then y € a occurs
in I", for some a;

Na) a C a occurs in T, for some a;

Ta) There is an a such that w € a is in T

Wa) If @ occurs in T then w € a occurs in T}

Ca) If z and a occur in T, {} C a occurs in T}

Singlea) If {2} occurs in T, then x € {x} occurs in T

Repla1) If y € {z} occurs in T', and if some formula A¢(x) occurs in I', then At(y)
occurs in I';

(Replaz) If y € {x} occurs in I', and if some formula At(y) occurs in I', then At(z)
occurs in I

(Nesp) If @ and b occur in | T', then either a C b or b C a occur in T,

e N T

Definition 3.8.3. The proof search strategy consists of the same clauses (i) - (v) from
Definition 3.5.3] to which we add:

(vi) Rule LA is applied before any other rule.

Definition 3.8.4. Given a derivation branch, let a, b be neighbourhood labels and =z,
y world labels occurring in | T'k.

o k(x) = min{t |z occurs in T'y};
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e k(a) = min{t| a occurs in Ty };

e © —4a, “z generates a” if, given k(a) = t, for some t < k, a occurs in I'y;

o b—, y, “bgenerates y” if, given k(y) =t, for some ¢t < k, y € b occurs in I'y;
e xw—>yifforsomea7x—>gaanda—>gyandx7éy.

Given a branch B as in Definition and given a world label z, let Neigh(x) =
{a |z —,a} and World(z) = {y | = = y}.

As for the termination proofs in the previous sections, we have that the relation =
forms an acyclic graph with label w at the root, and that all the labels occurring in a
derivation branch occur in the graph.

Proposition 3.8.7. The maximal length of each branch of the graph of labels associated
to a G3AJ, derivation branch starting from sequent = w : Ay is at most one.

Proof. If the length of each branch is at most one, it means that the graph of labels
associated to a derivation is composed only of labels y such that w = y. Suppose
that w % y. We show that there are no z such that y —g %, i.e., that there is no
neighbourhood label b such that y —, b and b —, z. The only way in which y could
generate new neighbourhood label is by application of one of the rules for the extensions,
more precisely Na, Ta or Ca, or by application of R >a or L|a. However, by definition of
G3AZ, sequents, all neighbourhood labels introduced in the derivation belong to N (w).
Thus, y cannot generate new neighbourhood labels, and consequently no new world
label. Moreover, observe that if some formula y : C' > D is introduced in the derivation,
the proof-search strategy imposes to apply the rules for absoluteness, which “report”
the conditional formula to the world at the root of the tree of labels, w. Thus, all
neighbourhood labels occurring in the derivation belong to N(w), and all worlds labels
y occurring in the derivation are such that w < y. O

The following lemma proves that every node of the graph of labels associated to a branch
of derivations has a finite number of immediate successors. By the previous Proposition,
the only world that can generate other world labels is w. Thus, we count the maximal
number of neighbourhood and world labels which might be generated from w. These
will be also the maximal number of neighbourhood and world labels that can occur in
the branch.

Lemma 3.8.8. Given a branch B as in Definition the size of Neigh(w) and
World(w) is finite.

Proof. We distinguish cases according to the conditional degree of the formula Ay placed
at the root of the derivation tree. If d(Ag) = 0, the formula is composed only of
propositional connectives. In case of sequent calculus G3A,,, no neighbourhood or
world labels are introduced. In case of sequent calculi for extensions, at most three
neighbourhood labels can be introduced, by application of Na, Ta and Cp, this latter
introducing neighbourhood {w}. Then, rule 0p might introduce at most one world label.
If d(Ag) = 1, Ag contains some subformula A > B. To count neighbourhood labels
generated from w in this case, the strategy is the same as in proof of Lemma [3.5.4 By
definition, w —4 a if there exists a ¢ such that a does not occur in I'; for all s < t and a
occurs in I'y. Thus, label a has been introduced in the derivation either by some rule for
semantic conditions, by R >a or L|a. Again, each rules for semantic conditions Na, Ta
and Cp can be applied at most once, introducing at most three neighbourhood labels.
In case of R >4, one neighbourhood label can be generated by some formula z : C' >
D occurring in | A;. The number of such formulas in A, depends on the conditional
degree of Ag. Let n = d(Ap); thus, at most O(n) neighbourhood labels are introduced.
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The case in which a € N(w) is generated by application of L|a is far more complex:
as in G3CL, a loop might arise from the interaction of L|a with L >a. To generate a
finite number of neighbourhood labels, we apply the same solution as for G3CL. We
introduce a couple of new (admissible) rules MonV¥a and L >A’, and obtain that, thanks
to the saturation condition associated to these rules, the number of neighbourhood labels
generated in this case is finite. We do not detail the proof, similar to the one in proof
of Lemma [3.5.4] The number of neighbourhood labels generated in this case is O(n!).

w:A>BT=AalFA alF? Aja: A|Byw:A> B, I = A
w:A>BT=A

/

L>a

bCablF" AjalFY AT =, A
bCa,allkY AT =, A

MonVa

According to the proof-search strategy, rules Na, Ta, Ca and R >a are applied before
L >a and L|a’, and they produce at most O(n + 3) = O(n) neighbourhood labels. To
these labels are applied rules L >4 and L] A’; thus, the number of neighbourhood labels
that can be introduced from w is |Neigh(w)| = O(n - n!).

By definition, y € W(w) if w = y, i.e. if for some b it holds that w —, b and b —, y.
Let us consider b —4 y. This means that there exists ¢ such that y does not occur in
T’y for s <t and y € b occurs in I';. To count the number of formulas y € b, we have to
consider how the formula might be introduced. The case distinction is the same as in
proof of Lemma and the result is the same: each b € Neigh(w) generates at most
O(n) world labels. We have shown that |Neigh(w)| = O(n - n!). The number of world
labels that can be generated from a world label z is given by |World(w)| = O(n? - n!).

If d(Ap) > 1, the count above does not suffice. At some point a formula y : C > D
will be introduced in the derivation branch and, following the proof-search strategy,
either LA or RA is applied, obtaining w : C' > D. Formula C' > D is a subformula of Ag;
moreover, it has a conditional degree strictly smaller than Ag, since it has been obtained
by a combination of conditional rules (the argument is similar to the one in proof of
Lemma [3.5.5). If d(w : C > D) = 1, the formula generates O(n - n!) neighbourhood and
O(n? - n!) world labels, to be added to the count. If d(w : C > D) > 1, a formula z : C
will be introduced in the derivation, with w = z and some conditional formula E > F
subformula of C'. Again, we apply the rules for absoluteness and add to the count the
labels that this latter formula might generate.

Thus, the total number of neighbourhood labels which might be introduced in the
derivation is at most |Neigh(w)| = O(n - n!-n) = O(n? - n!); and the total number of
world labels is at most [World(w)| = O(n? -n!-n) = O(n?-n!). Observe that the number
of neighbourhood labels does not depend on the world labels that might introduced,
since the rules of absoluteness “report” all conditional formulas to the same world w.
The number of neighbourhood depends instead on the level of nesting of the conditional
formula at the root. O

Remark 3.8.2. To obtain a smaller bound on the number of labels that can be intro-
duced in a derivation, we can modify the calculus G3AN,, (with nesting on neighbour-
hood) in a similar way as done in the section for nesting, i.e., by defining rules for the
comparative plausibility operator.

alFF B, =, AalF? A
I'=s,Aw:A<XB

R<a(al)
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r: A BT =,AalB allF?Az:ASBT=,A <
w: A BT =A A

With this operation, we have that [Neigh(w) = O(n?), and |World(w)| = O(n?).

Corollary 3.8.9 (Termination). Proof search in G3AZ comes to an end in a finite
number of steps.

Proof. We start derivations with sequent =,, w : Ag. Applying rules according to the
proof-search strategy we generate only a finite number of subformulas of Ag. Thus, the
only way for a derivation branch to be infinite is for the labels occurring in it to be
infinite. To check this, we build an acyclic graph with all the world labels that might
possibly occur in a derivation, as described in Definition By Lemma the
maximal number of world labels that can be generated from w is finite. Moreover, by
Proposition [3:87] each path in the graph has at most length one. This suffices to prove
that the graph of labels is finite: every node has a finite number of immediate successors,
and each path is of finite length. Thus, there are no infinite labels, and root-fists proof
search comes to an end in a finite number of steps. O

It is possible to prove semantic completeness for the calculi G3AJ,, using a similar
construction as the one employed in Section [3.6] We first show completeness for sys-
tems without strong centering, since the condition requires a different countermodel

construction.

Theorem 3.8.10. Let I' =, A be a saturated upper sequent in a derivation in G3AJ,.
Then there exists a finite countermodel M that satisfies all formulas in | I' and falsifies
all formulas in | A.

Proof. We start by showing the countermodel construction in case of systems G3A.,
G3NA,,, G3TA,,, G3VA,,, GBVNA,, or G3VTA,,. The cases of G3CA,, and
G3VCA, require a different construction, since these calculi introduce neighbourhoods
of the form {z}.

Let I' =, A be a saturated upper sequent of a branch B. Let
Ss={z|re(TULA)} Ns={alae(TULA)}
Then, for each a € Ng, define a neighbourhood
aq, ={y € Sg |y € a belongs to '}
We construct a neighbourhood model M 4 = (W4, Na, [ ]a) as follows.

o W4=S5
o Ny ={ag | a belongs to [T}
e For p atomic, [pJa = {x € Wi | x: P belongs to | T'}

The difference with the countermodel construction described in Section 3.6l is the defi-
nition of the system of neighbourhoods N4: here, to each world we associate the same
system of neighbourhood, composed of the neighbourhood labels occurring in the branch.
It is immediate to verify that such a model satisfies the properties of local absoluteness.
As for the properties of non-emptiness, normality, total reflexivity, weak centering and
nesting, these are verified as in proof of Theorem and Theorem [3.7.9] making
reference to the saturation condition associated to each rule.

To complete the countermodel construction, we define a realization (p, o) such that
p(z) =z and o(a) = a4, and prove the following claims:
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[Claim 1] If F isin | I', then Mp F F;
[Claim 2] If F isin | A, then Mp ¥ F;

The two claims are proved by cases, by induction on the weight of the formula F. We
show only the case of F =z : A > B.

Suppose  : A > B is in | I'. Then, by the saturation condition associated to LA,
formula w : A > B occurs in I'. Consider an arbitrary neighbourhood «,. By definition
of M 4 it holds that a occurs in T'; apply the saturation condition (L >a) and conclude
that either a IF? Aisin | A, or a : A|B is in | I'. By inductive hypothesis, it holds that
either Mg ¥ aq IF7 A or M4 Fa: A|B. In both cases, by definition M4 Fz: A > B.
Ifx: A> Bisin | A, by the saturation condition (RA) formula w : A > B occurs in
| A. By the saturation condition (R >a), for some a it holds that for some a, a IF= A
occurs in | T' and a : A|B is in | A. By inductive hypothesis, M4 F a, IF7 A and
My ¥ a: A|B, thus, by definition, we have M4 ¥ x: A > B.

To extend the theorem to sequent calculi G3CA,, and G3VCA,, we adopt the coun-
termodel construction described in the proof of Theorem for the case of centering,
with the modifications applied in the proof of the previous cases. Thus, the worlds of a
countermodel M¢ for systems with strong centering are taken to be equivalence classes
[x] with respect to the relation y € x. For Sp, Ng and «, defined as before, let:

[z] ={y € Sp | y € {x} occurs in T'};
[z] C ay, for a occurring in T.

A countermodel MG = (W4, NG, [ ]4%) is composed of the following elements:

o Wi={lz]| e Ss};
o NG ={aq|a belongs to | T}
e For p atomic, [p]% = {[x] € W° |z : P belongs to | T'}.

It is immediate to verify that such a model satisfies the conditions of centering. More-
over, observe that from the saturation condition associated to Co™ it holds that o C [x].
This corresponds to the requirement that models for PCLCA and VCA should be com-
posed of just one sphere containing only the actual world since these logics collapse to
classical logic (Remark . The rest of the proof consists in showing that y € {z}
is an equivalence relation, that the definition of [p]% does not depend on the chosen
representative of the equivalence class and, finally, that Claim 1 and Claim 2 hold. We
do not detail the proof, which is the same as the proof of Theorem [3.6.1 O

3.9 To conclude

In the first half of this chapter we have presented a family of labelled sequent calculi
G3CL* for conditional logic PCLL and its extensions. The calculi are based on neigh-
bourhood semantics, which is a generalization of sphere semantics allowing to capture a
large number of conditional logics. The family G3CL* is fully modular, meaning that
it is possible to define a sequent calculus for logics extending PCL by adding rules in
correspondence with semantic conditions.

In the second half of the chapter we have introduced slightly different proof systems,
better suited to formalize logics with certain semantic conditions. Thus, we have defined
calculi G3V™, for conditional logic with nesting, corresponding to Lewis’ counterfactual
logics. Calculi G3V™* display a smaller number of formulas in each sequent, and have a
smaller number of rules. The sequent calculus G3V is used again in Chapter 5, in the
scope of an equivalence result between proof systems.
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We have then defined a family of sequent calculi G3AZ, for logics with the condition
of absoluteness, exploiting the fact that models for these logics associate to each world
the same system of neighbourhoods. Interestingly enough, these proof systems dis-
play modifications on the structure of sequents: one neighbourhood label is generalized
throughout the model, and used to analyse all labelled formulas.

We showed that all the families of sequent calculi considered enjoy cut admissibility,
and proved termination and semantic completeness for the majority of the systems. We
have not proved termination for logics with uniformity: for these systems, completeness
is proved only syntactically (via derivation of the axioms). As a general remark, the
calculi have strong proof-theoretical properties; however, it can be observed that the
proofs of termination require a long and complex procedure (especially in the non-
nested case) and that the bound on the maximal number of labelled formulas which
could be introduced in the derivation is quite high. Thus, the proofs of formulas using
the labelled systems introduced in this chapter are quite long, and the resulting decision
procedure for the logics is far from optimal.

One could wonder whether it is possible to define internal sequent calculi for condi-
tional logics, and which properties these calculi would have. To the best of our knowl-
edge, other than the resolution calculus in [68], no standard and internal proof system
for PCL and its non-nested extensions has been found. In this direction, next chapter
presents internal and standard calculi for counterfactual logic V and its extensions.

3.A Appendix: derivations of the axioms

Proof of Theorem [3.4.71 To prove completeness of G3CL* with respect to the axiom-
atization, we show that the inference rules of PCLL are admissible in G3CL*, and that
the axioms of PCL and extensions are derivable in the corresponding proof systems. For
reasons of space, not all sequents of the derivation are written in full; some formula are
replaced by dots. The rules for negation can be defined from the rules for implication.

I'=Az: A r:AT=A
s AT = AL T=Az: AR

We recall the axioms and inference rules of PCL and its extensions, from Chapter 1.
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PCL Axiomatization of classical propositional logic

A< B
(RCEA) (A>C)« (B>0)
A— B
(RCK) (C>A)— (C>DB)
(R-And) (A>B)A(A>C)— (A>(BAQ))
(ID) A>A
(CM) (A>B)AN(A>C)—= ((AANB)>0C)
(RT) (A>B)A((AANB)>C)— (A>0)
(OR) (A>C)AN(B>C)—= ((AvB)>C(C)
Extensions | (N) -(T>1)
(T) A——(A>1)
(W) (A>B)— (A— B)
(C) (AANB)— (A> B)
(Uy) (FA> 1) -(-A>1)>1
(Us) “(A>1L)—=((A>1)>1)
(Aq) (A>B)— (C>(A>B))
(Ag) -(A> B)— (C >-(A> B))
(

CV)  (A>C)A~(A>-B)) = (AAB) > C)

To prove completeness of G3CL* with respect to axioms and inference rules of
classical propositional logic we use only propositional rules; the proof is standard, and
to show admissibility of modus ponens we need admissibility of cut (Theorem [3.4.6)).

For (RCEA), suppose - A <> B. Thus, b = : A — B, whence = z : A — B, and
Fz:B— A, whence = x : B — A. We derive three sequents by application of cut and
other rules, and show how to combine them into a derivation of = z: (A > C) — (B >
C),ie.,F (A>C)— (B> C). The other direction of the implication is similar.

From = = : B — A obtain by substitution = y : B — A. Sequent y : B,y : B —
A = y: Ais derivable.

=y:B— A,
y:A=y:B—Ay:B y:Bjy:B—>A=y:A
c
y:A=y:B Wk
a€N(z),y€ay:Br:A>C=zlr, BlC,alF? Ajy: A ,
a€N(x),y€a,y:B,x:A>C=zxl, B|C,al-7 A REH_
(1) a€N(z),al" Bjx: A>C=xl-, B|C,al-" A LI

Wk

ut

From = z : A — B obtain by substitution = y : A — B. Sequent y : A,y : A - B =
y : B is derivable.

=y:A— B Wi
y:A=y:A—-B,y:B y:Ay:A—-B=y:B
c
y:A=y:B Wk
cCa,a€ N(z),ce N(z),y€c,alF? B,y A,cFW A= Cy:A—=C,,x:A>C =z, B|C .
cCa,a€ N(z),c€ N(z),y€c,al-? By: A,clmW A— C,,x: A>C =z, B|C 5 RIF
(2) c¢Ca,a€ N(z),c€ N(z),alF® B,clF? A,clFW A— C,z: A>C =z, B|C LI

ut

From = z : B — A obtain by substitution = z : B — A, for some variable z different
from y. Sequent z : C' = z : C is derivable, as wellas z: B,z : B > A= z: A.
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=2:B— A Wk
z:B=z:B— A z: A z:B,z:B—>A=z:A
z2:C=z2:C z:B=>z:AL
z2:A—C,z:B=2z:C -
2:A->C=2:B—=>C Wk
z€c,cCa,a€ N(z),ce€ Nx),clF? AjclWWA—=C2: A= Call® Bz A>C=zxl, B|C,z: B—C v
z€c,cCa,a€ N(z),c€ N(x),cl- AjclWW A—CalFP Bia: A>C=zxl, B|C,z: B—C LI
(8) cCa,ae N(z),c€ N(z),cl-? A,clFY A= C,alF¥ B,x: A>C =z, B|IC,clF¥ B — C
To conclude, we combine the above derivations into the following:
@) ®) -
cCa,a€ N(z),c€ N(x),cl-> A,clF¥ A— C,alF* B,x: A>C = 2 |-, B|C L
(1) zly AlC,alF? Bz : A>C =z, B|C
a€N(z),alr® Bjz: A>C =z, B|C
r:A>C=x2:B>C
=z:(A>C)— (B>C)

cut

R —

RIFY

L>

R>

R—

For (RCK), suppose - A — B. Thus, = = : A — B. We show how to derive sequent
=z:(C>A)— (C>B). From = z: A — B obtain by substitution =y : A — B.
Then, from this sequent and the derivable sequent y : C' = y : C' obtain sequent (1):

y:A=y:B
y:C=y:C y:Cly:A=vy:B
y:C—=Ay:C=y:B
y:C—-A=y:C—B y:C—>A=y:C—1B

Wk
L—

R —

yeb,bga,aeN(x),beN(J:),bH-HC,bH—EC‘%A,y:CAA,aII—EC,x:C>A:>J:H-aC\B,y:C%Bka
ye€bbCaac N(z),be Nx),bIF} C,b-3 C - A,alFF C,2:C>A=2lF,C|B,y:C — B VLH_
(1) bCa,ac N(x),be N(x),blFF C,bIFPF C = A,alF? C,a:C>A=zl-, C|B,bIFY C — B RIF
The following two sequents are derivable, by Lemma [3.4.2
(2) a€ N(z),al"C,2:C>A= 2, C|B,al-> C
(3)bC a,a € N(z),be Nx),bIFF C,bIFF C = Aal-°> C,z: C > A=
zlk, C|B,bIF? C
To conclude the proof, apply the following rulestoy : C - A=y :C — B:
3) (1) .
bCa,a€ N(z),be Nx),bIF? C,bIF> C = AalF° C,z:C > A=z, C|B !
(2) zl, ClA,a € N(z),aFP C,z:C>A=zl, C|B .
>

a€N(z),alF? C,z:C>A=zl, C|B
r:C>A=2:C>DB
=z:(C>A)— (C>B)

R>

R —
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Proof of Theorem[3.7.3,

To prove completeness of G3V* with respect to the axiomatization for V and its ex-
tensions, we show that the inference rules are admissible in G3V*, and the axioms are
derivable in the corresponding proof systems. We report the axiomatization, in terms
of comparative plausibility, given in Figure of this chapter.

\% Axiomatization of classical propositional logic
FB— A
(CPR) A<D
(CPA) (A (A V B))V (B = B))
(TR) (A< B)A(B=C)— ( 0)
(CO) (A< B)VvV(B=xA4)
Extensions | (N) (L)
of V T) (Lgx-A)— A

(
(
W) A= (AXT)
(©) AsT)—A

Proof of completeness with respect to the axiomatization of classical propositional
logic employs only propositional rules of the calculus.

To derive (CPR), assume - B — A. This means that = = : B — A. By substitution,
also the sequent = y : B — A is derivable. By weakening, obtain y : B = y : B —
A,y:A. Thesequent y: B,y: B— A= y: A is derivable. Apply the following rules:

y:B=y:A
a€N(x),y€a,y: B=all? Ajy: A
a€N(z),y€a,y:B=al> A

a€N(z),alF° B=al-? A
=z:A<XB

Wk
RI-

L IF2
R<

Thus, - A — B we obtained - A < B, and we are done.

(CPR)
Y \Y
LyrA= ... y:Ay:B ...y:B=...y:Ay:B Ly
L yEbyca,aChby:AVB=al-> AbIFF B,y:Ay:B RIF3(2x)
L yEbyca,alhby:AVB =alF? AbIH B
.Yy€a,aCby:AVB=al-?> AbIFP B - e

aCha€N@),be N@),al? AVB,bIF2 AVB = alt® 4,512 B (+)
@€ N(),be N(x),a 2 AVB,bIFE AVB = alF? A,bIF2 B
a€N(x),alP AVB=al>Az:B<(AVB)
=z:A<(AVB),z: B<(AVB)
éx:(A#(A\/B))\/(B<(A\/B))
)

Nes

R

The rightmost premiss of Nes, sequent (+) b C a,a € N(z),b € N(z),al-> AV B,b I3
AV B = alF? A,bIF3 B, is derived in a similar way.
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(TR)
Y Y
.alFFC=...alF*C ...aF*B=...alF* B v
a€N(z),alFFC,x: A B,x:B<C=al-? A al-> B ...aH—HA:>...aH—3AL
aEN(a:),aH—EC,x:AﬁB,x:B<C:>a|}—3AR
2:ALBx:BLC=z:A<C L D
gc:(A-\<B)/\(B-\<C)¢x:A-\<Cé\
=1 (A<BAB=<C) = (A<C) "~

S

N

(CO) In the derivation the two premisses of Nes are denoted by (1) , sequent a C b, a €
N(z),b € N(x),al-> B,bIFF} A= alF> AbIF> B and (2), sequent b C a,a € N(x),b €
N(z),alF® B,bIF3 A= al-? A,bIF3 B.

v v
aCbyea,yeby:B---=...y:B R L3 bClakebkeak:A---=.. kA RIL2
aCbycayeby:B---=al®>B,bIFF A bCakebkcak:A---=>alF? B bl A c
aCby€ay:B---=alF? Bl A - bCakebk:A---=alFP BblF A -
LIH LIH
1) 2)
Nes

a€ N(x),be N(z),al-? B,bIFF A=alF? A0 B
a€ N(x),alFP Bj=2:B<AalF? A
=>r:AB,x:BxA R<
—2:A<BvB<4 -V

S

(N)
\%
ye€a,a€ Nz)z: L T=alFP T,y:T . -
y€a,ac€Nz),z: LxT=al?T RIF z€a,a € N(x),z: L gT,2: 1L = ,
a€N@,z: L T=alFT 0 aeN(x),x:J.#T,aHjJ_ﬁLi”_
a€N(z),z: LT= A
z: 1l <T=
=z:2(LxT) -
(T)
Y
x€ar:A=>z: A0l -A
.t €aa€N(@z)=x:Aal’ —Az:-A Rﬁa ...yea,y:L,x?L#—uAéaz:A 5
.x€a,a€ENZ)=>z:Aal? A RIF alFP Lzl <x-A=>z:A RIF
r€a,a€N(@x),z: Lgx-A=>2:A L<
r:lgx-A=2x:A
e (LA AR
(W)
v
r€a,a€N(x),alFP T,x:A=alF? Ajx: A .
r€a,a€N)alFP T,x:A=al-7 A RIF
a€N(@),alP T,z: A=alF? A
r:A=>1:ALT R<
=>z:A—>(AxT) R—=
(©)
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\Y
cxe{ry=a: A {2} P T2 T 5 ye{z},y:A,zv:A...éx:A
cxcf{eh{z}eN@) =z A {2} T S'H_I ye{zty: A{z}eN@x)=>z: A
e eN@ s AT N T P A{s)eN@) 2 A
{z} e N(z),a e N(z),z : A T=uz:4
a€N(@),z: AL T=z:4A
r: AL T=uz:A
=z:(AxT)—A

Reply
LIF3
L <

R —

Proof of Theorem[3.8.6 Derivation of the axioms and admissibility of the inference rules
of PCL for sequent calculus G3A,, and extensions are proved similarly as for calculus
G3CL (refer to proof of Theorem m at the beginning of this appendix). We show
derivations of the absoluteness axioms in G3A,, and derivations of the axioms for the
extensions of PCLA in the corresponding calculi G3AZ,. The axioms are given in proof
of Theorem [3:4.7] at the beginning of this appendix.

(A1)

v
aCay:Cyc€aalF Cw:A>B=,a:C|A>Bw:A>B

aCay:Cyc€aalF? Cw:A>B=y,a:C|A>B,y:A>B

3 R —a
aCa,y€a,alk"Ciw:A>B=,a:C|A>B,y:C — (A> B) Y
(%) aCaall? C,w: A>B=,a:C|]A>B,alF” C — (A> B) R| A
aga,a\FHC,w:A>Béwa:C|A>BRf 8
e
alF? Cw:A>B=,a:Cl|A> B A
R >a

w:A>B=,w:C>(A>B)

Sequent (*), the leftmost premiss of R|a, is the derivable sequent a C a,a = C,w : A >
B=,a:C|A>B,alF? C.

(Az) .
yc€a,aCa,al?Cy:Clw:A>B=y,w:A>B,w:C>=(A>DB),a:C|~(A> B)

yeaaCaalt?Cy:Cy:A>B=,w:A>B,w:C>=(A>DB),a:C|-~(A> B)
y€a,aCaal?Cy:C=pw:A>Bw:C>=(A>DB),a:C|=(A>B),y:~(A> B)
ye€a,aCa,al?C=,w:A>Bw:C>—=(A>B),a:C|=(A>B),y:C — —(A>B)

(*) aCa,alFPC=,w:A>Bw:C>=(A>B),a:C|=(A> B),alF” C = —~(A > B)

aCaalFPC=,w:A>Bw:C>=(A>B),a:C|~(A> B)
alFFC=,w:A>Bw:C>=(A>B),a:C|-(A> B) R
=yw:A>Bw:C>-(A>B)
w:=(A>B)=,w:C>-(A>B)

=y w:(A>B)— (C>-(A> B))

RA

A

—A
R H—X
R|a

RefA

A
R —a

Sequent (*), the leftmost premiss of R|a, is the derivable sequent a C a,a IF> C =, w :
A>B,w:C>—-(A>B),a:C|=(A> B),alF? C.
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Chapter 4

Internal calculi for Lewis’
conditional logics

Reality is frequently inaccurate.

— Douglas Adams,
The Restaurant at the End of the Universe

This chapter considers conditional logics belonging to Lewis’ family. Neighbourhood

models for these logics have the property of nesting: given a world x and any two
neighbourhoods «, § € N(z), either « is included in 8 or 8 is included in «.
We present three families of proof systems, covering different sub-families of Lewis’
logics. The calculi are internal, meaning that, instead of enriching the language, they
add structural connectives to the formalism of Gentzen’s sequent calculus. We introduce
a family of one-level nested sequent calculi I,igase for V, VN, VT, VW, VC, VA and VNA;
a family of extended hypersequent calculi Sﬂgmg for VTU (logic V with total reflexivity
and uniformity) and its extensions; and finally, a family of head-hypersequent calculi
HHétrongA for VTA and its extensions. This latter proof system is obtained by means
of an additional modification on the formalism of hypersequent, and the resulting proof
systems are suitable to capturing logics with absoluteness and total reflexivity.

4.1 Lewis’ family of conditional logics

The main goal of Lewis’ seminal work Counterfactuals was to define a formal system
capturing counterfactual conditionals. As seen in Chapter 1, he defined a whole family of
conditional logics, V and its extensions, and identified VC as the logic of counterfactuals.

The common feature of conditional logics in Lewis’ family is that they can all be
characterized by means of nested neighbourhood models or - as Lewis called them -
sphere models. According to Lewis, the condition of nesting is crucial when defining a
logic for counterfactuals, since it ensures that the worlds in the model are always compa-
rable with one another in terms of similarity with the actual world: words belonging to
the inner spheres are more similar to the actual world with respect to worlds belonging
to outer spheres.

The condition of nesting is also crucial for the definition of internal proof systems for
conditional logics. As done in Section when dealing with labelled proof systems for
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V logics, we take as primitive the comparative plausibility operatorﬂ In neighbourhood
models with nesting, the comparative plausibility operator < has a remarkably simple
truth condition, which allows for an elegant treatment in the internal proof system. The
internal calculi presented in this chapter enrich the structure of the sequent by means
of a block structure corresponding to a disjunction of comparative plausibility formulas.

[A1,..., A, < C]:=A1 xCV---VA, K C
The calculi were first introduced in [80], and can be found in [35] B7].

Remark 4.1.1. In this chapter we present only standard proof systems: calculi with a
finite number of rules, and in which every rule has a fixed and finite number of premisses.
However, non-standard calculi for Lewis’ conditional logics with strong structural prop-
erties do exist: they have been defined by Lellmann and Pattinson in [53]. In [35]
and [37] the non-standard systems are presented, along with their relationship with the
standard calculi.

We recall the language and the classes of models for Lewis’ conditional logics, given in

the previous chapter (Definition and Definition |3.1.3)).

Definition 4.1.1. The set of well- formed formulas of V and its extensions is defined
by means of the following grammar, for p € V propositional variable and A € F=:

Fiu=p|l|A— A|AS A
Definition 4.1.2. A nested neighbourhood model (or a sphere model) is a structure
M= (W,N,[])

composed of a non-empty set of elements, W; a function N : W — P(P(W)), associating
to each world z a set of sets of worlds N(z) and a propositional evaluation [ ] : V —
P(W). In this chapter, we call “spheres” the elements of N(z). Moreover, N satisfies
the following properties:

e Non-emptiness: For each o € N(x), a is non-empty;
e Nesting: For each «, 8 € N(z), either « C S or 5 C a.

The valuation [ ] is routinely extended to all formulas by:

o [L] =0
o [A—= B] =W —[A]) U[B];
o [Ax Bl ={weW |forall a € N(w), if [B]Na#0, then [A] N« # 0}.

Then, adopting the notation w I+ A for w € [A] and the forcing relations o IFY A (for
all x € «a it holds that z IF A) and « IF° A (there exists z € « such that z I A),
satisfiability of a <-formula in a model becomes the following:

vl- A< B iff foralla € N(x) it holds that if a|F7 B then o I3 A.

Conditional logic V is the set of formulas valid in all sphere models (proof: [57]). As
mentioned in the previous chapters, extensions of V are semantically defined by speci-
fying additional conditions on the class of sphere models, namely:

N Normality: For all x € W it holds that N(x) # 0;

1Recall that the conditional operator > and the comparative plausibility operator are interdefinable
by means of the following formulas: A > B = (L A)V-((AA-B)x(AAB))and A B =
((AVvB)>1)V-((AV B) > -A).
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T Total reflexivity: For all x € W there exists a € N(z) such that = € «;

W Weak centering: Normality holds, and for all z € W, for all & € N(x) it holds
that = € «;

C Centering: For all x € W, for all & € N(z) it holds that {z} € N(z) so that
{z} C o

U Uniformity: For all z,y € W it holds that | N(z) = JN(y);

A Absoluteness: For all z,y € W it holds that N(z) = N(y )]

Extensions of V are denoted by concatenating the letters for these properties: N for
normality, T for total reflexivity, W for weak centering, C for centering, and A for
absoluteness. Figure presents an axiomatization of the family of logics in terms of
<, from [57, Chp. G]E,E\INe assume V and A bind stronger than <

A\ Axiomatization of classical propositional logic
CPR) i
(CPA) (A<= AV B)V (B < AV B)
(TR) (A B)A(B=xC)—=(Ax0)
(CO) (A<B)V(B<A)
Extensions Axiomatization of V
of V (N) -(L<T)
(T) (Lx-4)— A
(W) A—=(AXT)
() (AT)—=> A
U)  ~(L<s4)—=(L=s(L=s4)
(U2)  (Lx-4) = (Ls(L<-4)
(A1) (A< B)—(L=<(A<B))
(As) (A B)—=(L<x-(A<B))
Ay = {CPR,CPA, TR, CO}
Ayy = .AVu{N} Ayt = .Avu{N,T} Ayw = .AVu{N,T,W}

Ave = AyU{N, T,W,C} Aya- Ay U{A1,A2}  Ayna= Ay U{N,Al A2}

Figure 4.1: Lewis’ logics and axioms.

The two modal operators O and ¢ can be defined in terms of < as follows:

04 =1<-4
0A = ~(L < A).

Not unexpectedly, the correspondence between modal and conditional logics described in
Chapter 1 in terms of > continues to hold also when considering < as primary operator.
Thus, for instance, Axiom (T) corresponds to the axiom of reflexivity in modal logics,
and axioms (U;) and (Us) correspond respectively to axioms (5) and axiom (4) of modal
logics.

2In this case we are using the global versions of the rules of uniformity and absoluteness. Models
with the local or global versions of the rules satisfy the same sets of formulas.

3This is the complete axiomatization: in Figure of Chapter 3 we presented only some of the
axioms for the extensions.
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Lewis’ conditional logic Outer modal logic

\Y% K

VN D

VT, VW, VC T
VU, VA K45
VNU, VNA D45

VTU, VWU, VCU, VTA, VWA S5

VCA Classical logic

Figure 4.2: Modal correspondences

To fully understand the internal calculi we are going to present in the following
sections, it is important to keep in mind the relations between modal and conditional
logics, detailed in Section Basically, the proof systems we are going to define for
conditional logics are similar to the proof systems for the corresponding outer modal
logics. Thus, we are going to define a kind of nested sequent calculus to treat the weaker
systems of Lewis’ logics (corresponding to systems whose outer modal logic is weaker
than S5) while for VTU and extensions (whose outer modal logic is S5) we introduce
a hypersequent calculus. We do not present sequent calculi for VU and VNU; some
remarks on these systems can be found in Section [4.11

4.2 Nested sequent calculi for basic systems

In this section we present internal calculi for the basic Lewis’ logic V as well as for some of
its extensions. We shall consider VN, VT, VW, VC, VA and VNA. For notational conve-
nience in the following we take Base to range over the set {V, VN, VT, VW, VC, VA, VNA}.
We first present Zgase, a non-invertible family of sequent calculi, and then Zf ., its in-
vertible version. The former is needed to prove cut elimination, the second to prove
semantic completeness.

Definition 4.2.1. A conditional block is a syntactic structure consisting of a multiset X
of formulas and a single formula A, written [X <1 A]. A sequent is a tuple I' = A, where
T" is a multiset of formulas, and A is a multiset of formulas and conditional blocks. The
formula interpretation of a sequent is given by (all blocks shown):

=A<, . [EnaC)™:= AT = \/aVv \/ \ (B<xGC)

1<i<n BEY;

Figure presents non-invertible calculi for systems Base. We write [©,3 < A]
for [(©,%) < A], with ©,% standing for multiset union. Propositional rules and initial
sequents are standard. Rules for contraction both on the sequent level and inside blocks
are included for technical convenience, but they are not needed for completeness. Rule
R < introduces a block structure in the premiss, and rule L < shows how a comparative
plausibility formula in the leftmost side of a sequent can be included into an existing
block.

Intuitively, each block can be read as encoding the comparative plausibility formulas
relative to a sphere in the model. Rule com corresponds to the nesting of neighbour-
hoods, which allows for the comparative plausibility formulas to “pass” between spheres.
The jump rule, considered bottom-up, allows to go from the block level to the formula
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level, “jumping” to a new world of the modeﬁ Thanks to this rule, the level of nesting
in sequent calculi Zg,se remains at most one. Differently to what happens with nested
sequents, we cannot introduce a block structure inside a block. The structure of sequents
is simpler than in a full nested sequent calculus; however, this operation has a price: the
jump rule is not invertible, and it erases all formulas not belonging to the block. The
advantage is that the level of nesting - and thus, the complexity of the calculus - is kept
at his minimum.

Initial sequents
FISA Tt Tp=Ap Mt
Propositional and conditional rules
I'B=A T'=>AA I'N'A=AB
TLAsB=A L7 T=AASBRT
I'=A]A<B A=Y .
1“:A,[A<B] . —P:A,;Equ} Jump
I'=A/[B,X<C] T=A,[2<A4]
A< B= A2 <0 A
= A 21,3 4] T'= A2, < B]
= A [ <A, 5 < B] com
Structural rules
AAT = A Ctr, I=AAA Cire
AT = A I'=AA
I'=A[E<4],[2<9A] Ctra I'= A [3,A4, A< B] Cir
I'= A2 <A I'= A[3, A< B '
Rules for extensions
F'=A/[LaT] I'=AB I'= AL 4]
I'=A NNA<B=A
=A% IC=A I'=D,A I'S,B= AX,%
= A2 <A T,C<D=A C T=A[E<B
'S = A is T' = A restricted to formulas of the form C < D and blocks.

Iy = {l,init,L -,R =, R %, L %, com, jump, Ctrg, Ctr_, Ctrg}

IVN = IVU{N} IVW = Ivu{N,T7W} IVA = Ivu{A}
Iyt :=Iy U {N,T} Iyc :=Iy U {N, TW, C} Tyna :=Iy U {N, A}

Figure 4.3: The calculus Zy and its extensions
Example 4.2.1. To illustrate the use of the calculus we show a derivation of the char-

acteristic axiom (L < —A) — A for logic VT in the calculus Zyw and a derivation of it
in the calculus VC (where -4 = (A — 1)):

4Refer to Chapter 5 for some more formal observations on the correspondence between formulas and
blocks.
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v
A=A 1,1

éA,A%J_,J_R_} L:zL .
SA[A= 1), LaT] jAH<H?T ,
Ilsx(A—= L) =A[LaT] A A=A L
N e 124 SAASLR7

=>LsA—=1)—=A 1lsA—=1)=4

Therefore, rule T could be omitted in the rule sets Zyw and Zyc.

Remark 4.2.1. Given the definition of > in terms of %, rules for counterfactual impli-
cation can be explicitly stated as follows:
1 AT=A T'=A[AN-B Q4] S (AN-B) < AT = A [L < 4]
A>BTI=A L T=AA>B

>R

The soundness proof might help clarifying the operational meaning of the sequent cal-
culus rules. Completeness is postponed to section 4.5

Theorem 4.2.1 (Soundness). If Zgae = I' = A, then (I' = A)™ is a theorem of Base.

Proof. We prove that all the rules preserve soundness with respect to the formula in-
terpretation. In particular, for every rule of the calculus Zg,se we show that if there
is a countermodel in the class of models for Base for the formula interpretation of its
conclusion, then there also is such a countermodel for at least one of its premisses. The
cases of the propositional rules and initial sequents are standard.

L =: Suppose we have a model (W, N, []) and a world w € W such that w ¥ ATAC =
D = VAV Vg B A Thenw - ATAC K DA=VANANAgey, "B < A
Ifwlk D<A, then wh AT - VAV Vg B<AVD <X A, ie the formula
interpretation of the first premiss of L < is not satisfied. Otherwise we have w I+
D < A and hence by transitivity and the fact that w IF C < D also w IF C < A.
But then for every B € ¥ we have w IF =B < C| since otherwise by transitivity we
would have w I B < A. Hence the formula interpretation of the second premiss
does not hold in w.

R =<: Immediate from the formula interpretation of blocks.

com: Suppose that for a model (W, N,[]) and w € W we have w ¥ AT — VAV
Vees, € < AV Vpes, D < B. Since the axiom (CO) is valid in the model we
have wlF A < Bor w - B < A. In the first case by transitivity we have that
w lf C < B for every C' € Y1, and hence the formula interpretation of the first
premiss of com does not hold in w. In the second case we have that w ¥ D < A
for every D € ¥, and the formula interpretation of the second premiss of jump
does not hold in w.

jump: Suppose that for a model (W, N,[]) and w € W we have w ¥ AT — \VAV
V ges; B < A. Then there must be a sphere o € N(w) such that [A] N« # () and
[B]Na = 0 for every B € ¥.. Hence there is a world v € W with v IF AA=\/ gy B,

and thus at this world the formula interpretation of the premiss of jump does not
hold.

N: Suppose that for a normal model (W, N, []) and w € W we have w ¥ AT — \/ A.
By normality we have that N(w) # @, and hence w ¥ | < T. Thus the formula
interpretation of the premiss of N does not hold at w.
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T: Suppose that for a totally reflexive model (W, N,[]) and w € W we have w W
AT ANA < B— \/A. If wl¥ B, the formula interpretation of the first premiss of
T does not hold at w. Otherwise we have w I+ B and by total reflexivity thus also
[B] N UN(w) # 0. Together with w IF A < B we thus obtain [A] N J N(w) # 0.
But then w ¥ 1 < A and the formula interpretation of the second premiss of T
does not hold at w.

W: Suppose that for a weakly centered model (W, N,[]) and w € W we have w ¥
AT =V AVV g5, B < A. Since the model is weakly centered, we have N (w) # ()
and w € (| N(w). But then for every B € ¥ we have w I B, since otherwise
w Ik B < A. Thus the formula interpretation of the premiss of W does not hold
at w.

C: Suppose that for a centered model (W, N, []) and w € W we have wl¥ AT AC =
D — VA, If wl D, the formula interpretation of the second premiss of C does
not hold in w. Otherwise, since the model is centered we have that {w} € N(w).
From {w} N[D] # 0 and w IF C < D, we also have w I C and the formula
interpretation of the first premiss does not hold in w.

A: Suppose that for an absolute model (W, N,[]) and w € W we have w ¥ AT —
VAV Vpges B < A Then as in the case of the jump rule there must be a sphere
a € N(w) with [AJNa # 0 and [B]Na = @ for every B € 3, and hence
there is a world v € W with v IF A A =\ g5, B. Moreover, since the model is
absolute, we have N(v) = N(w), and hence for every formula of the form C' < D
we have w IF C < D if and only if v IF C < D. Taking these together we have
v ATS, A — VA, X, and hence the formula interpretation of the premiss of
A does not hold at v. ]

4.3 Cut elimination for Zy

In this section we shall prove cut elimination for the sequent calculus Zy, the calculus
for the basic system, in presence of the contraction rules Ctr_, Ctrg, Ctrg and Ctr;. The
cut rules are:
F:>A7A A,2:>H t F:>A7[Q<A] Z:>H7[Aa6<lB]
rx=Aan [.Y= AII[Q,0 < B

uto

The general strategy is adapted from the hypersequent setting [21], and it is composed
of three lemmas. Lemma cut;-reduction shows how to eliminate occurrences of cut;. To
eliminate occurrences of cuty we need two lemmas. One (cuts-reduction) permutes the
cut upwards on the left premiss until an occurrence of jump is reached. When such an
occurrence is reached, lemma shift-right eliminates it, by permuting it upwards on the
right premiss.

We write I'; A for multiset union and A™ for the multiset containing n copies of the
formula A.

Definition 4.3.1. We write Zgas(c) for the calculus Zgaee extended with the cut rules
cut; and cutp. The complexity of an application of cut; or cuts is the complexity of
the cut formula. Given a derivation D in Zpase(c), its formula cut rank rkeu,(D) is the
maximal complexity of an application of cut; in it. Analogously, its structural cut rank
rkeut,(D) is the maximal complexity of an application of cuts in it.

Definition 4.3.2. As in the previous chapters, the height of a derivation is the number
of nodes of its longest branch minus one. We write Zgase F” I' = A if there exists a
derivation of height n in Zgae with endsequent I' = A. Similarly for Zgase(c).
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Lemma 4.3.1. The weakening rules are height-preserving admissible in Zg,ee and
Tgase(C), i.e. (using the uniform notation Zg,se(c) for both cases): If Zpase(c) " T' = A,
then Zpase(c) F* I, X = AT and if Zgase(c) F" T’ = A, [2 < A], then Zgaee(c) F" T' =
A, [, Q < A]. Moreover, the formula cut ranks are preserved.

I'=A PiA,[EQA]
Ty=An VY ToAREQ<4]

Wk;

Proof. We prove both statements simultaneously by inductive on the height of the
derivation, distinguishing cases according to the last applied rule. We sketch some
representative cases.

jump: Suppose that Zgae F"™ T' = A, [¥ <1 A] with last applied rule jump on the dis-
played block. Then Zg.e ™ A = X. For weakening on the formula level we sim-
ply apply the jump rule with the weakened context to obtain Zgae F*T' I, Q =
ATI, [2 < A]. For weakening inside blocks we apply the inductive hypothesis on
the statement to obtain Zgae F* A = X,Q. Now an application of jump
gives Tpase F"T T = A [2,Q < A

Ctr;: Suppose that Zgae F"T1 I' = A [X < A] with last applied rule Ctr. Then
Tgase F" T' = A [E < A],[X < A]. For weakening on the formula level we ap-
ply the inductive hypothesis about statement to obtain Zgsee F" 'YX =
ATI, [X < A], then apply the rule Ctr;. For weakening inside blocks we apply
the inductive hypothesis about statement twice to obtain Zgse F* I’ =
A 2,0 < A]L,[E,Q < 4], and again an application of Ctr; gives the desired result.

cuty: Suppose that Zgaee(c) F*T 'Y = ATI[Q,© <1 B] with last applied rule cuts.
Then Zgase(c) F" T' = A, [ < A] and Zpase(c) b, ¥ = 11, [A, 0O < B]. For weak-
ening on the formula level we apply the inductive hypothesis on the first premiss to
obtain Zgase(c) F* T, TV = A, A’ [Q2 < A], then apply the rule cuty. For weakening
inside the active block again we apply the inductive hypothesis on the first premiss
to obtain Zpase(c) F" T' = A, [Q, Q' < A], followed by an application of cuts.

Since none of the transformations involves a cut formula, the cut ranks are preserved. [

Lemma 4.3.2 (cutj-reduction). Suppose Zy(c) - I' = A, A™ and Zy(c) - A™, ¥ = 11
by derivations D; and D with rkeyt,(D1) < A, rkeut,(D2) < |A| and rkeut(D1) < |A]
rkeuto(D2) < |A]. A™ and A™ denote n and m occurrences of A. Then there is a
derivation D in Zy(c) of T', ¥ = A, II with rkeu,(D) < |A] and rkeu,(D) < |A].

Proof. By inductive on the sum of the heights of the derivations D; and Ds. We count
the atom p in an application of init, formula | in an application of 1| as well as the
contracted formula in the contraction rules as principal. We distinguish three main
cases: (i) none of the occurrences of A is principal in the last rule application of Dy;
(ii) at least one of the occurrences of A is principal in the last rule applied in D; and
none of the occurrences of A is principal in the last applied rule in Dy; (i4i) at least one
occurrence of A is principal in the last rule applied both in D; and Ds.

In case (i) we apply the inductive hypothesis on the premiss(es) of the last applied
rule R in D; and the conclusion of Dy, then apply the rule R to obtain the desired
conclusion. This is possible since none of the rules poses any restrictions on the context.

In case (i7) we apply the inductive hypothesis on the premiss(es) of the last applied
rule R in Dsy, followed by an application of the same rule to obtain the desired conclusion.
Again, this is possible since none of the rules poses any restrictions on the context.

In case (ii1) we distinguish cases according to whether the last rules applied in Dy
and Dy are instances of contraction or of logical rules. If the last rule in D; is Ctrg with
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an occurrence of A principal, we simply apply the inductive hypothesis to its premiss
and are done. Similarly if the last rule in D5 is Ctrp with an occurrence of A principal.
So suppose that at least one occurrence of A is principal in the last applied rules of both
D; and D, and that neither of the rules is a contraction rule. We distinguish cases
according to the form of A.

e A = p. In this case the last applied rules in both D; and Ds is init and the
conclusion of the cut is derived by init as well.

e A= B — (C. The derivations D; and Dy end with:

D.a D.é ot

I,B= A, (B—C)"1,C R C,(B—C)" 1 % =TI (B%C)m"l,E:B,H%
R L
'=AB-0C"1B>C B—=C,(B—-CO)y" =1

We first apply “cross-cuts”, i.e., the inductive hypothesis on the premiss of —g
and the conclusion of —, as well as on the conclusion of — and the premisses of
— 1, to obtain derivations of

IB,Y=A,C,I T,0,=AI TI,Y=A B

Now two applications of cut; yield I'3, %2 = A3 II?, and with applications of
Ctr. and Ctrg we obtain the desired conclusion. Since |B| < |B — C| > |C| the
restriction on the cut rank is satisfied.

e A=C < D. Then the derivations D; and D, end with:

Dy
I'= A, (C < D), [C <D
I'=A,(CxD)"YC<xD
and

Dy Dy

(C<D)" 2 =1,[D,Q<B] (C<D)™ ' 2=1L[Q<C]
C<D,(C<xD)™ 1Y =1L[Q < B

VN

Again by cross-cuts, i.e., by application of the inductive hypothesis to the premiss
of R < and the conclusion of L < resp. the conclusion of R < and the premisses
of L <, we obtain derivations of

Y= AIL[C<D T,2=AIL[DQ<B TIY=AI[Q<C]
Now applications of cuty on C' and D give

I %% = A% 11, [Q* < B]

and we are done using Ctr;, Ctrg and Ctrg. Again the newly introduced cuts are
on lower complexity. O
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Lemma 4.3.3 (Shift-right). Suppose for ki,...,k, > 1 we have Zy(c)-derivations D
and Dy of I' = A [ < A] and ¥ =TI, [Akl,@l < Bl] e, [Ak",(an < Bn] such that
the last applied rule in D; is jump, and with rkew,(D1) < |A], rkeut,(D2) < |A| and
rkeuto,(D1) < |A], rkeuto(D2) < |A|. Then there is a derivation D in Zy(c) with rkey, (D) <
|A] rkeuto(D) < |A] of the sequent

Y= AI,[Q,0; < By],...,[Q,0, < B,]

Proof. By inductive on the height of D, distinguishing cases according to the last
applied rule in Ds.

If the last applied rule in Dy was jump on one of the blocks containing A (w.l.0.g. on
the first one), we have the situation

D, D,
; . 31:;4’“1,1'[1 .
A=3 jump - p jump
I'=A[S <A Q=0,[A" I 9 B],...,[AF 11, < B,

This is converted into the derivation

LI
Bi= AR, A=¥
cuty
By = ¥, AR D,
By = k-1 AL A=Y
cuty
Bl :>Z’“1,H1
By = 5.1, R _
jump
[.O=A,0,[5,1L < By,..., %10, < By

Where contraction takes care of all k1 occurrences of ¥ which have been introduced in
the process, and all applications of cut; have complexity |A|.

If the last applied rule in Ds is a propositional rule, R <, or one of the cut rules we
apply the inductive hypothesis (on the height of D) to the premiss and then apply the
same rule, since none of these rules contains an active block in the conclusion. E.g., if
the last applied rule in Dy was — g, we have the situation

A=Y 0,C=0,D A1 < B],...,[A]TL, < B,

T=AF<ad "™ Q=0,05D, [A" I, < B],..., [Ab 1, < B,]

—R

Using the inductive hypothesis and applying the rule —x we then have a derivation
ending in
r,Q,Cc=A0,D 31 <B],...,[%5 10, < B,
rQ=A0,C - D3I <Bi],...,[5 10, < B,

R

The situation is more interesting if the last applied rule in Dy was com or L <. In
the latter case the derivation D5 ends in

Q= 0, [AF I, < O], [A% 1, < By] ..., [A% 1L, < B,
Q= 0,[A" 11,,D < By], [A* 11y < By] ..., [Ab 11, < B,]
0,C <D= 0,[A" 1, < B],..., [A¥ 11, < B,]

A
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Now applying a cross cut, i.e., the inductive hypothesis on the conclusion of jump and
the two premisses of this rule application and then applying L < we obtain a derivation
ending in

[,Q=A0,[21IL <], [0, < Byl,...,[% 1, < B,
Q0= A0 [31,D<aB],[S1<B,,....,[3 0, < B,] .
<
,0,C<xD=A0/XI, < Bi],...,[5]I, < B,

The inductive hypothesis ensures that the resulting derivation satisfies the restrictions
on the cut ranks.

The case of the last rule in Dy being com is similar: assuming the cut formula A
occurs in both active blocks, the derivation Dy ends in

Q= 0, ARtk 11 11, < By, [A% 13 < Bs] ..., [AF 11, < B,]
Q = [Abtk T1 11, < By, [A%, 113 < By, ..., [AF 11, < B,,]

Q= @, [Akl,Hl < Bl] s [AkQ,HQ < Bg} s [AkS,Hg < Bg] sy [Ak",Hn < Bn]

com

Using the inductive hypothesis we hence obtain derivations of
F7Q = A,@, [E,Hl,Hg < Bl],[Z,Hg < Bg],...,[E,Hn < Bn]

and
Q= A06,[%1,,I; < Bs],[X, I3 < Bs],...,[X, I, < By].

now admissibility of weakening inside blocks followed by an application of com yields
the desired conclusion. Again the inductive hypothesis ensures the restrictions on the
cut formulas.

If the last applied rule in Dy was Ctrg or Ctr;, we simply apply the inductive hypoth-
esis on the premiss of this rule. O]

Lemma 4.3.4 (cuts-reduction). Suppose we have Zy-derivations Dy and Dy of T’ =
A <Al [Qn < Aland X = 11 [A, © < B] with rkeye,(D1) < |A], rkeu,(D2) < |A|
and rkeut,(D1) < |Al, rkeut,(D2) < |A|. Then there is a derivation D in Zy(c) with
rkeut,(D) < |A], rkeuto(D) < |A] of the sequent

Y= AIL[,0<B],...,[Q,0 < B]

Proof. By inductive on the height of D;, distinguishing cases according to the last
applied rule in D;.

If the last applied rule in D; was jump, then we apply Lem. and are done.

If the last applied rule in D; is such that none of the occurrences of A is in an active
block in its conclusion, then we simply apply the inductive hypothesis on its premiss(es),
followed by an application of the same rule. E.g., if the last applied rule was R <, the
derivation D; ends in

Dj
I'=A,[C<aD],[Q <A],....[Q <A )
IT=AC<D,[U<A],. [ <A O

We apply the inductive hypothesis to the premiss of R < to obtain
'Y= AIL[C < D],[2,0 < B],...,[Q,,06 < B|

and an application of R < yields the desired result. Note that this case covers in
particular the propositional rules as well as the cut rules and contractions on formulas.
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If the last applied rule was com where both active components contain an occurrence
of A, the derivation D; ends in

I'= A7 [Ql < A] PR [Qn—Z < A] ) [Qn—hQn < A]
P= A <A4],.. [ Qo <Al [Qpo1, QA < A
com
I'= A <A],. ., [Que <A]L[Qp1 < A]L[Q, < A
Applying the inductive hypothesis to the premisses of this rule yields
D,Y=ATL[Q,0<B],...,[h-2,0 < B],[Qn-1,2,,0 < B]
Now admissibility of weakening yields
Y= AIL[Q,0<B],...,[Q—2,0 < B],[Q,-1,0,0,,0 < B]

and an application of com gives the desired result.
If the last applied rule was L < with the occurrence of A in the active block, the
derivation D; ends in

= A <4],...,[Q-1 <A4],[D,Q, < A]
L= A <A],.... Q1 <4],[Q, < O]
=<
I,C<D=A[0 <A, Q1 <AL [Q, <A 7O

Cross-cuts give the derivations of
LYY= AI,[,0<B],...,[-1,0 < B],[D,Q,,0 < B]

and
Y= AI,[Q,0<B],...,[-1,0 < B],[Q, < C|

Now admissibility of weakening on the second premiss yields
I, = AIL[Q,0<B],...,[Q2-1,0 < B],[Q,,0 < C|

and an application of L < gives the result.
Finally, if the last applied rule was Ctrg, we simply apply the inductive hypothesis
to its premiss. O

Theorem 4.3.5 (Cut elimination). If Zy(c) F T' = A, then Zy + T' = A. In particular,
there is a procedure to eliminate cuts from a derivation in Zy(c).

Proof. Let D be a derivation in Zyc. Let #cu,(D) be the number of applications of
cuty in D with cut formula of complexity max{rkeut,(D), rkeuto(D)}, and analogous for
#eut,(D) with respect to applications of cuta. We show how to obtain a derivation D’ in
Zy with the same endsequent by inductive on the tuples (rkeuy,(D), #cuto(D), #cut,(D))
in the lexicographic ordering.

A topmost application of cut; with complexity max{rkeyt,(D), rkeut,(D)} is eliminated
using the cut;-reduction lemma (lemma [4.3.2)), either keeping rkeye,(D) and #cye (D) the
same and decreasing #cut,(D) or decreasing rkeyt,(D) while possibly increasing #cut,(D)
and #cut,(D). A topmost application of cuty with complexity max{rkeut,(D), rkeut,(D)}
is eliminated using the cutz-reduction lemma (lemma, keeping rkeut,(D) the same
and decreasing #cut,(D), while possibly increasing #cut,(D). O

As a consequence of cut-elimination, we can syntactically prove completeness of logic V.

Theorem 4.3.6. If a formula F is valid in V, then there is a derivation of = F' in Zy.
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Proof. By deriving the axioms of the Hilbert-calculus for V (Figure in Zy(c) and
showing that the calculus is closed with respect to the inference rules, namely that if
the premisses of an inference rule are derivable, then so is the conclusion. The proof
makes use of the cut-elimination theorem (Theorem .

As for rule (CPR), we have to show that if the premiss B — A of (CPR) is derivable,
then so is the conclusion A 5 B. Assume = A — B is derivable. By admissibility of
weakening, sequent B, B — A = A is derivable:

B=AB B,A:>A_>
BB A=A

Then again, by derivability of B — A and admissibility of weakening, we have that
B = A, B — A is derivable, from which we have:

B=AB—+A BB—A=A
B= A
= [A < B]
= AXB

cuty
jump

R<

The derivation of modus ponens employs the rules of propositional logic and cut; (stan-
dard). The axioms of V are derived in the sequent calculus as follows.

(CPA)
Y Y Y Y
A= AB B:>ABv A= AB BéABv
AVB= A B L AVB= AB L
S A B<AVE,[BaAvE "™ SA<AVB[AB<AVE e
= [A<AVB],[B<AV B com
=[A<AVB],BgAVB "~
A<AVB B<AVB Rj
- (A<AVB)V(B<AvVB) "
(TR)
v \Y
B=B,A _ C=C B A
A2 4 = [B,A<C], [BA<IB]Jump :[CBA<C}Jump
STA<C],[Aad UM A<BB<C=[B.A<C] L<
A<&B<C:M<ﬂ . L<
A<RB<C¢A<CR5
(ASXB)A(B<C)=A<C "
S (A<BA(B<C) = (A<0) "
(CO)
Y \Y
B=AB ) A= A B
S BB, BaAM SAaB ABad " P
=[A<B],[Ba4] com'
[A<1B] B<a R%
= A= <AR4
VR

:>(A<B) (B< A)
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4.4 An invertible version: 7y

In this section we present an invertible version of the proof systems for Base presented in
the previous section. We call I,igase the invertible calculi. In order to obtain invertibility,
the principal formula is repeated in the premiss(es) of the rule. Rules of Ifgase can be
found in Figure The equivalence between Z, and Z\. is proved via admissibility
of weakening and contraction. The invertible versions of the calculi are used to prove
semantic completeness.

Initial sequents

F,J_=>AJ_L Ip=A,p init
Propositional and conditional rules
I''B=A T=AA INA=AB
TASB=A -7 T=AASBRT
I'=>A/[A<B _ A=Y .
ijZ<;R# F;i%?ﬁﬂmp
IMA<XB=A[B,YX<C] TWAB=A[X<4],[E<C]
TA<B= A2 <0] L=

I'=A[E1,5<4],[5aB] I'= A [ <A] 51,5 < B

I'= A [S < A],[2, < B com
Rules for extensions
= A [LaT] | IMASB=AB I'N'ASB=A[L<A] _
~r=a N TLA<B= A T
I'=A[E<4],EX INA<B, A=A T,A<B= BA
r=Azad WV T.A<B=A c
I'S,B= AS,[X < B],%
I'= A2 < B]

I'S = AS is I' = A restricted to formulas of the form C < D and blocks.

T, = {L,init,L -, R = R <L <, com', jump}
Ty =Ty U{N}  Tiy =Ty U{N T W} T, =Ty U{A}
Thp =Ty UINL T} Tie =Ty U{N, T'WI CY T, := Ty U {N| A}}

Figure 4.4: The calculus I{, and its extensions

Lemma 4.4.1. The rules of weakening Wk and Wkg are height-preserving admissible

in Zt_ . Also rule Wkg (weakening on blocks) is height-preserving admissible.
r=AX<A
'=A Wk [ ] i r=A Wke
T,% = Al I = A, [5,0Q<A I= A X<(]

Proof. Standard, by simultaneous inductive on the height of the derivation, and by
distinguishing cases according to the last rule applied to derive the premiss of the various
rules of weakening. O
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Lemma 4.4.2. All rules of Igase are height-preserving invertible, except for the rules
of jump and A?.

Proof. We proceed by inductive on the height of the derivation, showing that if the
conclusion of a rule (R) is derivable with derivation height h, also its premiss(es) are
derivable, with no greater derivation height. Propositional cases and R <' are imme-
diately obtained applying the inductive hypothesis. Invertibility of all the other rules
follows by height preserving admissibility of the rules of weakening. Rule jump and Al
are not invertible, since some information is lost when going from the conclusion to the
premiss of these rules. By means of example, let us consider the rule of jump. Suppose
its conclusion T' = A,[X < (] is derivable. Let A < B € T', and suppose that the
sequent has been derived by L <.

I'=A/[B,X<C] T=A[E<C],[E<4]
I'= A<

L <

Applying the inductive hypothesis to the leftmost premiss we have that sequent C' =
3., B is derivable, while from the right-hand premiss we non-deterministically obtain
that either A = ¥ is derivable, or that C' = X is derivable. O

Lemma 4.4.3. The four rules of contraction Ctr,, Ctrg, Ctrg and Ctr; are admissible in
7.

Proof. By mutual inductive on the height of the derivation. All cases are immediate,
either by inductive hypothesis or by invertibility of the rule applied to derive the premiss
of the contraction rule. To prove admissibility of Ctrg we need admissibility of Ctr,. [

Theorem 4.4.4. For A € F= arbitrary formula, A is derivable in the calculus Zgase if
and only if A is derivable in the invertible calculus Zj, ..

Proof. Both directions are proved by induction on the height of the derivation, modulo
weakening and contraction. For the [if] direction application of weakening is justified,
since the rule is admissible in the calculus Zg,e, and for direction [onlyif] applications
of weakening and contraction are legitimate since the rules are admissible in Iéase’ O

Standard reasoning shows that the calculi ZL . can be used in a decision procedure
for the logic Base as follows. Since contractions and weakenings are admissible we may
assume that a derivation of a duplication-free sequent (containing duplicates neither of
formulas nor of blocks) only contains duplication-free sequents: whenever a (backwards)
application of a rule introduces a duplicate of a formula already in the sequent, it is
immediately deleted in the upper sequent by means of weakening. Since all rules have
the subformula property, the number of duplication-free sequents possibly relevant to a
derivation of a sequent is bounded in the number of subformulas of that sequent, and
hence enumerating all possible loop-free derivations of the above form yields a decision
procedure for the logic. This argument is sufficient to show termination; however, it is
clear that the complexity of the resulting procedure is far from the optimal PSPACE or
coNP complexities of the logics [28], [58]. In [80], Olivetti and Pozzato defined a more
refined decision procedure for a nested calculus for V which allows multiple formulas to
occur in the consequent of conditional blocks. Their decision procedure is optimal with
respect to the PSPACE complexity of V. Thus, we expect also sequent calculi Zi, could
provide an optimal decision procedure for the logic.

Theorem 4.4.5 (Termination). Proof search for a sequent I' = A in calculus Z}
always comes to an end in a finite number of steps.

ase
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Remark 4.4.1. In [36] an automated theorem prover is implemented for logics Base.
The prover is called VINTE, for V: INTernal calculi and Extensions, and it is a Prolog
implementation of the sequent calculi Zi, presented in this sectiodﬂ Given a formula
of the language, VINTE is able to decide whether the formula A is valid or not in the
chosen logic and, if it is valid, shows a derivation for = A. The program is composed
of a set of clauses, each implementing a rule of the sequent calculus. At each step of
inference, the program checks whether the sequent is an axiom and, if not, the first
applicable rule is chosen. The proof search terminates when either there are no more
applicable rule, or an instance of an axiom is reached. Refer to [30] for a full description
of the program and its functionalities.

4.5 Semantic completeness

In this section we prove the semantic completeness of I{,, I‘{,N, Iqil-, I{,W and I{,C. We do
not prove completeness of the calculi with absoluteness, Zi,, and Zi,,; refer to the end
of the section for some remarks on these systems.

In order to simplify the proof we adopt a cumulative version of rules =, =5, R <
and com'. This allows us to consider only the upper sequent of each derivation branch.
The proof is by inductive on the modal degree of sequents.

IMA—>BB=A T,A—B=A,B

A B= A L=
I''A= A A— B,B F:>A7A<B,[A<B]R :
e I=AA<B S

'=AA—B
= A 3,2 <4],[X1 <4],8<B] T'=A,[%,%; <B][X; <4],[3; < B] :
I'= A [S <4, [ < B OMe

Definition 4.5.1. The modal degree of a formula resp. sequent is defined as follows:

md(A — B) = max(md(A), md(B));

< B) = maz(md(A), md(B)) + 1;

md([Z < A]) = maz(md(Z), md(4)) + 1;

md(l' = A) = max{md(G) | G € T UA, for G formula or block}.

e o 0o o o
3
e
h

Proposition 4.5.1. All rules of I,gase preserve the modal degree of sequents: the pre-
misses of the rule have a modal degree no greater than the one of the respective conclu-
sion.

Proof. Straightforward, by inspection of the rules of the calculi. Moreover, observe that
jump is the only rule which decreases the modal degree. O

An application of a rule is said to be redundant if the conclusion of the rule can be
derived from one of its premisses by weakening or contraction. If a sequent is derivable
it has a non- redundant derivation, since the redundant applications of the rules can be
removed without affecting the correctness of the derivation. Moreover, if an application
of comi is non-redundant, then it must respect the following restriction:

(*) 21 7¢_ 22 and 22 7¢_ 21.

In fact, if (%) is not respected then either ¥ C ¥y or 39 C X1; in both cases we get a
redundant application of comi. All the blocks [X; <1 C1],...,[X, < C,] of a saturated

5The theorem prover can be found online at http://193.51.60.97:8000/vinte/.
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sequent can be considered as ordered with respect to set inclusion: once all non redun-
dant com; have been applied, it holds that either X; C 3; or ¥; C ¥;. Thus, we order
the blocks as follows: X1 C X5 C ... C X,,.

Definition 4.5.2. Let I} = Iy, [$; < C4], ..., [Z, < C,] be a sequent of Zh__, with
II;, Il multi-sets of formulas. The sequent is saturated if it is not an instance of init or
1, and it satisfies the following conditions:

1. (L —>C) if A— B €Il then either A € II; or B € Ily;

2. (R—=¢)if A— B eIl then A € II; and B € Ily;

3. (comy) for every [Z; <1 Ci, [2; <1 C] it holds that either ¥; C ¥ or ¥; C ;3

4. (R i) for every A < B € Il it holds that [A < B] € {[X; < Cl] w[Zn < CLl};

5. (L 5" for every A < B € II; and for every [%; < C;], where 1 < i < n, it holds
that either B € ¥; or there exists [II,X < 4] € {[Z1 < C1], ..., [En < Chlt;

6. (N') either I' = A has the form | = T or [L <1 T] belongs to A;

7. (T') for all A < B in Iy, either B € Il or [L < A] € {[¥1 < C4], ..., [Zn < Cnl};

8. (W) for every block [© <1 A], it holds that X C Ily; (C') for every A < B in IIy, it

holds that either B € I, or A € II;.

For each logic Base, the definition of saturated sequent takes into account only the
saturation conditions of the rules of the corresponding calculus.

We call static all the rules except for jump and Al. By finished sequent we mean a sequent
for which every further static rule application is redundant. Note that a finished sequent
is saturated.

Proposition 4.5.2. After finitely many non redundant static rule applications we reach
an axiom or a finished sequent.

Proof. Let I' = A be the root sequent of a derivation. We consider any branch of a
derivation without applications of jump, and without redundant applications of rules.
Observe that each rule application must add at least one formula or block to each
premiss, and the number of formulas or blocks (each one is finite in itself) that can
occur within a sequent is finite. Thus the branch must be finite: if not, then it would
not contain axioms and some formula or block would be added infinitely many times by
eventually redundant applications of a rule. Moreover, once a rule (R) has been applied
to a formula or block, the saturation condition with respect to the rule (R) and the
involved formulas or blocks will be satisfied by the premisses of (R). Thus the last node
of the branch, if it is not an axiom, must be finished. O

Corollary 4.5.3. Given a sequent I' = A, every branch of any derivation tree starting
with I' = A ends in a finite number of steps with a saturated sequent of no greater
modal degree than that of I' = A.

Theorem 4.5.4 (Completgness). If‘a sequent I'g = Ay is valid in V, VN, VT, YW or
VC then it is derivable in 7y, Zyy, Zyr, Zyw or Lyc-

Proof. We first prove completeness for Zi,, then show how to extend the proof to Ziy,
Tirr, T, Zhe. The proof proceeds by inductive on the modal degree of the sequent, and
uses in an essential way the fact that a backwards application of jump reduces the modal
degree of a sequent. If md(T'g = Ag) =0, Iy = Ay is composed only of propositional
formulas, and its completeness can be proved from the completeness of sequent calculus
for propositional logic. If md(T'yg = Ag) > 0, by Proposition and Proposition [4.5.3]
we have that I'g = Ay can be derived from a set of saturated sequents I'y, = Ay of
no greater modal degree. Since all the rules are invertible, except jump, and since by
hypothesis T'g = Ag is valid, also all saturated sequents I'y = Ay are valid. Thus,
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either i) T’y = Ay is an axiom, or 4i) it must have been obtained by jump from a valid
sequent I'y11 = Agt1. In the first case the theorem is trivially proved. We prove ii):
if T'y, = Ay is valid and saturated, and it is not an axiom, there exists a valid sequent
Ti+1 = Ag4 from which I'y = Ay is obtained by jump. We reason by contraposition.
Let Iy, = Aj be the saturated sequent II; = IIy, [2 < C4], ..., [2k < Ck]. Suppose
that none of the sequents Cy = X1,...,C% = X is valid. We prove that the sequent
Ty = Ay is not valid.

By hypothesis there are models My, ..., My falsifying sequents C; = 34, ...,Cy =
. For 1 < j <k, let M; = (W;, N7 [];) and for some elements x; € W, let M;, z; IF
C;j and M, z; ¢ S for all S € ¥;. Suppose all W; are disjoint, i.e. W;NW; = ). From
these models we build a new model M = (W, N, [ ]) as follows:

W =W, U{z}, for z new;

N(z) = Ni(z), if z € Wj;

N(z) ={a1,...,ar}, where ag, = {1 }; arp—1 = {Zp, 21}, o, @1 = {Tp, ., 21}
[p] =U [[pﬂj, for p atomic and p € Ily;

[p] =Ulpl; U{z}, for p atomic and p € II;.

One can easily check that for E arbitrary formula or block, it holds that if M, z; IF E,
then M, z; IF E, for 1 <j < k.

To complete the proof we show that M falsifies each formula or block occurring in
'y = Ag. Thus, we have to prove that

a) If G € Ty, then M,z IF G, for G formula;
b) If G € Ay, then M,z ¥ G, for G formula;
C) If [Zj < AJ] € Ak, then ./\/l7.27“4 [Z] < A]]

The proof proceeds by induction on the modal degree of formulas. The base case and
the inductive step for the propositional cases are immediate.

Proof of a). Let G = C < D. For the saturation conditions (comi) and (L <), it
holds that for all blocks [£; <1 A;] in the saturated sequent, either D € X, or there
exists in the saturated sequent a block [II,%; < C], for | < j. Consider an arbitrary
sphere o; = {xy,...,x;} and the corresponding block [£; <1 A;]. There are two cases
to consider: if i) D € X;, by construction of the model it holds that «; ¥3 D, ie.
o IF¥ =D. Suppose that ii) there exists a block [II,%; < C] belonging to the saturated
sequent I'y = Aj. By construction of the model, we have that there exists a world x;
such that z; IF C; thus, oy IF? C. However, since the spheres are incremental, a; C oy;
thus, o; IF3 C. We have that for a; arbitrary block, either o; IF¥ =D or o I-3 C; thus,
M,z lFC < D.

Proof of b). Let G = C < D. By the saturation condition (R <'.) there exists a block
[X; < Aj] belonging to T'y, = Ay such that C € ¥; and D = A;. Let us consider
a; = {zg,...,z;}. We have that C € ¥;.4,...,C € Xi. By construction, z; ¥ C;
therefore, «; W C,...,x; ¥ C. Furthermore, z; I Aj;; thus x; IF D. There exists
a; € N(z) such that a; ¥¥ =D and o; W3 C; thus, M,z ¥ C < D.

The proof of ¢) is similar to proof of b).

We proved that if I'y, = Ay is valid and saturated, and it is not an axiom, then
there exists a valid sequent I'y11 = Ag41 from which I'y = Ay is obtained by jump.
Since md(T'g+1 = Agy1) < md(Txy = Ag), by inductive hypothesis we have that
Tky1 = Ak is derivable; therefore, I'y = Ay is derivable as well, by the jump rule.

Completeness of Ti. If md(To = Ag) = 0, then any saturated sequent derived
from it will have the form T'y = Ay, [L < T], where T'y, and Ay, are composed only of
propositional formulas. If I'y = Aj is an axiom, we are done. If I'y = Ay is not an
axiom, it has a propositional countermodel. Associate this countermodel to a world =z,
and build a model with W = {z} and N(z) = {{z}}. It immediately follows that the
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model satisfies N. If md(I'y = Ap) > 0, the proof proceeds in the same way as for
Ti,. Notice that by inductive hypothesis all the models M; involved in the construction
satisfy N.

Completeness of Ti,r. We modify the definition of N(z) in the model M by adding a
new sphere «y, in order to account for total reflexivity. Thus, N(z) = {ap, a1, g, ..., i},
where oy = {1}, ag—1 = {zr, 21}, oy a1 = {Zp, 21}, @9 = a3 U{z}. Cases
b) and c) remain the same as in the completeness proof for Zi,. As for a), consider
N(z) = {ap, 01, 9, ..., }. For spheres ay, ..., a1 a) holds; we have to prove that also
for o either o IFY =D or ag IF C. We know that either i) aq IFY =D or i) oy IF° C.
If i) holds, the theorem is proved, since ag IF> C. If it holds that (¥) ay ¥ =D then ii)
holds. By absurd, suppose ag 7 =D; thus, (**) z I D (since all the other worlds did
not satisfy D). By saturation condition (T'), we have that either D € A or [ <1 C] € A.
There are two cases to consider. If D € A, since md(D) < md(C < D), by inductive
hypothesis we have x ¥ D, against (xx). If [L < C] € A, there exists a block [3,, < A,]
in the saturated sequent I'y, = A such that A, = C. Thus, by construction ay, IF C,
and z, IF C for some z, € a,. By construction z, € ai; thus, o; IF> C against ().
We reached a contradiction; thus, also for aq it holds that o IFY =D or ag IF2 C, and
M,z l-C < D.

Completeness of Tiy. We modify N(z) in order to account for weak centering by
adding world x to each sphere, as follows: N(x) = {a1,aq, ..., ax}, where ai = {xg, 2 };
ag—1 = {xg, rr-1,2}, ..., a1 = {zg,...,x1,2}. We have to prove that conditions a), b)
and c) hold, and the proof makes an essential use of the saturation condition (W').
Proof of a). By saturation condition (L <') it holds that for all blocks [X; <1 A;] in the
upper saturated sequent D € ¥; or A; = C. Let us consider a; = {x,...,z;,z}. There
are two cases. If ) D € X;, by construction we have that =, ¥ D for u =k, ..., j (refer
to proof of a) for I{,). We have to verify that the same holds for x. By the saturation
condition (W'), D € A; by inductive hypothesis, ¥ D; thus «; IFY =D. If ii) C = A;,
then «; I C, and o IF3 C. Thus, M,z IF C < D.

Proof of b). By the saturation condition (R <), there exists a block [¥; <1 A;] such that
C € 3 and D = A;. Let us consider o; = {zg,...,z;,z}. By construction it holds
that x; I- D; thus, «a; Y —D. By construction it holds as well that C € ¥j; thus,
xy ¥ C, for u = k,...,j. We have to verify that also 2 # C. Since C' € ¥; and for
saturation condition (W') it holds that ¥; € A, and thus C' € A. Apply the inductive
hypothesis: since md(C) < md(C < D), z ¥ C. Thus, a; ¥2 C for each C € X;, and
M,z ¥ C < D.

Proof of ¢). We have to show that if [X; < A;] € A, then M,z ¥ [£; < A;]. Let us
consider a; = {,...,x;,2}. By construction it holds that «; WY —A;, and also that
Ty I E for each E € ¥; and u = k, ..., j. By saturation condition (W'), ¥; C A; for all
E € % it holds that z ¥ E (refer to the previous case). Therefore aj W= E for each
E € ¥;. Thus, it holds that M,z ¥ [E; < A;].

Completeness of Ti,.. For centering, we modify N(x) by adding a new sphere a1,
which contains only z. Namely: apy1 = {a}; ap = {zp,2}; ag—1 = {ak, 2k-1,2},...,
a1 = {x, ...,z1,2}. Conditions b) and c) are as in the proof for Zi,y; case a) is slightly
different and employs the saturation condition (C'). O

Completeness of calculi with absoluteness, i.e. I{,A and I{,NA, need to follow a dif-
ferent procedure: Although rule Al plays a similar role as jump, it does not reduce the
modal degree when applied backwards. Thus, the proof strategy defined above would
not apply.

In [35] completeness for these systems was proved by means of a translation to non-
standard and complete calculi for the logics. Such a family of calculi was introduced by
Lellmann and Pattinson (references: [63] and [52]) and covers all the systems of logic
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treated in the present section. The calculi I,igase can be simulated by the rules of the
non-standard sequent calculi. Since for all the systems of non-standard calculi there
is a cut-elimination proof, completeness of I{,A and I{,NA with respect to the axiom
system follows. In order to make the present chapter more compact, we omit the non-
standard calculi and the translation. Refer to [35] for a proof of this result. Moreover,
we conjecture that internal and standard proof systems for VA and VNA could be
defined by means of a different formalism, which would allow to have a direct proof of
completeness with respect to the semantics. Some details are given in Section

4.6 Logic VTU and extensions

Up to now, we have limited our attention to the basic logics in Lewis’ family, i.e., systems
V, VN, VT, VW, VC, VA and VTA. The question arises whether we can give internal
and standard proof systems for the remaining systems of Lewis’ family of conditional
logics. In this section we treat the group of logics whose outer modal logic is S5: VTU,
VWU, VCU, VTA, VWA. We define proof systems for this family, including also VCA,
the stronger logic in Lewis’ family, which collapses into classical logic. Let Strong range
over the set {VTU, VWU, VCU, VTA, VWA, VCA}.

Several systems in Strong have an interest by themselves. According to Lewis, logic
VCU is, along with VC, one of the best candidate to formalize counterfactuals. Similarly
as for VC, a model for VCU is composed of a nested system of sphere, in which the
smallest sphere, included in all the others, is a singleton containing only the actual world.
The advantage of VCU is that the system satisfies the requirement of universality, that
is, for all z, N (z) = W} Thus, there are no worlds occurring outside |J N (z) and,
since by uniformity (J N(z) is the same for all the worlds y € W, we can substitute
W to |JN(z) when detailing the truth conditions on the model, thus simplifying the
definitions. Logic VCU has a strong connection with belief update. Grahne established
a precise mapping between belief update operators and Lewis’ logic VCU [4I]. The
relation is expressed by the so-called Ramsey’s rule:

(AoB) — Cifand only if A — (B > C)

where o is any update operator satisfying Katsuno and Mendelzon’s postulates [46]. The
relation means that C' is entailed by “A updated B” if and only if the conditional B > C
is entailed by A. In this sense, the conditional operator B > C' expresses a hypothetical
update of a piece of information in A.

Furthermore, logic VTU and its extensions are equivalent to the logics of Comparative
Concept Similarity studied in the context of ontologies [97]. These logics contain a
connective £=, which allows to express sentences such as:

PicassoPainting C BraquePainting = GiottoPainting

asserting “Picasso’s paintings are more similar to Braque’s paintings than to Giotto’s
ones”. The connective £= can be seen as corresponding to the negation of <. A semantic
for the logic is provided in terms of Distance space models, defined as a set of worlds
equipped with a distance function. It turns out that the basic logic of Comparative Con-
cept Similarity coincides with Lewis’ logic VWU, while the one defined by “minspace”
Distance models coincides with VCU, so that Distance Space Models provide an alter-
native simple and natural semantics for conditional logics with uniformity [97, [4].

In order to define proof systems for VTU and its extensions it is convenient to abandon
the nested sequent framework described in the previous section. Modal logic S5 is the

6As seen in Chapter 1, this condition is equivalent to total reflexivity plus uniformity.
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outer modal logic of Strong; thus, it is unlikely that a nested calculus with at most a
level one of nesting, as the one defined for Base, would be the best option to describe
such systems. We rather endorse the framework of hypersequents.

To the best of our knowledge, no other internal and standard proof systems for Lewis’
logics with uniformity are known. Other than the labelled calculi presented in Chapter
3, a labelled system was given in [34], adopting a hybrid language and a relational
semantics.

4.7 Hypersequent calculi S’Hétrong

In order to define calculi for all the logics Strong we need to enrich the hypersequent
framework with the following structural connectives: the conditional blocks [¥ <1 A]
considered in section encoding disjunctions of comparative plausibility formulas, and
a second block structure (@) encoding a “possible” formulas. The family of extended
hypersequent calculi here presented are called SH!, for standard hypersequent.

Definition 4.7.1. A conditional block is a tuple [ < C] containing a multiset ¥ of
formulas and a single formula C. A transfer block is a multiset of formulas, written
(0). An extended sequent is a tuple I' = A consisting of a multiset I" of formulas and
a multiset A containing formulas, conditional blocks, and transfer blocks. An extended
hypersequent is a multiset of extended sequents, written I'y = Ay = -+ | [, = A,,.
The formula interpretation of an extended sequent is (all blocks shown explicitly):

(D= A <0, [B0 < Ca] (O1) .., (O)) M =

A=\ Av \/ <C)V--v \/ BxC)Vo(\/Or) V- v\ On
Bex,

Bes,
The formula interpretation of an extended hypersequent is given by
(Fl :>A1 | | I, :>An)znt = D(Fl :>A1)Znt\/\/|:|(rn :>An)znt

The rules of S’Hgtrong are given in Figure As with hypersequent calculi for modal
logics, we can interpret each component of the hypersequent as encoding the informa-
tions relative to a world of the model. Rules R <¥, L < jump® and com® treat
conditional blocks. Observe that in SHipy rule jump® creates a new component of the
hypersequent: thus, a new world. However, differently from what happened in Zi,, the
rule does not erase any informations in going from the conclusion to the premiss, due
to the hypersequent structure. Thus, jump® is now invertible.

The transfer block (O) is needed to treat classes of comparative plausibility formulas,
which become relevant with the condition of uniformity. As seen in Chapter 1, in models
with uniformity (either with its local or global version) we have that for xz,y € W,
UN(z) = N(y). Thus, in these models worlds are the same between all the systems
of spheres, even if the spheres could be arranged differently in different systems. The
outer sphere, corresponding to | J N(z), is the same among all the systems of spheres.
Formulas L < —A and —(L < A), respectively corresponding to A and QA, are
evaluated in | J N(z). As a consequence, these formulas are uniformly true in all worlds
of |JN(z). For this reason, it is useful to include in the sequent calculus a specific
structure to encode these formulas, which can “pass” between different worlds, i.e.,
between different components of the hypersequent. We have called such structures
transfer blocks, and defined them as corresponding to a disjunction of possible formulas:

O)==(LT)V- V(LT foro="1T,....T,
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Initial sequents
GIT.L=A Tt GITp=Ap ™
Propositional and conditional rules
GIT,B=A G|I'=AA G|T, A= A,B
AV Y EY N GIT=AABR™
G|T=AA<B]
GIT=AA<B RS
G|IT,AXB=A,[B,X<(C] G|TJAXB=A,[E<A4],[E<xC|

H

GIT,A<B=A,[x<C] L<"
GIT=A[21,8<A4],[82<B] G|T=A[S <4],[51,% < B .
G|T= A2 <4],[Z < B] com
GIT,ASB=A,(0)|A=6 G|ILASB=A,(0,B)
GIT,A<B= A, (0) T
GIT=AX<A|A=Y " G|IT=A (1),
GIT=>A[Da4a Jump GIT=nA M
GIT=A,(0)|X=06,II G|IT=A,(0),0 .
GIT=A, (0 | s=1 "MPU GIT = A, (o) MmPr
Rules for extensions
GIT=A[Ea4,x2 G|T, A< B, A=A Q|F,A—\<B:>B,AcH
GIT=A[C<A4] GIT,A<B=A
GIT, A B=A |3, A<B|1I G| T=A<B,A|X= A< B

SI, absp

GIT, A B=A|E=11 GIT=A<XBA|E=1I
gler=a,x<d},x .
GIT=AXxC]

mpc

S?—[%}TU = {L,init,L %H, R %H} U{R<H L <H,comH,jumpH,TH, iNgf, jJumpyy, jumpp}
SHywy = SHiypy U {WH} SHycy = SHiwy U{CH} SHiypy = SHiyqy U {abs, absp}
SHirys = SHiwy U {absy,absp}  SHic, = SHicy U {absy,absg, jumpc}

Figure 4.5: Hypersequent calculi S’Hétmng for VTU and extensions
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The rule T adds the consequent of comparative plausibility formulas to a transfer
block; with rules jump; and jump;; the “possible” formulas encoded by a transfer block
pass to the same component and to all the other components of the hypersequent.

Rule jumpc is added to the rules of SH({;CA to define a hypersequent system for
VCA. Recall that logic VCA collapses into classical logic, due to the combination of the
conditions of absoluteness and centering. The former condition states that the systems
of spheres associated to different worlds are the same, and the latter that for any world,
the smaller sphere contains only that world. To satisfy both conditions, all the spheres
and all the worlds collapse, and a model for VCA is composed of a single sphere around
a single world - and this is a model for classical propositional logic. Thus, rule jumpc
avoids introducing bottom-up any new component in the derivations - since the model
is composed of just one world.

Example 4.7.1. Derivation of axiom (T) in SHipy.

AA_<ﬁA:;AJL;w®
5 <-A= A, (L -A),L A
L%ﬁAéA,<L>|L$L L#ﬁAéA,(L,ﬁA> "
LT<-A= A (L) T
< A=A M
S Il<-A-AR=

jumpy

Example 4.7.2. Formula A < B < (B — A) is derivable in SHi,. Thus, in VCA
the comparative plausibility operator collapses into classical material implication.

\Y Y
AJAXB,B=A A<B,B=AB

CH
A<B,B= A
A<b=DpAR>"
S A<Bo(BA) R

RB%Aﬁhqmﬁﬂ ARB%X;MQEA
B,B—-A=[A<B],A

B - A= [A< B]
B—>A:>A<BR'“< o
:ﬂB%M%AﬁBR%

L—

jumpc
H

Remark 4.7.1. In [37] we used rule spl instead of jumpc to define SHic,.

G|, T=1,A
WZ:HW:A

The rule has the same function as jumpc: looking at the rule bottom-up, any two
component of the hypersequent can be united into one component. This rule is less
economical than jumpc: S'H{}CA derivations using spl would need to introduce bottom-
up new components and then unify them, while derivations with jumpc avoid their
introduction in the first place.

Theorem 4.7.1 (Soundness). The rules of S’Hgtrong are sound with respect to the
formula interpretation int. Hence the calculi are sound for the respective logics, i.e.: If
SHstrong - G, then (G)* is a theorem of the corresponding logic.
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Proof. For each rule, the proof strategy consists in assuming that the premiss(es) are
valid in all worlds of all models, and assume that there is a model and a world in which
the conclusion is not valid. If we reach a contradiction, we have a proof that the sequent
calculus rules preserve validity and that, consequently, they are sound.

The cases for propositional rules are standard. For the rules R <, L < com®,
jump®, WH  CH the proof is an easy extension of the argument in Section taking
into account that [J is transitive in models for VTU. For ings the proof is trivial. For absy,
and absg soundness follows from absoluteness of the accessibility relation in extensions
of VTA.

For T# suppose that for M = (W, N, [ ]) we have:

. Mzl (G)™vOI = A, (0)" vIO(A= 0)n:;

2. M,zl- (@)™ vO([ = A, (O, B))™nt;

3. M,z (G)™VvO([, A< B= A,(O))nt.

From 3 we have that z ¥ (G)" and that = ¥ O((ATAA < B) — (V AV OV ©)), thus
zIFEO-(ATANA<B)— (VAVOVO)). This means that there exists o € N(z) and
an y € « such that

4. yl- Fforall FeT;

5. yl- A < B, which means that for all « € N(y),a IF¥ =B or a IF° A4;

6. yWk Gforall GeA,;

7. yKOVO,ie ylkO-\/0O: forallwe |JN(y).whk Q for all Q € O©.
Consider 2: since z ¥ (G)™*, it must hold that z I+ O(I' = A, (0, B))™. The valid
formula is boxed, and thus its content should apply to all elements belonging to |J N(z).
Since y € a and o € N(z), we have y € | J N(x). We are therefore justified to apply 2 to
y, and from 2, 4 and 6 we obtain that y I+ O(\/ © V B). Thus, there exists z € |J N(y)
such that z IF @ for some @ € © or z IF B. The first disjunct contradicts with 7, thus

8. zIFB.

Now consider 1: its first and second disjunct cannot hold. Thus, z IF O(A — \/ ©)"¢
holds. This means that for all the elements w occurring in | J N () it holds that w I- =A
or w IF @ for some @ € ©. By uniformity we have that |JN(z) = U N(y). From 7 we
have that the second disjunct cannot hold; thus

9. wlk-A.

Finally, consider 5: its first disjunct is in contradiction with 8, and its second disjunct
is in contradiction with 9.
For jumpy;, suppose
1. MzlF(@)™vOT = A(©)™vOX=0,1)n
2. M,z¥ (G)™vO([ = A,(0)"vIO(X = )nt,
From 2 we have:

3.z (G)m,

4. zWFONAT = (VAVOVO));

5 ¥ OAX — V).

Form 4, there exists y € | J N(x) such that

6. yl-Fforall FeTl;

7. yWGforall GeA;

8. ykKOVO, ie, foral we|JN(y), whQ for all Q € O.

Similarly, from 5 we have that there exists z € | N(z) such that
9. zl-Sforall SeX;
10. z W P for all P €1I.
From 1 we have that x IF (G)™ or z IF O(AT — VAV OV O) or that z IF O(A X =
VO Vv \/II). The first disjunct contradicts with 3, and the second with 6, 7 and 8,
observing that by uniformity | J N(y) = |J N (z). From the third disjunct we have that
for all w € |JN(z) either w ¥ S for some S € X, which contradicts with 9, or w I P
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for some P € II, which contradicts with 10, or w IF @ for some @) € ©. By uniformity,
UN(y) = UN(z), and the latter disjunct contradicts with 8.
For jumpy, suppose

1. M,zlF (@)™ vO[T = A,(0),0)nt;

2. M,z ¥ (G)™vO([ = A,(0))nt,
From 2 we have that z ¥ (G)" and that x ¥ O(AT — (VAVOVO)), i e x -
O=(AT = (VA VOV O)). This means that there exists y € |J N (x) such that

3. yl- F for some F €T}

4. yW¥ G for some G € A;

5. y ¥ O\ O, meaning that for all z € |JN(y), z ¥ Q for all Q € ©.
As for 1, its first disjunct cannot hold; thus, z F OAT — (VAV OV O VVO))
holds. Then, for all w € |JN () it holds that w ¥ F for some F € T or there exists
k € |UN(w) such that k IF @ for some @ € ©, or w IF G for some G € A or w I+ Q for
some @ € O. The first and second disjunct contradict with 3, and 4 respectively, since
by uniformity |J N(z) = |J N(y); the third and fourth disjunct contradicts with 5, since
e UN(z) = UN().
For jumpc, suppose

1. M,zlF (@)™ vOC,T = A X <C],x)m,

2. M,z¥ (G)™vO([ = A,[Z<C))mt.
From 2 we have that z ¥ ()" and z ¥ O(AT — \/ AV gey B < C). Thus, there
exists a y € [JN(z) such that y I- AT, y ¥ VA, and y ¥ \/ 5.y, B < C. From this
latter, we obtain that for all B € ¥ there exists a neighbourhood @ € N(y) such that
a lF? C and o 3 B, and thus that there exists a k € « such that k IF C and k ¥ B.
Since the model satisfies both absoluteness and centering, it is composed of just one
world, and all the worlds & introduced are such that & = z. Thus we have that x IF C
and x ¥ B, for all B € X; this contradicts with x ¥ C and z I B for at least one
formula B € ¥, that can be obtained from 1. O

We do not have a syntactic proof of cut elimination for S?—létrong. Nevertheless, the
rules of weakening and contraction are admissible in the calculi, and all the rules are
invertible.

Lemma 4.7.2. The rules of weakening Wk, Wkg, Wk;, Wkg and Wkt are height-
preserving admissible in SHgong-

g|r—:>AWk 9wk
G|S,T=AT Gl= ¢
I'=A '=sAE«C = A
Gl Wkg Gl [ ) Wk; Gl Wk

GIT=A,[2<C] GIT=A [ 0<aC] G|T = A, (0)

Proof. The proof is by mutual inductive on the height of a derivation and does not
present particular difficulties. O

Lemma 4.7.3. All rules of Sﬂétrong are height-preserving invertible.

Proof. For all the rules (R) it holds that, if the conclusion of (R) is derivable, so are the
premisses. The proof proceeds by induction on the height of the derivation. Invertibility
of propositional rules and R < follows from application of the inductive hypothesis to
the rule used to derive the conclusion of (R). Invertibility of all the other rules - including
jump® - follows from admissibility of the rules of weakening. O
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Lemma 4.7.4. The rules of contraction Ctr., Ctrg, Ctrg, Ctr; are height-preserving ad-
missible in S’Hgtrong.

GIAAT=A  GIT=AAA  GIT=>A[ad][Baq
GIAT=A " GgT=A,4 'R GIT=A, 2 a4

Ctrg

GIT=A[LAAB]  G|T=A(0.4.4)
GIT=AS,A<B] ' GIT=A(0.4)

CtFT

Proof. Admissibility of Ctrp and Ctrg proceeds by induction on the height of the deriva-
tion. The proofs of admissibility of Ctrg and Ctrt are also proved by induction on the
height of the derivation, and make use of admissibility of Ctr_, Ctrg. By means of ex-
ample, let us consider the case of Ctrg when G | Q = ©,[X, A, A < B] is obtained by
an application of jump® from G | Q = ©,[2,4,A < B] | B = %, A, A. By inductive
hypothesis, we have a derivation of G | Q = ©,[2, A < B] | B= X, A, A. Admissibility
of Ctrg yields G | Q = ©,[%, A4 < B] | B= X, A, to which we apply jump® to obtain a
derivation of G | Q@ = ©,[X, A < B]. The other cases are similar. The proof of admissi-
bility of Ctr; also is by inductive on the height of the derivation, using admissibility of
Wk; if the last applied rule was L < or com™. O

4.8 Semantic completeness of SHiry, SHiwy and
SHycy

In this section we prove completeness for calculi SHYpy, SHiwy and SHycy. Since we
have no syntactic cut-elimination for these calculi, proof of their completeness proceeds
semantically, by showing that a countermodel can be constructed from a branch of failed
derivation tree. A proof of completeness of the hypersequent calculi for VTA, VWA and
VCA (the systems with absoluteness) can be found in [37]. The article presents a family
of non-standard and cut-free hypersequent calculi, equivalent to S?{gtrong. Completeness
of all the standard proof systems can be proved via the translation to the non-standard
calculi. Instead of referring to the non-standard systems, in next section we present
standard proof systems to S’H%ﬁm and extensions, and prove completeness for that sys-
tem[l

The present proof proceeds similarly to the proof of semantic completeness for V and
extensions in Section [£.5] We consider a cumulative version of the hypersequent calculi,
in which some rules are modified as follows.

H
c

G|IT,A—-B,B=A G|IJA—-B=AA L
G|IT,A—-B=A
G|TA=AA— B,B

—

. GIT=AA<BJ[A<B]

GIT=AASB R GIT=A,A<B e
Q|P:>A,[21,ZQ<A],[21<A]7[22<IB] Q'|F:>A,[Zl,22<B][21<A],[22<B] H
GIT =A% < A],[% < B] come

Definition 4.8.1. An extended hypersequent G is VTU-saturated if it is not an instance
of init or 1|, and it satisfies all of the following conditions:

1L (L=H)ifT)A—-B=AcgG, then BeT or A€ A,
2. R=M)if = A— B, AcG,then AcT and B € A;

"It should be possible to prove semantic completeness also for S’H%,TA7 SHWA and S’H%,CA. However,
the proof would be quite complex; for this reason we prefer to give an alternative proof system.
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R<)ifT'= A, A< B€g, then [%,A < B] € A for some ;
L<"if,CxD= AL <A €G,then DeYor [ 0] €A,

comf)if T'= A, [X < A],[I<B]€G, then S CIlor 11 C 3

jump) if T = A, [2 < A] € G, then A,0 = X,1I € G for some O, II;
THYIfI,Cx D= A,(0) €G,then D€ O or C,¥ = O,1I € G for some X, IT;
ingf) if ' = A € G, then () € A for some ©;

(jumpi;, jumpy) if I = A, (©) € G and ¥ = IT € G, then © C II.

© XSO w
e~ o~

It is VWU-saturated (resp. VCU-saturated) if it also satisfies (W) (resp. (CH)) below:

1. (WHYIf T = AJ[X < Al € G, then ¥ C A;
2. (CHYifI,C<xD=AcG,then CcT orDcA;

We construct a countermodel from a VTU-saturated extended hypersequent G =T'; =
Ay]-- | T = A, as follows:

o W:={1,...,n}
e [p]={i<n:pel;}

The sphere systems N (i) for ¢ < n are then defined as follows: Assume that I'; = A, is
sequent

I; :>A;,[El <]A1],...,[Ek <1Ak]
where A/ contains no conditional blocks. Due to saturation condition (com®) we may
assume that 3; C 3y C .- C ¥§. Moreover, by condition (jumpH) for every j < k there
is a component I'y,; = A, € G with A; € I'y,; and ¥ € A, Hence we set

N(Z) = {{mk}, {mk,mk,l}, ey {mk, N 7m1}, W}
Call the resulting structure Mg.
Lemma 4.8.1. For a VTU-saturated hypersequent G the structure Mg is a VTU-model.

Proof. Nesting of spheres is obvious from the fact that {my} C {mg,mr_1} C --- C
{mp,...,m1} C W, reflexivity and uniformity follow from the fact that W € N(3). O

Definition 4.8.2. The complexity of a formula A € F~ is defined as follows:

e w(P)=w(l) =1,
e w(AoB)=w(A)+w(B)+1 for o implication and comparative plausibility.

Lemma 4.8.2. Let G =Ty = A; | --- | T, = A, be a VIU-saturated extended
hypersequent and let Mg be defined as above with world 7 associated to component
I' = Al Then:

given a formula A, if A € T'; then Mg, il A

given a formula A, if A € A; then Mg,i ¥ A

given a block [¥ < O], if [¥ < C] € Ay, then Mg, i ¥ \/ pox (B < C)
given a formula B, if (0, B) € A; for some O, then Mg, i ¥ ¢B.

Ll

Proof. We prove statements [I] and [2] by mutual inductive on the complexity of A. The
base case and the propositional cases are straightforward, hence we consider A = E < F.
Let i € W be the world associated to I'; = A;, with

Ai:A;,[El<1D1]7---7[Zk<]Dk]’<®>

where A/ contains no conditional block and ¥; C ¥5 C -+ C Xy.
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1. Suppose E < F € T;, and let o € N(i). We have to show that either a 7 F or
a IF? E. We distinguish the case where v = {my,...,m;} for some j < k and
a = W. In the former case to each m; € « is associated to a sequent

Dy, Ay = 11, %

which belongs to G by the saturation condition (jump®) applied to a conditional
block [¥; < D)) € Ay, for I = j,...,k. Observe that by saturation condition
(L xH), either F € £; or E = D;. Since w(F) < w(E < F), by inductive
hypothesis we obtain Mg, m; ¥ F. Then, since X; C --- C ¥, we also have
F € % for | = j,...,k, whence by inductive hypothesis we get Mg, m; ¥ F,
for I = j,...,k. Thus, o IFY =F, ie., a ¥ F. Now let E = D,,, for some
j <m < k. Since w(E) < w(E < F), by inductive hypothesis on the sequent
E, Ay, = 11, 5y, we obtain Mg, m; I+ E, and thus a |- E.

Now let &« = W. Since E < F' € T';, by saturation condition (T) either F' € (0), or
for some A;,II, E,A = II,© € G. In the latter case there is a world j associated
to the sequent E,A = II,0 € G, and by inductive hypothesis on E, we get
Mg,j I E, whence W |7 E. In the former case let us consider any k € W
(including k = 4). To k is associated a seguent I'y, = Ay, and by saturation
conditions (jumpy) and (jumpy;) we have © C Ay, whence F' € Ay. By inductive
hypothesis on F' we conclude Mg, k ¥ F. This shows that for all y € W, y ¥ F,
whence a J¥3 F.

2. Let E < F € Al. We have to show that there exists a sphere o € N (i) such that
a2 Fand a ¥? E. Recall that N (i) = {{mg}, {mr,mp_1},..., {ms,...,mi}, W}
where each m; is associated to a sequent D;,A; = II;,¥; € G coming from a
block [X; < D] € A, for I = j,..., k. By saturation, there is some j < k such
that D; = F and E € ¥;. Let us consider world m; associated to the sequent
F,A; = 3;,11 € G. By inductive hypothesis applied to F' and F,A; = 3;,1II, we
get Mg, m; IF F. Similarly by inductive hypothesis we get Mg, m; ¥ E. Since
¥ € C Yy, we also get Mg, my ¥ E, for | = j,..., k. Thus if we consider the
sphere o = {my, ..., m;} € N(i), we obtain that « IF> F and o ¥2 E.

The proof of [3 uses [2] recalling that a block is a disjunction of <-formulas. The proof
of [d uses 2] with an argument as in the proof of[I]for the case of « = W with B € (6). O

The countermodel construction described above can be extended to VWU and VCU
by modifying the definition of the model as follows. For VWU, let

N(l) = {{m/ﬁl}v {mk’amk—lai}7 LR {mka o 5m17i}ﬂ W}

For VCU, we add {i} to N (i) for any i. The proof of Lemma can be easily
extended to both cases (statements 1 and 2), using the specific saturation conditions for
these systems. From Lemma [4.8:2] we obtain:

Lemma 4.8.3. For £ € {VIU,VWU,VCU} let G =T = Ay | --- | T, = A, be a
L-saturated hypersequent and let Mg be defined as above, then

e for any i € W associated to sequent I'; = A; we have Mg,i ¥ (I'; = Az‘)"”%
e for any i € W we have Mg, i ¥ (G)".

To use these results in a decision procedure, we apply a strategy of local loop check-
ing: rules are not applied if there is a premiss from which the conclusion is derivable
using structural rules. Since these are all admissible in SH%, this does not jeopardise
completeness.
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Proposition 4.8.4. Backwards proof search with local loop checking terminates and
every leaf of the resulting derivation is an axiom or a saturated hypersequent.

Proof. By Lemmas and [4.7.4] we may assume that the proof search only considers
duplication-free sequents, i.e., sequents containing duplicates neither of formulas nor of
blocks. By the subformula property, the number of duplication-free sequents possibly
relevant to a derivation of a sequent is bounded in the number of subformulas of that
sequent, and hence backwards proof search for G terminates. Furthermore, every leaf is
either an axiom or a saturated sequent, since otherwise another rule could be applied. [

Theorem 4.8.5 (Completeness). If ()™ is a theorem of logics £, then SH’ - G, for
£ € {VTU, VWU, VCU}.

Proof. By Proposition backwards proof search with root G terminates and every
leaf of it is an axiom or a saturated sequent. By invertibility of the rules each sequent
G’ occurring as a leaf is valid. In this case G’ must be an axiom, since otherwise, by
Lem. We can bulid a countermodel Mg falsifying (G')*** and hence by monotonicity
also (G)™. O

Proposition m gives rise to a (non-optimal) CO-NEXPTIME-decision procedure for
validity. Root-first proof search with local loop checking to an input sequent = G
terminates and every leaf of the resulting derivation is an instance of init or 1 or
a saturated sequent. Thus, in order to check whether = G is derivable is suffices
to non-deterministically choose a duplication-free L-saturated extended hypersequent
containing only subformulas of G and containing a component I' = A, G. If this is
not possible, then backwards proof search will produce a proof of = G. But if it
is possible, then by Lemma this hypersequent gives rise to a countermodel for
G. Since the size of duplication-free extended hypersequents consisting of subformulas
of G is bounded exponentially in the number of subformulas of G, this gives the co-
NEXPTIME complexity bound. This result is not optimal, since it is known that the
logics of this section are EXPTIME-complete [28].

4.9 Head-hypersequents calculi H#H.

i
Strong”

The hypersequent calculus SHipy presented in Section are specifically tailored to
capture conditional logics with total reflexivity and uniformity. We have modularly
extended the calculi to extensions of VTU; however, for the logics with total reflexivity
and absoluteness it is possible to define a slightly different proof system - simpler and
more adapted to the structure of the models.

The semantic condition corresponding to systems with absoluteness is that any two
systems of spheres are equal: for x,y € W, N(x) = N(y). As a consequence, the
comparative plausibility formulas which are true at a system of spheres (and thus: at
a world) are true at all the other systems of spheres (and thus at all the worlds).
Absoluteness implies uniformity, since this latter condition requires only the union on
any two sets of sphere to be equivalent. With uniformity, only “possible” formulas
are the same between all the worlds (refer to Section . If we have absoluteness, all
comparative plausibility formulas - and not just possible formulas - are allowed to “pass”
between the worlds.

Let Strong” range over the set {VTA, VWA, VCA}. To define proof systems for
Strong” we no longer need transfer blocks; we instead enrich the structure of hyperse-
quents by adding an additional component, called the head. This component, placed
at the beginning of the hypersequent, is used to store comparative plausibility formulas
which are globally valid in a model. The comparative plausibility formulas are stored
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in the form of conditional blocks - the disjunction of comparative plausibility formulas
introduced for the nested and hypersequent calculi. Since validity of comparative plau-
sibility formulas does not change throughout the model, the rules allow blocks to “pass”
between all components of the hypersequent.

Definition 4.9.1. Head-hypersequents have the following structure:

where I'y ... T, and A;...A, are multisets of formulas, and © is a multiset of condi-
tional blocks. Again, a block [A1,..., A, < CJis a syntactic structure representing a
disjunction of comparative plausibility formulas, interpreted as: A; x CV---V A, < C.
© is called the head of the hypersequent; each ¥; = II; is called a component of the
hypersequent.

The formula interpretation of hypersequents is given by:

([21<1C’1],...,[2k<10k] HI‘1:>A1| |1"n:>An)znt =

Vicick Vaes, (A< G)VO(AT1 = VA V- VO(AT, =V Ag).

The components of the hypersequent are interpreted in the standard way in modal
logics, each corresponding to a word of the model. Thus, for a hypersequent © || 'y =
Ay | ...| Ty, = A, to be valid in a model M at a world «, it must hold that either
xz - A< C for some A € ¥ and some block [¥ < C] occurring in ©, or x ¥ F for some
F occurring in T';, or z IF G for some G occurring in A;, for 1 <i < n.

The rules of the head-hypersequent calculi ’HHgtrongA are given in Figure E Initial
sequents and propositional rules are the standard; the head component is not involved.
Rules for comparative plausibility, com? and jumpA display the same structure of the
hypersequent rules defined for SHipy, with the difference that all the blocks are stored
in the head - and can therefore be applied to all components. We have split the rule
for total reflexivity into two rules, that differ for the rightmost premiss. Rule T; adds
a formula to the same component; rule Ty adds a formula to other components of the
hypersequent. Rules W4 and C# are defined similarly as the rules for the calculi S H%,TU.
There is no need to add rules for absoluteness - the semantic condition is encompassed
by the syntactic structure of the hypersequents.

Example 4.9.1. Derivation of Axiom (T): (L < =A) — A.

\|J_<ﬁZ,A¢A

| I<-A=A4,-A ]T%
[Lx-A=4 !
= Ll<-a-al™

v
[L<l]]]=A|LlL=1
[Lal]]|=A

A

jump

Derivation of axiom (A1): A B — (L < -(4< B)).

v v
[B,A<B]---||AsB=|=L1|B=AB [A<A]l---||ASB=|=L1L|A=A
jump? jump?
[B,A<B]---||[AxB=|= 1 [A<1A]-~~HA-\<B¢|:>J_L<
[A<B],[L<=(A<B)||AxB=|=1 B

L<-A<B)[[A<B==A<B,L "~

La-A<BJlA<B=|-A<B) =1 ¢
[L<-(A<B)][[AsxB= _ "™

[A<B=1<-(A<B) "%

= A<Bo(L<-(A<B)

A
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Initial sequents

Olps=Tp|g Mt o= =Tg "
Propositional rules
O||B,T=A|G O|T = A,A[G O||AT = A, B|G

O A>BT=A[G - BT=>AASBIG R

Conditional rules
e,[AxBl|E=1|G
OS=TA<B[G " o,z Clg

©,[B,2<C]||A<B,Y=T1I|G &E<CHE<MHA<&E$HWL

0,X«C]||G|C=%

jump?®

A
0,E<C|][[A<B,L=1|G <
.54, [<B|¢ O[S<A4.[BH<B|g
0,[Z<A],[l<B|¢ com
Rules for reflexivity
O,[L<A]||AxBT=A|G ©||ABTI=AB|§ -
O[[A<BI=A|G '
O,[L<Al||Ax BT =A1l'2=A2|G O||AB,T1=A1|I2=Ay,B|G
O[|A<B,T1= A |T2a= As|G 2
Rules for extensions
E<A4],0|IT=A%2|G Ead]|CT=AX
w4 jumpcA
E<Al,0||T=A|G E<C]|IT=A|G

O||A,A<BT=A|G O||A<BT=AB|¢
OA<BTI=A|G

CA

HH@TA = {init, L,R —>,L —-,R <A, L g<A,jumpA, comA,Tl, To}

HHys = HHYps U{W?} HH e = HHipa U{C*, jumpc?}

Figure 4.6: Hypersequent calculus Hyrs and extensions

Theorem 4.9.1 (Soundness). If a head-hypersequent G is derivable in H’HgtrongA then
(G)™* is a theorem of the corresponding logic.

Proof. By inductive on the height of the derivation of the premisses, assuming that the
premisses are valid in all sphere models for VTA (resp. VWA and VCA) while the
conclusion is not. We show the case of rules Tq; the cases for the other rules are similar

to the proof of soundness for S’Hétrong.

Rule T4: suppose the conclusion of the rule is false at model M and world x. Thus, we

have:

1. forall T € ©, x ¥ T}

2. zIFO(A < B), that is for all y € [J N(z) it holds that for all « € N(y) if
a Ik B then a IF3 A;

3. xIFOAT

4. x ¥ OV A;

5. x ¥ u(G).
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Since the premisses are valid, it holds that:

6. I L < A (from validity of the left premiss, 1, 2, 3, 4 and 5); thus, for
all B € N(z) if BIF7 A then 8 IF L;
7. z |k OB, that is for all y € |JN(x) it holds that y IF B (from validity of
the second premiss, 1, 2, 3, 4 and 5).

By total reflexivity we have that there exists a € N(x) such that € a. Since z €
U N(z), from 7 we have x I B; thus, « IF° B. By 2 and absoluteness we have « |- A.
By 5 and absoluteness, we have o IF? L, ending up in a contradiction.

Proof of Ty proceeds in exactly the same way, since validity of the right-hand premiss
yields « IF OB. O

Similarly to hypersequent calculi SHétrong, weakening and contraction are admissible in
HHE, oner- We omit the proofs of the following lemmas, similar to the proofs of Lemmas

E72 (.73 and 74

Lemma 4.9.2. The structural rules of weakening on formulas and on blocks are height-
preserving admissible in HHg;gnga -

Og|r=A Wi oll¢g Wi

O T=ATI[G oll=1g
OIl=A|G [2<C],@|\F$A,x|ng
E<acC],0||l=A|G " [509<C],0|T=A,|G °

Lemma 4.9.3. All the rules of Hyra, HHgtrongA are height-preserving invertible.

Lemma 4.9.4. The structural rules of contraction on formulas and on blocks are height-
preserving admissible in HHg;gnga -

O A4AT=A|G OT=AA4A4|G

OATSAIG ™ BT=aAlg
B4 [E<40T=AG  [S5A449B6[T=A[G
E<A,0|T=A|G " 2, A<B],OT=A|G
. i
4.10 Semantic completeness of HHg, ,.n

To prove completeness of HHétrongA we introduce (as usual) cumulative versions of the
calculi, which keep all formulas and blocks in the premisses. Then, the proof proceeds
by constructing a countermodel from the upper head-hypersequent of a failed deriva-
tion branch. The rules which need to be modified in their cumulative versions are the
following:

C

©||A—B,Bl'=A|G O||[A—-BTI=AA|G

O[ASBTI=AG L

O AT=AA-BB|¢  ©[A<dB||l=AA<B|G
oT=AA=BIG 7 O|T=AA<B|G
0[S <Al, L4, [I<B]||¢ 6,5<A],[I<B] Bl |G

0, Z<A],[M<B]¢ ce

R <4

A
me
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Definition 4.10.1. Let H be a head-hypersequent of the form © ||G. H is saturated
with respect to H{r, if it not an instance of init or 1| and it satisfies the following
conditions:

)

)
A if ' = A< Beg,then [%,A < B] € 0, for some 3;
Mif[ZaCle®and A< B,T = A € G, then either B € ¥ or [2 <1 A] € ©;
com?) if [© < A],[X < B] €O, then S CIor I1 C %
jump?) if [£ < C] € ©, then C,A = Q, ¥ € G;
(T1) if A< B,T' = A € G, then either [L < A] € © or B € A;
(T2) if A< B,T' = A € G, then either [L <1 A] € © or for all A = Q components
of G, B € Q;
9. (jumpc?)if [E < A]e©@and = A e G, then AeT and ¥ C A,

2}

PN O W=

Furthermore, H is HHiny, saturated (respectively: HHiy,) if the following conditions
hold.

L. (WA if[X <A €0, =Acq, then ¥ CA;
2. (CYHifT,CxD=A€cgG, then Celor D€A.

Let H be a saturated head-hypersequent of the form © ||y = Ay |... |, = A,. We
construct a countermodel My, for it similarly as done in Section

o W:={1,...,n};
o [p]:={i<n:pely}.

We introduce a world for each component of the hypersequent, satisfying atomic for-
mulas occurring in the antecedent of the component. To account for the condition of
absoluteness, we set the system of neighbourhood to be the same for all the worlds.
Thus, for each i < n, we define the same system of neighbourhood S(4) from the blocks
occurring in the head of the hypersequent:

(9:[21401],...,[Zn<10n]

By the saturation condition associated to (comZ!), we have that the antecedents of
the blocks are ordered as follows: ¥; C ¥y C --- C ¥,,. By the saturation condition
associated to jump?, for every j < k there is a component my such that A,,,, = Q,,, € G,
and A; € Ay, and ¥; C Q.. Thus, for all i € W, set:

N(Z) = {{mk}, {mk,mk,l}, ey {mk, N 7m1}, W}

Lemma 4.10.1. If H is a head-hypersequent saturated with respect to Hyra the struc-
ture My is a sphere model for Hyra.

Proof. Nesting of neighbourhoods holds in My, since {my} C {mg,mp_1} C --- C
{mg,...,m1} C W. Reflexivity holds, since W € N(i), for all i € W. Absoluteness
holds, since for every v, w € W it holds that N(v) = N(w). O

Lemma 4.10.2. Let H be a saturated Hyra head-hypersequent, as defined in
and let M be a VTA sphere model. For all i < n world of the countermodel, corre-
sponding to a component I'; = A; € G, we show that:

1. for all A € T;, My, il A;
2. for all A€ A;, My, i ¥ A;
3. forall [¥ < Cl €O, My, i\ 1c5(A<C).
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Proof. Cases 1 and 2 are proved by mutual inductive on the complexity of the formula
Aﬂ Propositional cases are immediate; we consider only case A = F < F. Proof of 3
uses 2.

1. Suppose E < F € T;. For all & € S, we have to show that either a ¥3 F or a IF° E.

In case a # W we have a = {my,...,m;}, for some j < k. Each m; € a comes
from a component Cj, A; = Q;, %, generated from a block [3; < Cj] € ©. Let us
consider m;, and its associated component C;,A; = ;,%;. For the saturation
condition associated to Hy, either F' € I'; or & = C}. In the former case we have
that £; C --. C Xy; by inductive hypothesis m; ¥ F, for ¢ = {j,...,k}. Thus,
a lFY =F. Otherwise, if £ = Cj, let us consider the component Cj, A; = Q;,%;.
By inductive hypothesis, My, m; IF3 E: thus, a IF? E.
In case @« = W, by the saturation condition associated to T; we have that either
[L <E]€©orF € P, for all components ¥; = II; € G. In the former case, by the
saturation condition associated to jump there will be a component £, A; = Q;, 1;
thus, by inductive hypothesis m; IF3 E, and W IF E. In the latter case, we get
by inductive hypothesis that for all m; € W, m; 3 F; thus,W IFY —F.

2. Suppose E < F € A;. For some a € N(i), we have to show that a I F and
o K3 E. By saturation condition associated to R <A, there is a j < k such
that C; = F and F € I';. Consider the world m; associated to the component
Cj,A; = Q;,%;. By inductive hypothesis it holds that m; IF F'; moreover, since
¥; € ¥;+1C .- C 3y, it holds by inductive hypothesis that m; K2 E for
i={j,...,k}. Thus for a = {m;,...,my} we get that a|F> F and a ¥? E. O

To extend the model construction to VWA, let us consider how models for this logic
are structured. For the condition of weak centering, every world of the model must
be included into all the systems of spheres associated to that world. Along with the
condition of absoluteness, this means that there is just one sphere, containing all the
worlds of the model. Thus, given a head-hypersequent H we define MY, with W and
[ ] as in My, and for all worlds i € W, let

N(@) = {{mg,1,...,n}, {mg,mr_1,1,...,n}, ..., {mg,...,my,1,...,n}, W}

The condition can be equivalently stated as N (i) := {W}. It can be immediately verified
that such structures are sphere models for VWA. Then, it is possible to extend Lemma

[4.10.4] as follows.

Lemma 4.10.3. Let H" be a saturated HHyy, hypersequent as defined above, and
%, a VWA sphere model. For i € W and 1 < k < n we show that:

1. for all A€ I'y, MY}, ilF A;
2. for all A € Ay, MY, il A;
3. forall (X< Cle® MY, il \ en(A<C).

Proof. The proof is by inductive on the complexity of formulas. We show only cases 1
and 2, considering A = E < F. Proof of 3 makes use of 1 and 2.

1. Suppose FE < F € T';, for some 1 < i < n. We have to prove that for all @ € S,
either o 7 F or a IF? E. In this case, however, a = W. By the saturation
conditions associated to T we have that either [L <1 E] belongs to © or F' belongs
to A;. In the former case, by the saturation condition associated to jumpA we
have that E occurs in T'g, for some 1 < k < n and i # k. However, k € «, and
by inductive hypothesis o IF? E. Otherwise, from F belongs to A; and inductive
hypothesis we obtain a 3 F.

8Refer to Definition for the notion of complexity of a formula.
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2. Suppose E < F € A, for some 1 < i < n. We have to show that for « = W it
holds that a IF? F and o 7 E. By the saturation conditions associated to R <4
and jump”, we have that there exists a k such that F € Ty and E € Ay. Thus,
by inductive hypothesis, a IF? F and o 3 E. O

To prove completeness for VCA the model can be further simplified, since models for this
logic are composed of just one world and just one sphere around that world. Moreover,
due to the presence of the rule jump,, a head-hypersequent in HH%,CA has the form
O||IT = A, with just one component. Let H be such a hypersequent. We construct a
countermodel M, as follows:

o W={i};
o N(i) ={{i}}, foralli e W,
o [p]={i<n:peTly}forl <k<n.

Model Mg, trivially satisfies all conditions of a sphere model for VCA: nesting, non-
emptiness, centering and absoluteness. The proof of Lemmal4.10.2]is modified as follows.

Lemma 4.10.4. Let H° be a saturated HH{c, hypersequent as defined above, and
%, @ VTA neighbourhood model. For i € W and 1 < k < n we show that:

1. for all A € I'y,, M§,,ilF A;
2. for all A € Ay, M§,,i ¥ A;
3. forall X < Cl € ©, M5,i ¥\ 15 (A< C).

Proof. The proof is by inductive on the complexity of formulas. Again, we show only
cases 1 and 2, subcase A =FE < F.

1. E g F €T%. There is just one non-empty sphere in the model, « = {i}. We have
to show that either ae #3 F or a IF? E. By the saturation condition associated to
CA4, we have that either E € T, or F € A;. By inductive hypothesis, this means
that either 7 IF E, from which we have o IF> E, or i ¥ F, thus a ¥3 F.

2. E < F € Ag. We have to show that for the only sphere in the model, «, it holds
that o IF° F and a 7 E. By the saturation conditions associated to R s? and
jump? we have that F € T, and F € A,. By inductive hypothesis i £ F and
i ¥ E; thus, aIF? F and o ¥° E. L]

From Lemma [.10.2l and Lemma [4.10.4] we obtain:

Lemma 4.10.5. For Strong” € {VTA, VWA, VCA}, let H=0 || T1 = Ay |-+ | T, =
A,, be a Strong?-saturated head-hypersequent. Let My be a model for Strong?, as
defined above. It holds that:

e for any i € W associated to sequent T'; = A;, My, i ¥ ([; = A;)™
e for any i € W, [¥ <1 CJit holds that My, i ¥ ([Z < C])™";
e for any ¢ € W, it holds that My, i ¥ (’H)mt

To ensure termination we define, as for S’Hétrong, the notion of local loop checking to
obtain backwards termination of the calculi. We set that rules are not applied if there
is a premiss from which the conclusion is derivable using structural rules. Then, from
admissibility of weakening and contraction we can assume that our derivations consists
only of duplication-free sequents. Since all the rules have the subformula property, the
number of duplication-free sequents is bounded in the number of subformulas of that
sequent. Thus, we have the following:
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Proposition 4.10.6. Adding a local loop checking strategy, backwards proof search in
SHrong terminates, and every leaf of the resulting proof tree is either an axiom or a
saturated head-hypersequent.

Theorem 4.10.7 (Completeness). If (#)™ is a theorem of Strong”, then HHétrongA F
H.

Proof. By the previous proposition, backwards proof search with root H terminates,
with every leaf either instance of init or 1| or a saturated head-hypersequent. However,
a leaf cannot be a saturated head-hypersequent: if it were so, we could be a countermodel
for it that, by monotonicity, would falsify also G, against the hypothesis. O

As done for calculi S?—[’étmng, we can define an immediate (non-optimal) procedure to
decide validity of a formula in Strong®: to check whether a formula A is derivable, it
suffices to choose a duplication-free head-hypersequent containing only subformulas of
A and containing a component I' = A, A. If this is not possible, backwards proof search
yields a proof of = A; otherwise, the head-hypersequent gives rise to a countermodel.
The size of the duplication-free head-hypersequent is bounded exponentially by the
number of subformulas of A; thus, the complexity of our decision procedure would be
co-NEXPTIME. This bound is far from optimal since, according to [28], conditional
logics featuring absoluteness are NP-complete.

4.11 To sum up

In this chapter we have presented three families of internal calculi for Lewis’ family
of conditional logics: nested calculi Zg,.., for V and some of its extensions, extended
hypersequent calculi SHg; ng, for VTU and its extensions, and the head-hypersequent

systems HHgtmngA, for VTA and its extensions. In order to capture conditional logics,
more expressive than modal logics, it was necessary to extend the structure of sequents.
More precisely, to capture logics whose outer modal logic is weaker than S5 we have
employed a kind of nested sequent calculus, while to capture systems whose outer modal
logic is S5 we used hypersequents.

The attentive reader might have noticed that there are four logics for which we have
not given a full treatment. These are VU and VNU, for which we have not given any
proof system, and VA and VNA, for which we have given a nested sequent calculus
but no direct proof of completeness. The outer modal logics for these systems are K45
(VU and VA) and D45 (VNU and VNA). It would be possible to give proof systems
for these logics in terms of grafted hypersequents. This formalism was introduced by
Lellmann and Kuznets in [5I], as a proof system for K5 and K45. In these systems
there is a difference between the actual world - in which reflexivity does not hold - and
the worlds “seen” from the actual world - in which reflexivity holds. The framework of
grafted hypersequents is something in between nested and hypersequent calculi, and it
can be particularly useful to treat weak systems of modal logics. Grafted hypersequents
are composed of a head (the “trunk”) which is a nested sequent of bounded depth, and
a body (the “crown”) which consists of a hypersequent. In our case, the trunk would
consist of a nested sequent of depth at most one, corresponding to the formulas relative
to the actual world. Each component of the hypersequent would correspond to the
formulas relative to a world “seen” from the actual world. Then, by defining two sets
of rules, one for the trunk and one for the crown, it would be possible to differentiate
between the actual world and the worlds seen from it. The definition of such calculi for
VYU, VA, VNU and VNA is object of current research.
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Chapter 5

Relations between proof
systems

“What about the reality where Hitler cured cancer, Morty?
The answer is: Don’t think about it.”

— Rick, Rick and Morty

This chapter presents the two directions of a mapping between two proof systems for
conditional logic V: labelled calculus G3V and internal calculus Zi,. Both proof systems
were introduced in the previous chapters. The interest of the result lies in the fact that
the two calculi are prima facie quite different - one displays labels in correspondence with
semantic elements of the models, while the other employs blocks, syntactic structures
corresponding to disjunctions of comparative plausibility formulas. The present mapping
can be inscribed into the more general research on the interrelations between proof
systems for modal logics.

5.1 A case study

In the previous chapters we have presented different standard proof systems for con-
ditional logics: labelled calculi for PCL and its extensions (Chapter 3), and internal
calculi for V and its extensions (Chapter 4). The calculi have different properties: for
instance, the proof of cut admissibility for labelled systems is almost straightforward,
due to invertibility of the rules; but these systems require a quite complex proof strategy
to ensure termination. Conversely, of all the internal calculi presented in Chapter 4 we
were able to prove cut-elimination only for one system, I{,, and by means of a quite
complex proof. Proving termination for internal calculi is much easier, and derivations
with such calculi tend to be much shorter than derivations using labelled systems.

Moreover, rules of labelled sequent systems have an immediate explanation in terms
of the semantics for the corresponding logics: the labels of these calculi are syntactic
correspondents of elements (worlds or neighbourhood) of the models. In comparison,
rules of internal systems are less intuitive to understand: the relation with elements of
the model is hidden in the structure of sequents. In Chapter 4 we have offered some
intuitive explanation relating blocks to spheres; in this chapter we motivate it by means
of formal arguments.
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The question whether it is possible to establish a formal correspondence between
labelled and internal proof systems for conditional logics arises as a natural one. Logic
V has been chosen as a case study, since it is the basic system of Lewis’ family and
the weakest conditional logic having both an internal and a labelled proof system. The
labelled sequent calculus is G3V, exposed in Chapter 3; the internal calculus is I{,, from
Chapter 4.

Generally speaking, there are several advantages in establishing mappings between
different proof systems. On one side, once a translation is defined and proved to be
sound, meta-theoretical results proved from one calculus can be transferred into the
other. On the other side, establishing the two directions of a mapping helps to give a full
understanding of both systems. As for modal logics, several results on the relationships
between different proof systems can be found in the literature. Refer to [89, pp. 116, 206]
for a survey, along with a conjecture of a general interpretability of tree hypersequents
into labelled calculi. This conjecture was confirmed by Goré and Ramanayake in [40]
through an embedding of nested sequent calculi and tree-hypersequent calculi into a
suitable subclass of labelled calculi, those in which the relational structure forms a tree.
A similar result has been proved for nested sequent calculi and labelled tableaux by
Fitting in [27]. More recently, Pimentel developed translations between labelled and
nested sequent calculi for normal and non-normal systems of modal logics [86] .

As happens with equivalence results between labelled and internal calculi for modal
logics in [40], in our case study the translation from the internal calculus I{, to the
labelled system G3V can be directly specified by adding to the labelled calculus a few
admissible rules. The direction from labelled to internal is considerably more difficult.
The problem is that G3V derivable sequents are more than I‘{, derivable sequents. Thus,
in a G3V derivation not all sequents can be translated into the language of V. This
overload has to be disciplined, and the core of the procedure lies in the identification of
a “‘normal form” for G3V derivations, basically corresponding to the requirement that
the relational structure of a derivation forms a tree, and in the Jump lemma (Lemma
, which allows to focus om a subset of formulas of a labelled sequent - a derivable
subset that can be translated. We show how, thanks to these restrictions, we are able
to translate G3V derivations into I{, derivations.

For both directions of the mapping we define a function taking care of translating
sequents (denoted with ¢, s) and a function taking care of translating full derivations
(denoted with { }, [ ]). Soundness of the two directions is proved by means of an
inductive procedure. We start by recalling the rules of both calculi (Section ; then,
we present the “easy” direction of the translation (Section followed by the “difficult”

one (Section [5.4).

5.2 Sequent calculi G3V and 7},

Refer to Section [4.1]of the previous chapter for a presentation of logic V. The set of well-
formed formulas of V and its extensions is defined as F~ u=p| L | A - A| A< A
Sequent calculus I\{, was introduced in section of chapter 4. We report the rules
in Figure Recall that a block [X <1 A] is a structure interpreted as a disjunction
of comparative plausibility formulas: A x By V---V A < B, for ¥ = By,...,B,.
Admissibility of the structural rules of weakening and contraction can be found in Section
In particular, we will need the rule of weakening inside blocks and on blocks:

I'=AX<C| _ = A
F'=A[4Y<C] "' T=A[X<0C

As for G3V, the sequent calculus can be found in Section [3.7) of Chapter 3. The rules
are reported in Figure and are defined by spelling out the semantic conditions

Wkg
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Initial sequents p,I'=Ap Init lL=A =
Propositional rules
's=AA BT=A : AT =AB :
ASBT=A L7 Tr=AA-BR—
Rules for comparative plausibility
I'= A,[A < B]

rsAA<B RS
INAB=A,B,X<(C] TJAxB=A,[2<4],E<xC] .
[LA<B= A, <0 <

Rules for blocks
I'=A[X1,5,<4],[E2<aB] I'= A5 <4],[%,5; < B
F:>A,[Z1<]A],[ZQQB]
A=Y .
I=A[xaa MM

com'

Figure 5.1: Rules of Zi,

associated to the operators in nested neighbourhood models (or, equivalently, sphere
models). Recall the truth condition for the comparative plausibility operator:

zlF A< B iff foralla€ N(z) if alF? B then o I3 A.

Proof of height-preserving admissibility of weakening and contraction can be found in
Section of Chapter 3. We need admissibility of the following additional rule.

Lemma 5.2.1. Rule Mond is admissible.

bCa,l=Aal? AblI A
bCal = Aal-? A

ond

Proof. By induction on the height h of the derivations of the premisses. If A = 0, the
premiss of the rule is an initial sequent, also its conclusion is an initial sequent. Similarly
if it is conclusion of 1. If h > 0, we distinguish cases according to the last rule applied
to derive the premiss. If the last rule applied is a rule in which b IF? A is not the
principal formula, it suffices to apply the inductive hypothesis to the premiss of the rule
and then apply the rule again. For instance, suppose that the last rule applied is R IF3,
applied to a I3 A.

bCaxcal’=ANalF? AbIF Az: A
bCaxecal’=ANalF? AblH A

RIF3

By inductive hypothesis, the sequent b C a,z € a,I" = A,a IF? A,z : A is derivable; if
we apply R IF? to it we obtain the desired conclusion b C a,z € a,I" = A, a IF A.

If the premiss of Mon3 has been derived by a rule in which b IF? A is the principal
formula, it has been derived by R I applied to b -3 A.

bCa,xzebI’=AalF? AbIF Az: A
bCa,xebI' = AalF? A bl A

RIF3
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Initial sequents z:p,I'= A, z:p Init z: L, I'=A L
Rules for local forcing

re€ar: A=A rca,l=Az:AalF? A

LIF? (x! 3
a3 AT = A Cd) teal=Aal?a R
Propositional rules
'=Az:A z:B,IT'=A r: AAl=Az:B
L— —

r: A= B T'=A '=sAx:A— B

Rules for comparative plausibility
alF? B,a € N(z),I' = A,alF7 A R )
I'sAx:AXB
a€N(z),r: A< BT =Aal-" B all—aA,aeN(x),x:A<B,F:>AL

< (a!

<
a€N(),z: A BT =A
Rules for inclusion and nesting
r€aaCbzxebl =A Lc
r€aaCbhl = A =
aCb,a€e N(z),be N(z), ' = A bCa,a€ N(z),be N(z),I' = A N
es

a € N(x),be N(z), T = A

Figure 5.2: Rules of G3V

By inductive hypothesis, the sequent b C a,z € b,T" = A,a IF7 A,z : A is derivable.
We proceed with the following transformation:

bCa,zeb I =>AalF? Az: A

Wk
z€ablarebl’=AalF? A z:A R L3
rc€abCaxechl’=Aal?A
bCa,zebI' =AalF? A -
The endsequent is the conclusion of Mond. L]

Example 5.2.1. By means of example, we show a derivation of the axiom (CO) A <
BV B < A both in G3V and in I{,. In the derivation with G3V we have omitted
writing the right-hand premiss of Nes, sequent b C a,a € N(x),b € N(z),a IF> B,b I->
A=a IF3 A, b3 B, derivable in a similar way as the left-hand premiss. Rules RV and
RV' are derivable in both calculi.

v
aCbha€ N(z),beE Nx),y€a,y€by:BblFF A=al-? Ay:B bl B

aCbhacN(z),beNx),ycayecby:BbF A=>al? AbIF B

aCbacN(z),be Nxz),y€ay: B,blF A=alF? A bIFP B

aCbac€ N(z),be Nx),alF> B,bIFF A= al-? A,bIF B

a € N(z),be N(z),alF B,bIFF A= al-? A,bIF° B R
a€N(x),alF* B=al? Ajz:B< A

=s>x:AB,z:B<xA

=zr:A<BVB<A

LI

Nes

R<

Rv
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W \Y
B=AB ) A= A B
~ A BB, BaA"P ZA<B][AB<4
=[A<B],[Ba4] com
=[A<B],B A R§
S A<BB<A R¥
S A<BvB< ARV

jump

In the rest of the chapter we adopt the following notation:

Remark 5.2.1. Notational convention: given multisets of formulas I' = {A;,..., A, }
and ¥ = {Sy,..., S}, we shall write z : I" and a I-> ¥ as abbreviations for z : Ay,...,z:
A, and a IF? Sy, ..., alF> Sy respectively.

Since we aim at translating derivations, we introduce a notation to represent derivations,
applicable to both calculi.

Deﬁnition 5.2.1. Let INIT be a G3V / I{,_ initial sequent, and let SEQ denote a G3V
/ Iy, sequent I' = A. Let R be a G3V / Zj, rule. A derivation is the following object,
where (1) and (2) are sequents:

Dy D D
I (T C IR O B €
SEQ SEQ

5.3 From the internal to the labelled sequent calculus

In this section, we show how Zi, derivations can be translated into derivations in G3V
+ Wk + Ctr + Mond. We first define ¢, a translation for sequents; then, we specify
a function which takes as argument derivations in the internal sequent calculus and
produces in output derivations in the labelled one. Finally, we prove that the translation
specified by the function is correct.

Definition 5.3.1. Given a world label z, a list of countably many neighbourhood labels
a=ajas ...a, and multisets of formulas I'; A, ¥4, ..., %,, define:

o (I = x: Fy,..,x: Fy
e t(T'= A,[X1 <4 By, ..., [Zn < Bp)®® :=
a1,....an € N(z), a1 IF7 By, ...,an IF2 B, t(D)* = t(A)®, a1 2 24, ... a, 2 2,

The translation takes as parameter one world label, z, and neighbourhood labels a: the
idea is that for each block [¥; < B;] we introduce a new neighbourhood label a; such
that a; € N(z), and formulas a; IF? B; in the antecedent and a; IF? ¥; in the consequent.
These formulas correspond to the semantic condition for a block i.e., a disjunction of
comparative plausibility formulas in sphere models:

- [ < B] iff foralla € N(x) if a3 B then o I3 X.

Figure defines a function { }*@ that takes as input a Zi, derivation D and produces
in output a G3V derivation {D}*%. The parameters of the function are the labels z
and a; these are the world and neighbourhood labels used to translate the root sequent
of D. For a = (a...ay), we write ab to denote the list (a1 ...a, b). For a rule R of a
calculus, we denote by R(n) n applications of R. The function for propositional rules is
immediate: from a translation of the premiss(es) derive a translation of the conclusion
applying the corresponding G3V rule.
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. v ®e v
(init) {INIT} > ¢(INIT)*®

D1 z,a {Dl}x,ab
i I'=A,[A<B . ~  t(I = A, [A < B>
(R <) [ ] S ( [ 1) R <

——x 1 -5 R=X —
I'=AAxB t(F:>A,A<B)Zv“

D1 DQ z,ab
(L <) AxBI'=AX,B<(C] AxBI'=AX<A],[E<C] i ~
A BT =AE1A L=

{DQ}z,abc[c/b]
(D)=t t(A< B,I = A,[Z < 4], [Z < ¢))mabele/t]
A< B,T = A[S,BaC)™"" be N(z),blF A bl C t()*% = t(A)"* bIF> %
t(A< B,I' = A, [ < A])>8°

Ctr

L=<

Dl DQ z,abc
(com') = A[2,% <A],[Z<B] T=A[2<xA4],[3 1< B] i -
L= A [ < 4], % < B com

{Dl}z,&bc 7 {D2}z,abc
tT = A, [51,52 < A],[Z2 < B])»*Pe Wi t(2)mabe
bCe,blF? A clF Bt(I)®% = t(A)®%, b 1F 21,6 1F Sa, ¢ I o 2" Wk
3 3 ©,a z.a 3 3 Mon3 77y Mon3
bC e, bl A clF? B, t(I)®% = t(A)™ b IF 3y, clF 2y 2" N
es

tT = A, [ < 4],[Z1 <« B])®abe
2)T=A[X<4],[XII<B]j
(2YbCe,blF A clF? Bit(I)™% = t(A)®%, b1 2, clF? £q,c -2 2y;
(2") ¢ CbbIF A clF Bt(I)™® = t(A)®%, b I y,cl-

(jump)

b

Dl xz,a
r:X=>x:A jump s
= A[X<4]

t{D1}* [z/v]
tx: X =z AT/
y€bbe N(z),y: AtT)"" = t(A) ", y:2,bIH % Z/ll;
yebbe N(x),y: A t()%% = t(A)®* bl % ; ()
t = A [X < A)>*? LiF

Figure 5.3: From Zi, to G3V derivations
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Theorem 5.3.1. Let D be a Zi, derivation of T' = A. Then {D}*% is a derivation of
#(T = A)™@ in G3V.

Proof. By induction on the height h of the derivation of the sequent. If h =0, ' = A
is a 7!, initial sequent, and ¢(I' = A)®% is a G3V initial sequent. If h > 0, I' = A must
have been derived applying a rule of I{,. All cases easily follow applying the clauses of
the procedure described above.

[R x'] The translation of the premiss of R < is the G3V sequent t(I' = A A <
B)*® = b € N(x),b IF> B,#(')>* = t(A)™% b I3 A. Applying R < we obtain the
translation of the conclusion: ¢(I' = A, A g B)®% = {(I)*% = t(A)*% z: A B.

[L x'] The translations of the premisses are the G3V sequents: t(A < B,I =
A, B<aC)® =b e N(z),b - Ciz : A < Bt = t(A)®% b IF° 2,b I3
B; t(A < B, = A/[X<A4],[Z<aC))*¢ = b € N(x),c € N(x),b IF7 Ac I
C,t(D)*% = t(A)*% b -2 X, ¢ IF? ©. We substitute the neighbourhood label ¢ with
b in the second sequent, obtaining b € N(x),b € N(z),b IF° A ¢ IF? C#)>* =
t(A)™% b IF? $,b IF7 X, After application of contraction, application of L < to this
sequent and to the translation of the first premiss yields sequent b € N(x),b |- C,x :
A % B,t(I)** = t(A)*% b |- 3. This sequent is the translation of the Z\, sequent
A X B,T' = A,[X < (], with parameters x,ab.

[com] The translations of the premisses are the G3V sequents:

t = A[21,53 < A],[S2 < B])®%¢ = b € N(z),c € N(z),b -2 A, c |-
B, tD)* = t(A)5, b 13 21, b1F3 Sy, ¢ IF3 S

tC = A, [S1 < A],[51,8, < B)»be =

b € N(z),c € N(z),b IF? A,c ¥ B,¢T)» = t(A)™3,b I $y,c¢ IF
2276‘}_3 22.

We add by weakening b C ¢ to the translation of the first premiss and ¢ C b to the
translation of the second, and apply rule Mond to both. A final application of Nes yields
the desired sequent: t(I' = A, [ < A],[X2 < b))%%¢ = b € N(z),c € N(z),b IF>
A, clF B t(I)®% = t(A)®% b1 By, ¢l .

[jump] The translation of the premiss of jump is the sequent ¢t(z : ¥ =z : A)* =« :
3 = x: A. We substitute x with a fresh world label y, and apply the transformations
described above; we obtain the sequent b € N(z),b IF3 A, #(T)™% = t(A)>% b IF° X,
which is the translation of the sequent I' = A [¥ < A], the conclusion of jump, with
parameters x, ab. O

Example 5.3.1. By means of example, we show how the Z!, derivation of axiom (CO)
(Example [5.2.1) is translated into a G3V derivation. We show only the left premiss of
the application of Nes.

y:B:>yv: Ay: B
a€ N(z),be N(z),y€a,ycby:B bl A=>alF? AalF° B,bIF° B,y: A,y: B
a€N(z),be Nz),y€a,yeby:BblFH A=alF? A,al-? B,bIF* B
a€N(z),be N(z),alF° B,blF A=alF? A,a - B,bIF° B

aChba€ N(z),be Nx),alF? BbIFF A=al-? A,alF? B,bIF B Wk
aChba€N(z),be Nx),alF? B,bIFF A= al-? A,bIF° B Mon¥

a € N(z),be N(z),alF" B,bIFF A=alF7 Al B
a€N(z),alFP B=>z:BgAal? A R
>zx:AxBx:B=<A
=>x:AXBVB=<A

Wk
RIF3(2)

LI

Nes

R <

Rv
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5.4 From the labelled to the internal calculus

The inverse translation takes care of translating G3V derivations into I{, derivations.
With respect to the previous translation, we are faced with an additional difficulty: there
are G3V derivable sequents that cannot be translated into Zi, sequents or, equivalently,
there are more G3V derivable sequents than I{, derivable sequents. For this reason,
proving that if ¢(I' = A)? is derivable in G3V then I' = A is derivable in Zi, would
not work: in the G3V derivation of ¢(I' = A)® there could occur some sequents that
are not in the range of the translation t¢.

Thus, we need a more complex proof strategy. After defining a translation s for
sequents, we introduce the notion of normal form derivations in G3V: the idea is that
we cannot translate any derivation, but only those constructed following a certain order
of application of the rules. We first prove that any derivation in G3V can be transformed
into a normal form derivation. Then, we prove the Jump lemma, which allows us to
“skip” the sequents that cannot be translated in the derivation. Finally, we define a
function [] to translate G3V derivations into Z\, derivations.

Definition 5.4.1. Let I' = A be a sequent of the form

R, ...,R¥" a1 € N(z),....,an € N(z),a1 IF° Ay, ...,a, IFF Ay, 2 : TP
=T AP,a1 -3 Yy, G -3 >n

where:

a) each R% contains zero or more inclusions a; C aj for 1 <7< j<my

b) I'” and AP are composed only of propositional and < formulas;

c) for each a;, there is exactly one formula a; IF7 A; in the antecedent, and at least
one formula a; IF? B; in the consequent.

The translation s takes as parameter world label z, label of 'Y and AP, and is defined
as

s(l= A :.=T" = AP 1l

where: T'P is obtained from x : I'Y by removing the label 2, A” is obtained from x : A”
by removing the label z, and II contains n blocks

(X1} <A, {20} < AL
where each {¥;} is the multiset union {¥,} =3, U |J {%, | a; C a; occurs in R%}.
Example 5.4.1. The sequent
P =a; Cas,as Cas,a; Cas,a; € N(z),as € N(z),a3 € N(z),a1 IF Ay, aq IFF A,
asF As,z:T=a: A ar IF° X1, a0 IF7 29, a3 IF2 25
is translated as follows:
s(P)* = s(I* = s(A)*,[X1, 29, X3 < A1], [X2, X3 < Ag], [X3 < A3].

Intuitively, s re-assembles the blocks from formulas labelled with the same neighbour-
hood label. Furthermore, for each inclusion a; C a; we add to the corresponding block
also formulas 3J; such that a; I3 >J; occurs in the consequent of the labelled sequen
Thus, each block in the internal calculus consists of <-formulas relative to some sphere
i.e., labelled with the same neighbourhood label in G3V.

We now introduce the notion of normal form derivations and state the Jump lemma.

1The intuition is that comparative plausibility formulas in the consequent (i-e., blocks) pass from
larger to smaller spheres. If we interpret formulas in the consequent as false (tableaux interpretation)
the requirement is saying that if a comparative plausibility formula is false at a sphere o, then it is
false also at smaller spheres «;.
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Definition 5.4.2. Given a world label x and a sequent I' = A, the sequent is saturated
with respect to variable x (is z-saturated) if:

a) if z : A belongs to 'UA, then A is atomic or A = B 5 C and z : B < C does not
belong to A;

b) ifz: A< Banda€ N(z) occur in T, either a I-= A occurs in A or a IF> B occurs
in I

¢) ifae N(x)and b € N(z) occur in T', either a C b or b C a occurs in T

A sequent is z-hypersaturated with respect to variable x if, for all a € N (x), the following
hold:

a) for each a € N(z), no formulas a IF> B occurs in T';

b) for each a € N(z), y € a occurring in ' and for each a I-> B occurring in A, there
is a formula y : B occurring in A;

c) for each a € N(z), b€ N(x), a C band y € a occurring in I', there is a formula
y € b occurring in I'.

Given a branch B of a derivation of I' = A, we say that B is in normal form with respect
to « if from the root sequent I' == A upwards the following holds: first all propositional
and < rules are applied until an z-saturated sequent is reached; then rules R IF3, L IF3
and L C are applied to the z-saturated sequent until a z-hypersaturated is reached. We
say that a derivation of I' = A is in normal form with respect to x if all its branches
are in normal form.

The following definition identifies the structure of labels in the derivation, similarly
as done in Definition [3.5.4] of Chapter 3.

Definition 5.4.3. Given a branch B = Sy, Sy, ... where S; =T; = A, fori=1,2,...
and let IIg = Ui I';. We define the following relations:

x —4 aif a € N(z) occurs in Ilp;

a —4 y if for some S; =T'; = Ay, y € a occurs in I'; and y does not occur in any
S; with j < ;

x % g if there exists an a such that 2 —11, a and a —p ¥;

¥
e =% yis the transitive closure of x — g Y-

Remark 5.4.1. By inspection on the rules of G3V, observe that if we start the deriva-
tion with a sequent = x : A, the relation = forms a tree with respect to the formulas
occurring in any branch. We can generalize this fact as follows. Let I' = A be a G3V
derivable sequent obtained as the result of a translation t - i.e., such that there exists
a TV, sequent I'T = A such that t(I'! = A)»@ =T = A. Then this sequent will
display at most one world label = and possibly different neighbourhood labels a € N(z).
Again, by inspection of the rules we have that, in any branch of the G3V derivation for
such a sequent, the labels form a tree with respect to the relation —». This result is not
unexpected: as in the case of [40], we are able to translate only tree-form sequents.

Lemma 5.4.1. Given a G3V derivable sequent I' = A which is the result of a trans-
lation ¢ and a variable z occurring in it, we can transform any derivation of I' = A into
a derivation in normal form with respect to variable z.

Proof. Induction on the height of the derivation of ' = A. Let “" be the relation
between world labels occurring in the union of all antecedents of a branch, as in Definition
If the sequent is an axiom, we are done. If the height of the derivation is greater
than zero, we proceed by cases: if there are no labels y different from z such that
T =y, Y, then z is the only label in the branch. The derivation of I' = A will use only
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propositional rules; thus, the branch is in normal form with respect to x. If there is some
label y such that z —{7 y, transform each branch of the derivation of I' = A as follows.
Sequent I' = A contains at most one world label and possibly some neighbourhood
labels a,b. .. such that a € N(z),b € N(x).... Labels y € a might be introduced only
by L IF3. If some rules are applied to formulas a IF? A or to formulas y € a,a C b or to
formulas y : A, when there are still some rules (non-redundantly) applicable to formulas
x:Aoraé€ N(z),b € N(z), apply first the rules for 2 : A and a € N(z),b € N(z),
until the z-saturated sequent is reached. Similarly, if some rules are applied to a formula
y : A when there are still some rules which can be (non-redundantly) applied to formulas
a lF? A or to formulas y € a,a C b, apply these latter rules until an z-hypersaturated
sequent is reached, before proceeding to apply rules for y : A. In both cases, permuting
the rules in the derivation does not represent a problem: rules applicable to x : A and to
y : A involve different active formulas. As for rules applicable to a IF? A with a € N(z),
observe that the normal form “respects” the order in which labels are generated in the
tree. For instance, the normal form with respect to x requires that rule R <, generating
neighbourhood label a € N(x), has to be applied to x : C < D before rules R I-7 or
L IF? might be applied to b IF? C or b IF? D. To obtain a normal form derivation with
respect to x, we have to apply the procedure to all branches; we might also have to add
some rules to obtain the z-saturated and z-hypersaturated sequents. O

Definition 5.4.4. We now give a simplified version of Definition [5.4.3] needed to prove
the Jump lemma. Given a multiset of labelled formulas II, define:

a) x = aif a € N(z) occurs in IT;
b) a =y if y € a occurs in IT;
¢) x —y y if there exists an a such that @ = @ and @ —1 y occur in II.

Let Wri(x) be the reflexive and transitive closure of x = y: Wn(z) = {y | = =3 v}
Let Ni(z) = {b|Ju.x =} v and u —p b}. These sets represents respectively the set
of world labels accessible from a world label x, and the set of neighbourhood labels
accessible from a world label z occurring in II. Define X as the union of the sets:
S = fu:Flu:F occurs in ¥ and u € Wr(z)} U
U {al-? Bla > B occurs in ¥ and a € Ny(x)} U
U{be S(y)|be S(y) occurrs in 11, b € Ni(z) and y € Wr(z)} U
U{aCb|aCboccurs in Il and a,b € Ny(z)} U
U{z€al|z€aoccurs in Il and a € Ny(x)}.

Lemma 5.4.2 (Jump lemma). Let I' = A be a derivable G3V sequent. If the labels
occurring in Wr(z) have a tree structure, for each label x occurring in the sequent, it
holds that either 1) sequent I'L, = AL or 2) sequent I' =T}, = A — AL is derivable, with
the same derivation height.

Proof. To simplify the notation, we write I'* for I'L and A* for AL respectively. The
proof is by induction on the height of the derivation, and by distinction of cases. If
I' = A is an initial sequent, it has the form u : P,T" = A’ u: P. If u € W}, we have
that u : P, T = A* u: P is and initial sequent, hence derivable, and we are in case 1.
If u ¢ WL, then u: P € T —T'L, and we obtain case 2. For the propositional rules, we
show only the case of L —.

I'=sAu:B u:AT=A
u:A— B, I'= A

L —

Suppose u € WL. We have to show that either 1) the sequent u : A — B,T* = A* is
derivable, or that 2) sequent I' — T'* = A — A* is derivable. By inductive hypothesis
applied to both premisses, we have that either a) I'* = A* u : B is derivable or b)
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I' -T* = A — A* is derivable, and that either c) u : A,I'* = A* is derivable or d)
I =T = A — A* is derivable. If a) and ¢) are derivable, we apply L — and obtain the
derivable sequent u : A — B,T* = A* (which is case 1). If a) and d) are derivable, d) is
already the sequent corresponding to case 2 of the statement; the same holds if b) and
c) are derivable, and if b) and d) are derivable. If u ¢ WL, we want to show that either
1) I'* = A* id derivable or that 2) I' = I'*,u : A - B = A — A* is derivable. Again,
by inductive hypothesis we have that either a) I' =T, u: B = A — A* or b) I'* = A*
and either ¢) I' = T'™ = A — A* w: A or d) I'* = A* are derivable. If a) and ¢) are
derivable, we obtain case 2; otherwise we are in case 1.

If ' = A has been derived by L IF, we have:

yea,y: B= A
ILalF? B=A

LIF

where y does not occur in I' and A. If « € Np(x) then y € Wr(z); by inductive
hypothesis, we have that either a) I'*,y : B,y € a = A* is derivable, or b) I' — T'* =
A — Ax is derivable. In the former case, a step of L IF3 gives that T'*,a IF? B = A* is
derivable. If b) is derivable, we already have our desired sequent (case 2). If a ¢ Np(x),
then y ¢ Wr(x). By inductive hypothesis, either I'* = A* is derivable, and we are
done, or I' = T*,y : B,y € a = A — A* is derivable. Apply L I-° to obtain the sequent
I -T*,alF? B= A - A%

For the remaining cases: R < is similar to L IF7. Rules Nes and L < are similar to L —.
RIF? and L C are immediate, since they do not introduce new labels and have just one
premiss. O

We have seen that the labels of a G3V derivable sequent form the structure of a tree,
in the sense explained in Definition [5.4.3] The Jump lemma is saying that, given such
a sequent, and given a world label x occurring in it, it holds that either the sub-tree
containing x is relevant to derive an axiom, or the rest of the sequent is relevantﬂ

Example 5.4.2. Suppose that the following sequent is derivable.
aeN(z),be Nz),yca,y:B,zca,z:C=alF> A,bIF° B,z:B,y: A

Consider label z: NI' = @ and W' = {z}. Thus, I'L coincides with 2 : C, and Al
coincides with z : B, and either z : C' = z : A is derivable, or the rest of the sequent is
derivable, namely a € N(z),b€ N(x),y€a,y: B,z€a=al-> Ajy: A,bI-> B.

Lemma 5.4.3. If a sequent a -2 B,a IF7 C,I' = A is derivable in G3V, then either
alF? B,T = Aoral-? C,T' = A are derivable in G3V with same derivation height.

Proof. By induction on the height of the derivation. If h =0 and a > B,alF? C,T = A
is an initial sequent, it must be so in virtue of its propositional part; thus, both a IF3
B,I' = A and a IF? C,T' = A are initial sequents. If h > 0, we consider the last rule R
applied. All the cases are straightforward, by application of the inductive hypothesis to
the premiss of R and re-application of R. The only relevant case is R = L IF?, applied
to one of the formulas a IF7 A or a IF3 B.

y€ay:AalF?BT=A
alF?* A,alFF B,T = A

2To underline this feature, we could have called Lemma “Split Lemma”. The name “Jump
Lemma” refers to the fact that the lemma is used to treat a part of the labelled derivation (from a
z-saturated sequent to a z-hypersaturated sequent) which will be replaced by an occurrence of jump in
the internal system.
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Apply the Jump lemma to the premiss, obtaining that either y : A = is derivable, or
y € a,a IF? B,T' = A is derivable. In the former case, apply weakening and L I3 to
obtain a derivation of a IF? A,T' = A. In the latter case, by invertibility of L IF= we have
that sequent y € a,w € a,w : B,I' = A is derivable, for some w ¢ I'; A. We substitute
variable y with variable w. The substitution does not affect other formulas than y € a,
since y,w ¢ I', A. Contraction and L I give the sequent a I-> B,I" = A. O

In order to define a translation [ |* for G3V normal form derivations we need to define
a sub-translation [ ]*, that takes care of the translation of a derivation from the root
sequent up to the z-saturated sequents. This part of the translation is relatively easy,
since all labelled sequents occurring in this part of the derivation can be translated into
internal sequents. Theorem [5.4.5] will take care of translating the upper part of normal
form derivations: from z-saturated sequents to z-hypersaturated sequents, making an
essential use of the Jump lemma.

The translation [ |* is defined in Figure It takes as parameter a world label z,
the one used to translate the root sequent. For L < and Nes we explicitly define sets
of inclusions that might occur in the sequent: R* = {a C c1,...,a C ¢, }; R® = {b C
dy,...,bCdg}. We will also use the corresponding mulisets of formulas:

{0} ={c I Q |e IF3 Q occurs in A and a C ¢ occurs in R}

{EY ={dIF Z|dIF Eoccursin A and b C d occurs in R"}.

These sets might be empty, and contain the formulas to be added a block in correspon-
dence to formulas ¢ C ¢ and ¢ IF3 Q (or b C d and d = =) occurring in the G3V
sequent (see Definition [5.4.1]).

Lemma 5.4.4. Let D° be a G3V derivation of I' = A from z-saturated sequents
'Y = A7,...,T5 = AY; then [D?]? is a derivation of s(I' = A)? in 7}, from sequents
s(Ty = AY)®,...,s(TY = A5 )® where for each Y = AY it holds that 'Y U
AT CTPUAY.

Proof. By distinction of cases, and by induction on the height of the derivation. If
h =0, = A is a G3V initial sequent, and its translation s(I' = A) is a Zi, initial
sequent. The propositional cases are obtained applying the corresponding I‘{, rule to the
translation(s) of the premiss(es).

[R <] Translation of the premiss: s(a € N(z),a IF> B,T = A,a |2 A)% = s(T)
s(A)*,[A < BJ; translation of the conclusion: s(I' = A,z : A < B)* = s(I')*
s(A)*, A< B.

Lx]s(1)* =A< B,s(I)* = s(A)*,[3, B, {2} < C]. The right premiss (2) cannot
be translated, since it features in the antecedent two formulas with the same neighbour-
hood label: a IF A and a IF? C. By Lemma we have that we have that either
sequent S; = a € N(z),a F? Az : A< B, = Ajal-? Y or S =a € N(z),a I3
C,z: A< B,T'= A,alF> X are derivable (possibly both). However, sequent S, is the
same sequent as the conclusion of L <; thus, if we replace the right premiss with this
sequent, the application of L < would be useless, and we can ignore the case. Thus,
replace the right premiss with S;. Let D~ be the derivation for S;: for Lemma[5.4.3|the
derivation has height less or equal than Ds, derivation of (2). Moreover, observe that D~
is a subderivation of Ds: it displays the same formulas (and the same rules) except for
formula a IF3 A (and the rules applied to it). Let ¥ = A ... .Y = A7 be the
z-saturated sequents from which D~ is derived. Each of these sequent is composed of
less formulas than the z- saturated sequents 'Y = A7, ... ,Ff = Af from which S, was
derived. This is the reason why we translate z-saturated sequents which are composed
of not exactly the same formulas of the original z-saturated sequents, but of a subset of

=
=
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(init)  [Np| ~ sONIT)”
Dy *
(R <) aEN(x),aHjB,F:A,aH—aAR ~
I'=Az:A<XB =
[D]”
s(a € N(z),alF? B,T = A,alF> A)* R i
s('=A,z: A< B)” <
B on T o
T S)*
1 2 ., D G
(L =) (1) (2) L< S(1)" g Wke
Conc L <i
s(Conc)* A

(1)=a € N(z),alF? C,x: A< BR,T = Aal- S,al-> B
()—GEN(Z')GH—HA(J,H—HC,T A-<BF:>A(1H—3

Conc=a e N(z),alk> C,z: A< B,R*T = A,al-? ¥
SlzaEN(x)aHij A%B R T = A,al-> X (from (2) byLemma
s (D] [Da]”
o e s 5(2)°
(Nes) (1) 2) ~ Wk; Wk;
C Nes P Q .
onc i

s(Conc)r M

The underlined formulas are added by Wkg.

(1) =a Cbac N(x),be N(z),R*Rb,alF> A,al-> B,T = A,al-> X, b7 11
(2) =bCa,a€ N(z),be N(z),R*,Rb,al-> A,a > B,T = A,al-> X, b1 11
Conc =a € N(z),be N(z),R*, R, alF? A,al-> B,T = A,al-> %,b1F7 11

P = 5()" = s(A)7, [Z,11, {2}, {E} < A , I, {E} < B]

Q = s(1)" = 5(A)",[5,{0} < 4], [S.11.{2}, {E} < B]

Figure 5.4: From G3V to Z\, derivations

them. Apply the translation to S1: s(S1)* = A < B, s(I)* = s(A)*, [3, {2} < C]. Add
the missing block to s(S1)* by weakening. Application of L < yields the translation of
the conclusion of L x: s(Conc)®” = A < B, s(I')* = s(A)*, [E,{Q} < C.

[Nes|] The premisses and the conclusion of the rule are the following sequents:

s(1)” = s(I')* = s(A)", [5,1L{Q} < A], [IL {E} < BJ;
s(2)" = s(I)* = s(A)", [, {Q}<1A} (3,11, {E} < BJ;
s(Conc)® = s(D)* = s(A)*, [, {Q} <1 4], [IL, {2} < B.

Sets {2} and {Z} account for the formulas to be added inside blocks, in correspondence
with inclusions in R® and R (see Definition [5.4.1). If both sets R® and R’ are empty,
{Q} and {Z} are empty there is no needed to apply WEk; to either of the premisses. If
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R* is not empty, {2} is not empty; we need to apply Wk; to the second block of s(2);
Similarly, if R? is not empty, {Z} is not empty; we need to apply Wk; to the first block
of s(1)*. If both {2} and {Z} are not empty, combine the two above strategies. By
means of example, we show the case in which R® = a C ¢ and R? = ().

aCh-=... bCa-=... \
aCecabal? A b BT = A,alF? X011

€s

The derivation is translated as follows:
s(I)* = s(A)", [2,Q2 < 4], [%,1I < B
s(T)* = s(A)* [, 1,Q < A], [T < B, s(I)* = s(A)*,[3,Q<4],[3,1L,Q < B
s(I)* = s(A)7,[2,Q < A], [T < B] com

Wk;

We are finally ready to define the full translation for derivations.

Theorem 5.4.5. Let D be a G3V derivation of I' = A in normal form with respect
to some z in ' U A. Then [D]” is a Zy, derivation of s(I' = A)®.

Proof. By induction on the height of the derivation. Since D is in normal form with
respect to x, it will contain a subderivation D% of I' = A from z-saturated sequents
'Y= Af,..., T = AS. Apply translation [ ]* to D, and obtain a derivation of s(T' =

A)® from s(I¥ = A% ) .. s(I'S" = AS )? (Lemma [5.4.4). Each az-saturated
sequent I'Y = A? has the fornﬁ

R, ..., R, a1 € N(x),...,an € N(z),a1 IF7 A1,...,a, IF7 A,z :TF =
2 AT a2, a, IFP R,
Its translation according to s and x is:
s(IY = A9 =TP = AP {21} < Ay],...,[{Za) < 4,].

For each FiS = AZS , apply the following transformation: go up in the derivation until

the z-hypersaturated sequent I'YY = A is reached. The sequent will have the following
form:

Rala"'aRan7a1 EN($>7...7(L“ EN(J?),{y]_ eal})"'ﬂ{yn ea’n}ayl :A17"'ayn:An7

z: TP =z APy - {Zi} o oiyn {0t} an F S, .. a2,

where {y; € a;} is a shorthand for y; € a; U{y; € aj|a; C aj € R* and y € a;}. By
Jump lemma either y; : A1 = y1 : {£1} is derivable, or this sequent is derivable:

Ralw"aRanaal EN(Z),...,an GN(x)v{yl Eal}a>'~~7{yn€an}ay2:A2~--yn:Ana

z: TP =0 AP gy {0}, oyn  {Zn a1 P 20, ap I 5.

If y; : Ay = y1 : {31} is not derivable, apply the Jump lemma to the above sequent,
and iterate the procedure until a derivable sequent y; : A; = y; : {X;} is found, for
some 1 < i < n. The existence of such a derivable sequent is guaranteed by the Jump
lemma, and by the fact that a) the z-hypersaturated sequent is derivable and b) the
x-hypersaturated sequent is not derivable in virtue of the part z : 'Y = x : AP, If this

3If rule L < has been employed in D¥, instead of the z-saturated sequent we choose its “smaller”
version Fff = Aisf, since translation s is possibly not applicable to Ff = A‘f. Refer to case L < of
the proof of Lemma for details. In any case, the proof strategy remains the same.
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was the case, the proof search would have stopped way before, since only propositional
rules would have been applied in the derivation.

Suppose y; : A; = y; = {X;} is derivable; s(y; : 4; = y; : {Z:H)Y = 4, = {%;}.
Application of jump to this sequent yields the translation of the z-saturated sequent

(I = A5 =TP = AP {21} < Ay, [{Zi} 9 A]...,[{Zn} < A,

Then, function [ ¥, with variable y; as a parameter, has to be recursively invoked
to translate the derivation of sequent y; : A; = y; : {X;}, of smaller height than the
derivation of I' = A. The following picture, with T’ = A® z-saturated sequent and
'l = AH g-hypersaturated sequent, should help clarify the proof strategy.

ump lemma
' = A% [ D]

¥ s(yi Ay =y S )Y
| 5 5 Jjump
IS = AS S s(I'° = A°)*
DS
I'=A

O

Example 5.4.3. Consider the G3V derivation of Example [5.2.1] We show the deriva-
tion is translated into a I{, derivation. As it is, the G3V derivation is mot in normal
form with respect to z: we have to saturate its upper part with respect to rules L I,
RIF? and L C, to the effect that the two upper sequents become two z-hypersaturated
sequents. Then, the part of the derivation up to the z-saturated sequents (in this
case: premisses of Nesting) is translated employing [ ]*. Then, we apply [ ]*: con-
sider the left premiss of Nes (z-saturated), and go up to the z-hypersaturated se-
quent y € a,y € b,z € a,a C by : B,z : A = y : A,z : B,a IF> Ab IF3 B.
From Lemma we have that either a) y : B = y : A,y : B is derivable, or b)
y€ayc€bzcaz:A=z2:Bal? Abl-> Bis derivable. Sequent a) is deriv-
able. Thus, we translate sequent y : B = y : A,y : B in the internal sequent calculus,
obtaining B = A, B. An application of jump allows us to obtain the sequent which is
the leftmost application of com'. A similar reasoning is applied to translate the right
premiss of Nes.

B='AB , A=A B
S A B<aB,[BaA M STA<BL[AB<A M
=[A<B],[B<4] _ com'
[A<IB]B\A R<
S A<BB<A R<'

éA%BVB%A

5.5 To conclude

The equivalence result presented in this chapter is system-specific: it regards only the
basic logic of Lewis’ family. Extending the result to other logics is feasible, but not

169



immediate. In particular, defining the direction from the labelled to the internal calculus
might require some additional machinery, since each rule needs a specific treatment.

Moreover, it would be interesting to implement the two mappings for V by means
of automated programs. An implementation of the “easy” direction (from internal to
labelled calculi) would yield as a result a theorem prover for the labelled calculus G3V.
A theorem prover for V was implemented in [36], on the basis of sequent calculus I{,.
Other than deciding the validity of a formula in the logic, the theorem prover produces
in output a derivation of the formula in Zi,. Thus, implementing the translation would
yield an automatic procedure to generate a G3V derivation from the corresponding Zi,
derivation. To the best of our knowledge, this would also be the first implementation
for a labelled system.

A general study of the complexity of both directions of the translation might be
useful. Sequent calculus I{, might yield an optimal decision procedure with respect to
logic V, while the complexity of G3V is far from optimal. However, the Jump lemma
suggests that not all the formulas in a G3V derivation are relevant to the final result -
thus, some kind of optimization strategy on the labelled calculus might be envisaged.

Other than in these concrete applications, the equivalence result is relevant since
it underlines the relationship between the two calculi. As in [40], our translation can
be applied between nested sequents and labelled sequents whose underlying structure is
that of a tree. Thus, each sequent of the nested calculus encodes the formulas relative to
one world of the model - as happens with nested sequents for modal logics. In addition,
the translation for V has to take into account the structure of spheres. Sphere labels
are introduced in correspondence with blocks and, in the opposite direction, blocks are
composed of formulas labelled with the same neighbourhood label. Thus, the translation
assigns a semantic meaning to the elements composing the structure of nested sequents.

In conclusion, Gentzen sequent calculus has to be extended to treat logics with more
expressive power than classical logic, such as conditional systems. This can be done
either by enriching the language of the calculus or by enriching the structure of sequents.
In the case of logic V, the two different strategies amount to the same result: to the
sequent calculus is added a syntactic mechanism to encode spheres. For the labelled
calculus this is done by means of neighbourhood labels, while the internal calculus uses
the block structure.
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Chapter 6

Conditional epistemic logics

That’s so plausible I can’t belicve it!

— Turanga Leela, Futurama

This final chapter treats the logic of conditional belief: system CDL (Conditional
Dozastic Logic), introduced by Board, Baltag and Smets to reason about knowledge
and revisable beliefs in a multi-agent setting. More precisely, CDL is an epistemic logic
equipped with an operator of conditional belief, and the system a multi-agent version
of Lewis’ logic VTA. We apply to CDL the methods developed in the previous chapters
to define proof systems for conditional logic. To this aim, we define a new class of
models for the logic: multi-agent neighbourhood models. After showing adequacy of the
axiomatization with respect to the semantics, we define the rules of a labelled sequent
calculus which internalises the semantic information of neighbourhood models.

6.1 Multi-agent modal epistemic logic

Multi-agent modal epistemic logics have been studied for a long time in formal episte-
mology, computer science, and notably in artificial intelligence. In this logic, to each
agent i is associated a knowledge modality K;, so that the formula K;A is read as
“the agent ¢ knows A”. Through agent-indexed modal operators, epistemic logic can
be used to reason about the mutual knowledge of a set of agents. The logic has been
further extended by other modalities to encode various types of combined knowledge
of agents (e.g. common knowledge). However, knowledge is not the only propositional
attitude, and belief is equally significant to reason about epistemic interaction among
agents. Board in [16], and then Baltag and Smets in [IT], T3] [12] have proposed a logic
called CDL (Conditional Doxastic Logic) for modelling both belief and knowledge in a
multi-agent setting. The essential feature of beliefs is that they are revisable whenever
the agent learns new information. Logic CDIL displays the conditional belief operator
Bel;(B|A), the meaning of which is that agent ¢ believes B if she were to learn A. This
operator represents the epistemic reaction of an agent in response to a hypothetical
situation: if the agent were to learn A, she would believe that B held in the state of the
world before the act of learning A. For this reason Baltag and Smets qualify this logic
as “static” in contrast to “dynamic” epistemic logic, where the very act of learning (by
some form of announcement) may change the agent’s beliefs.

The logic CDL has also been significantly employed in game theory [I00]. This logic is
suitable to describe game models, i.e., idealized static models which represent games. In
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this setting, the operators of simple belief and knowledge account for a player’s doxastic
and epistemic attitudes, whereas the conditional belief operator is employed to represent
the choices a player maintains as possible at a certain stage, i.e., the strategies a player
would apply in response to other player’s choices. More generally, the conditional belief
operator is suited to represent the states of belief an agent would form in response to
an hypothetical situation; thus, CDL is able to give a complete representation of an
agent’s epistemic and doxastic attitudes at a given moment of time. The operators of
(unconditional) belief and knowledge can be defined in terms of the conditional belief
operator:

Bel; B, “agent i believes B” as Bel;;(B|T);
K;B, “agent i knows B” as Bel;(L|-B);

the latter meaning that ¢ considers impossible (inconsistent) to learn —B.

The axiomatization of the operator Bel; in CDL internalises the AGM postulates of belief
revision [3]. This result is not unexpected, since there is a strong link between condi-
tional logics and epistemic logics. The connection dates back to the work of Gérdenfors,
who provided a formalization of the Ramsey’s test in terms of belief revision. According
to Géardenfors, conditionals have acceptability conditions (and not truth conditions as
in the Stalnaker-Lewis’ approach), but he described such conditions by means of a non-
probabilistic theory. He defined a semantical theory according to which the meaning
assignation of a linguistic entry is not given by considering its relation to the world,
but instead by taking into account its relation to a system of beliefs. Then, Gérden-
fors defined acceptability conditions for conditionals within this theory, and formalized
Ramsey’s test on that basis. Géardenfors theory is not unproblematicﬂ however, to
our purpose it suffices to observe that, once extended with relevant epistemic variants,
Gérdenfors’ theory provides epistemic models for conditional operators.

The semantic interpretation of CDL is defined in terms of epistemic plausibility
models. In these models, to each agent i is associated an equivalence relation ~;, used
to interpret knowledge, and a well-founded pre-order =<; on worlds. The relation =;
assesses the relative plausibility of worlds according to an agent 7 and it is used to
interpret conditional beliefs: ¢ believes B conditionally on A in a world x if B holds
in the most plausible worlds accessible from z in which A holds, the “most plausible
worlds” for an agent ¢ being the <;-minimal ones. This semantic approach has been
dominant in the studies of CDL; in addition to [I6] and [I3] we mention [83], [59] and
[22].

In this chapter we introduce an alternative semantics for CDL, based on neigh-
bourhood models. The neighbourhood models for CDL can be seen as a multi-agent
generalization of Lewis’ spheres models for counterfactual logic VTA. The interpre-
tation of the conditional belief operator Bel; then coincides with Lewis’ semantics of
the counterfactual operator in VTAEI We believe that neighbourhood models provide a
terse interpretation of the epistemic and doxastic modalities, abstracting away from the
relational information specified in plausibility models.

After presenting multi-agent neighbourhood models (Section, we prove adequacy
of the axiomatization of CDL with respect to this class of models (Section . Then,
in Section we define G3CDL, a labelled sequent calculus for CDL. To the best of
our knowledge, G3CDL is the first proof system for the logic, which has been studied

IRefer to [8] or [78] for a survey on Gérdenfors’ account of conditionals. Gérdenfors himself found
the so-called Triviality Result in his theory: only trivial models satisfy the Ramsey test with postulates
of belief revision.

2System VTA, presented in the previous chapter, is conditional logic characterized by the semantic
conditions of nesting, total reflexivity and absoluteness.
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before only form a semantic viewpoint. The calculus is similar to the labelled systems
presented in Chapter 3, as the models for CDL are a multi-agent version of sphere models
for VTA. Section proves termination and semantic completeness of the calculus.

Finally, Section presents a proof of equivalence between epistemic plausibility
models and multi-agent neighbourhood models for CDL, and Section extends the
multi-agent neighbourhood models to cover other epistemic and doxastic operators, such
as safe and strong belief [I3], 83], and provides the sequent calculus rules for them.

6.2 Axiomatization and semantics

For i variable ranging over a set of agents A and p propositional variable, the language
of CDL is defined by means of the following grammar:

FPL .— p| L|AAB| AV B| A— B| Bel;(B|A)

where A, B € FCPL. In the following, let A and V bind stronger than — and Bel,.
Negation is defined as =A = A — L. The conditional belief operator Bel;(B|A) is read

s “agent ¢ believes B, given A”. As mentioned in the previous section, the modalities
of unconditional belief and knowledge can be defined in terms of conditional belief as
follows:

Bel; A =ge5 Bel;(A|T) (belief)
K;A =45 Bel;(L]|=A) (knowledge)

In the definition of the operator of conditional belief the “given B” part is to be inter-
preted as “in case B is added to the set of belief”. In other words, B is to be intended
as a new belief, and not as a new knowledge, since interpreting B as knowledge would
lead to a circularity in the definition K;A =g4.¢ Bel;(L|-A). An equivalent second-
order characterization of knowledge is that K;A holds if and only if for all B we have
Bel;(A|B), meaning that A will persist as a belief no matter what is learnt.

An axiomatization of CDL has been discussed in [I6], [83] and [13]. We present an
alternative axiomatization, Hepr, equivalent to the one in [I3]. The double implication
A <> B is defined in the standard way as (A — B) A (B — A). We denote by Fyp,
derivability in Hcpr, 80 Fag,, A means that A is a theorem in Hep..

(AX.0) Any axiomatization of classical propositional calculus
(AX.1) If b4, B, then by, Bel;(B|A)

(AX.2) If H A < B, then F Bel,(C|A) <> Bel;(C|B)

(AX.3) (Bel;(B|A) A Bel;(B — C|A)) — Bel;(C|A)

(AX.4) Bel;(A|A)

(AX.5) Bel;(B|A) — (Bel;(C|A A B) + Bel;(C|A))

(AX.6) =Bel;(=B|A) — (Bel;(C|A N B) + Bel;(B — C|A))
(AX.7) Bel;(B|A) — Bel;(Bel;(B|A)|C)

(AX.8) = Bel;(B|A) — Bel;(—~Bel;(B|A)|C)

(AX.9) A

Figure 6.1: Axiomatization of CDL
Axiom 6 can be equivalently replaced by the following axioms:
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(AX.6a) —Bel;(—B|A) — (Bel;(C|A) — Bel;,(C|AA B)
(AX.6b) Bel;,(C|A A B) — Bel;(B — C|A)
Axiom 6b is in turn equivalent to the following axiom:
(AX.10) (Bel;(C|A) A Bel;(C|B)) — Bel;(C|AV B)

In terms of belief revision, the above axioms may be understood as a sort of epistemic and
internalized version of the AGM postulates. The epistemization rule (2) and distribution
axiom (3) express the deductive closure of beliefs. Success axiom (4) ensures that the
learned information is included in the set of beliefs. Axioms (5) and (6) encode the
minimal change principle, a basic assumption of belief revision (see the correspondence
with AGM postulates K*7 and K*8). Axiom (7) and (8) express positive and negative
introspection of beliefs. Axiom (9), consistency, ensures that learning a true information
cannot lead to inconsistent beliefs (it roughly corresponds to AGM K*5). The standard
characterization of knowledge as an S5-modality, i.e. the following laws

can be derived from its definition in terms of conditional belief and the above axioms.

We introduce a semantics for CDL based on neighbourhood models, or N-models for
short. As explained in the previous section, these are a multi-agent version of the sphere
models introduced by Lewis in [57] for the logic of counterfactuals.

Definition 6.2.1. Let A be a set of agents. A multi-agent neighbourhood model (N-
model) has the form M = (W, {N},ca,[]) where W is a non-empty set; for each i € A,
N, is a neighbourhood function N; : W — P(P(W)) that assigns a collection of sets of
worlds to each world in W; [ ] : Atm — P(W) is the propositional evaluation.

For i € A, x € W, N; satisfies the following properties:

Non-emptiness: For all o € N;(z) it holds that a # §;

Nesting: For all a, § € N;(x) either o C S or 8 C a;

Total reflexivity: There exists o € N;(x) such that x € a;

Local absoluteness: If o € N;(z) and y € o then N;(z) = N;(y);

Strong closure under intersection: If S C N;(z) and S # ) then (.S € Sﬂ

The truth conditions for formulas of the language are given inductively by extending
the evaluation function [ ] as follows:

e For the Boolean cases the clauses are standard: [AA B] = [A][N[B], [AV B] =
[A] U[B], [4 - B] = (W — []) U [B]}

e v € [Bel;(B|A) ]| iff either for all @ € N;(x) it holds that a N [A] = O or there
exists B € N;(z) such that BN[A] #0 and B C [A — BJ.

A formula A is valid in M if [A] = W. We say that A is valid in the class of neigh-
bourhood models if A is valid in every neighbourhood model M.

Observe that total reflexivity entails that every N;(z) is non-empty, whereas strong
closure under intersection always holds in finite models, because of non-emptiness and
nesting.

Notational convention: We often write M,z IF A, meaning = € [A]. This is further
shortened to = IF A whenever M is unambiguous. Then, we use the local forcing relations
introduced in [73]:

3The property of strong closure under intersection is needed to prove the equivalence between epis-
temic plausibility models and multi-agent neighbourhood models. More precisely, this property is
needed to ensure the property of well-foundness of epistemic plausibility models. Refer to the section
for the full proof of equivalence.
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alFY A iff for ally € a it holds that y |- A;
alF? A iff there exists y € a such thaty I A.

With this notation, the truth condition of conditional belief Bel; becomes:

x I+ Bel;(B|A) iff either for all a € N;(z) it holds that o |-7 = A or there ewists
B € N;(x) such that B1F7 A and BIFY A — B.

With the notation just introduced, the semantic definitions of the unconditional belief
and knowledge can be stated as follows:

x|k Bel;, B iff there exists 3 € N;(z) such that B IF¥ B;
v l- K;B iff for all B € Ny(z) it holds that 3 IF¥ B.

6.3 Adequacy of the axiomatization

In this section we prove soundness and completeness of the axiomatization with respect
to multi-agent neighbourhood models, N-models. As mentioned in section the
traditional models defined for CDL are epistemic plausibility models, EP-models. The
definition of EP-models, along with a proof of the equivalence between the class of
N-model and EP-model for CDL, can be found in Section [6.6}

Theorem 6.3.1. For any formula A, if k4., A, then A is valid in the class of neigh-
bourhood models.

Proof. By induction on the height of the derivation of A defined in the standard way.
We show validity of Axiom 6a, Axiom 7 and Axiom 9.

(AX.6a) —Bel;(-BJ|A) — (Bel;(C|A) — Bel;(C|AAB). Assume that there is a model M
which satisfies the antecedent but does not satisfy the consequent of the axiom at world
x. Thus, assume M,z |- —Bel,(-B|A), M,z IF Bel,(C|A) and M,z ¥ Bel;(C|A A B).
We now have the following:

1. There exists a € N;(x) such that o IF= A

2. Forall § € N;(z),6IFF A — §IFF AAB

3. For all a € N;(x) either a IF¥ = A or there exists 8 € N;(x) such that 3 IF° A and
BIFY A= C

4. There exists a € N;(x) such that a IF? AA B

5. For all § € Ny(z), 6 IFF AAB — §IFF AANBA-C

The first disjunct of 3. does not hold, since it contradicts 1. From the second disjunct of
3, we have that there exists a By such that 5o IF? A. From 2, we have that 5, IF> AA B.
Then, from 5. we have that 8y IF7 A A B A =C. Thus, there exists y € By such that
ylF AABA-C. From 3. we have that y IF A — C'": contradiction.

From 3. we also have that By IFY A — C: contradiction.

(AX.7) Bel;(B|A) — Bel;(Bel;(B|A)|C). Again, suppose M,z I+ Bel;(B|A) and
M,z ¥ Bel;(Bel;(B|A)|C). Thus,

1. Either for all @ € N;(), o IF =A or there exists 33 € N;(x) such that 8- A and
BIFY A= B

2. There exists a € N;(x) such that « IF3 C

3. For all 8 € N;(x), if 81F? C then B I-° C and —Bel;(B|A)

From 3. we have

4. There exists y € 8 such that y - C and y IF —Bel;(B|A)
5. There exists v € N;(y) such that v I-? A (from 4)
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6. for all 6 € N,(y), if § IF° A then § IF° A A =B (from 4)

By the absoluteness condition applied to 4., since 8 € N;(z) and y € B, we have
N;(xz) = N;(y). Observe that the first disjunct of 1. does not hold, since it contradicts
5. Thus, the second disjunct of 1. holds, and we have that there exists 5 € N;(x) = N;(y)
such that 81F? A and 8IFY A — B. This contradicts with 6.

(AX.9) A — -Bel;(L]A). Suppose M,z I A and M,z I+ Bel;(L|A). Thus, for all
a € Ny(z), a IFY =A or there exists 3 € N;(x) such that 3 IFF A and g IFY A — L.
By total reflexivity the first disjunct does not hold, since M,z IF A and there exists
a € N;(x) such that © € a. The second disjunct is contradictory: we have that there
exists y € B such that y IF A, and that y IF A — L; thus, y IF L. O

To prove completeness we have to show the following:

Theorem 6.3.2 (Completeness). For any formula A, if A is valid in the class of neigh-
bourhood models, then ., A.

We prove the contrapositive: If ¥4, A, then A is not valid in the class of neighbour-
hood models. We introduce standard notions and lemmas.

Definition 6.3.1. Given S C FCPL we say that S is inconsistent if it has a finite
subset {B1,...B,} C S such that b4, BiA...AB, — L. We say that S is consistent
if it is not inconsistent. We say that S C FEOPL is mazimal consistent if it is consistent
and for any formula A ¢ S, S U {A} is inconsistent. Let MAXC(F*PL) denote the set
of maximal consistent sets of FCPL,

Lemma 6.3.3. For S C FCPL consistent set, there exists an X € MAXC(FCPL) such
that S C X.

Proof. Standard: Let Ag, Ai,...,A, ... be an enumeration of all formulas of FCPL,
Define a sequence of sets Xo = S, Si+1 = S; U{A4;} if A; is consistent with S;, and
Sit+1 = S; if not. Then define X = |J, X;; this set can be proved to be consistent and
maximal. O]

Lemma 6.3.4. Let X be in MAXC(FCPL). Then the following properties hold:

i) For any formula A, either A€ X or A€ X
ANBe X iff Ae X and Be X

The following lemma contains a list of theorems of CDIL used in subsequent proofs.
Lemma 6.3.5. The following are derivable in CDL:

) Bel;(B|A) A Bel;(C|A) — Bel;(B A C|A)

) Bel;(L|AV B) — (Bel;(L|A) A Bel;(L|B))

) Beli(1]|A) — Bel;(~A|AV B)

) If '_HCDL A — B then }_’HCDL Bell(B\A)

) Bel;(~D|C Vv D) — Bel;(-~D|C)

) Bel;(D|C) — Bel;(L|-Bel;(D|C))

) —Bel;(D|C) — Bel;(L|Bel;(D|C))

) (—Bel;(-A|AV B) A Bel;(—mA|AV C)) — Bel;,(-B|BV C)
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Proof. For the sake of readability, we use F instead of Fy, to denote derivability in
the axiom system.

(1). We have F B — (C — B A (), so by Axiom 1, Bel;(B — (C — B A C)|A). By
Axiom 3 (twice) and the assumptions we obtain Bel(B A C|A).

(2). It suffices to show that Bel;(L|AV B) — Bel;(L]|A). By propositional reasoning,
Axiom 1, and Axiom 3, from Bel,(L|AV B) follows (a) Bel;(A|AV B). Applying Axiom
5 to (a) and Bel;(L|AV B) we get (b) Bel;(L|IAA(AV B)). Since - A — AV B, by
Axiom 1 we have Bel;(A — AV B|A); applying Axiom 3 to this formula and to formula
Bel;(A|A) (Axiom 4) we have (¢) Bel;(AV B|A). A final application of Axiom 5 to (b)
and (c) yields Bel;(L|A).

(3). Applying propositional reasoning, Axiom 1 and Axiom 3 to Bel;(L|A) we get
(a) Bel;(—~A]A). As in the previous case, we obtain (b) Bel;(A V BJA) from Axiom
1 applied to F A — AV B and Axiom 3. Apply Axiom 5 to (a) and (b) to get
Bel;,(mAJA N (AV B)). Since - AA(AV B) - AV B, by propositional reasoning
we have Bel;(—mA|AV B).

(4). By Axiom 1, - A — B gives - Bel;(A — B|A). By Axiom 4 we also have
F Bel;(A|A), and by Axiom 3 we conclude that Bel,(B|A).

(5). By Axiom 4 we have Bel,(C vV D|C' V D). By propositional reasoning, we also have
(a) Bel;,(-D — C|CV D). Apply Axiom 3 to (a) and to the antecedent Bel;(—D|C'V D)
to get (b) Bel;(C|C Vv D). Then, apply Axiom 5 to the antecedent and (b), and ob-
tain (¢) Bel;(=D|C A (C Vv D)). Formula Bel;(C' vV D|C) is derivable, by (4) applied
toF C — CV D. Apply Axiom 5 again to (c¢) and (4) and obtain the consequent
Bel,(=D|C).

(6). From Bel;(D|C) and Axiom 7 obtain (a) Bel;(Bel;(D|C)|-Bel;(D|C)). By Ax-
iom 4 we have (b) Bel;(—Bel;(D|C)|—Bel;(D|C)). Applying (3) of this Lemma to
(a) and (b) yields Bel;(Bel;(D|C) A —Bel;(D|C)|~Bel;(D|C)). This is equivalent to
(7). From —Bel;(D|C) and Axiom 8 obtain (a) Bel;(—=Bel;(D|C)|Bel;(D|C)). Then,
Axiom 4 gives (b) Bel;(Bel;(D|C)|Bel;(D|C)). Apply (1) to (a) and (b) and obtain
Bel;(Bel;(D|C) A =~ Bel;(D|C)|Bel;(D|C). Thus, we have that Bel;(_L|Bel;(D|C)). (8).
We prove the following equivalent formulation: (Bel;(-=A|AV C)A=Bel;(-B|BV(C)) —
Bel;(mA|AVB). First, let us prove the following: i) Bel;(—A|AVC) — Bel;(~A|AVBVC).
It holds that (a) Bel;(AV BV C|AVC), by (4) and a suitable propositional formula. Ap-
ply Axiom 5 to (a) and the antecedent of i) and obtain (b) Bel;(—A|(AVC)A(AVBVC).
By Axiom 4 applied to a =A A F, for an arbitrary formula F', Bel;(=A|-A A F). Let
F=-CA(Av BVC(). Thus we have Bel;(-mA|-AAN-C A (AV BV C)), from which by
propositional reasoning we have ¢) Bel;(—=A|-(AV C)A(AV BV C)). From (b), (¢) and
Axiom 10 we have:

(d) Bel;(~A|(~(AV C)A(AVBVCO)V(AVC)A(AVBVC))

By propositional reasoning, this is equivalent to Bel;,(—=A|-(AVC)V(AVC)A(AVBVC),
which is equivalent to Bel(—A|AV BV C).

Then, we prove ii) —Bel;(-B|BV C) — —Bel;(~(AV B)|AV BV C). We prove the
contrapositive: Bel;(~(AV B)|AV BV C) — Bel;(—-B|B Vv C). From the antecedent
derive by propositional reasoning (e) Bel;(—A|AV BV C), and (f) Bel;(-B|AV BV C).
Apply Axiom 5 to the antecedent and (e), and obtain (g) Bel;(-(AV B)|BV C). Apply
Axiom 10 to (f) and (g) to obtain (h) Bel,(=B|(BV C) A (AV BV (C)). Application of
the same axiom to (g) and (h) yields (1) Bel;(Av BV C|BV C). A final application of
Axiom 5 to (h) and (1) yields the desired conclusion Bel;(—=B|BV C).

We can now proceed with the proof. Apply i) to the first conjunct of the antecedent
Bel;(—A|AV C) to obtain (a’) Bel;(—A|AV BV C). Apply ii) to the second conjunct of
the antecedent —~Bel;(—B|B V C') and obtain (V') —Bel;(=(AV B)|AvV BV (). Applying
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Axiom 6 to (a’) and (V') yields Bel;(=A|(aV BV C)A(AV B)). Application of the same
axiom to this formula and to the derivable formula Bel;(AV BV C|A V B) yields the
desired conclusion Bel;(~A|AV B). O

Our goal is to build a canonical neighbourhood model M such that for any set of
formulas S, if S is consistent then it is satisfiable in M. To this regard:

o W = MAXC(FCPL);
e [p] = {X € MAXC(FPL) | p € X}, for p atomic formula.

We have to define the neighbourhoods N;(X) for an element X € W (and this is the
hard part). We proceed similarly as in [57], defining the notion of an ‘implausible’ set
of formulas with respect to X. Then, each implausible set S with respect to X will
provide a neighbourhood of X, namely the set of elements of MAXC(FCPY) which do
not contain any formula in S.

Definition 6.3.2. Let S C F*PL and X € MAXC(FCPL). Define S to be an implausible
set with respect to an agent ¢ and a maximal consistent set X whenever the following
conditions hold:

(i) For any formula A, if Bel;(L|A) € X then A € S;
(ii) If A€ S and B ¢ S then Bel,(mA|AV B) € X.

We denote by IMPLA;(X) the set of all implausible sets S with respect to X and i.

Intuitively, condition (i) means that S contain all formulas that lead agent ¢ to believe an
absurdity, whereas condition (ii) means that for each A € S and B ¢ S, agent i considers
B strictly more plausible than A, that is, if 4 learns A V B then she would believe - A,
(whence she would believe B, since from Bel;,(—A|A V B) follows Bel;(B|AV B)).

Lemma 6.3.6. The following hold:

i) If 51,55 € ]MPLAZ(X) then S; C S5 or Sy C Sy;
(ii) FOPL ¢ IMPLA;(X);
(iii) Let S € IMPLA;(X) with S # FCPL: for any A, if -3, A then A ¢ S;
(iv) IMPLA;(X) has a smallest element:

Smin — (A € FCPL| Bel;(L]|A) € X}.
Proof.

(i) Suppose the contrary and let A € Sy \ Sz and B € Sy \ S1; by condition (ii) in
Definition we get Bel;(—mA|AV B) € X and Bel;(-B|AV B) € X. By (1) of
Lemma have Bel;(-(AV B)|AV B) € X, and since Bel;(AVB|AVB) € X,
we get Bel;(L|AVB) € X. By (2) of Lemma[6.3.5] this implies both Bel;(L|A) € X
and Bel;(L|B) € X, violating condition (i) of definition of implausible set for both
Sl and SQ.

(if) Obvious, since the antecedent of condition (ii) in Definition is always false.

(iii) Suppose the contrary: let k4., A and A € S. Since S # FPL let B ¢ S.
Then by (ii) of Definition we have (1) Bel;(-mA|AV B) € X. Since Fy,, A
we also have A € X and F Bel;(L |-A) and therefore Bel;(L |-A) € X so (2)
Bel;(A|AV B) € X by (3) of Lemma [6.3.5] By (1) and (2) Bel;(L|AV B) € X,
which implies Bel;(L|A) € X, whence we obtain A ¢ X, thus a contradiction.

(iv) It suffices to show that ST satisfies condition (ii) of the definition of implausible
set. Let A € SP"; then Bel;(L|A) € X, whence for any B, by (3) of Lemma

6.3.5 Beli(~A|JAV B) € X.
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For any set S C F CDL we define:

CO(S) ={Y € MAXC(FP)|Y NS =0}
N;(X) = {CO(S)| S € IMPLA;(X) and S # F*PL}

Intuitively, each sphere o will be defined as a set CO(S): a sphere is thus determined
by an implausible set of formulas S, i.e. a sphere is the set of worlds not containing any
implausible formula with respect to X. Then, N;(X) is the set of spheres determined
by each set of formulas S.

It trivially holds that CO(FCPL) = §); furthermore, it can be proved that if S €
IMPLA;(X) and S # FPL then CO(S) # 0 (the proof is similar to the one of the
following Lemma . Observe that the largest neighbourhood is CO(S%™) which
contains all Y that do not contain any formula considered “impossible” for X.

The following lemma is similar to Lewis’ Cosphere Lemma [57], and will be widely
used in the sequel.

Lemma 6.3.7. Let a € N;(X) with a = CO(S) for some S € IMPLA;(X). Then for
any formula A it holds that A € S if and only if for all Y € « it holds that A € Y (thus
—A€Y).

Proof. To prove direction (=), suppose A € S then by definition of & = CO(S), for all
Yeaitholds A¢Y.

To prove direction (<=), suppose that for all Y € « = CO(S) it holds that A € Y,
and by reductio ad absurdum that A ¢ S. Let us consider the set {-B|B € S}.
Suppose first that {=B | B € S} U{A} is consistent. Then for some Z € MAXC(FCPL),
we have {-B|B € S} U{A} C Z (Lemma [6.3.3). We get that Z NS = 0, so that
Z € a=CO(S). But since A € Z, we have a contradiction with the hypothesis. Thus
{—B| B € S} U{A} is inconsistent; this means that there is a finite set {-By,...,"B,}
such that:

Frop, (B1A...A=B,) = A
which is the same as

Faop, A — (B1 V...V By).
It follows that

(1) Bely(B1 V...V B,|A) € X

For each By it holds that By € S and A ¢ S; thus, by condition (ii) of Deﬁnitionm
we have Bel;(—By|AV By) € X. This implies that Bel;(~By|A) € X for each (i), whence

(2) Beli(_'(Bl V...V _|Bn)|A) e X

But (1) and (2) imply Bel;(L|A) € X. Thus, by condition (i) of Definition|6.3.2) A € S,
against the assumption A ¢ S. O

We are finally ready for the main result. Let us define the canonical model M =
(W, N;, [ 1) as detailed above. We prove that M is indeed a multi-agent neighbourhood
model and that it correctly gives the truth condition for formulas.

The only property we do not show is strong closure under intersection, because we
do not (yet) know whether this property holds in the canonical model. However, this
property is irrelevant for completeness, since the axioms of CDL are valid in models
which do not necessarily satisfy this property, as is shown in the proof of Theorem [6.3.1
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Moreover, by the finite model property (see end of Section 4) it follows that if a formula
A is satisfiable in a neighbourhood model then A is satisfiable in a finite model, that
in itself satisfies the strong intersection property. Thus the class of formulas which are
valid in models that satisfy the strong intersection property is the same as the class
of formulas that are valid in models that do not necessarily satisfy this property. No
formula can distinguish between models that satisfy and those that do not satisfy the
strong intersection property. The situation could be different if we considered strong
completeness, where we are concerned about derivability of logical consequences of an
infinite theory, not just of valid formulas.

Proposition 6.3.8. The model M = (W, {N};ca,[]) defined above is a neighbourhood
model.

Proof. We show that the properties of nonemptiness, nesting, total reflexivity, and local
absoluteness hold in the model.

Non-emptiness: If & € N;(X) we want to show that « # 0. Let « = CO(S) for some
S € IMPLA;(X) (S # FPL). Proceed similarly to the (<) direction of Lemma m
consider the set {—B|B € S}, and prove that it is consistent (by contradiction); thus,
there is a Y € MAXC(FPL) such that {-B|B € S} C Y, from which YV € a.

Nesting: Let «, 8 € N;(X). Then for some S1,S52 € IMPLA;(X), o = CO(S7) and
B =CO(S3). By Lemma either S; C S5 or S5 C S;. In the former case 8 C «, in
the latter o C .

Total reflexivity: Given X € W, let us consider the set S = {A € FPL|Bel,(1L|A) €
X} € IMPLA;(X). If A € S then Bel;(L|A) € X; thus by Axiom (9) —A € X,
whence A ¢ X. We have shown that S N X = 0, thus X € CO(SZ™).

Local absoluteness: Let a € N;(X) and Y € a; we have to show that N;(X) = N;(Y).
To this purpose it is enough to show that IMPLA;(X) = IMPLA;(Y). To prove this
it suffices to show that for any formulas C, D we have Bel,(D|C) € X if and only if
Bel;(D|C) €Y, since the conditions (i) and (ii) in Definition [6.3.2] only involve formulas
of this form (including the particular case of D = 1). We know that « C CO(SB").
From Bel;(D|C) € X, and from (6) of Lemma [6.3.5] follows Bel;(_L|-Bel;(D|C)) € X.
Thus —Bel;(D|C)) € S%", and since Y € CO(ST™), we have that —Bel;(D|C) € Y,
so Bel;(D|C) € Y. Conversely, suppose that Bel;(D|C) ¢ X, then —Bel;(D|C) € X,
thus also Bel;(L|Bel;(D|C)) € X (by (7) of Lemma [6.3.5). We have that Bel;(D|C) €
CO(S%™), and since Y € CO(SP™) we finally obtain Bel;(D|C) ¢ Y. O

Definition 6.3.3. The weight of a CDL formula is defined as follows:

o w(p) = w(l) = L;
o w(AoB) =w(A) +w(B) +1 for o = {A,V, >}
o w(Bely(B|A)) = w(A) + W(B) + 2.

Here is the main proposition.

Proposition 6.3.9. Given the canonical model M = (W,{N};ca,[ ]) defined above,
for any formula A and any X € W, we have X |- A if and only if A € X.

Proof. By induction on the weight of A. The base case (A is atomic) holds by definition.
The inductive cases of Boolean combinations easily follow by the properties of maximal
consistent sets. The only interesting case is the one of A = Bel,(D|C). We show that
X |k Bel;(D|C) iff Bel;(D|C) € X.

Suppose that X |- Bel;(D|C). Thus either (1) for each a € N;(X), a IFY =C or
(2) there is there is @ € N;(X) such that a IF> C and o IF¥ C — D. In case (1), let
us consider & = CO(SW™). We have that for all Y € «, Y | C, thus by inductive
hypothesis, C' ¢ Y. By Lemma we get C' € ST, thus Bel;(L|C) € X, whence
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also Bel;(D|C) € X. In case (2), let @« = CO(S) for some S € IMPLA;(X). Then,
since a IF3 C for some Y € o, we have Y I C; thus by inductive hypothesis, C € Y.
By Lemma C ¢ S. On the other hand a IFY C — D, that is o IFY ~(C' A =D),
similarly to case (1). Employing Lemma and the inductive hypothesis, we get that
(CA-D) e S. Since C ¢ S, we have that Bel;(-(C A —-D)|CV (C AN—=D)) € X. But
this implies that Bel;(—(C' A =D)|C) € X, that is Bel;(C — D)|C) € X, and finally
Bel;(D|C) € X.

Conversely, suppose that Bel;(D|C) € X. We distinguish different cases.

Case (1). Suppose that Bel;(L|C) € X. Consider the largest neighbourhood o =
CO(S%™). We have that C € ST then for all Y € a we have C ¢ Y, so that
by inductive hypothesis, Y I =C, thus a IF¥ —C, but this also holds for any other
B € N;(X), since 8 C . We can conclude that X IF Bel;(D|C).

Case (2). Suppose that Bel;(L|C) ¢ X. Subcase (2.1). Suppose that Bel;(L|C' A
—-D) € X. Then again consider « = CO(S%"™); we have that C' & S, thus by Lemma
for some Y € a, C € Y. By inductive hypothesis Y I+ C, so that a IF? C. On the
other hand C'A =D € S and reasoning as in (case 1), we finally get o IF¥ C — D.
We have shown that X I+ Bel;(D|C).

Subcase (2.2). Suppose that Bel,(L|C' A =D) ¢ X. This is the most difficult case.
Let us consider the following set:

S = {E € FPL=Bel;,(~(C A-D)|(C A=D)V E) € X or Bel;(L|E) € X}

We first show that a) C A =D € S: to see this suppose on the contrary that it does not,
then Bel;(~(C A —=D)|(C A—=D)) € X. We obtain that Bel;(L|(C' A —=D)) € X, against
the hypothesis of subcase (2.2).

We also show that b) C ¢ S. Suppose on the contrary that C' € S; since Bel;(L|C) ¢
X, it must be

~Bel;(~(C A=D)|(C A=D)V C) € X

But C' = (C A—=D) Vv C, thus we have ~Bel;(—~(C A =D)|C) € X, that is —Bel;(C —
D|C) € X, so that finally = Bel;(D|C) € X against the hypothesis Bel;,(D|C) € X.

We now show that S € IMPLA;(X). Clearly S satisfies condition (i) Definition [6.3.2]
We want to show that S satisfies also condition (ii). To this purpose let G € S and
H ¢ S. Since G € S, we have: Bel;(L|G) € X or =Bel;(-(C A—-D)|(CAN-D)VG) € X.
In the former case we get Bel;(~G|HVG) € X by (4) of Lemmal6.3.5] fulfilling condition
(ii). Otherwise we have (1) =Bel;(—=(C A—=D)|(C A-D)V G) € X. We have that H ¢ 5,
which means that: Bel;(L|H) & X and (2) Bel;,(—=(C' A—-D)|(C A—-D)V H) € X. From
(1) and (2) we obtain (by (8) of Lemma again Bel;(-G|H V G) € X. Thus
S € IMPLA;(X).

Let us consider 8 = CO(S). We have that C ¢ S and C A —D € S, as shown above
in a) and b). By Lemma we have for some Y € 8, C' € Y, whence by inductive
hypothesis Y I C' and 5 1= C. Similarly by Lemma foralY € B, CA-D &Y,
whence by inductive hypothesis for all Y € 8 Y IF =(C A—=D), that is Y IF C — D, that
is B1FY C — D. We have shown that X I Bel;(D|C). O

We conclude the proof of the completeness theorem in the standard way. Suppose
that ¥4, A; then there is X € MAXC(FCPL) such that A € X and A ¢ X. We
consider the canonical model M = (W, N;, [ ]), we have that X € W and by the above
proposition X ¥ A. Thus A is not valid in M.
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6.4 Sequent calculus G3CDL

On the basis of multi-agent neighbourhood models we define a labelled sequent calculus
for CDL. The procedure to define the rules follows the methodology established by Negri
in [69] of internalizing the possible worlds semantics into the syntax of a contraction-
free sequent system. The definition of relational atoms and labelled formulas of the
calculus is similar to the one given in Definition of Chapter 3, with the exception
of relational atoms a € N(x) and formulas z IF, A|B.

Definition 6.4.1. Let x,y,z,... be variables for worlds in a neighbourhood model,
and a,b,c,... variables for neighbourhood and A = {i,j,k...} variables for agents.
Relational atoms are formulas:

e a € N;(x), “neighbourhood a belongs to the set of neighbourhood associated to
x” ;
e z € a, “world x belongs to neighbourhood a”;
e a C b, “neighbourhood a belongs to neighbourhood b”.
Labelled formulas are defined as follows, for A € FCPL:
Relational atoms are labelled formulas;
x: A, “formula A is true at world x”;
alF3 A, “A is true at some world belonging to neighbourhood a”;
alF¥ A, “A is true at all worlds belonging to neighbourhood a”;
z IF; B|A, “according to agent 4, there exists f € N(z) such that 3 IF7 A and
BIFY A — B

The rules of G3CDL can be found in Figure With (a!) we denote the requirement
that label a should not occur in the consequent of the rule. Each semantic condition on
neighbourhood models (Definition is in correspondence with a rule in the calculus.
Rule Nes corresponds to the property of nesting in Definition [6.2.1f T corresponds to
total reflexivity, and A; to local absoluteness. As for non-emptiness, the property is
expressed by the rules for local forcing. The property of strong closure under intersection
needs not be expressed, because the property holds in finite models and we will prove
that the logic has the finite model property (see end of Section 4).

Since we wish to obtain a calculus in which the contraction rule is height-preserving
admissible, a few rules keep their principal formula in their premisses: L IFY, RIF3, L >
and R|. Some extra care is needed for rules that may have instances with a duplication of
atomic formulas in their conclusion. In G3CDL, the rules which are potentially subject
to this condition are Nes and A;, for the case in which a = b. By applying the closure
condition, we obtain the following instance of Nes:

a Ca,a € Nij(z),a € Ni(z),I'=A aCa,ac N;y(x),a € Nj(z),[' = A
a € Ni(z),a € Nij(z),I' = A

Nes

and the contracted instance is

aCa,a€ Nij(z),T=A aCa,a€ Ni(z),T = A
a € Ni(z), T = A

*

Nes

4Since the model has the property of nesting of neighbourhood, we omit the requirement 8 C o from
this condition. Refer to Remark in Chapter 3. Moreover, to simplify the reading in this chapter
we write z IF; B|A, with A and B permuted with respect to the definition of Chapter 3. However, the
meaning is the same.

182



Initial sequents

x:p,F:A,z:pmlt J_,FéALL
Rules for local forcing

re€al =Azx: A z:Az€aall" AT=A

v

o Aaria RO @Y veaal AT A F
$EG7F:>A7$ZA7G,H‘3AR”_3 x€a7x:A,F:>AL“_3 (a)
rea,l=Aal? A alFF AT = A
Propositional rules
z:Ax:BT=A I'sAz:A I'sAxz:B
2 ANBT = A W T=Az: ANB RA
z: A=A z:BT=A I'=Az:AVB

z:AVB,T = A Lv T=Aaz: Az B
I'sAz:A z:B,T=A z: AAl=Az:B

L— R—

r:A—- BT=A '=sAz:A—B

Rules for conditional belief
a € Niy(z),alF¥ AT = A,z IF; BJA
I'= A,z : Bel;(B|A)
a € Ni(z),r: Bel;y(B|A),T = A,al-? A zI; B|A,a € Ni(x),z : Bel;(B|A),T = A
a € N;j(z),z : Bel;(B|A),T = A LB
a€ Ni(z),l = Azl BlA,alFP A a€ Ni(z), T = A,z lF; BlA,alFY A— B
a€ N;(z), I = A,z BJA
a € Ni(z),alF> AjalF¥Y A — B,T = A
zl BJA,T = A

RB (a!)

R|

L| (a!)

Rules for inclusion
aga,F:ARfcga,cgb,bga,FéA r€a,aCbxebl=A
= A T cChbCal = A " rcaqaChl =A =

Rules for semantic conditions
a Cb,a€ Ni(x),be Ny(x),' = A bCa,ac Ni(z),be Ny(x), = A

@€ Ni(2).be Ni(z).,T = A Nes
x €a,a € Ni(z),I' = A
!
= A T (al)
a € N;(x),y € a,b € N;(x),b € N;(y), T = A A a € Ni(z),y € a,a € Ny(y), ' = A Al
a € N;(x),y € a,b € Ny(z), T = A a € Ny(z),y € a, T = A

Figure 6.2: Rules of G3CDL

This rule does not need to be added to the calculus because it reduces to an instance of
Ref. As for Aj, the instance with a duplication has the following form:
a € Ni(z),y € a,a € Niy(z),a € Ni(y), ' = A
a € Niy(z),y € a,a € Ni(z),[ = A

1

whereas the contracted instance is rule A* of Figure observe that A* is not an
instance of any of the pre-existing rules of the calculus so it has to be explicitly added
in order to satisfy the closure condition and thus ensure admissibility of contraction.
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Remark 6.4.1. Sequent calculus G3CDL is a multi-agent version of the sequent cal-
culus G3BVTA presented in Chapter 3. However, for G3VTA we defined a total of
four rules of absoluteness: A; and A, in their mono-agent version, plus the contracted
instances of the rules.

be N(y),a € N(z),y €a,be N(z),[',= A be N(xz),a € N(z),y €a,be N(y), ' = A
a€ N(z),y €a,be N(x),I',= A ! a€ N(z),y€abe N(y),I',=A
For G3BCDL we define only A (multi-agent), corresponding to A;, and its contracted
instance A*. The reason is that rule Ay (multi-agent) of G3VTA can be simulated by
A and T by means of the following derivation.

2

be N(x),a € N(z),y €a,be N(y),[ = A
be Ni(z),c€ Ni(y).cE Ni(z).x € cac Ni(z),ycabe Nyy). T, = A VK
¢ € N;(y),c € Niy(z),z € ¢,a € N;(z),y € a,b € N;(y),I',= A
¢ € Ni(z),z € ¢c,a € Ny(x),y € a,b € N;(y),T,= A
a € Ni(z),y € a,b € N;(y), T',= A

A

Remark 6.4.2. In Chapter 3 we presented different variants of sequent calculus VTA.
The rules of sequent calculus G3CDL could also have been presented in a slightly
different form. We could have adopted =; as primitive connective - but we have preferred
to have the operator of conditional belief as primitive, as in the original presentations of
CDL [16, [I1]. Conversely, the variant for logics with absoluteness of Section which
avoided references to labelled formulas a € N(x) cannot be employed to define a sequent
calculus for CDL: in the multi-agent formulation we need to keep track of the agent
¢ when introducing a neighbourhood. Thus, formulas a; € N(x) need to be explicitly
defined.

To prove soundness of G3CDL we need to define the notion of realization, which inter-
prets the labelled formulas into the models.

Definition 6.4.2. Let M = (W, {N};ca,[ ]) be a neighbourhood model, S a set of
world labels, and A a set of neighbourhood labels. An SN/ -realization over M consists
of a pair of functions (p, o) such that

e p: S — W is a function that assigns to each z € S an element p(x) of W;
e 0: N — P(W) is a function that assigns to each a € N an element o(a) of I(w),
for some w € W.

Given a sequent I' = A, let S be the set of world labels occurring in I' U A and A ne
the set of neighbourhood labels in T UA. Let (p, o) be an SN-realization; then, I' = A
is satisfiable in M under (p, o) if the following conditions hold:

ME,, a€ Ni(z) if o(a) € Ni(p(x)) and M E, ; a Cbif o(a) C o(b);

ME,, x: Aif p(x) IF A;

ME,,alr? Aif o(a)IF? Aand M E,, al-¥ Aif o(a) IFY A;

ME, , x| B|A if for some ¢ € N;(p(z)), cIF? A and ¢ -7 A — B;

ME, . z I Bel;(B|A) if for all a € N;(p(z)), a IFY A or M E,, z IF; B|A;
ME, ;' = A if cither M ¥, , F for some formula F' € I' or M F, , G for some
formula G € A.

Then, define M ET = A iff M E,, T' = A for every SN-realization (p,c). A sequent
I' = A is said to be wvalid if M ET = A holds for every neighbourhood model M, i.e.
if ' = A is satisfied for every model M and for every SN/ -realization (p, o).
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Theorem 6.4.1 (Soundness). If a sequent I' = A is derivable in the calculus, then it
is valid in the class of multi-agent neighbourhood models.

Proof. By induction on the height of the derivation of a sequent I' = A. If the height
of the derivation is 0, the sequent is initial or conclusion of 1, and by definition it is
valid in the class of multi-agent neighbourhood models. If the height of the derivation is
greater than 0, the sequent I' = A has been derived by one of the rules of the calculus
G3CDL. We prove that all rules preserve validity from the premisses to the conclusion.
We show only the cases of RB and LB.

[RB] Suppose the premiss of RB is valid, whereas the conclusion is not. Then there
is a model M and a realization (p,o) which falsify the conclusion, i.e. M k,, F for
all formulas F € I', M ¥, , G for all formulas G € A and M ¥, , x : Bel;(B|A). This
means that p(x) W Bel;(B|A), i.e. there exists a b € N;(p(x)) such that b= A and for
all ¢ € N;(p(x)), cIFY =A or ¢ -2 =(A — B). Now consider the premiss of the rule, and
define a new realization (p’,0’) as follows:

The realization (p', o’) differs from (p, o) only for the interpretation of the neighbourhood
label a, which is the new neighbourhood introduced in the premiss. Consider the model
M defined above, and the new realization (p’,¢’). It holds that M k, . a € N;(x),
MEy o alF? A and M E o F for all formulas F' € T', M ¥, ,» G for all formulas
G € A. Since the premiss of the rule is valid (hypothesis), it holds that M F, . x IF;
B|A, which means that for some b € N;(p(z)) it holds that b IF> A and b > A — B.
However, this is a contradiction with what stated above, i.e. that for all ¢ € N;(p(z)),
clFY =A or ¢cIF? =(A — B). Thus, the conclusion is valid.

[LB] Suppose the premisses of the rule are valid, whereas the conclusion is not.
Then, there is be a model M and a realization (p, o) which falsify the conclusion, i.e.
ME,, a€ Ni(x), MFE,, x : Bel;(B|A), M F,, F for all F €T and M ¥, , G for
all G € A. This means that for some o(a) € N;(p(z)), p(x) E x : Bel;(B|A), i.e. 1)
for all b € N;(p(x)) either b IFY —A or there exists ¢ € N;(x) such that ¢ IFF A and
cIFY A — B. Then, since both premisses of the rule are valid (hypothesis) it holds that
2) ME,, alF? Aand 3) M¥,, x|k B|A, ie. 4) for all ¢ € N;(p(x)), ¢ IFY —A or
clIF¥ —(A — B). Now, 2) and 3) cannot be simultaneously satisfied. Suppose 2) holds;
then the first term of the disjunction of 1) is not satisfied, and the second term must
hold, i.e. there exists ¢ € N;(z) such that ¢ IF> A and ¢ IF¥ A — B. But these conditions
are in contradiction with 4). A similar reasoning applies if 2) holds. Thus, one of the
premisses is not valid, against the hypothesis. O

The structural properties of G3CDL are the same as the structural properties of
G3VTA. Labelling formulas with the name of an agent does not have any conse-
quences with respect to proof of admissibility of the structural rules. Thus, the basic
definition of weight of a labelled formula, as well as the proofs of admissibility of gener-
alized initial sequents and height-preserving substitutions follow the same pattern as the
proofs in Section [3.4] of Chapter 3. The same holds for height preserving admissibility of
weakening, height-preserving invertibility of all the rules, height-preserving admissibility
of contraction and, most importantly, admissibility of cut.

Theorem 6.4.2. The rule of cut is admissible in G3CDL.

From admissibility of cut is possible to prove completeness of G3CDL with respect to
the axioms of CDL.

185



Theorem 6.4.3. If a formula A is valid in CDL, then there is a derivation of = = : A
in the calculus G3CDL.

Proof. We show derivation of a derivation of the left-to-right direction of axiom (6). We
omit writing the derivable left premisses of rule RB in D, as well as of rule L >.The rules
of negation can be defined from the rules of implication, as in Appendix

D: y: A=,y A y:B---=...y: B
y: Ay :Byebce Ny(x),cl-= Abe Ny(z)---= ...y : ANB

RA

3

y:Ayy:Byebce Ny(x),cl-= Abe Ny(z)---=...bIFF AANB i”_
_)
yEb,CENi($)7CH—H A,bENi(l’)'-'=>...b||—aA/\B,yZA—>ﬁB v
cENi(z),cl? AbeNyz)---= .. b2 AAB.bIFY A B R|R'F

c € Ni(x),clF> A,be Ny(z) - = ...bIFF AABx - ~B|A

RB
be Ni(z),blF> AbIFY A — C,alFP ANB--- = ...x: Bel;(—~B|A),bIF> AAB
E:
z:A---=>...z:A zico-=>...z2:C LC
2:A—=C,z:Az:B,zebbe Ny(z),bIFF A bIFY A= CalFP AANB,---=...2:C 7V
z:A,z:B,z€bbe Ny(z),blFF A bl A— ClalFF AANB--- = ...2:C LI
R — LA

zebbe Ni(z),bIFP A b A= C,all> ANB---=...2:(AANB) = C
be Ny(z),bIF3 A,V A— C,alk> AANB--- = ...bIFY (AANB) — C

| v

D &
be Ni(z),bIF> A,bIFY A — C,a € Ny(2),a > AA B,z : Bel;(C|A) = z : Bely(-~B|A),z -; C|JAAB E'
zl-; C|A,a € Ny(x),alF? AA B,z : Bel;(C|A) = x : Bel;(~B|A),z -; C|AAB
a € Ny(z),alF3 AA B,z : Bel;(C|A) = x : Bel;(—B|A),z - C|/AAB
x : Bel;(C|A) = z : Bel;(—~B|A),z : Bel;,(C|AN B) RE
x : ~(Bel;(—B|A)),z : Bel,(C|A) = x : Bel;(C|A N B)

Rules for knowledge and simple belief

The modal operators of knowledge and simple belief can be defined in terms of the
conditional belief operator: K;A = Bel;(1|-~A) and Bel,A = Bel;(A|T). By adopting
these definitions, we can add to G3CDL the rules displayed below which correspond to
the interpretation of these two modalities in neighbourhood semantics.

Rules for knowledge and simple belief

a € Nij(z),[ = A,alFY A LK (al) a € Nij(x),r: K;A,alF¥Y AT = A
'=sAz: KA ' a € Ny(z),z: K;A,T = A
a € Ni(z),I = A,z : Bel;A,alF7 A a € Nij(z),alF¥ A= A RSB (al)
a € Ni(z), I = A,z : Bel; A x: Bel;,A,T = A '

Figure 6.3: Rules for knowledge and simple belief

These rules are admissible in G3CDL, i.e. whenever the premiss is derivable, also the
conclusion is.By way of example, we show the case of rule RK, where the left premiss
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of LB is derivable from the premiss of RK and the right premiss of LB is derivable from
initial sequents.

Ly A=syi AL Yy L=
y:mA—- Ly:-Ay:-A.T'=A
yeby:-AbI Ao L.T=A"

a € Ni(z),z: Beli(L|~A),alF" AT = A be Ni(z),bIF? =A,bIF" A — L.T= A
a € Ni(z),n: Bely(L|~A),T = A,al-> =A zlF; LA T = A
a € N;(z),z : Bel;(L|-A),T = A LB

LC

v
LIF3
L|

Example 6.4.1. To illustrate the rules of G3CDL, and the difference between the
conditional belief operator Bel;(B|A) and the simple belief operator Bel;,(A — B),
consider the following (modified) example from [I00]. Let agent 7 have the belief that
Jones is a coward, formalized as Bel;C(j). Now, we want to express the fact that if ¢ were
to learn that Jones has been sent to battle, S(j), he would no longer believe that he is a
coward (since only brave men are sent to battle). If we expressed this fact with the simple
belief operator we would end up in a contradiction, because from —Bel;(S(j) — C(j)) w
conclude —Bel;C(j). However, if we express it as = Bel;(C(5)|S(j)), we do not end up in
contradiction, since = Bel;C(j) cannot be derived. We show a derivation of = Bel;(S(j) —
C(j)) — —Bel;C(j), and an open derivation of ~Bel;(C(4)|S(j)) — —~Bel;C(j).

a € Ni(z),y € a,y: C(j),y: S() = x: Bel (S(G) = CG)),a k" S() = CG),y : CU) R
a € Ni(z),y € a,y: C(j),= = : Beli(S(j) = C(j)),a " S(j) = C(j),y : S() = C(j) RLY
a € Ni(z),y € a,y:C(j),= x: Bel;(S(j) = C(5)),a " S(j) = C(§) L
a € Ni(z),alF C(§),= z: Beli(S(j) = C(4)),alF” S(G) = C(4) LSB

a € Ni(z),alF? C(j),= = : Beli(S(j) = C(j))
Bel.C(j) = 2 : Beb(S() — C()) LﬁRRSf
z : 2 Bel;(S(j) = C(3)) = = : =Bel;C(5) R;
= x: = Beli(S(j) — C(j)) = —Bel,C(j)
v
L bIF?S() = ... bIFF S() ...bIFT S() = 2l O )|S( ), bIFY S(5) = C(j) R

a € Ni(z),b € Ni(x),a 7 C(5),b1F S(j) = x Ik C(7)|S(5)
a € Ni(x),a " C(j) = @ : Beli(C(5)[5(5))
z: Bel;C(j) = x : Beli(C(4)|5(4))
z : = Bel;,(C(5)|S(3)) = = : =Bel;C(j)
= x: 2 Bel;(C()|S(j)) = - Bel;C(j)

RB

RSB
R—, L
—

6.5 Termination and completeness

In this section we show how, adopting a suitable proof search strategy, the calculus
yields a decision procedure for CDL. Thus, in the following we consider only derivations
whose root formula is a (labelled) formula of CDL. We also prove the completeness of the
calculus under the same strategy. The adoption of a proof search strategy is not strictly
necessary for completeness, but it ensures that we can extract a finite countermodel
from an open or failed derivation branch.

The calculus in itself is not terminating: the rules give rise to the same loops de-
scribed for GBVTA. The strategy to prove termination is the same as the one described
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in Chapter 3 for G3CL* and its extensions: it consists in proving that, under the proof-
search strategy, only a finite number of labelled formulas might be generated in root-first
proof search. To check that the number of such formulas is finite, we have to check the
number of labels - and thus, to check that the acyclic graph of labels generated in the
derivation branch is finite. The proof of termination is somehow easier than the gen-
eral strategy described in Chapter 3: first of all, thanks to the condition of nesting,
we no longer need to modify the sequent calculus rules, and the number of neighbour-
hood labels generated is inferior to the number of labels generated by the corresponding
non-nested system (refer to Chapter 3 for details). Furthermore, the structure of labels
forms a tree instead of a labelled acyclic graph - the graph was generated by the rules
of Replacement, for logics with centering. On the other hand, in G3CDL we also have
the condition of absoluteness - which we had not considered directly in Chapter 3.
We quickly recall the basic definitions and then provide the full termination proof.

Definition 6.5.1. Let B = Sy, S1,... with S; sequent I'; = A, fori =1,2,... and Sy
the sequent = = : Ag. Let | I';/ | A; denote the union of the antecedents / succedents
occurring in the branch from Sy up to 5;. We say a sequent I' = A is saturated if it
is not an instance of init and L, if it satisfies the saturation conditions from Definition
from chapter 3 for propositional rules and rules for local forcing. Furthermore, a
G3CDL sequent satisfies the following:

(RB) If z : Bel;(B|A) is in | A, then for some a, a € N;(z) isin T, a IF¥ Aisin | T
and z |k; B|Aisin | A;
(LB) If @ € N;(x) and z : Bel;(B|A) are in T, then either a - Aisin | A or z I-; B|A

isin | T}

(RC) If @ € Ny(z) is in I" and « IF; B|A is in A, then either a - A or a IF¥ A — B are
in | A;

(LC) If z IF; B|Aisin | T, then for some a, a € N;(z)isin T, al-> AandalF¥ A — B
are in | I';

(A)If a € Ni(x) and y € a are in T, then if b € N;(z) is in I" also b € N;(y) is in T; if
be N;i(y)isin T also b € N;(z) isin T.

The definition of the relations x —, a, a —, ¥ and = — y are as in Definition
Lemma 6.5.1. Given a branch B as in Definition the following hold:

(a) The relation % is acyclic and forms a tree with root z;
(b) All world labels occurring in B are nodes of the tree, that is letting — be the
transitive closure of —, if w occurs in | T, then zo — .

Proof. Same as proof of Lemma in Chapter 3. O

We can now define the proof-search strategy. A rule R is said to be applicable to a world
label = if R is applicable to a labelled formula with label x occurring in the conclusion
of a rule. In case of rules A; and Ay of local absoluteness, we say the rules are applied
to = (rather than to y).

Definition 6.5.2. When constructing root-first a derivation tree for a sequent = xq : A,
apply the following strategy:

(i) No rule can be applied to an initial sequent;

(ii) If k(z) < k(y) all rules applicable to x are applied before any rule applicable to y.

(iii) Rule T is applied as the first one to each world label z.

(iv) Rules which do not introduce a new label (static rules) are applied before the rules
which do introduce new labels (dynamic rules), with the exception of T, as in the
previous item;
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(v) For each z, y and a, static rules A; and A, are applied before any other static rule;
(vi) A rule R cannot be applied to a sequent I'; = A; if [ T'; and / or | A; satisfy the
saturation condition associated to R.

It follows from the strategy that if z = g, every rule applicable to z is applied before
every rule applicable to y. As usual, the size of a formula A, denoted by |A|, is the
number of symbols that occur in A. The size of a sequent I' = A is the sum of all the
sizes of the formulas that occur in it.

Lemma 6.5.2. Given a branch B as in Definition [6.5.1] and a world label z, we define
Neigh(z) = {a | © —, a} as the set of neighbourhood labels generated by z, and
World(z) = {y | # = y} as the set of world labels generated by x. The size of Neigh(x)
and World(z) is finite, more precisely: |N(z)| = O(n) and |World(z)| = O(n?).

Proof. We first prove that [Neigh(z)| = O(n). By definition, @ € N(z) iff z —, a, i.e. if
there exists ¢t < k and there exists ¢ € A such that a does not occur in I'y for all s < ¢
and a € N;(z) belongs to I';. This means that label a has been introduced either by RB
or by L|. Therefore x may create as many neighbourhood labels a as there are formulas
x : Bel;(B|C) occurring in | T'xU | Ay (plus one neighbourhood introduced by T') and
the number of these formulas is O(n).

We now prove |World(z)| = O(n?). By definition y € W (z) iff % y, i.e. iff for some
b it holds that x —, b and b —4 y. We have just shown that for each z, the number of
neighbourhood labels generated by z is O(n). Let us consider b —, y. By definition,
this means that there exists t < k, and there exists an i € A, such that y does not occur
in I’y for s <t and y € b occurs in I'yy;. There are several ways in which a formula
y € b can be introduced:

Case 1. The formula y € b is introduced by a formula b IF¥ C that belongs to
| T';; by application of rule LIF3. There are two subcases, according to how formula
b I3 C has been derived: (a) b I-= C has been introduced by RB applied to a formula
x : Bel;(D|C) that belongs to | Ag and (b) b I-> C has been introduced by L| applied
to a formula z I-; D|C that belongs to | I'y. In turn, this formula has been introduced
by LB applied to a formula z : Bel;(D|C) that belongs to | I'y. In case (a), we notice
again that RB can be applied only once to each formula 2 : Bel;(D|C) that occurs in the
consequent, and it generates exactly one new neighbourhood label b and one formula
b3 C. Similarly in case (b) L > can be applied only once to x I; D|C and generates
one new neighbourhood label b and one formula b 1> C. By the saturation condition,
each formula z IF; D|C in turn is introduced by (LB) applied only once to one formula
x : Bel;(D|C) that occurs in | T'y. Now each rule L IF° generates exactly one new world
label for each b IF7 C that occurs in | T, and, as we have just shown the number of
such formulas is bounded by the number of formulas of type z : Bel,(D|C) that occur
in | T', and this number is is O(n). Therefore we can conclude that the number of new
world labels introduced in this case is O(n).

Case 2. The formula y € b is introduced by a formula b IFY C that belongs to
| Ay, by application of rule R IFY. But a formula b IF¥ C' may be introduced only by an
application of R| to a formula u I-; F|E, where C = E — F €] Aj. In turn, a formula
of type u IF; F|E may be introduced only by an application of RB. Let us consider the
set Sy of formulas C such that S, = {C | bI-” C belongs to | Aj}. It holds that:

S, = {C|blF" C belongs to | A}
= {F— F|3udi.ulk; F|E belongs to | Ak}
= {F — F|3udi.u: Bel;(F|E) belongs to | Ag}
The cardinality of S, is the same as the cardinality of the set {E — F | Judi.u :
Bel;(F|E) belongs to | Ag}; thus, for each b € W(x), |Sp| = O(n). In the present case,
each b € W(x) generates O(n) labels.
Then, since [Neigh(z)| = O(n) we finally get that |World(z)| = O(n?). O
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Proposition 6.5.3. Any derivation branch B = 'y = Ag ,...I'x = Ap,Tks1 =
Agy1,... of a derivation starting from I'g = Ay = = x( : Ap built in accordance with
the strategy is finite.

Proof. Let us consider a branch B, and suppose by contradiction that B is not finite.
Let I'* = |J, 'y and A* = |J, Ag; then, I'* is infinite. All labelled formulas in I'* are
subformulas of Ag; however, the subformulas of Ay are finitely many (namely they are
O(n), where n is the length of Ag); thus T'* must contain infinitely many labels. By
Lemma [65.2] T'* must contain infinitely many world labels, since each world label z
generates only O(n) neighbourhood labels. Let us consider now the tree determined

by the relation 2 with root zg. By Lemma |6.5.1] each label in any I'y occurs in the
tree, which therefore is infinite. By Lemma [6.5.2) every label in the tree has O(n?)
successors, thus a finite number. By Konig’s lemma, the tree must contain an infinite
path: ©og — 1 — ... 5 14 — Ziyq ..., with all x; being different. We observe that
(a) infinitely many z; must be generated by dynamic rules applied to subformulas of
Ap, but (b) these formulas are finitely many, thus there must be a subformula of A
which is used infinitely many times to “generate” world labels (or better to generate a
neighbourhood label from which a further world label is generated).

There are two cases: this subformula is of type Bel;(D|C) and occurs in A* or it is
of type IF; B|A and occurs in I'* (in this latter case it is not properly a subformulas of
Ap but it is derived form a subformula of Ap).

In the first case, for some x; we have that x; : Bel;(D|C) occurs in some Ag(,,);
furthermore, for some a such that k(a) = s(z;) + 1, we have that a € N;(z;),a IF> C €
Isz41 and @z I D|C € Ag(y,)41. Moreover, we have a —4 2441. There must be in
the sequence an x, with r > ¢, such that z,. : Bel;(D|C) occurs in some A, y and for
a new b, that is with k(b) = s(x,) + 1, we have that (x) b € N;(z,),b > C belongs to
Ls(z,)+1, 7 IF; D|C occurs in Ay, )41 and b —4 x441. By the definition of the strategy,
we have that a € N;(x,), thus a itself fulfils the saturation condition for (RB) applied
to z, : Bel;(D|C) belongs to Ay, ). Thus, step (x) violates the strategy and we get a
contradiction.

The second case displays a similar situation: for some ¢, x; I-; D|C occurs in some
Ly(z,) and for a new a, with k(a) = s(x¢) + 1, we have that a € N;(z),a I-¥ C occurs
in Iyz)4+1 and a IFY C — D occurs in [y(z,)+1- Moreover, we have that a —, z411.
Similarly there must be an z, in the sequence with r > ¢, such that x, I-; D|C occurs
in some I'y(,, ) and for a new b, with k(b) = s(z,) + 1, we have that we have that (xx)
b € Ni(z,),b -2 C occurs in [y(z,)4+1 and b IF¥ C' — D occurs in [y(z,)+1- By definition
of the strategy we have that a € N;(x,), thus a itself fulfils the saturation condition for
L| applied to z,. I-; D|C occurring in I'y(,, ). Step (x*) violates the strategy, and we get
a contradiction. O

The previous proof actually shows something stronger than termination of each deriva-
tion branch. The proof demonstrates that a formula of type Bel;(B|A) or z I; B|A
cannot be used twice to generate two world labels that occur in the same path of the
label tree associated to the derivation. Therefore, given an initial formula Ay, the num-
ber of formulas of type Bel;(B|A) or z IF; B|A that can be generated in the derivation
of = z : Ap is bounded by O(n), with n length of Ay. As a consequence, we have the
following:

Remark 6.5.1. The height of each branch of a derivation defined as described in Propo-
sition is is bounded by O(n); thus, the height of the derivation is bounded by O(n),
where n is the length of Ag.

Termination of proof search under the strategy is now an obvious consequence:
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Theorem 6.5.4 (Termination). Proof search built in accordance with the strategy for
any sequent of the form = xg : Ag always comes to an end after a finite number of steps.
More precisely, the maximal size of each sequent is O(n?"*2), and the maximal length
of a derivation branch is bounded by O(n?"*+1 . n4n+2) = O(n®n+3).

Furthermore, each sequent that occurs as a leaf of the derivation tree is either an initial
sequent or a saturated sequent.

Proof. Consider a branch of a derivation tree whose root is the sequent = x( : Ag, and
build the finite tree structure with all the labels that occur in the derivation. The root
of the tree will be the label xg, and all the other labels that occur in | I'y will occur as
nodes in the tree. As above, n = |A4y].

By Proposition we have that the height of the label tree associated with the
derivation is bounded by O(n).

Then, by Lemmal[6.5.2] we have that the number of world labels and of neighbourhood
labels that can be generated from each node is finite, and it is bounded by n?, i.e. it is
O(n?).

Let us consider a derivation tree with root = zg : Ag. The number of world labels
that occur in each branch | Ty is bounded by O(n?"). The number of neighbourhood
labels occurring in | I'y is bounded by the number of world labels multiplied by the
maximal number of labels generated by each world, that is at most n. Thus, the number
of neighbourhood labels is bounded by O(n?" - n) = O(n?*+1).

The maximal size of each sequent occurring in the derivation is given by the maximal
number of labelled formulas multiplied by the maximal number of subformulas of Ay,
which is bounded by n: thus, O(n?"™! . n) = O(n?"*?). However, this measure is
not sufficient, since it takes into account only formulas of the form z : F, a IF¢ F
or z I, F|G. We have to calculate also the number of formulas of the form y € b
and b € N;(z) which could have been introduced in the derivation by L C or T. The
cardinality of the set {(y € b) | y,b occurs in | '} is given by n?nt1 . p2ntl = pint2,
Thus, the maximal size of the sequents is bounded by O(n*"*2).

Finally, the maximal length of each derivation branch is calculated by taking into
account the maximal size of the sequents and the maximal number of rules which can
be applied to it. We have to distinguish between rules which can be applied more than
once (rules L IF¥, RIF7, R| and LB ) and rules which can be applied only once (all the
others). The rules which can be applied more than once can be applied as many times
as the number of labels occurring in the sequent, i.e. O(n?"*1). Thus, the maximal
length of a derivation branch is bounded by O(n?"+1 . pin+2) = O(nbn+3).

To prove the second part of the theorem, consider a branch I'g = A, ..., '), = A,.
As we have just proved, every branch of a derivation tree is finite. The leaf of the branch
will be the sequent I',, = A,,, and no rule is applicable to it; thus, trivially, the sequent
is either an initial sequent or it is saturated. O

From the proof of Theorem 4.5 we have the following:
Proposition 6.5.5. The validity of a formula A in CDL can be decided in NEXPTIME.

We know that multi-agent S5 is a fragment of CDL. By the complexity result in
[28] we immediately obtain that PSPACE is the lower bound for deciding validity of a
CDL formula. We conjecture that PSPACE is also the upper bound for the logic; this
problem will be considered in further research.

We show that the calculus is complete under the terminating strategy of Definition [6.5.2}
The model construction is similar to the one given in Section |3.6)
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Theorem 6.5.6. Let I' = A be the upper sequent of a saturated branch B in a deriva-
tion tree. Then there exists a finite countermodel M to I' = A.

Proof. Let I' = A be the upper sequent of a saturated branch 5. By theorem B
is finite. We construct a model Mp and a realization (p, o), and show that the model
satisfies all formulas in | I" and falsifies all formulas in | A. Let

Sp={z|z e JTULA)}and Ng={alae (JTULA)}.

Then, associate to each a € Ng a neighbourhood a4, such that a, = {y € Sgly €
a belongs to I'}, thus a, C Sp. We define a neighbourhood model Mg = (W, {N};ca, [ )
as

o W = Sp, i.e. the set W consists of all the labels occurring in the saturated branch
B;

e For each x € W, N;(z) = {aq | a € N;(x) belongs to | I'};

e For p atomic, [p] = {z € W |z : p belongs to | I'}.

We first show that:
() If a C b belongs to I, then «, C .

To this aim, suppose y € «,. This means that y € a belongs to I'; then, by the saturation
condition L C also y € b belongs to I'. By definition of the model we have y € a3, and
thus that a, C ay.

We now show that Mp = (W,{N}ica,[ ]) satisfies the properties of a multi-agent
neighbourhood model, namely non-emptiness (trivial), total reflexivity, nesting and local
absoluteness. Strong closure under intersection follows from finiteness, cf. the end of
this section.

Total reflexivity: According to the saturation condition T, for every x that occurs
in ] TU | A also a € N;(x), € a occur in T'; then, by definition of Mg, a, € N;(z)
and r € ag.

Nesting: Suppose a, € N;(z) and o, € N;(x). We want to to show that o, C a3 or
ap C ay. By definition of the model, from «, € N;(z) and ap € N;(x) it follows that
a € N;(z) and b € N;(x) both belong to I'. From the saturation condition S, we have
that @ C b or b C a belong to I' and we conclude by the fact (x) above.

Local absoluteness: Suppose «, € N;(z) and y € «,. We want to show that N;(z) =
N;(y). Suppose ap € N;(z); by definition of the model we have that a € N;(x), y € a
and b € N;(x) all belong to I'. By the saturation condition A, also b € N;(y) belongs
to I'; thus, by definition, «; € N;(y) holds. For the opposite inclusion apply the same
reasoning, exploiting the second condition of the saturation condition A.

Next, define a realization (p, o) such that p(z) = z and o(a) = a,. We now prove
the following, where F denotes any formula of the language, i.e. F is a € N;(z), x € A,
aCh zlF A x> A, x|k BJA, x: A, 2 : Bel;(B|A):

[Claim 1] If F isin | I', then Mp F F;
[Claim 2] If F isin | A, then Mp ¥ F;

The two claims are proved by cases, by induction on the weight of the formula F. Cases
of A relational atom, atomic formula, propositional formula and formula a IF? B and
IF¥ B are similar to the corresponding cases in proof of Theoremin Chapter 3. We
only show the cases of A =z IF; B|A and z : Bel;(B|A).

If z IF; B|A is in | T, then by the saturation condition LC for some i, a it holds
that a € N;(z) isin I, and a IF7 A, a IF¥ A — B are in | I'. By inductive hypothesis,
MpFE ag IFF A, and Mg F a, IFY A — B. By definition, this yields Mg F x IF; B|A.
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If 2 IF; BJA is in | A, consider an arbitrary neighbourhood 7. in N;(x). Then by
definition of Mp we have that ¢ € N;(x) is in T'; apply the saturation condition RC and
obtain that either ¢ IF> A or ¢ IFY A — B is in | A. By inductive hypothesis, either
ME v, - Aor Mp ¥ ~.IF" A — B. In both cases, by definition Mp ¥ z I-; B|A.
If 2 : Bel;(B|A) is in | T, then it is also in I. Consider an arbitrary neighbourhood
o, in N;(x). By definition of Mp we have that a € N;(x) is in T'; apply the saturation
condition LB and conclude that either a IF? A is in | A, or x I-; B|Aisin | T. By
inductive hypothesis, it holds that either Mg ¥ a, IF7 A or Mp F x I-; BJA. In both
cases, by definition Mg E = : Bel;(B|A).
If x : Bel;(B|A) is in | A, by the saturation condition RB for some i, a it holds that
a € Ni(x)isinT, alF" Aisin | T and x I; B|A is in | A. By inductive hypothesis,
Mp E ag IFF A and Mp ¥ 2 I-; B|A, thus, by definition, we have Mg ¥ = : Bel;(B|A).
O

The completeness of the calculus is an obvious consequence:
Theorem 6.5.7 (Completeness). If A is valid then it is derivable in G3CDL.

Theorem [£.83:2] together with the soundness of G3CDL provides a constructive proof of
the finite model property of CDL: if A is satisfiable in a model (i.e. —A is not valid),
then, by the soundness of G3CDL —A is not provable, thus by Theorem [£.8:2] we can
build a finite countermodel that falsifies —A, i.e. which satisfies A.

6.6 Relating the old and the new

In this section we recall the semantics of plausibility models, an earlier semantics for
CDL described in the literature. We relate this semantics to the neighbourhood se-
mantics we have formerly introduced and prove that the two systems are equivalent,
i.e. that they validate exactly the same formulas. Observe that this result provides an
alternative (indirect) proof of soundness and completeness of the axiomatization of CDL
with respect to plausibility models.

Epistemic plausibility models

Epistemic plausibility models are versatile structures that have been used in a variety of
different contexts by logicians, game theorists, and computer scientists, as emphasised in
the recent survey article by Pacuit in [83]. Epistemic plausibility models, here called EP-
models for short, also come with different names depending on the context of inquiry:
Board, for instance, calls them Belief Revision Structures [16].

Epistemic plausibility models are Kripke structures that display for each agent both
an equivalence relation over worlds, defining knowledge (as in standard epistemic mod-
els) and a plausibility relation, which is used to define beliefs. The intuition is that an
agent’s beliefs are the propositions that hold in the worlds (state of affairs, scenarios)
that the agent considers the most plausible.

We recall a few preliminary notions. A pre-order < over a set W is a reflexive and
transitive relation over W. Given S C W, < is connected over S if for all z,y € S
either x < y or y < x. An infinite descending <-chain over W is a sequence {z, }n>0
of elements of W such that for all n, z,11 < z, but x, A z,41. We say that < is
well-founded over W if there are no infinite descending <-chains over W. Given S C W,
let Min<(S)={ue S|Vz€S.z2=<u—u=z} Observe that whenever < is connected
over S the definition Min<(S) can be simplified to Min<(S) ={ue S|Vze S.u < z}.
Finally, the well-foundedness property can be equivalently stated as: for each S C W if
S # 0 then Min<(S) # 0.
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Definition 6.6.1. Let A be a set of agents; an epistemic plausibility model
M= (W {~itiea, {Zitiea [ ])

consists of a nonempty set W of elements called “worlds”or “states”; for each i € A,
an equivalence relation ~; over W (with [z]., = {w | w ~; x}); for each i € A, a well-
founded pre-order <; over W; a valuation function [ | : Atm — P(W). The preorder <;
satisfies the following properties:

o Plausibility implies possibility: If w <; v then w ~; v.
e Local connectedness: If w ~; v then w <; v or v <; w (in other words, =<; is
connected over every equivalence class of ~;).

The truth conditions for Boolean combinations of formulas are the standard ones; the
truth condition for the conditional belief operator is the following:

[Bel;(B|A)] = {z € W | Min<,([z]~, N[A]) C [B]}

A formula A is valid in a model M if [A] = W and that A is valid in the class of
epistemic plausibility models if A is valid in every epistemic plausibility model.

The following proposition, proved by unfolding the definitions, gives an equivalent for-
mulation of the truth condition of the conditional operator Bel; given in Section 2.2.
From now on, we shall use this formulation.

Proposition 6.6.1. Given any EP-model M = (W, {~; }ica, {Zitiea, [ ]), withz € W
we have that M,z I+ Bel;(B|A) iff:

Either for all y ~; x, y Ik —A or there exists y ~; x such that y - A and for all z <; vy,
zIFA— B

Proof. (Only if) Assume M,z IF Bel,(B|A), that is, Min<, ([z]~, N[A]) C [B]. Now, it
is either true or false that for all y, y ~; = implies y IF —A: if it is true, we immediately
get the result. Else, for some y, y ~; x and y |- A. Hence S4 = Min<,({w | w ~; z,w Ik
A}) # 0 from the well-foundedness of <;. Given any z € Sy, given any world y such
that y ~; = and y |- A, we have z =; y since =<, is a total preordering. Hence z I B
from our initial assumption, so that z IF A — B.

(If) Assume that for all y, y ~; x implies y IF =A or there is y ~; = such that
y IF A and for all z, z <; y implies z IF A — B. If the first disjunct holds, then Sy4
is empty, which makes the (If)-direction trivially true. If the second disjunct holds,
then there is some y with y ~; x such that y - A (i.e. S4 is nonempty) and for all
z, z =; y implies z F A — B. Let w € S4. We then have w =<; y and therefore
wlF A — B. Since w € S4, we also have w I- A, so that w I B follows, hence the claim
Minz, (], N [A]) < [B]. O

Observation 6.6.1. Recall the definitions of the operators of unconditional belief
and knowledge in terms of the conditional belief operator: Bel; A =40 Bel;(A|T) and
K;A =4c5 Bel;(L|=A). The truth conditions for these operators in plausibility models
are the following:

[Bel; A = {z € W | Min<,([z]~,) C [A]}
[KiA] = {z € W|[z]~, € [A])}

By Proposition [6.6.1] it is possible to reformulate the above conditions as follows:

M,z Ik Bel; A iff there exists y ~; x such that y - A and for all z <; y,
z I A;
M,z - K;(A) iff forally~; x, yl- A.
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Equivalence between models

We now show the equivalence between neighbourhood models, here called N-models,
and epistemic plausibility models, here called EP-models. The proof relies on the basic
correspondence between partial orders and topologies from [7]; thus, it is similar to the
equivalence between neighbourhood models and plausibility models defined in Chapter
3. However, the present result is adapted to the setting of multi-agent neighbourhood
models. To prove these results, we need to define a suitable measure of weight for CDL
formulas. The definition of weight of CDL formulas is given in Definition 6.3.3.

Theorem 6.6.2. If a formula A is valid in the class EP-models, then it is valid in the
class of multi-agent N-models.

Proof. Given a N-model My we build an EP-model Mp and we show that for any
formula A, if A is valid in Mp then A is valid in Mpy. Let My = (W, {N};ea, [ ]) be
a multi-agent N-model. We construct a EP-model Mp = (W, {~;}ica, {Zitiea, [ ),
by stipulating:

e  ~; y iff there exists a € N;(x) such that y € «
o x =; yfor all a € Ny(y), if y € o then z € «.

We first show that ~; is an equivalence relation.

o Reflexivity. By total reflexivity there exists « € N;(z) such that z € « holds, thus

e Symmetry. Suppose x ~; y, this means that there exists a € N;(z) such that
y € «; by local absoluteness we get N;(z) = N;(y). By total reflexivity, there
exists f € N;(x) such that « € 8, thus also 8 € N;(y), and this shows y ~; x.

e Transitivity. Suppose © ~; y and y ~; z, i.e., there exist a € N;(z) such that
y € « and there exists 8 € N;(y) such that z € 8; by local absoluteness of N;
we have N;(z) = N;(y); therefore there exists 8 € N;(z) such that z € 8, which
means x ~; z.

Next we prove that <; such as constructed satisfies reflexivity, transitivity, plausibility
implies possibility, local connectedness, and well-foundedness:

o Reflezivity. Trivial since for all « € N;(z) it holds that if € a then z € a.

e Transitiity. Suppose z =X; y and y =; z, we have 1) for all « € N;(y) if y € «
then x € a and 2) for all 8 € N;(z) if z € 8 then y € 8. Let z € 5. Then, from 2)
we have y € 8 and from 1) x € g follows, i.e. for all 5 € N;(z) if 2 € « then x € 8
holds. This means x <; z.

e Local connectedness: by contradiction suppose that x ~; y holds, but that neither
x =; y nor y <; x holds. By definition of <; we have:

for some 8 € N;(y),y € fand « ¢ 8
for some v € N;(x), x € vy and y ¢ 7.

Since x ~; y, by reflexivity there exists a € N;(z) such that y € «, whence by
local absoluteness N;(y) = N;(z). Thus both 8,7 € N;(z) and by nesting 8 C ~
or v C B holds. If the former holds we get y € ~, if the latter holds z € 3, in both
cases reaching a contradiction.

o Plausibility implies possibility. Suppose x =; y; by definition, it holds that for all
a € Ny(y) if y € o then « € a. By total reflexivity, there exists 5 € N;(y) such
that y € 3, thus we get « € 5. Therefore we have that there exists 5 € N;(y) such
that = € 8, which means y ~; z, whence x ~; y by symmetry.

o Well-foundedness. If My is finite there is nothing to prove. Suppose then that
My is infinite. Suppose by contradiction that there is an infinite descending chain
{#k}r>0, 1.e. such that for all k:
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Zk+1 D 2k and zg A 2k
Observe that by definition of <;, plausibility implies possibility, and local absolute-
ness we obtain that for all k£, h > 0, it holds that N;(z;) = N;(zn) = ... = Ni(20).
Thus by definition of =<;, since for all & > 0.z, ZA; zk4+1, we get that for all
2k € {2k }r>0 there exists (., ., € Ni(z) such that:

(*) kg1 € Bayy, and 2 & Bz,
Consider the set T' = {f.,,, | 2 € {zx}x>0}. T is nonempty; thus by strong closure
under intersection it follows that that (|7 € T, and also (7T # 0. Obviously, we
have that

(%) forall BeT,NT C 8.

Since T € T, we have (\T = f,,,, for some z € {zy}r>0. By using (¥)
twice (namely for z;1 and for z;42) we have 2,41 € B.,,, and 241 & B,.,, thus
NT = B,y € Bz, against (xx).

We now prove that for any x € W and formula A
(a) My, zlFAiff Mp,zlF A

We proceed by induction on the weight of A. The base case (A atomic) holds by
definition, as [ ] is the same in the two models. For the propositional cases statement
(a) easily follows by inductive hypothesis. We only consider the case A = Bel,(C|B).
To simplify the notation we write u IFp B instead of Mp,u |- B and u IFy B instead
of My,ulF B.

[=] Suppose that x IFx Bel;(C|B). This means that:

Either for all « € N;(z) it holds that o |- =B or there erists B € N;(x)
such that B1-3 and BIFY B — C.

We consider the two cases separately. Suppose first that for all a € N;(z), a IFY =B
holds; we show that for all y, y ~; « implies y IFp =B. Let y ~; x; then, by definition,
there exists a € N;(z) such that y € a; since a IFY =B we get y IFy =B, and thus by
inductive hypothesis y IFp =B holds.

Suppose now that there exists 3 € N;(z) such that 3 1-? B and 8 IF¥ B — C hold.
We prove that there exists w such that w ~; x and w IFp B, and that for all z, if z <; w
then z IFp B — C. The hypothesis gives in particular that there exists 8 € N;(z) such
that B IF7 B, whence there exists w € fw such that w IFy B. Thus,  ~; w and by
inductive hypothesis also w IFp B. Now let z <; w. By definition this means that for all
v € Ni(w), if w € v then z € . Therefore, since w € 3, also z € 3. From 3 IF¥ B — C
we get z IFy B — C, whence also z IFp B — C' by inductive hypothesis.

[«<] Suppose that z IFp Bel,(C|B) holds. This means that:

FEither for all y ~; x, y lFp =B or there exists a w ~; x and w lFp B and
forall z 2, w, zIFp B — C.

As above, there are two cases to consider. Suppose first that for all y ~; x it holds that
ylkp —B. Let @ € N;(x) and u € a. By definition u ~; z, thus by hypothesis u IFp =B
and by inductive hypothesis u I-y —=B. This means that o IF¥ =B (first case of truth
definition of Bel; in neighbourhood models).

Suppose now that there exists w such that w ~; x and w IFp B and for all z z <; w
implies z IFp B — C. From w ~; x (hypothesis) it follows by definition that there exists
a € N;(z) such that w € a. By local absoluteness, N;(x) = N;(w). Now consider the
set S ={B € Ny(z)|w € B}. It holds that @ € S, and that S # (. Let v =()S. By
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strong closure under intersection, v € S C N;(z), thus v € N;(z). But w € v and since
we have w IFp B, we also have w IFxy B by inductive hypothesis. We have obtained
that + IF7 B. We still have to prove that v IFY B — C. Let u € v; let us prove that
u =; wand u by B — C. We first show that v <; w. To this purpose, let § € N;(w)
with w € ¢ (by definition of =<;), and we prove that u € §: since N;(x) = N;(w), also
d € N;(x), whence 6 € S and v C 4; therefore v € ¢, and v <; w. Since u <; w by
hypothesis we have u IFp B — C and by inductive hypothesis v -y B — C. Thus,
yIF' B — C.

(End of the proof). Suppose that A is valid in Mp. Thus for all w € W, we have
wlFp A, and by (a) we have also w IFy A for all w € W, which means that A is valid in
M. So we proved that if A is valid in Mp then A is also valid in M. Finally, given
a N-model My, we build an EP-model M p as above. By the proof given above, if A
is valid in M p, A is valid in M. O

Theorem 6.6.3. If a formula A is valid in the class of multi-agent N-models, then it
is valid in the class of FP-models.

Proof. Given a EP-model Mp we build an N-model My and we show that for any
formula A, if A is valid in My then A is valid in M p. The result easily follows from
this fact.

Let Mp = (W, {~i}ica,{=i}tica,[ ]) be an EP-model. We build a N-model My
as follows. Let u € W, and define its downward closed set |=¢ u according to =; as
1% u={veWlv=;u} Now we define the model My = (W,{N}ica,[] ), where for
any r € W

Ni(@) = {1= ulu ~; 2}

We first show that My is indeed a N-model.

e Non-emptiness: Let o € N;(z), then o =]~ v for some u ~; x and since u €= u,
we have o # ().

e Nesting: Let o, 3 € N;(x). Then, a =|=¢ u for some u ~; x and § =]}~ v for
some v ~; x. We can conclude u ~; v, and by local connectedness we have u <; v
or v <; u. It is immediate to see that this entails | u C|=¢ v or |F v ClZ
from which the result follows.

o Total reflexivity: Obvious since z €}5 .

o Local absoluteness: We first prove the following fact: if y ~; = then N;(y) = N;(z).
Let y ~; x and |~ 2z € N;(y), then z ~; y, so that by transitivity z ~; x, thus
17 2z € N;(z) and hence N;(y) C N;(x). The opposite inclusion N;(z) C N;(y) is
proved in the same way. As for local absoluteness: suppose a € N;(z) and y € a.
This means that a == u for some u ~; x; since y €/~ u, we have y <; u and
by plausibility implies possibility ¥ ~; v and therefore also y ~; . Then we apply
the above fact.

e Closure under intersection: In the finite case, this property immediately follows
from properties non-emptiness and nesting. If Mp is infinite, let S C N;(x),
S # 0, with S countable so that S = {ay, | h > 0} where oy, == z}, for xj, ~; .
We prove that

(*) there exists ay, € S such that Vay € S.ayp, C

If () holds then ap = (S and ap, € S and the proof is over. Suppose by con-
tradiction that (%) does not hold. This means that: 1) for all oy, € S there exists
Jay, € S such that ap € ay. Thus, by the property of spheres nesting 2) for all
ayp, € S there exists ai € S such that o C ay,. From 2), by denumerable depen-
dent choice, we can build an infinite (strictly decreasing) chain of neighbourhoods
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a1 — g — g —> ...

For every n > 1 we have by definition that a,, == u,,. Let v, € Qp—0nt1, Untl €
Qpt1—Qpt2, etc. We have v, 11 =X; up4+1 by construction and it is enough to prove
that u,1 =<; v, to conclude by transitivity that v,41 <; v,. By construction, we
have v, A; un41 and therefore by local connectedness, u,41 =<; v,,. Moreover by
U, Ai Unt1 it also follows that v, A; v,41. We have thus an infinitely descending
=;-chain of worlds {v, }»>1, against the assumption of well-foundedness of W. We
reached a contradiction from the negation of (x); therefore, () holds.

We now prove that for any x € W and formula A
(b) Mp,zlF Aiff My, zl-A

We proceed by induction on the weight of A. Again, for the base case, A atomic it holds
by definition as [ ] is the same in the two models. For the propositional cases statement
(b) easily follows by inductive hypothesis. We only consider the case A = Bel;(C|B). As
in previous theorem, we use the following abbreviations: w IFp B instead of Mp,u |- B
and u IFx B instead of My, u |- B.

[=] Suppose that z IFp Bel,(C|B). This means that

Either for all y ~; x, yIFp =B or there exists a w ~; © and w lFp B and
forall z 2;w, zIkFp B— C.

Suppose first that for all y ~; x, y IFp —B. Take any a € N;(z). By definition,
a =7 z, for some z ~; x. Let y €/=¢ 2. Then by definition y <; z and by plausibility
implies possibility, y ~; z; thus by transitivity y ~; . By hypothesis we have y IFp =B,
whence by inductive hypothesis also y IFy =B. We showed a [F¥ =B for any o € N;(x),
thus z IFx Bel;(C|B) holds (first case of the truth condition).

Suppose now that there is a w ~; x such that w IFp B and for all z <; w, zIFp B — C.
Let us consider o == w. By inductive hypothesis w I-y B and since w €= w we
obtain « IF° B. Now consider any v € a == w. By definition v <; w. Thus by hy-
pothesis u IFp B — C', whence by inductive hypothesis also u -y B — C. We showed
that o IFY B — C.

[«<] Suppose that z IFx Bel;(C|B), this means that

Either for all a € Ni(x) it holds that a V¥ =B or there exists B € N;(x)
such that 81 and BIF¥ B — C.

Suppose for all o € N;(z), a IFY =B holds. Let y ~; , we want to show that y IFp =B.
Since y ~; =, we have |~ y € N;(z). Thus by hypothesis |=¢ y IF¥ =B and y IFy =B,
whence by inductive hypothesis also y IFp = B.

Suppose that there exists 3 € N;(x) such that 8- B and 8 IF¥ B — C. We prove
that for some u ~; x we have u IFp B and for all v <; u it holds that v IFp B — C. By
definition 8 =|=¢ z for some z ~; z. Since by hypothesis 3 |- B, there exists u €
such that u IFy B, whence also u IFp B by inductive hypothesis. By definition of g,
we have u =; z and thus u ~; z. Let now v =<; u. By transitivity v € (£, and since
BIFY B — C we have v IFy B — C, whence also v I-p B — C by inductive hypothesis.

(End of the proof). We proved that if A is valid in My then A is also valid in Mp.
Suppose that A is valid in Mpy. Thus, for all w € W, we have w IFy A, and by (b) we
have also w IFp A for all w € W, which means that A is valid in M p. Finally, let A be
valid in the class of N-models. Then, A is also valid in the class of FP-models. Given a
EP-model Mp, we build an N-model My as above. By hypothesis A is valid in My
and for what we have just shown A is valid in Mp. This concludes the proof. O
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Putting the two previous theorems together and making use of Theorem [6.3.1] we finally
obtain the following:

Theorem 6.6.4. A formula A is a theorem of CDL if and only if it is valid in the class
of plausibility models.

6.7 Other epistemic and doxastic modalities

Following [13] and [83], we add to CDL the doxastic operators of safe belief and strong
belief. These operators can be defined both in terms of epistemic plausibility models and
in terms of neighbourhood models. Starting from the neighbourhood models characteri-
zation, we give sequent calculus rules for these operators and extend the sequent calculus
G3CDL to cover these modalities. Similarly, we define in both models a modal operator
[>]i, that expresses a strict order relation allowing to define two additional modalities:
weakly safe belief and the operator of unary revision.

The safe belief operator captures the epistemic attitude corresponding to “Stalnaker’s
knowledge”: according to Stalnaker, knowledge is a doxastic attitude which remains
stable in front of belief revision with any true information [13]. Hintikka, following [62]
made explicit the view that (a strong notion of) knowledge should be defined as a belief
stable under the acquisition of further information.

If someone says “I know that p” in this strong sense of knowledge, he im-
plicitly denies that any further information would have led him to alter his
view. He commits himself to the view that he would still persist in saying
that p is true (...) even if he knew more than he now knows. [43| pp. 20-21]

Following [13] we use the term “knowledge” for the modality K;, and call the present
attitude of undefeasible knowledge “safe belief”. The intuitive meaning of the safe belief
operator BelisafeA is that agent i safely believes A if and only if A is true, she believes
A, and she continues to believe A whatever true information is received.

In terms of epistemic plausibility models, the safe belief operator is defined as follows
[13], [83]:

(Safep) Mp,x |- Beld®eA iff for all y =; x, Mp,yIF A.
We give the following condition in terms of neighbourhood models:

(Safex) My, x - Bel?™® A iff there exists o € Ni(z) such that x € o and
alF? A

To prove that the two notions match, we have to extend the inductive proofs of The-
orems and on the equivalence between epistemic plausibility models and
neighbourhood models. More precisely, we have to add a suitable inductive step which
takes into account also the strong belief operator. The key fact is expressed in the next
proposition.

Proposition 6.7.1. The extension of preferential models by the truth condition for the
safe belief operator, Safep, gives the same class of valid formulas as the extension of
neighbourhood models with condition Safey.

Proof. Let Mp be an epistemic plausibility model. We construct a neighbourhood
model as in the proof of Theorem We now have to prove that

(a+) Mp,a IF Bel$™ A iff My, x I Bel$™° A
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from the assumption that [A]M~ = [A]M~. In order to prove the left-to-right direction,
suppose Mp,z |- BelisafeA, i.e. for all y <; x, y IF A. This means that for all y €]=%,
y - A, ie. |Z 2 IFY A. By construction we have |=¢ x € N;(z), and therefore there
exists o € Nj(z) such that z € a and a IF7 A, i.e. My, z - Bel’*eA. As for the other
direction of (a+), suppose that My, IF Bel$*®A. This means there exists z € N;(z)
such that z € o and a IFY A. By construction, a == z for some z, z ~; . Since
x € a, then x €= z. This implies that = x C|=¢ z, and since |=¢ z IFY A, we have a
fortiori |=¢ 2 IFY A, i.e., for all y <; =, y IF A.

For the other direction of the proposition, let My be a neighbourhood model. We
construct from it a plausibility model Mp following the procedure described in the
proof of Theorem We now have to prove that

(b+) My, @ |- Bel$* A iff Mp, I BelPae A

assuming as hypothesis that [A]M~ = [A]JM~. For one direction, suppose that Mp, z I-
BelisafeA. This means that for all y <; z, Mp,y IF A), i.e. from the definition of Mp:

(hp1) for all y € W, for all VB € N;(x) if it holds that if € 8 then y € 3,
then My,y - A

We have to prove that there exists a € N;(x) such that € o and a IF¥ A. We proceed
by absurdum, assuming as hypothesis the negation of (x):

hp2) for all & € N;(z) it holds that if € a then a ¥ A
(hp

Let ¥ = {a € N;(z) |z € a} (i.e. ¥ is the principal filter generated by x in N;(x)). By
total reflexivity, we have that X # (. Let o* = [ X. By the intersection property we
have that a* # (), and by strong intersection property we have that o* € N;(x) (and
that o* € ¥ as well). Thus we have that € o*, and it holds that for all 3 € N;(z),
a* C B. By (hp2) we conclude a* ¥ A; thus, there exists y € a* such that y ¥ A.

We now show that y =<; x, in order to apply (hp!). Consider an arbitrary 5 € N;(x)
and suppose x € S. Then o C § and, if y € a*, y € B, i.e. it holds that for all
B € Ny(z), if z € § then y € 5. Apply (hp!) to conclude y IF A (for arbitrary y), in
contraction with the fact that there exists y € a* such that y ¥ A.

As for the other direction of (b+), suppose that My IF Bel$*®A. We have as
hypothesis that there exists o € N;(x) such that x € o and « IFY A. We want to prove
that for all 8 € N;(x), if it holds that if z € 8 then y € 8, then My, y IF A. Given an
arbitrary y, suppose that for all 8 € N;(z) if z € 8 then y € §; we have to show that
y - A. By hypothesis there is an ag € N;(x) such that € ag and ag IF¥ A. Thus,
since & € ay, also y € ap (by hypothesis) and y I+ A. O

The notion of strong belief can be found in [99], where it is called “robust belief”;
in more recent years, the notion was treated in [I4], [13] and [83]. According to Baltag
and Smetﬁﬂ the strong belief operator can be defined in terms of knowledge and safe
belief:

BeliStrongA @ﬁ” Bel;, ANK; (A N BeliSafeA>

Intuitively, a strong belief formula BeliStrongA says that an agent i strongly believes
A if she believes A, and if she knows that if A is true, then she safely believes A,

5Pacuit provides a slightly different characterization of the operator, always in terms of epistemic
plausibility models: Mp,z I+ Bel;gtmngA iff there exists y ~; @ such that y I+ A, and [A] N [z]~, =<;

[-A] N [z]~;), where for S,S" CW, let S =; S" iff for all x € SVy € S’ it holds that  <; y.
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x €a,ac Ni(z),alF" AT = A
T BelisafCA,F,@ A
a€ Ni(z),z €a,T = A x: Beld4 o -7 A
a € Ny(z),z € a,T = A,z : Bel$?fe A
a€ N;i(z),y€ay: AT=Ay: BeliSafeA
F:>A,x:K§afeA

a € N;(z),y €a,z: KisafeA,F = Ay:A y: BelisafeA,a € Ni(z),y €a,z: KisafeAJ‘ = A

LSf (al)

RSf

RES™ (y, al)

LL K Safe
aENi(x),yEa,x:KisafeA,F:,sA ’

a€Ni(z),alr¥ Az : K54 T = A
z: BelPTMBA T = A
a€ Ni(x),T=AalF" A ac Ni(z),T= A x: KisafeA
a € Ni(z),I'= Az Bel?trong/l

LSg (a!)

RSg

Figure 6.4: Other epistemic and doxastic modalities

i.e. A is stable under belief revision with any true information. This condition can be
expressed in terms of epistemic plausibility models. Recall first the truth condition for
the unconditional belief operator in plausibility models in Observation F M,z |-
Bel; A iff there exists y ~; x such that y = A and for all z <; y, 2 |- A) [’} We have:

Mp,z - BelftmngA iff  there exists y ~; x and for allz <; y, zIF A and
for all z ~; x if z - A then for ally <; z, y IF A.

The condition can be translated in terms of neighbourhood models in an immediate way
as follows:

My, z - BelismmgA iff there exists o € Ny(z) such that o IFY A and
for all B € Ni(z), for ally € B if y - A then there exists v € N;(x) such
that y € v and v IF¥ A.

The sequent calculus rules for both safe and strong belief can be derived from the def-
initions of the operators in terms of neighbourhood models. We factorize the complex
semantic condition for strong belief by introducing an additional operator K iSafe’ corre-
sponding to the second conjunct of the above definition. The modality Kisafe could be
interpreted by means of doxastic introspection: it means that if the agent knows that
A is true, then she safely believes A. For the present scope, however, we employ this

modality as a technical device.

z: KP¥e = for all b e Ni(z), if for ally € b, y I+ A then
there exists ¢ € N;(x) such that y € ¢ and ¢ |IF¥ A.

Note that the rules for strong belief introduce the simple and safe belief operators in
the premisses, in accordance with the definition of the operator.

Observe that the characterisation of strong belief is guaranteed by the rules of the
calculus, since it is easy to prove that for arbitrary x the following sequents are derivable

z: Bely "8 AT = Az : Bel; AN K;(A — Bel$**A)

6Since the strong belief operator can be defined in terms of the other epistemic operators, we do not
explicitly extend the theorem of equivalence between models.
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2 Bel, AN K;(A — Bel?™ A)L = Ax : Bel; ™™ A

Baltag and Smets also consider the epistemic modality that expresses a strict order
on plausibility models [I3], i.e., the following operator:

(>p) Mp,xl-[>;A iff foraly<;z, ylF A
In terms of neighbourhood models, the definition of the [>]; operator is the following:
(>n) M,z lF [>);A dff for alla € Ni(x), if v ¢ o then o IF¥ A.

The [>]; operator is not particularly meaningful by itself; however, it can be used to
define the operator of weakly safe belief and the (more interesting) operator of unary
revision, respectively:

Belg/VeakA = AN [>]1A x; A= AN [>]i_‘A

Observe that = I Bel!V % A holds only if = is a minimal world with to respect to the
strict relation <;, where for minimal is meant that all smaller worlds do not satisfy A.
We now prove the equivalence of conditions (>p) and (>n), thus proving the equivalence
of the two classes of models also with respect to this operator. Again, the proof is an
extension of those of Theorems and as in the strong belief operator case.

Proposition 6.7.2. The definition of the safe belief operator in preferential models,
expressed by condition (>p), is equivalent to the the definition of the operator in neigh-
bourhood models, expressed by condition (>y).

Proof. Suppose we have a plausibility model Mp. We build a neighbourhood model
M as described in the proof of Theorem We now have to prove the following
proposition, assuming as hypothesis that [A]M~ = [A]Mr:

(a++) My, z - [>];A iff Mp,zl-[>];A

In order to prove one direction, take as hypothesis that for all a € N;(z), if z ¢ o then
a IFY A. We want to prove that for all y <; x, y IF A. Suppose y <; . Then, by
construction, z ¢~ y, for [ = y = {u € W |u < y}. We have that |~ y = a, for some
a. By hypothesis, a IF¥ A. Then, since y € a, we have that y I- A.

As for the other direction, we assume as hypothesis that for all y <; z, y IF A. We
want to prove that for all @ € N;(x), if z ¢ o then « IF¥ A. Suppose o € N;(x) and
x ¢ a. By construction, a == y, for some y ~; z, and x ¢~ y. Thus, we have y < .
By hypothesis, y IF A. Since this holds for all y such that = ¢|=¢ y, and since y €}=¢ y,
we have that |2 y IFY A.

Suppose we have a neighbourhood model M. We built a plausibility model Mp from
it, as described in Theorem [6.6.3] In order to build the plausibility model, we will use
the following additional condition:

y <; xiff (1) for all o € Ni(z) if ¢ € a then y € o and
(2) there exists 8 € Ni(x) = N;(y) such that y € 8 and x ¢ (.

We have to prove the following statement, always under the hypothesis [AJM~ =

[A]Mr:
(b++) My, z F [S]A iff Mp,zlF [>];A
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To prove one direction of (b + +), suppose for all o € N;(x) if z ¢ o then o IF¥ A.
We want to show that for all y <; =, y IF A. Suppose y <; x. This means that (1) for
all & € Ny(x) if x € athen y € a and (2) there exists € N;(z) = N;(y) such that
y € 8 and = ¢ 5. Note that the condition of the equality of spheres in (2) is justified
by the following reasoning: by total reflexivity, y € «, and by absoluteness we have
N;(xz) = N;(y). From (2), we have that there exists a sphere By such that 5y € N;(z),
y € Bo and = ¢ By. By hypothesis, we have that By IF¥ A. Thus, since y € Sy, y IF A.

As for the other direction, assume that for all y <; x, y IF A. We want to show that
for all a € N;(z) if z ¢ o then « IF” A. Let o € N;() such that = ¢ «, and let u € «;
we have to show that u - A. Let ¥ = {y|u € 8 and = ¢ v}. Since a € X, ¥ # 0. Let
d = NX; by the strong intersection property, § € N;(z) and § # 0.

It holds that u € §. We want to show that u <; x, since by hypothesis this implies
u IF A. Thus, we have to prove that condition (1) and (2) hold. Condition (2) holds
by construction; as for (1), let 8 € N;(z) such that « € 8; we have to prove that also
u € . By nesting, it holds that either  C § or § C 3. The case S C § is not possible,
since we have set that z € 3, but by construction we have that = ¢ . Thus, it must
hold that § C 3; since by construction u € §, we have € 5. Thus, by hypothesis we can
conclude u IF A, and the proposition in proved. O

The following informal observation should be useful to get an idea of the motivation
behind the definition in neighbourhood models of the operators we have introduced in
this section. Let us consider a world = and the set N;(z) of neighbourhoods associated
to it. We can split V;(x) into two sets, namely:

Ni(z)t ={a € N;(z) |z € a} Ni(z)” ={a € Ny(z)|z ¢ o}

These represent, respectively, the set of neighbourhoods to which = belongs and the set
of neighbourhoods to which x does not belong. Now recall the four modalities which
can be defined in a standard way in neighbourhood modelsﬂ

zI-0OYA  iff  for all « € Ni(x) it holds that a IF¥ A
rI-OPA  iff  there emists a € N;(x) such that aIFY A
zl- QYA iff  for all a € Ny(z) it holds that o IF> A
zl-03A  iff  there exists o € N;(x) such thata |- A

Note that the simple belief operator x IF Bel; A iff there exists o € N;(z) such that
a IFY A corresponds to the (07 modality, while the knowledge operator x I+ K;A iff for
all @ € N;(z) it holds thay a IF¥ A corresponds to the (0¥ modality.

Furthermore, all the operators that we have taken into account in this section can be
interpreted as one of the above modalities, defined either on N;(z)™ or N;(z)~. More
precisely, the safe belief operator corresponds to the (07 modality defined on N;(z)*;
the strong belief operator is defined on the same set. The [>]; operator corresponds
to the (07 modality defined on N;(z)~. The weakly safe belief operator and the unary
revision operator are defined on the same set.

This overview gives an idea of the wide variety of modal operators which is possible
to define in neighbourhood models. Following [13], we have restricted our analysis to the
operators that should be interesting from an epistemic viewpoint—in principle, however,
there are many others.

7 Such modalities are denoted by [ ], (], [ ), () in [83]; their proof theory is studied through labelled
sequent calculi based on neighbourhood semantics in [73].
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6.8 To conclude

In this chapter we presented a class of neighbourhood models, a multi-agent version of
Lewis’ sphere models, for the logic CDL of doxastic conditional beliefs. On the basis of
this semantics, we have developed a labelled sequent calculus G3CDL for the logic.

There are a number of issues which may be objects of further investigation. First,
CDL is the “static” logic that underlies dynamic extensions by dozastic actions [13].
It should be worth studying whether and how the labelled calculus can be extended to
deal also with the dynamic extensions.

Furthermore, adequacy of the axiomatization with respect to multi-agent neighbour-
hood models with total reflexivity and absoluteness confirms that CDL is a multi-agent
version of conditional logic VTA. In Chapter 4 we have presented two variants of an
hypersequent calculus for VTA: SHip, and HHyp,, of which the latter is specifically
tailored to treat systems with absoluteness. By extending system HHip, to its multi-
agent version we could define an internal calculus for CDL, possibly more efficient than
G3CDL. The challenge would to extend the proof of completeness of H’HQM to cover
the multi-agent case.

From a computational viewpoint, G3CDL is far from optimal. The exact complex-
ity of CDL is not known; we conjecture its upper bound to be PSPACE, but further
investigations are needed to confirm this result. Some optimizations on the search strat-
egy of G3CDL are possible, in particular to reduce the number of labels generated in
a derivation. In any case, the method of constructing a labelled proof system from a
system of semantics allowed us to define a cut-free sequent calculus - even if not optimal
- for a logic which was lacking one. In this respect labelled calculi are an extremely
useful tool, allowing to extract a proof system with strong structural properties for logics
for which only semantic methods are known.
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Concluding remarks

An overall picture

The main contribution of this work is the presentation of several systems of sequent
calculi, both labelled and internal, for the families of preferential and counterfactual
conditional logicsﬂ Following Stalnaker’s and Lewis’ approach, these logics are defined
by adding to the language of classical propositional logic a two place modal operator:
either the conditional operator > or the comparative plausibility operator <.

Labelled calculi for preferential logics are defined in Chapter 3. These calculi mod-
ularly capture the systems extending PCL, there including counterfactual logics. They
rely on neighbourhood models, a general system of semantics which uniformly repre-
sents all PCL extensions. Chapter 3 provides an (indirect) proof of completeness of
neighbourhood semantics with respect to the axiomatizations of the logics (Section [3.2).
Internal calculi (Chapter 4) are defined only for extensions of counterfactual logic V.
These calculi, which allow a direct formula interpretation, enrich the Gentzen’s sequent
calculus for classical propositional logic with additional structural connectives, similarly
as what is done to define sequent calculi for modal logics. Three proof systems are in-
troduced, each adapted to capture different classes of logics: one-level nested sequents,
extended hypersequents and head hypersequents.

Chapter 5 presents the two directions of a translation between proof systems for logic
V. This equivalence result underlines the correlation between the labelled and the inter-
nal framework. Moreover, since labelled calculi display a direct link with neighbourhood
models, the mapping makes explicit the relationship between internal nested sequents
and neighbourhood semantics for Lewis’ logics. More precisely, conditional blocks are
shown to be related to neighbourhoods, each block encoding comparative plausibility
formulas regarding a neighbourhood. Then, even if the equivalence is formally proved
only for system V, an intuitive correspondence can be perceived between the labelled
frameworks and the nested calculi for extensions of V, and can in principle be extended
to hypersequents and head-hypersequents as well.

Finally, Chapter 6 contains an application of the proof-theoretic methods developed
in the preceding chapters to a multi-agent and epistemic setting. A labelled sequent
calculus is introduced for the logic of conditional belief (CDL), which is a multi-agent
version of the conditional logic VTA. The semantics of the logic is defined in terms of
multi-agent neighbourhood models, with (direct) proofs of soundness and completeness
to support the operation. Then, the blueprint developed for conditional logics is applied
to obtain a multi-agent labelled calculus for this highly expressive system of logic.

Many things are still missing from an ideally complete proof-theoretic perspective
on conditional logics. First of all, while we gave a modular and (almost) exhaustive
presentation of labelled sequent calculi for preferential and counterfactual logics, uniform

8Here and throughout the thesis by preferential conditional logics we mean logic PCL and all its
extensions, and by counterfactual conditional logics, or Lewis’ logics, we denote system V and its
extensions. Adopting this terminology, Lewis’ logics are a subfamily of preferential logics.
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and internal framework for the same systems are still missing. Possibly one of the most
difficult open task is to complete the cube of internal calculi for conditional systems.
The problem is that, when compared to labelled systems, internal rules are much harder
to define. With labelled calculi it is usually possible to individuate a general blueprint
which guides the rules deﬁnitiotﬂ As a consequence, labelled calculi are highly versatile,
and can be employed to define calculi for logics for which no sequent calculus is known,
as in the case of PCIL. Conversely, internal proof systems usually need to be defined from
scratch. Compare, for instance, the sequent calculi for modal logics presented in Chapter
2 with the proof systems for Lewis’ logics introduced in Chapter 4. The structures of
conditional blocks and transfer blocks defined for Lewis’ logics are system-specific: they
cannot be retrieved from proof systems for modal logics, and it is unlikely that they can
be employed in calculi for other logics. In particular, they cannot be adapted to define
internal calculi for PCLL and its extensions: without the condition of nesting, the truth
condition for < becomes much more complex, and can no longer be treated by means
of the conditional block structure.

Internal calculi would be needed to implement automated theorem provers for con-
ditional logics. For most preferential and counterfactual logics such tools are at present
missing, as is it missing a thorough comparative study on which internal proof system
could be better suited to implement automated reasoning. From a theoretical perspec-
tive, internal calculi could be exploited as a basis for investigating proof-theoretical
properties of the logics, as the strongly analytic property of interpolation. Then, an-
other theoretical application would be the definition of uniform translations between
labelled and internal frameworks. Other than clarify the link of internal calculi with
the relevant class of models, the translation could allow an almost direct countermodel
construction from failed proof search, which is less immediate to define in the case of
internal calculi.

Finally, conditional logics should be placed in a wider perspective, by investigat-
ing the relationships between these systems and other modal logics from an axiomatic,
a model-theoretic and a proof-theoretic viewpoint. By means of a semantic reasoning,
Lewis identified the outer modal logics corresponding to counterfactual systems (Section
11.6). Proof-theoretically, internal calculi for the outer modal logics could be retrieved
from calculi for conditional logics. As another example, the relationship between pref-
erential logics and non-monotonic systems is known from [47]. Moreover, the axiomatic
and semantic correspondence between conditional logic VTA and the epistemic logics
CDL (Chapter 6) could be extended to other systems. In particular, the relationship
of preferential and counterfactual frameworks with conditional deontic logics has not
yet been studied. These systems, introduced by van Fraassen [60], are an extension
of von Wright modal deontic logic [I06] with a two-places modal operator expressing
conditional obligation. They allow to solve various paradoxes and contrary-to-duty im-
peratives. Conditional deontic systems can be further extended: for instance, defeasible
deontic logics incorporate a mechanism to establish preference hierarchies of norms,
solving problems of deontic conﬂictﬂ Most likely, these logics are overlapping with
conditional logics, but it is not clear in which measure. The proof theory of conditional
logics could be adapted to similar, or equivalent, formal systems.

9Usually, such a blueprint consists in a method of importing into the language of the calculus relevant
semantic elements. Refer to [69] 23] for the methodology to be applied in case of Kripke semantics, and
to [72] in the case of neighbourhood models.

0There is a vast bibliography on the subject; refer to [95] for an overview.
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Future work

This work leaves open several research directions, which we here consider in detail. For
the sake of clarity, we shortly address first proof-theoretic open issues, and then list the
model-theoretic research paths.

Regarding the calculi, possibly the most important open problem is the definition
of internal and standard calculi for PCL and its extensions, excluding Lewis’ systems.
Moreover, the calculi in Chapter 4 do not cover the full extent of Lewis’ cube of counter-
factual logics. In particular, complete calculi for VA and VNA and calculi for VU and
VNU are missing. We conjecture that calculi for all these systems can be given in terms
of grafted hypersequents. This formalism was introduced by Kuznets and Lellman to
define proof systems for modal logic K5 and K45 [51]. With respect to S5, these logics
are missing reflexivity; as a consequence, the hypersequent formula interpretation is not
suitable for them, since the actual world could be “different” from the other worlds.
The solution of grafted hypersequents consists in reserving the first component of the
hypersequent to represent formulas of the actual world, and defining two different sets
of rules: a set to be applied to the first component, and a set to be applied to all other
components. Since the outer modal logics of both VU and VA is K45, and the outer
modal logic of VNU and VNA is KD45, it should be possible to extend the grafted
hypersequent framework to define calculi for these logics.

As for the internal calculi for Lewis’ logic, it would be interesting to enrich the
structure of sequents and give a fully nested version of the sequent calculus Zi, for V
presented in Chapter 4. We defined I{, as a “nested” calculus, since the conditional
blocks are similar to the block structure introduced by nested calculi. However, the
level of nesting allowed by I{, is at most one, since conditional blocks cannot occur
inside other conditional blocks. Introducing the block structure of nested calculi would
allow for a real nesting of sequents, with the advantage that the calculus would be fully
invertible, with rule jump becoming the invertible rule jumpN.

C=3x . G{T' = A,[C = Y]}
r=a,xzac P GL= A, [z <]}

jump"

The definition of such a calculus is object of our current research. Moreover, a nested
system could probably offer a more direct mapping with the labelled proof systems for
conditional logic with respect to the procedure presented in Chapter 5.

With respect to the equivalence result between sequent calculi for V, implement-
ing the mapping from internal to labelled proof systems is definitely worthy of further
study, since this would give us “for free” the first implementation of labelled calculi, as
mentioned at the end of Chapter 5.

An open problem concerning the proof theory of the logic of conditional belief con-
cerns the definition of calculus for dynamic CDL. More precisely, it should be investi-
gated whether and how the labelled calculus defined in Chapter 6 for the static logic of
conditional belief could be extended to a dynamic system in which the set of belief of the
agent may be updated with new propositions. Moreover, we wondered whether we could
define an internal calculus for the logic of conditional belief. The answer is affirmative
- it suffices to extend the hypersequent calculus for VTA presented in Chapter 3 to its
multi-agent version. The operation is non-trivial: it is necessary to resort to a nested
calculus, since by indexing conditional blocks with agents, the hypersequent structure
does no longer suffice. By means of example, this is how the rule of jump would look
like in the nested multi-agent version of SHrp,, for i label for agent:

G{I = A [C=3"}

— ju VTA
G{l' = A [2<C]'}

mp
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Completeness of this calculus is under scrutiny.

As for model-theoretic problems requiring further investigation, the most important one
is probably the direct proof of completeness of the axiomatization of PCL with respect
to neighbourhood models. Generally speaking, proving completeness of PCLL seems to
be a difficult task; moreover, the only proofs of syntactic completeness that can be found
in the literature are relative to preferential models. A completeness proof with respect
to neighbourhood models would additionally motivate the use of this class of models for
the logics.

A promising research direction concerns neighbourhood models for multi-agent epis-
temic logics. It should be possible to extend to other epistemic operators the definition
in terms of neighbourhood models, and consequently to define sequent rules for them,
as discussed in Section It would also be worth investigating the full extent of neigh-
bourhood semantics by means of the analysis proposed at the end of the same section.
The general modal operators presented there could be used to formalize in an uniform
way other modal operators, not necessarily expressing epistemic or doxastic attitudes,
and not necessarily belonging to the realm of normal modal logics. This will be object
of future researches.
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