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Phys. Chem. Lett. 2015 (DOI: 10.1021/jz5026118) 

24. T. Houwaart, T. Le Bahers, P. Sautet, W. Auwärter, K. Seufert, J.V. Barth, M.-L. Bocquet, 
Scrutinizing individual CoTPP molecule adsorbed on coinage metal surfaces from the 
interplay of STM experiment and theory, Surf. Sci. 2015, 635, 108. (DOI: 
10.1016/j.susc.2014.12.011) 

25. S.T.A.G. Melissen, F. Labat, P. Sautet, T. Le Bahers, Electronic properties of PbX3CH3NH3 
(X= Cl, Br, I) compounds for photovoltaic and photocatalytic applications, Phys. Chem. 
Chem. Phys. 2015, 17, 2199 (DOI: 10.1039/C4CP04666H) 

2014 

26. E. Brémond, T. Le Bahers, G. Ricci, I. Ciofini, C. Adamo, In silico assessment of the 
HPLC–UV response coefficients, Comput. Theor. Chem. 2014, 1040, 1. (DOI: 
10.1016/j.comptc.2014.03.028) 

27. T. Le Bahers, M. Rérat, P. Sautet, Semiconductors Used in Photovoltaic and Photocatalytic 
Devices: Assessing Fundamental Properties from DFT, J. Phys. Chem. C 2014, 118, 5997. 
(DOI: 10.1021/jp409724c) 

28. T. Le Bahers, E. Brémond, I. Ciofini, C. Adamo, The nature of vertical excited states of 
dyes containing metals for DSSC applications: insights from TD-DFT and density based 
indexes, Phys. Chem. Chem. Phys. 2014, 16, 14435. (DOI: 10.1039/C3CP55032J) 

2013 

29. T. Le Bahers, Th. Pauporté, P. P. Lainé, F. Labat, C. Adamo, I. Ciofini, Modeling dye-
sensitized solar cells: from theory to experiment, J. Phys. Chem. Lett. 2013, 4, 1044. (DOI: 
10.1021/jz400046p) 
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2012 

30. I. Ciofini, T. Le Bahers, C. Adamo, D. Jacquemin, Through-space charge transfer in rod-
like molecules: lessons from theory, J. Phys. Chem. C 2012, 116, 11946. (DOI: 
10.1021/jp3030667) 

31. T. Le Bahers, Th. Pauporté, F. Odobel, I. Ciofini, Promising anchoring groups for ZnO‐

based hybrid materials: A periodic density functional theory investigation, Int. J. Quant. 
Chem. 2012, 112, 2062. (DOI: 10.1002/qua.23134) 

32. F. Labat, T. Le Bahers, I. Ciofini, C. Adamo, First-principles modeling of dye-sensitized 
solar cells: challenges and perspectives, Acc. Chem. Res. 2012, 45, 1268. (DOI: 
10.1021/ar200327w) 

33. D. Jacquemin, T. Le Bahers, C. Adamo, I. Ciofini, What is the “best” atomic charge model 
to describe through-space charge-transfer excitations?, Phys. Chem. Chem. Phys.  2012, 
14, 5383. (DOI: 10.1039/C2CP40261K)  

 2011 

34. O. Lupan, Th. Pauporté, T. Le Bahers, B. Viana, I. Ciofini, Wavelength‐emission tuning of 
ZnO nanowire‐based light‐emitting diodes by Cu doping: experimental and 
computational insights, Adv. Fonct. Mater. 2011, 21, 3564. (DOI: 10.1002/adfm.201100258) 

35. T. Le Bahers, C. Adamo, I. Ciofini, A qualitative index of spatial extent in charge-transfer 
excitations, J. Chem. Theory Comput. 2011, 7, 2498 (DOI: 10.1021/ct200308m) 

36. O. Lupan, Th. Pauporté, T. Le Bahers, I. Ciofini, B. Viana, High Aspect Ratio Ternary Zn1–

xCdxO Nanowires by Electrodeposition for Light-Emitting Diode Applications, J. Phys. 
Chem. C 2011, 115, 14548. (DOI: 10.1021/jp202608e) 

37. T. Le Bahers, F. Labat, Th. Pauporté, P. P. Lainé, I. Ciofini, Theoretical procedure for 
optimizing dye-sensitized solar cells: from electronic structure to photovoltaic efficiency, 
J. Am. Chem. Soc. 2011, 133, 8005. (DOI: 10.1021/ja201944g) 

38. T. Le Bahers, Th. Pauporté, F. Labat, G. Lefevre, I. Ciofini, Acetylacetone, an Interesting 
Anchoring Group for ZnO-Based Organic− Inorganic Hybrid Materials: A Combined 
Experimental and Theoretical Study, Langmuir 2011, 27, 3442. (DOI: 10.1021/la103634v) 

2010 

39. V.-M. Guérin, C. Magne, Th. Pauporté, T. Le Bahers, J. Rathousky, Electrodeposited 
nanoporous versus nanoparticulate ZnO films of similar roughness for dye-sensitized 
solar cell applications, ACS Appl. Mater. Inter. 2010, 2, 3677. (DOI: 10.1021/am1008248) 

40. T. Le Bahers, S. Di Tommaso, C. Peltier, G. Fayet, R. Giacovazzi, V. Tognetti, A. Prestiani, 
F. Labat, Acridine orange in a pumpkin-shaped macrocycle: Beyond solvent effects in the 
UV–visible spectra simulation of dyes, J. Mol. Mod.:THEOCHEM 2010, 954, 45. (DOI: 
10.1016/j.theochem.2010.01.031) 

41. T. Le Bahers, C. Adamo, I. Ciofini, Photophysical Properties of 8-Hydroxyquinoline-5-
sulfonic Acid as a Function of the pH: A TD-DFT Investigation, J. Phys. Chem. A 2010, 
114, 5932. (DOI: 10.1021/jp1014498) 

42. T. Le Bahers, F. Labat, Th. Pauporté, I. Ciofini, Effect of solvent and additives on the open-
circuit voltage of ZnO-based dye-sensitized solar cells: a combined theoretical and 
experimental study, Phys. Chem. Chem. Phys. 2010, 12, 14710. (DOI: 10.1039/C004358c) 
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2009 

43. T. Le Bahers, C. Adamo, I. Ciofini, Theoretical determination of the pKas of the 8-
hydroxyquinoline-5-sulfonic acid: A DFT based approach, Chem. Phys. Lett. 2009, 472, 
30. (DOI: 10.1016/j.cplett.2009.02.072) 

44. T. Le Bahers, Th. Pauporté, G. Scalmani, C. Adamo, I. Ciofini, A TD-DFT investigation of 
ground and excited state properties in indoline dyes for dye-sensitized solar cells, Phys. 
Chem. Chem. Phys. 2009, 11, 11276. (DOI: 10.1039/B914626) 

 
Patents: 

2015 

• T. Le Mercier, P. Barboux, T. Le Bahers, Mixed oxides and sulfides of bismuth and copper 
for photovoltaic use, PCT WO2015/150591 A1, published the 8th October 2015 

• T. Le Mercier, P. Barboux, T. Le Bahers, Mixed oxides and sulfides of bismuth and silver 
for photovoltaic use, PCT WO2015/150592 A1, published the 8th October 2015 

2014 

• T. Le Mercier, P. Barboux, T. Le Bahers, Mixed bismuth and copper oxides and sulfides 
for photovoltaic use, PCT WO2014/049172 A2, published the 3rd April 2014 

 

Experience in supervising master students, PhD students and post-doctorates 

 

Period Name Position Title 
2018-2019 Nina Tyminska Post-doctorate 

1 year 
Modelling the semiconductor/co-
catalyst interface for water splitting 

2016-2019 Antton Curutchet PhD student 
3 years 

DFT investigations of photocatalysts 
for photo-induced water-splitting. 

2016-2018 Angel Garcia Post-doctorate 
20 months 

Modelling the semiconductor/co-
catalyst interface for water splitting: 
from the atomic scale to the 
macroscopic scale. 

2017 Aria Gheeraert M1 student 
3 months 

Photochromism modelling of sulfur 
doped sodalite by DFT and TD-DFT.  

2017 Pauline Colinet M2 student 
6 months 

Water oxidation on cobalt oxide: DFT 
mechanistic study with electrochemical 
potential control. 

2016 Antton Curutchet M2 student 
6 months 

Ab initio modelling of tenebrescent 
sodalites. 

2014-2016 Sigmund Melissen Post-doctorate 
26 months 

DFT modelling of semiconductors for 
designed for water splitting devices. 
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Administrative, animating and scientific responsibilities 

 

• Member of the chemistry and biochemistry department council of the University 
Claude Bernard Lyon 1; 

• Member of the administrative board of the GDR Solar Fuels; 
• Co-organizer of the congress “Rencontres des chimistes théoriciens francophones” in 

July 2016 in Lyon (more than 150 participants); 
• Organizer of the group seminars; 
• Reviewer for: Chemistry of Materials, Physical Chemistry Chemical Physics, RSC 

Advances, Journal of Physical Chemistry, Journal of Catalysis, ACS Catalysis, Journal 
of Molecular Modelling, Theoretical Chemistry Account… 

Collaborations 

 

• Pr. Kazuhiro Takanabe, KAUST (Saudi Arabia), on the water splitting project. 
• Pr. Mika Lastusaari, Turku University (Finland), on the tenebrescent minerals project. 
• Dr. Cyrille Monneau, ENS Lyon (France), on the singlet oxygen production project. 
• Dr. Marie-Laure Bocquet, ENS (France), on adsorbed magnetic molecules project. 

 

Funding contracts 

  

• 2014-2020: KAUST Water splitting – Modelling of the water splitting 
photocatalysts – Local PI – 731 k€. 

• 2017-2021: ANR JCJC TeneMod – Modelling of photochromic natural minerals – 
PI – 154 k€ 

Teaching activities 

 
The detail of my teachings is given in the Table 1, for all teachings larger than 10h/year. The 
Figure 2 summarizes this table.  
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Period Name Type Level Volume 
(in hour eq. TD) 

2012-2013 

Chimie-Physique TP L3 12 
Sciences de la matière TD L1 80 

Cinétique TP L2 20 
Modélisation Moléculaire TD M1 44 

2013-2014 

Chimie-Physique TP L3 16 
Sciences de la matière TD L1 67 

Cinétique TP L2,L3 40 
Modélisation Moléculaire TD M1 44 

2014-2015 
 
 

Chimie-Physique TP L3 16 
Sciences de la matière TD L1 65 

Cinétique TP L2,L3 40 
Constitution de la matière TD L1 32 
Modélisation Moléculaire TD M1 44 

2015-2016 

Chimie-Physique TP L3 28 
Sciences de la matière TD L1 63 

Cinétique TP L2 20 
Constitution de la matière TD L1 30 
Modélisation Moléculaire TD M1 44 

Spectroscopie CM M1 15 

2016-2017 

Chimie-Physique TP L3 32 
Sciences de la matière TD L1 44 

Cinétique TP L2 20 
Constitution de la matière TD L1 31 
Modélisation Moléculaire CM,TD M1 39 

Spectroscopie CM M1 15 
Chimie du solide CM M1 15 

2017-2018 

Chimie-Physique TP,TD L3 47 
Sciences de la matière TD L1 18 

Cinétique TP L2,M1 20 
Constitution de la matière TD L1 28 
Modélisation Moléculaire CM,TD M1 39 

Spectroscopie CM M1 15 
Chimie du solide CM M1 15 

Table 1: Volume of each teaching for each scholar year. CM, TP and TD means “cours magistraux”, “travaux 
pratiques” and “travaux dirigés” respectively. 
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Figure 2: Evolution of my teachings among the years. CM, TP and TD means “cours magistraux”, “travaux 

pratiques” and “travaux dirigés” respectively. 

Popularization 

 

• 2014, 2015, 2016, 2017: Conferences to the “Université Ouverte” on the topic of 
photovoltaic entitled “Les panneaux solaires dans l’habitat: le cas des celleules 
solaires à colorants”. 

• 2017: Supervisor of a “collège” internship during one week (Damian Menville, 14 
years old). 

• 2017: Presentation given during the event “Pint of Science” about the photochromism 
of sodalite. 

• 2014 and 2017, consultant for students on “TIPE” projects on the topic of dye 
sensitized solar cells.  
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Chapter II: Summary of my PhD work 

 

I. Context and project 

 

In 1991, Grätzel and O’Regan published a pioneer work presenting the possibility to develop 

a solar cell technology based on a molecular dye adsorbed on a mesoporous wide-bandgap 

semiconductor oxide.1 This was the starting of the Dye-Sensitized Solar Cells adventure. 

Beyond the principle of a new photovoltaic technology, the first solar cell presented in this 

article achieved a photoconversion efficiency as high as 7%! From that point, all groups 

capable to synthetize and deposit mesoporous oxides on conductive glass started to build their 

own DSSCs. Several combinations of dyes and oxides were tested, leading to dozens and 

dozens of solar cells characteristics sometimes difficult to rationalize considering the large 

number of parameters involved in the composition of the DSSC and in its working principle.23 

In that context, the computational chemistry has been a powerful tool to bring an atomistic 

point of view suitable to simulate some of the elementary steps of the working principle of 

DSSC opening the way of an understanding and a rational design of DSSCs. 

The “Laboratoire d’électrochimie, de chimie des interfaces et de modélisation pour l’énergie” 

(LECIME), known today as “Institut de Recherche de ChimieParisTech” (IRCP), had 

developed a technology of electrodeposition of mesoporous zinc oxide (ZnO) on conductive 

glass (Fluor doped Tin Oxide, SnO2:F, FTO) under the work of Dr. Thierry Pauporté.4 In the 

same laboratory, the group of Pr. Carlo Adamo and Dr. Ilaria Ciofini investigated the 

capacities of DFT and TD-DFT to simulate electronic and spectroscopic properties of dyes in 

solution or adsorbed on surfaces.5,6 My PhD project was built in this context, both under the 

direction of Thierry Pauporté and Ilaria Ciofini, entitled “Optimization of ZnO based DSSCs 

by a joined experimental and theoretical approach”. Dr. Philippe Lainé quickly joined this 

project, bringing his knowledge in the synthesis of organic dyes characterized by a pyridium 

group.7 
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II. The methodology 

II.1 Electrodeposition of ZnO 

Dr. Thierry Pauporté developed, in collaboration with Dr. Daniel Lincot and Dr. Tsukasa 

Yoshida, a protocol to deposit mesoporous ZnO on top of any conductive electrodes8–10 that 

was applied during my PhD on FTO electrodes. Briefly, the electrodeposition is performed by 

applying a -1.0 V (vs SCE) to a FTO electrode (usually around 3 cm2 of area) immersed into a 

water solution containing ZnCl2 (5 mM), Eosin Y (50 microM) and under constant oxygen 

bubbling at 70°C. At that potential, O2 is reduced into OH-, precipitating Zn(OH)2 and quickly 

dehydrated to ZnO. The role of Eosin Y is to create pores in the growing ZnO. The Figure 3 

presents SEM pictures of the final ZnO layer, showing a global thickness of few micrometers 

and containing pores of around 5nm in diameter. I used this methodology to make all the 

FTO/ZnO DSSCs electrodes. 

 
Figure 3: (a) SEM cross section of electrodeposited ZnO. (b) zoom on this cross section. 

II.2 Solar cell building and characterization 

The DSSCs were built and characterized in the group of the Thierry Pauporté, using a 

protocol I developed. The two main characterizations were J-V curves under AM1.5 simulator 

and Incident Photon Converted to electron Efficiency (IPCE). 

II.3 Dyes investigated 

During this PhD, I used commercial dyes from the indoline family called D131, D102 and 

D149 known to be very efficient with ZnO based electrodes. In collaboration with Philippe 

Lainé, I performed the synthesis of three dyes characterized by a pyridinium chemical group. 

They are made of an electron donor group, aniline or N-dimethylaniline, an electron acceptor, 

branched or fused pyridinium, and a carboxylate group for the adsorption of the dye on the 

ZnO (See Figure 4). 

(a) (b)
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Figure 4: Structures of the three dyes investigated. 

II.4 Modeling by DFT and TD-DFT 

The simulations of the spectroscopic properties of the dyes were performed by TD-DFT with 

the development version of the Gaussian09 code.11 Except otherwise specified, the functional 

chosen was the global hybrid PBE0 along with the Gaussian basis set 6-31+G(d).12,13 The 

solvent, acetonitrile, was modeled by a continuum approach (conductor like polarizable 

continuum model, CPCM).14,15 This approach, leads to accurate simulation of absorption 

spectra of organic molecules.16,17 

The electronic structure of the dye adsorbed on the ZnO surface was modeled by DFT in 

Periodic Boundary Conditions (PBC) with the CRYSTAL09 code.18 This code uses Gaussian 

type of basis set to build the Block functions used in PBC. The localized nature of the basis 

set allows to use efficiently hybrid functionals that are very accurate to simulate electronic 

structure of both organic molecules and d0 and d10 based semiconductors like ZnO. The 

functional chosen was PBE0 and double ζ-basis+polarization set.  

III. Main results 

III.1 Influence of the electrolyte composition 

The photovoltage of a DSSC, noted Voc, is an important characteristic of the cell. It is directly 

related to the photoconversion efficiency (η), through the formula 1.  

η =
V!"J!"FF
P!"#

 (1) 

In a DSSC, this photovoltage corresponds to the energy gap between the Fermi level of the 

electron in the oxide (generally assimilated to the conduction band level) and the 

electrochemical potential of the redox couple surrounding the dye. With this very simple point 

of view, one can assume that the photovoltage is only fixed by the choice of the oxide and the 

redox couple without any possibilities of improvement. But it has been observed and 
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published that the choice of the solvent containing the electrolyte and in contact with the 

oxide has a large influence on the Voc. We performed a systematic investigation of ZnO solar 

cells sensitized by the D149 dye.19,20 The influence of the choice of the solvent for the 

electrolyte between acetonitrile, nitromethane and dimethyl-formamide on the Voc was 

measured and correlated to the position of the conduction band of the corresponding molecule 

adsorbed on ZnO(100) surface computed by DFT. 

III.2 DSSC based on ZnO sensitized by pyridinium dyes 

Under the supervision of Dr. Lainé, I performed the synthesis of the three pyridinium dyes 

presented in Figure 4. They were tested both on ZnO and TiO2 based DSSCs.21,22 The best 

photoconversion efficiency was obtained for the fused pyridinium dye (FNH2CO2) both for 

ZnO (η=0.6%) and TiO2 (η=1.3%) but remained very low. The DFT calculations have shown 

that the dye did not inject efficiently the electron in the conduction band of the semiconductor 

because the pyridinium acceptor group is a “too strong” acceptor (i.e. a better electron 

acceptor than the oxide). The simulation of the injection was done by computing the reduced 

system and integrating the spin density of the reduced form. From these results, the IPCE 

measurement has been simulated and compared to the experimental one confirming that the 

electron injection was the bottleneck of the efficiency for these dyes. Using this 

computational protocol, we have optimized the composition of the electrolyte to tune the 

injection of the dye by adding Li+ ion (increase of IPCE) or tertbutyl-pyridine (decrease of 

IPCE). The comparison between the simulated and measured IPCE are presented on Figure 5. 

 
Figure 5. Simulated and experimental IPCE curves of F1 dye adsorbed on ZnO as a function of electrolyte 

composition. 

III.3 Charge transfer indexes based on the variation of the electron density 

During this PhD, I developed a series of charge transfer indexes based on the difference of the 

electron density between the ground and excited states.23,24 Contrary to the Tozer’s index 
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(Λ)25 based on the overlap of the module of the orbitals involved in an electronic transition, 

and to its simplified version recently proposed by De Angelis et al. in the framework of 

DSSCs applications26, the index DCT is based on the variation of the electron density between 

a given excited state and the ground state (Δρ=ρEX-ρGS). In particular, DCT defines the spatial 

distance between the two barycenters of the density depletion and density enhancement 

distributions upon excitation. This approach has some advantages: 

• The visualization of Δρ allows the qualitative assignment of the character of the transition. 

This can avoid a tedious assignment procedure when several monoelectronic excitations 

contribute to the same electronic transition. 

• The distance of charge transfer, DCT, gives a quantitative estimation of the charge transfer 

length that can help to compare different families of dyes. 

• Δρ can be used also to compute other fundamental properties of the transition such as the 

fraction of electron transferred upon light absorption (qCT), the centroids of the depletion and 

enhancement distributions… 

 
Figure 6: (a) Δρ  computed by TD-DFT for a donnor-acceptor prototype molecule. (b) corresponding centroids. (c) 

distance between the barycenters of the two centroids. 

 

  

DCT = 5.4 Å

(a) (b) (c)
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Chapter III: The photo-induced water splitting 

 

I. Context, mechanisms and photocatalysts 

I.1 Storage of solar energy 

I am not going to start this introduction on the importance to develop energy productions 

alternative to the fossil fuels. I assume that all the readers of this text are aware of the global 

warming, of the problems coming from fossil fuels and are well convinced that the light from 

the sun brings enough energy on Earth to meet the energy demand of humanity. We must 

wonder how to convert and store this energy. This introduction begins with the photovoltaic 

technologies. The first solar cell developed to produce electricity were proposed in the 50’s 

by Bell’s laboratories but this way of electricity production really started to be deeply and 

largely investigated during the 70’s.27 Nowadays, the success of the photovoltaic story can be 

viewed on the frequently updated NREL photovoltaic chart presenting the maximum 

efficiencies of several photovoltaic technologies (Figure 7).28 At first sight, what is really 

surprising is the large number of photovoltaic technologies developed, with constant 

photoconversion improvements. And after a fine look, it appears that the institutions having 

the best efficiencies for each technology are not necessarily academic but can be industrial 

companies indicating the broad interest of all the scientific actors for these technologies. 

Beyond these records obtained in laboratories, the photovoltaic technologies are real life 

electricity production technologies. But contrary to what is visible on the NREL chart, there 

are much less photovoltaic technologies available in the market. Actually, only the crystalline 

silicon (89% of the market) and some thin film technologies (CdTe and CIGS, 11% of the 

market) are really installed to produce electricity.29 This highlights the difficulty for a 

technology to go from the laboratory to real applications. This reality is crueler when looking 

at the real place of the photovoltaic on the total electricity produced in France, estimated at 

1.9%.30  
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Figure 7: NREL photovoltaic chart presenting the evolution of photoconversion efficiencies for several photovoltaic 

technologies. This plot is courtesy of the National Renewable Energy Laboratory, Golden, CO. 
 

 

We could write dozens of pages to explain why photovoltaic technologies, although very 

investigated and extremely well developed, are so weakly used for real production. From my 

personal point of view, this is mainly for political and economic strategy reasons but this is 

not the subject of this manuscript. We have to admit that photovoltaic technologies suffer 

from some drawbacks. The main one is probably the hatched production of electricity, 

stopped during the night and variable during the day depending on the weather. During a day, 

the best period for electricity production by photovoltaic (around noon) in general doesn’t 

overlap very well with the peaks of electricity consumption (generally the morning and the 

evening). Thus, comes the necessity to store this photovoltaic electricity and re-inject it into 

the network when needed. Three approaches are developed to store this solar energy. 

1- The first one, already used, is by “mechanical” potential like by pumping water into high 

depth tanks and using the water flow to create electricity back when necessary. 

Technologically speaking, this method is already known and applicable but the global 

efficiency of this storage is very low.  

2- The second approach is through electrochemical energy by batteries (lithium, redox flow, 

lead-acid…). This is a very investigated field of research that has lead to the development 

of several technologies. The most well-known new battery technology is probably the 

one based on lithium. These batteries are now mature technologies, intensively produced 
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and used in applications going from the smart phones to the electrical cars and even 

electrical planes. The main drawback of these technologies is probably the difficulty to 

obtain both a good energy capacity (like in lithium batteries) and a good power capacity 

(like supercapacitors). The electrochemical energy storage technologies are frequently 

presented by Ragone plot (see Figure 8). 

 
Figure 8. Ragone plot of several energy storage technologies. Hydrogen is in light green. From ref 31 

 

3- The last form of energy storage is under chemical energy. The idea is to use the 

electricity generated by the solar panels to induce electrochemical reactions (reduction, 

oxidation or both) producing valuable molecules with the ability to generate energy on 

demand or    valuable molecules for the chemical industry. The two main investigated 

reactions are namely the CO2 reduction32–34 and the water splitting35,36 corresponding to 

the two half reactions of water oxidation (2) and proton reduction (3). 

2𝐻!𝑂 → 𝑂! + 4𝐻! + 4𝑒! E° = 1.23 V (vs SHE) (2) 

2𝐻! + 2𝑒! → 𝐻! E° = 0.0 V (vs SHE) (3) 

Since my arrival at the laboratory of chemistry of ENS Lyon, I mainly worked on water 

splitting. Thus, the discussion will now focus on this reaction but some of the concepts 

presented now can be simply transferred or adapted for the CO2 reduction. 

The main objective of overall water splitting is to produce hydrogen. This small molecule can 

be used in fuel cells to generate back electricity. The place of hydrogen in Ragone plot 

indicates that this fuel has both a large energy density and a large power density (Figure 8). 

Add to that, the fact that the combustion of H2 produces only H2O, H2 appears to be one of the 

most interesting fuel. But H2 doesn’t bring only advantages: it is highly explosive in O2 

H 
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containing atmosphere. It must be stored compressed or as hydrides, difficult to develop 

technologically. It diffuses easily in all common materials (like steel). Because of these very 

strong advantages and drawbacks, the H2 cycle (production, storage, distribution and 

combustion) is the topic of many academic and industrial fields of research. 

We are now going to focus on the water splitting technologies, putting aside all the research 

areas dedicated to H2 storage, distribution or consumption. These last issues, while very 

interesting, are not the topic of my research activities presented in this document. 

 

I.2 The photocatalytic water splitting technologies 

As said previously, water splitting is the combination of two half-electrochemical reactions 

called oxygen evolution reaction (OER, reaction (2)) and hydrogen evolution reaction (HER, 

reaction (3)). The first photo-induced water splitting technology we can imagine is simply by 

connecting a solar panel to an electrolyser to split water and produce H2. Another technology 

consists in directly using the electrons and holes generated by a the solar panels immersed in 

water to perform OER and HER, without any external circuit. For the last technology, the 

material responsible of the photoresponse activity can be dispersed in water as a powder to 

achieve the highest active surface area possible. This material is called the photocatalyst 

because it both absorbs the sunlight and performs the two half reactions.  

The comparison of the economic viability of all these technologies of water splitting has been 

the subject of several articles.37–39 Several water splitting solar cell architectures were 

investigated, assuming several working conditions. It is difficult to compare these articles 

because the assumptions on the materials properties or on the architectures considered are 

generally not the same. But, to try to extract some key conclusions, in principle, the 

technology consisting to a direct water splitting should be more profitable (production cost: 2 

$/kg.H2) compared to a solar panel connected to an electrolyser (production cost: 4 $/kg.H2).37 

Unfortunately, to connect a solar panel to an electrolyser is already technologically possible 

while efficient photocatalysts to directly produced H2, assumed in the economic simulation, 

are not available yet. Thus, up to now, this best way to produce H2 with sunlight is still to 

connect a photovoltaic cell to an electrolyser. 

This economical consideration opens our eyes on the necessity to develop very efficient water 

splitting photocatalysts if we want this technology to be considered for real H2 production. 

This is the reason why I decided to work on the development of new water splitting 

photocatalysts. 
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I.3 Focus on the photocatalysts 

Heterogeneous catalysts developed for water splitting have generally the architecture 

presented in Figure 9.36,40 It is made of semiconductor particles covered by co-catalyst 

particles, adapted for OER or HER.  

 
Figure 9. Structure of a photocatalyst with the semiconductor in orange and the co-catalysts in grey. Valence and 

conduction bands of the semiconductor are in red and blue respectively. 

 

The working principle can be splitted in several steps, as depicted in Figure 9. The efficiency 

of these steps is mainly governed by several properties of the semiconductor, the co-catalyst 

or the interface between the two. 

Step 1: It corresponds to the light absorption by the semiconductor creating an electron (e-) 

and hole (h+) pair called exciton. The light absorption is mainly governed by the bandgap (Eg) 

in a semiconductor that can bee seen as the difference in energy between the top of valence 

band and the bottom of conduction band. In short, the bandgap must be low enough to absorb 

the maximum of photons and large enough to produce electrons and holes having enough 

energies to perform the two half reactions. For water splitting, the minimum bandgap to 

perform the overall water splitting is 1.23 eV. But it has been shown that, to take into account 

the energy loss due to all the electron transfers and due to entropic loss, the bandgap of the 

semiconductor must be above 1.8 eV and more ideally between 2.0 and 2.5 eV.37,41 The 

Figure 10a presents the variation of the solar to hydrogen efficiency as a function of the 

bandgap of the semiconductor. This simulation includes some models of the energetic losses 
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cited previously. It is interesting to see the large difference between the maximum 

photoconversion efficiency between a standard p-n junction photovoltaic cell (around 35 %) 

and the maximum solar-to-hydrogen efficiency (STH, around 12%) for a one semiconductor 

based water splitting catalyst. Actually, some researches think that the community should 

focus on multijunction catalysts having at least two semiconductors to achieve higher 

efficiencies (as shown by the figure 10b). The multijunction technologies are clearly more 

difficult to develop and this is the reason why I preferred to focus, up to now, on single 

semiconductor catalysts. 

 
Figure 10. (a) Comparaison between the Schockley-Queisser limit of a photovoltaic cell and the Solar-to-Hydrogen 

(STH) efficiency of a photocatalysts as a function of the bandgap of the semiconductor. (b) STH efficiency of two-

junction photocatalysts as a function of the bandgaps of the two semiconductors. From Ref 37 

 

Beyond the value of the bandgap, its nature plays also an important role (direct or indirect) 

because it will affect the absorption coefficient of the semiconductor. This aspect will be 

discussed when necessary in the document. 

Step 2: The exciton dissociation. After light absorption, the electron and the hole are bound 

creating a particle called exciton that can be seen as a kind of hydrogen atom inside the 

material. The electron and the hole must be separated to perform the OER and HER. The 

exciton ionization energy is called exciton binding energy, noted Eb. This energy should be 

lower than room thermal energy (~25 meV at room temperature) to have free charge carriers. 

If the exciton is not dissociated, it will quickly recombine losing the energy of the photon. 

The exciton binding energy is mainly governed by the dielectric constant of the material, 

noted εr. The dielectric constant represents the ability of the material to screen charges. The 

larger the dielectric constant, the easier it will be to dissociate the exciton. As a matter of fact, 

materials frequently used in photovoltaic (Si, CdTe, GaAs…) have a dielectric constant 
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higher than 10 and their Eb is always lower than 25 meV. This value of 10 for εr can be seen 

as a target to develop new semiconductors for water splitting.  

Step 3: Charge carriers diffusion. Once the exciton dissociated, electrons and holes must 

diffuse toward the surface to perform the OER or the HER. The diffusion is characterized by 

the diffusion coefficient, D, of the charges related to the charge carrier mobilities, µ, by 

Einstein relationship (equation (4)). The mobility is linked to the effective masses, m*, and 

the collision time, τ (equation (5)). 

D =
k!T
e µμ (4) 

µμ = e
τ
m∗ (5) 

There is no fundamental lower limit for the value of the charge carrier mobilities or effective 

masses. But empirically, by analysing all semiconductors efficient for photovoltaic 

applications, it appears that they all have a mobility higher than 10 cm-2.s-1.V-1 and an 

effective mass lower than 0.5 electron mass at least in one crystallographic direction. Based 

on this empirically observation, all semiconductors having an effective mass lower than 0.5 

me for holes and electrons can be considered to have good charge carrier mobilities. 

Step 4: Charge transfer toward the co-catalyst. In general, a good semiconductor for 

generating free charge carriers is not good to perform the two half reactions OER and HER. 

In other words, the activation energy or the overpotential of the reaction is large on the 

surface of the semiconductor. This is the reason why the semiconductor surface is decorated 

by a material called co-catalyst having a better activity toward the chemical reactions 

investigated. The electron or hole transfer must be efficient to have a maximum of charges 

collected by the co-catalyst. This step depends on the quality of the interface between the co-

catalyst and the semiconductor. The main thermodynamic criterion for an efficient transfer is 

a conduction band energy higher in energy than Fermi level of the co-catalyst for the HER 

and a valence band energy lower than the Fermi level of the co-catalyst for the OER.  

Step 5: The electrochemical reactions. This step corresponds to the OER and HER strictly 

speaking. It is the electrochemical oxidation of water and reduction of protons. This step 

proves that photocatalytic water splitting is very similar to water electrolysis. The current 

used to split water in photocatalysis comes from the charge dynamics inside the 

semiconductor. While in an electrolyser, it comes from a potentiostat. In other words, 

photocatalytic water splitting can be seen as electrocatalytic water splitting, which applied 

potential is not chosen by the experimentalist but depends on the efficiency of the 
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semiconductor to absorb the light and to generate electrons and holes. For that reason, co-

catalysts are mainly developed and investigated in “classical” electrocatalysis before being 

implemented in photocatalysis. 

The efficiency of this step is mainly governed by the overpotential (noted η) associated to the 

co-catalyst. The overpotential corresponds to the extra energy (or the extra potential) needed 

to perform one half reaction beyond the thermodynamic limit, as presented schematically in 

Figure 11. The perfect co-catalyst has no overpotential. The discussion on overpotential will 

be developed in the section dedicated to the study of cobalt oxide as co-catalyst for OER. 

 
Figure 11. Schematic J-V curve expected for a material having both OER and HER co-catalyst. 

 

Step 6: Fluid mechanics and diffusion. This step is not presented in Figure 9 but presents 

phenomena happening at the scale much larger than atomic scale, mainly inside the 

electrolyte where reactions take place. This is a really important aspect in the working 

principle of a water splitting device and probably important improvements of the 

photocatalytic efficiencies could be obtained by a smart design of the electrolyte. But the 

modelling of these phenomena goes beyond my knowledge and my capacities. I have not 

worked on it up to now and this topic won’t be discussed specifically in this document. 

II. Semiconductors: Computational methodology 

 

Related Articles: 

• T. Le Bahers, M. Rérat, P. Sautet, , J. Phys. Chem. C 2014, 118, 5997.  
• T. Le Bahers, S. Haller, T. Le Mercier, P. Barboux, J. Phys. Chem. C, 2015, 119, 17585. 

 

II.1 Computation of bulk semiconductor properties 
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Table 2 summarizes the target value of some bulk properties of the semiconductor to achieve 

good efficiencies in sunlight absorption, exciton dissociation and charge carriers diffusion. 

Solar spectrum absorption Exciton dissociation Charge carrier diffusion 

1.1 eV < Eg < 1.4 eV (PV) 

1.8 eV < Eg < 2.5 eV (PEC) 

Eb < 25 meV 

εr > 10 

µ > 10 cm2.V-1.s-1 

m* < 0.5 me 
Table 2: Requirements on the semiconductors properties for photovoltaic application. PV and PEC mean photovoltaic 

and photoelectrochemical respectively. 

 

All these properties were computed by DFT or by employing some models using DFT 

calculations. Here is the methodology I used to compute these properties: 

Band Gap. The bandgap, Eg, is computed as the difference between the minimum energy of 

the conduction band and the maximum energy of the valence band. These energies are 

obtained by solving self-consistently the monoelectronic Kohn-Sham equations. The bandgap 

here obtained is called the monoelectronic bandgap (Eg(mono)). It is related to the optical 

bandgap (Eg(opt)) by the formula (6) where EA and IP are the electron affinity and the 

ionization potential respectively and Eb the exciton binding energy: 

𝐄𝐠 opt = EA− IP− 𝐄𝐛 ≈ 𝐄𝐠 mono − 𝐄𝐛 (6) 

In other words, I have assumed that the ionization potential and the electron affinity can be 

approximated by the band positions obtained by DFT. This assumption is very rough for 

molecules but works relatively well (for the precision we are looking for) for solids.42 Because 

Eb is very small (few dozens of meV) compared to the monoelectronic bandgap (few eV), in 

general, Eg(mono) and Eg(opt) are very close. In the text, I will use the general word bandgap 

to speak about Eg(mono) and Eg(opt) indiscernibly. Of note, a better simulation of optical 

bandgap can be done by using post-DFT calculations, such as GW along with the Bethe-

Salpeter equations, taking into account the exciton formation during the light absorption 

process.43,44  

Dielectric constant. When an electric field (𝐸) is applied on a dielectric material, an electric 

displacement field (𝐷) appears within it. Both electric fields are linked by the dielectric 

constant εr. 

D = ε!ε!E (7) 

This dielectric constant represents the ability of a dielectric material to screen the external 

electric field by the apparition of a polarization. This polarization comes from the 

reorganization of the electron density or from the motion of the ions constituting the material. 
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The dielectric constant induced by the electron density is named ε∞ and the contribution of the 

dielectric constant involving the ionic motions is noted εvib. Finally we have: 

ε! = ε! + ε!"# (8) 

The electronic contribution to the static dielectric tensor can be evaluated through a coupled-

perturbed Hartree-Fock/Kohn-Sham (CPKS) scheme adapted to periodic systems or by 

applying an electric field on the system during the SCF procedure. I have been using 

generally the second approach because, while more time consuming, it takes into account 

local field effects because of the SCF nature of the calculation.  

The vibrational contribution is computed from the phonon spectrum, following the formula 

(6). νp is the phonon frequency of mode p, V is the unit cell volume, and Zp is the mass-

weighted mode effective Born vector. The intensity Ip of IR absorbance for a given mode p is 

proportional to |Zp|2. 

ε! = ε! + ε!"# = ε! +
4π
V

Z!!

v!!!

 (9) 

Effective masses. For transport properties, only the effective mass is computed. The 

mobilities depend on the collision time, τ (equation 5) that is extremely experimental 

dependent and cannot be evaluated easily theoretically. The effective mass is related to the 

curvature of the bands at the top of the valence band or at the bottom of the conduction band. 

It can be obtained by fitting these band extrema by the formula34: 

E 𝐤 = E 𝐤𝟎 ±
ℏ!

m∥
∗ 𝐤𝟎 − 𝐤∥ ! ±

ℏ!

m!
∗ 𝐤𝟎 − 𝐤! ! (10) 

The ± is + for the conduction band and – for the valence band. k0 is the vector of the 

reciprocal space where the band is at its extremum. The symbols ∥ and ⊥ refer to the 

longitudinal and perpendicular axes that depend on the crystals structure. The effective 

masses were obtained by fitting the bottom of the conduction band (for the electron effective 

mass) and the top of the valence band (for the hole effective mass) with a parabolic function.  

It is some times difficult to find the “good” crystallographic direction for the effective mass 

calculation, or sometimes, there are several bands extrema close in energy. In these specific 

cases, the effective masses can be computed using Boltzmann transport theory45 with the 

equation 11 where σ is the conductivity of the material, τ collision time. It corresponds to an 

effective mass averaged on the density of state of the conduction band and the valence band.  

𝐦∗ =
𝜎
𝑒!𝜏 (11) 
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Exciton binding energy. If the exciton is delocalized on several unit cells, it can be treated as 

a hydrogen atom (the hole being the proton). This model is called the Wannier exciton.37 In 

that model, the energy of the 1S state of the exciton is the binding energy of the exciton, Eb, 

and it can be computed with the formula55: 

𝐄𝐛 = −E!
µμ
ε!!

 (12) 

EH is the energy of the 1s orbital of hydrogen (-13.6 eV) and μ is the reduced mass of the 

exciton. 
1
µμ =

1
m!
∗ +

1
m!
∗  (13) 

If the exciton has a localized behavior, like in the Frenkel’s exciton or in molecular crystals, 

the Wannier’s model is no longer relevant. More accurate approaches must be used to 

evaluate exciton binding energy. Nevertheless, the Wannier model, as we will see, gives a 

good idea the order of magnitude of the exciton binding energy. 

II.2 Computational details 

Codes. I used CRYSTAL46 and VASP47–49 codes to perform these calculations. CRYSTAL 

uses localized Gaussian Type Orbitals, thus treating quickly the exchange integrals during the 

SCF procedures making the use of hybrid functionals relatively fast. VASP has the advantage 

to have implemented the spin-orbit coupling using the non-collinear formalism that is 

necessary when dealing with heavy elements, like bismuth. 

Functionals. The most accurate functional to simulate semiconductor bandgap is the subject 

of some benchmarks frequently found in the literature.50–52 While the behavior of GGA, 

under-estimating band-gaps, or global hybrid, over-estimating them, is well documented now, 

it is not the case for the other semiconductor properties discussed here. This is the reason why 

I tested some functionals on the computation of properties on a list of semiconductors selected 

because of their use in photovoltaic and photocatalysis. I didn’t tested all the functionals 

available in the literature but only a few of them because they are frequently used in solid 

state chemistry to computed electronic structures: PBE53 (GGA), B3LYP (global hybrid, 20% 

of exact exchange), PBE0 (global hybrid, 25% of exact exchange) and HSE0654,55 (range 

separated hybrid). The results and the conclusion of this benchmark are presented in the next 

section. 

Basis set. For calculations with CRSYTAL code, I used split-valence basis sets with, at least, 

a double-zeta size always with polarization functions. For heavy atoms, like Bi, I used 
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pseudo-potentials proposed on the CRYSTAL website. With VASP code, I worked in the 

Projected Augmented Plane Waves (PAW) approach, using standard pseudopotential. The 

basis set size (i.e. the cut-off energy) was chosen as the one suggested in the pseudo-potential. 

Other Parameters. k-points mesh was always selected based on a convergence test of the 

total energy of the system. For calculations involving hybrid functionals with VASP, the 

NKRED keyword was used to compute the exact exchange on a smaller number of k-points. 

The exact exchange energy was then interpolated on the other k-points. 

II.3. Benchmark result and discussion 

The table 3 summarizes the semiconductor selected for the benchmark and their tabulated 

properties.56  
Compound Structure Eg  εr m!

∗  m!
∗  Eb 

C diamond 5.50 (i) 5.7 
1.4 (⊥) 
0.36 (∥) 

0.75 80-190 

Si diamond 1.17 (i) 12.1 0.19 (⊥) 
0.92 (∥) 

0.54 (h) 
0.15 (l) 15 

Ge diamond 0.74 (i) 16-16.5 
0.08 (⊥) 
1.57 (∥) 

0.04 (⊥) 
0.28 (∥) 4 

CdO rocksalt 1.10 (i) 18.9 0.21 -- -- 

CdS wurtzite 2.48 (d) 
8.3 (⊥) 
8.7 (∥) 0.25 

0.7 (⊥) 
5 (∥) 27 

CdSe wurtzite 1.73 (d) 
9.1 (⊥) 
9.3 (∥) 

0.11 
0.45 (⊥) 
> 1 (∥) 

15 

CdTe zincblende 1.47 (d) 10.4 0.09 0.12 (l) 
0.81 (h) 10 

GaAs zincblende 1.52 (d) 12.9 0.07 0.55 (h) 
0.08 (l) 5 

TiO2-A anatase 3.2 (i) 
45.1 (⊥) 
22.7 (∥) 

-- -- -- 

TiO2-R rutile 3.0 (d) 110 (⊥ 
260 (∥) 

-- -- 10-20 

ZnO wurtzite 3.4 (d) 
7.8 (⊥) 
8.7 (∥) 0.28 0.59 60 

Table 3. Properties of the selected semiconductors. Eg is the bandgap (in eV), (d) and (i) mean direct and indirect 
bandgap respectively.  εr is the total dielectric constant. me* and mh* are the electron and hole effective masses 

respectively (given in electron mass). The symbols ⊥ and ∥ mean transverse and longitudinal directions respectively 

while (h) and (l) for the hole mean heavy and light.  Eb is the exciton binding energy (in meV). The -- symbol means 

that no data or reliable data were found. From ref 56 

 

The accuracy of each functional for each property is presented in the Figure 12. Only the 

Mean Absolute Error (MAE) is given, the comparison for each semiconductor is given in the 

main article Ref 53. The experimental data for the effective masses suffers from an important 

uncertainty and the values can change from one data series to another. For example, for the 

light hole effective mass in CdTe, values can go from 0.12 to 0.35.57,58 This discrepancy is 
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related to the difficulty to obtain experimentally the effective masses. For that reason, the 

mean absolute error (MAE) between theory and experiment are not calculated for this 

property. But the computed values for this specific property are always in the same order of 

magnitude with respect to experiment.  

 
Figure 12. Mean Absolute Error of the four investigated functionals on the selected properties. Adapted with 

permission from “Le Bahers, T.; Rérat, M.; Sautet, P. J. Phys. Chem. C 2014, 118, 5997” Copyright (2018) American 

Chemical Society. 

 

It can be clearly extracted from these results that HSE06 out-performs all the investigated 

functionals for Eg, ε∞ and εr leading to errors below 10% for all these properties. This 

functional gives Eb values slightly worst than PBE0. It is surprinsing to see that PBE0, that 

gives the worst εr, leads to the best estimation of Eb (whose calculation depends deeply on εr). 

It is probably due to error cancellation when using the Wannier model to compute Eb 

compared to experimental exciton binding energy. Anyway, HSE06 is clearly the best 

compromise to compute electronic structures and related properties of these systems. For the 

cell parameters, PBE0 offers notably a better agreement with the experiment. 

The very good performance of HSE06 is not a big surprise. This functional was designed for 

solid-state calculations. This is a range-separated hybrid, meaning that the exact – exchange 

(or Hartree-Fock exchange) depends on the interelectronic distance in the evaluation of the 

exchange integrals, in opposition to global hybrid, like PBE0 and B3LYP functionals, whose 

exact exchange is constant (Figure 13). But contrary to the well-known range-separated 

hybrids like cam-B3LYP59 designed to increase the HF exchange when increasing the 

interelectronic distance, the HSE06 functional decreases this fraction (See Figure 13). The 

reason beyond this behavior is not physical but practical. Decreasing the HF exchange with 

0.0#

0.1#

0.2#

0.3#

0.4#

0.5#

0.6#

0.7#

0.8#

0.9#

1.0#

1.1#

MAE#

M
AE

#/
#%
#

Cell 
parameters 

0"

10"

20"

30"

40"

50"

60"

0.0"

0.5"

1.0"

1.5"

2.0"

2.5"

3.0"

3.5"

4.0"

4.5"

5.0"

5.5"

6.0"

6.5"

C" Si" Ge" CdO" CdS" CdSe" CdTe" GaAs" TiO25A" TiO25R" ZnO" MAE"

M
AE

"/
"%
"

Eg
"/
"e
V"

Eg 

0"

2"

4"

6"

8"

10"

12"

14"

16"

0"
2"
4"
6"
8"
10"
12"
14"
16"
18"
20"
22"
24"
26"
28"

C" Si" Ge" CdO" CdS" CdSe" CdTe" GaAs" TiO23A" TiO23R" ZnO" MAE"

M
AE

"/
"%
"

ε∞
#

ε∞ 

0"

2"

4"

6"

8"

10"

12"

14"

0"

5"

10"

15"

20"

25"

30"

35"

40"

45"

50"

55"

C" Si" Ge" CdO" CdS" CdSe" CdTe" GaAs" TiO25A" TiO25R" ZnO" MAE"
M
AE

"/
"%
"

εr
"

εr 

0"

10"

20"

30"

40"

50"

60"

70"

0"

5"

10"

15"

20"

25"

30"

35"

40"

45"

C" Si" Ge" CdO" CdS" CdSe" CdTe" GaAs" TiO25A" TiO25R" ZnO" MAE"

M
AE

"/
"%
"

Eb
"/
"m

eV
"

Eb 

Caption 

PB
E  

B
3L

YP
 

H
SE

06
 

PB
E0

 



- 35 - 

the distance allows to reduce the number of exchange integrals to compute on long-range that 

save a large amount of computational time in solid-state calculation.54 The parameters 

governing the variation of HF exchange were fitted to reproduce the bandgap of several 

semiconductors.54 We understand now why HSE06 works so well. It was designed for that 

purpose. 

The development of new functionals for solid-state simulation and more precisely, for 

semiconductor properties calculations is still a topic of development. Some groups use global 

hybrid functionals, but changing the HF fraction for each semiconductor, assuming that a 

good HF fraction is equal to 1/ε∞.60–62 This approach works relatively well, but is not very 

elegant because we need to change the functional when changing the system that makes the 

comparisons difficult. New functionals are some times presented with better performance than 

HSE06.63,64 But HSE06 gives errors on electronic properties below 10%. A better precision is, 

actually, not necessary for the investigations I perform daily. And, as we will see in the 

examples presented after, the HSE06 precision is good enough to interpret and understand 

experimental results. 

 
Figure 13. Fraction of exact exchange as a function of the interelectronic distance for several functionals. 

 

From now on, all the calculations performed to simulate semiconductor properties are done by 

using PBE0 for geometry optimizations and HSE06 as single point calculations for electronic 

properties. As a matter of fact, to prove the reliability of this computational methodology, the 

electronic structure computed by this approach is presented for the CuInS2 material and 

compared to experimental values in Figure 14. 
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 Exp DFT 

Eg / eV 
1.54(d) (T=300K) 
1.62(d) (T=0K) 

1.69(d) 

ε∞ 6.2 ⊥ 6.0 ∥  6.6 ⊥  6.5 ∥  
εr 8.6 ⊥  8.4 ∥  8.6 ⊥  9.1 ∥  

m!
∗  / me 0.16 0.21 ⊥  0.19 ∥  

m!
∗  / me 1.30 0.90 ⊥  0.25 ∥  

Eb  / meV 20 25 
 

Figure 14: Experimental and computed properties of CuInS2 with HSE06. Adapted with permission from “Le Bahers, 
T.; Haller, S.; Le Mercier, T.; Barboux, P. J. Phys. Chem. C 2015, 119, 17585” Copyright (2018) American Chemical 

Society 
 
The two next sections are dedicated to the investigation of BiCuOS based materials and 

carbonitrides (C3N4) for photocatalytic applications.  

III. The example of the BiCuOS family 

 

Related Articles: 

• T. Le Bahers, S. Haller, T. Le Mercier, P. Barboux, J. Phys. Chem. C, 2015, 119, 17585. 
• S. Lardhi, A. Curutchet, L. Cavallo, M. Harb. T. Le Bahers, Phys. Chem. Chem. Phys. 2017, 

19, 12321. 
• A. BaQuais, A. Curutuchet. A. Ziani, H. A. Ahsaine, P. Sautet, K. Takanabe, T. Le Bahers, 

Chem. Mater. 2017, 29, 8679. 
 

I started to investigate BiCuOS during my post-doctoral position in the Solvay chemical 

company. The work on BiCuOS is done in collaboration with Solvay (Dr. Thierry Le 

Mercier) and ChimieParistech (Pr. Philippe Barboux). The work on Rare-Earth doped 

BiCuOS and BiAgOS is in collaboration with King Abdullah University of Science and 

Technology (KAUST, Saudi Arabia) with Pr. Kazuhiro Takanabe and Dr. Moussab Harb.  

III.1 Presentation of the parent compound BiCuOS 

The reason to work on the BiCuOS structure lies on its attractive bandgap, around 1.1 eV.65 It 

was first synthesized in 1994 by Kusainova et al. using solid state reactions66 and received a 

renewed interest when Sheets et al. proposed an alternative low temperature route through 

hydrothermal synthesis67. However, the first works made on the BiCuOCh family (Ch = S, Se 

and Te) were focused on their thermoelectric behavior.68–70 For that application, BiCuOSe and 

BiCuOTe are more interesting than BiCuOS. Because no systematic electronic structure 
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calculations were performed on these minerals, we decided to investigate them to check if 

they fulfill the requirements presented in Table 2 for photovoltaic and photocatalytic devices. 

The structure of BiCuOS is presented in the Figure 15 along with the computed electronic 

properties. Its crystal structure belongs to the tetragonal system with the P4/nmm space group, 

made of a stacking of BiO and CuS layers. As we can see in Figure 15, few electronic 

properties are known about this material and DFT calculations completed its characterization. 

It clearly appears that BiCuOS is a very interesting candidate for photocatalysis with very 

high dielectric constant and very low effective masses. The high ε∞ is mainly due to the very 

polarizable Bi atom while the large vibrational contribution is due to ionicity of the system 

brought by oxygen. The small hole effective mass (in the intralayer direction), is the 

consequence of a good valence band dispersion, made of the combination of S 3p orbitals and 

Cu 3d orbitals (Figure 16b). In other words, the good transport properties of this material is 

the consequence of the covalent bond between Cu(I) and S(-II) species.  

 

 Exp DFT 
Eg / eV 1.1 1.22(i) 1.46(d) 
ε∞ -- 10.0 ⊥  7.5 ∥  
εr -- 56.7 ⊥  23.5 ∥  

m!
∗  / me -- 0.42 ⊥  0.68 ∥  

m!
∗  / me -- 0.33 ⊥  1.36 ∥  

Eb  / meV -- 2 
 

Figure 15. Unit cell of BiCuOS and its electronic properties both experimental and computed. Green, yellow, red and 

brown atoms correspond to Bi, S, O and Cu atoms respectively. Adapted with permission from “Le Bahers, T.; 

Haller, S.; Le Mercier, T.; Barboux, P. J. Phys. Chem. C 2015, 119, 17585” Copyright (2018) American Chemical 

Society 

 

 
Figure 16. (a) band structure of BiCuOS. (b) Density of states of BiCuOS. Adapted with permission from “Le Bahers, 

T.; Haller, S.; Le Mercier, T.; Barboux, P. J. Phys. Chem. C 2015, 119, 17585” Copyright (2018) American Chemical 

Society 
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Unfortunately, BiCuOS has not only good electronic properties. Among the drawbacks, we 

can cite the bandgap that is too small for water splitting (but acceptable for photovoltaic 

application), the indirect nature of the bandgap (Figure 16a) that reduces the absorption 

coefficient and finally the intrinsic p-type doping. All experimental characterizations of 

BiCuOS reported Cu(I) vacancies created in a large amount, leading to the global formula 

BiCu0.94OS.71–73 The low formation energy of Cu(I) vacancies is well-documented in the 

literature for several Cu(I)-based semiconductors. But what is surprising for BiCuOS, is that 

whatever the synthesis route used, the final formula is always very close to BiCu0.94OS. Thus 

6% of Cu(I) vacancies seems a thermodynamic condition to the stability of BiCuOS. These 

vacancies lead to a p-type doping to the material and with 6% of vacancies the semiconductor 

has metallic behaviour, as highlighted by the resistivity vs temperature curves.72 The tuning of 

the p-doping fraction is the main experimental challenge of BiCuOS. 

To prove that our results can be useful in the design of photo-responsive devices, we 

simulated a p-n junction of BiCuOS as p-type semiconductor and tried several wide bandgap 

n-type semiconductors. The objective was to simulate the J-V photovoltaic characteristics of 

such devices to find the most adapted n-type semiconductor to build the junction. The model 

was a simple 1D junction, simulated by the semi-classical semiconductors equations with the 

code SCAPS.74 These equations, to be solved, need as input the semiconductor properties 

presented in Table 2 confirming the necessity to know these characteristics. The cell 

architecture and photovoltaic characteristics are given in Figure 17. It clearly appears that 

ZnO and TiO2 are the best candidates to create a p-n junction with BiCuOS for photovoltaic 

application. 

 
Figure 17. Structure of the p-n junction simulated and computed photovoltaic characteristics for various n-type 

semiconductors. Adapted with permission from “Le Bahers, T.; Haller, S.; Le Mercier, T.; Barboux, P. J. Phys. Chem. 

C 2015, 119, 17585” Copyright (2018) American Chemical Society 
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But photovoltaic application is not my objective. The world is already full of very interesting 

semiconductors for photovoltaic technologies. We need to move to water splitting. For that 

application, we need to increase the bandgap of BiCuOS. Two strategies were tested: The first 

one by substituting Bi with rare earth elements to increase the energy of the bottom of 

conduction band and the second by replacing Cu with Ag, to decrease the top of valence band. 

III.2 Rare earth (RE) doped BiCuOS 

RECuOS (RE=La, Ce, Pr, Nd) materials are already synthetized and presented in the 

literature.75,76 They crystallize in the same structure as BiCuOS (Figure 15) where RE(+III) 

replaces Bi(+III), but they have much larger bandgaps, around 3 eV or higher. For that reason, 

they were first investigated in the literature for p-type Transparent Conductive Oxide. But in 

our case, we simulated the solid solution Bi1-xRExCuOS. We assumed that, because they have 

the same crystal structure, the same oxidation state and the same ionic radius, Bi and RE 

could form a solid solution. We tried only some RE elements whose f-orbitals doesn’t 

contribute to the frontier orbitals avoiding the creation of localized states in the gap that can 

play as recombination centers. At +III oxidation state, La and Lu have empty and full 

occupied f-orbitals respectively, so these orbitals don’t contribute to the frontier orbitals. Y 

was also selected, although it is not a lanthanide, but it belongs to the family of RE elements 

and has no f-orbitals. Finally, Gd was also chosen since the first f–f transition of the Gd(+III) 

ion is higher than 3.8 eV, and so is notably higher than the targeted bandgap. 

The doping fractions, x, investigated were 0.0, 12.5, 25.0, 37.5, 50.0, 62.5, 75.0, 87.5 and 

100% in a 2x2x1 supercell. For each doping fraction, all possible doping conformations were 

simulated. We computed the stability of the solid solution with respect to the stable BiCuOS 

and RECuOS pure compounds. Then all the relevant electronic properties were computed. 

The main conclusions are: 

1- Only solid solutions between Bi and La are particularly stable, probably because they 

have very close ionic radius while Gd(+III), Y(+III) and Lu(+III) are notably smaller. 

2- The solid solution Bi1-xLaxCuOS has a bandgap evolving smoothly between pure 

BiCuOS and LaCuOS leading to Eg values of 2.0-2.5 eV for x values between around 

37.5% and 62.5 % (Figure 18a). For the other dopant, the Eg variation is more abrupt 

with a BiCuOS bandgap for x<50% and a bandgap going quickly to the one of pure 

RECuOS for higher x (Figure 18b) 
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Figure 18. Variation of the bandgap as a function of the rare earth content for La (a) and Lu (b) dopants. All 

bandgaps are indirect except the ones marked by an asterisk.  

 

3- For the other properties (ε∞, m*), they are interesting only for the highest Bi content 

system (i.e. low x value). Interestingly, for very small doping (x=12.5%), whatever the 

RE element, the effective masses reduce that is explained by some geometrical 

modifications. This surprising phenomenon is confirmed experimentally by La doped 

BiCuOSe for small doping fraction.77,78 

 

In conclusion, while doping of BiCuOS with lanthanum seems thermodynamically possible, a 

compromise must be found for the doping fraction: close to 50% to have a good bandgap or 

as low as possible to have high dielectric constant, small effective masses and exciton binding 

energies.  

III.3 Properties of BiAgOS 

The other strategy to tune the bandgap of BiCuOS, is to change the valence band position. We 

investigated this possibility by completely replacing Cu(I) by Ag(I) since 4d levels of Ag(I) 

are lower in energy than 3d Cu(I). Contrary to the previous work on rare earth element, this 

work is a combined theoretical and experimental investigation in collaboration with the group 

of Pr. Takanabe in KAUST. 

The synthesis of both BiAgOS and BiCuOS was performed with a hydrothermal route. The 

analysis of X-ray pattern of BiAgOS confirmed that BiCuOS and BiAgOS have the same 

crystal structure. UV-Vis reflectance spectra recorded for both compounds shows that the 

bandgap of BiAgOS (1.5 eV) is larger than the one of BiCuOS (1.1 eV). The XPS analysis of 

these compounds revealed that BiCuOS is under-stoichiometric with respect to copper, as 

expected. Interestingly, the same analysis on BiAgOS didn’t reveal any Ag vacancies 

formation. A very recent article has been published by another group on BiAgOS.79 They 
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performed a very fine analysis of BiAgOS structure based on synchrotron radiation. They 

revealed that Ag vacancies are present in the material but at a much lower concentration 

compared to BiCuOS leading to a clear semiconductor behaviour in term of electronic 

conductivity. Finally, we determined the band positions (valence and conduction) by Mott-

Shottky and photoelectron spectroscopy measurements. 

DFT calculations completed these experimental characterizations. Theoretical calculations 

confirmed the experimental bandgaps. Furthermore, it appeared that the substitution of Cu by 

Ag improved the electronic properties (dielectric constant and effective masses). The density 

of state analysis indicated that the Ag 4d and S 3p contributions to the valence band are 

clearly separated while the valence band BiCuOS is a mixing of Cu 3d and S 3p orbitals. 

Fortunately, this change in the valence band composition didn’t affect the hole effective mass, 

remaining relatively low. All these considerations are presented in the Figure 19.  

 

 BiCuOS BiAgOS 

 Exp DFT Exp DFT 

Eg / eV 1.15 1.22 1.50 1.42 

ε∞ -- 10.0 ∥ 
7.5 ⊥ -- 9.8 ∥ 

8.7 ⊥ 

εr -- 56.7 ∥ 
23.5 ⊥ -- 119.7 ∥ 

23.7 ⊥ 

me* / me -- 0.42 ∥ 
0.68 ⊥ -- 0.23 ∥ 

0.30 ⊥ 

mh* / me -- 0.33 ∥ 
1.36 ⊥ -- 0.45 ∥ 

0.78 ⊥ 

Eb / meV -- 2.0 -- 0.4 

VB / eV vs 
vac. 

−4.97 (MS) 
−4.88 (P) -- −5.30 (MS) 

−5.34 (P) -- 

CB / eV vs 
vac. 

−3.82 (MS) 
−3.73 (P) -- −3.80 (MS) 

−3.84 (P) -- 
 

Figure 19. Electronic structure of BiAgOS and BiCuOS along with computed and measured properties for these two 

materials. Adapted with permission from “BaQuais, A. et al. Chem. Mater. 2017, 29, 8679” Copyright (2018) 

American Chemical Society 

 

Combining all these information together, we can conclude that: 

1- We succeeded to increase the bandgap of BiCuOS by replacing Cu with Ag. This Eg 

increase is due to a valence band energy decrease. 

2- The good electronic properties of BiCuOS are also recovered in BiAgOS, even 

slightly improved. 

3- Unfortunately, the bandgap of BiAgOS (1.5 eV) is still too small to consider this 

material for overall water splitting. Looking at the band positions with respected to the 
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reversible hydrogen electrode (Figure 19), we can see that the HER is possible since 

the bottom of conduction band is lower in potential than 0.0 V (vs RHE) but the OER 

is not possible since the top of valence band is lower than 1.23 V (vs RHE). The 

conclusion is confirmed by experiments since we succeeded to evolve H2 (using a 

sacrificial reagent) with BiAgOS while we didn’t succeed to observe any O2 

evolution.  

 

To conclude on the BiCuOS family, our investigations clearly highlighted that these materials 

have some potentialities in photocatalysis. They can be easily doped and we can easily 

perform solid solutions to tune their electronic properties. From an experimental point of 

view, the possibility to use several synthesis routes to obtain the BiCuOS structure offers to 

the experimentalists many ways to adapt the BiCuOS composition and morphology. 

Nevertheless, beyond these positive points, we have to admit that for the water splitting issue, 

the bandgap of this family of material is still relatively low and this family is not the best 

candidate for single-semiconductor overall water splitting catalyst. But for double-junction 

semiconductor catalyst, a 1.4-1.5 eV of bandgap (like for BiAgOS) is particularly interesting 

(see Figure 10b). Consequently, this semiconductor family could be an interesting candidate 

for this type of photocatalytic devices.  

IV. The carbonitrides 

 

Related Articles: 

• M. K. Bhunia, S. Melissen, M. R. Parida, P. Sarawade, J.-M. Basset, D. H. Anjum, O. F. 
Mohammed, P. Sautet, T. Le Bahers, K. Takanabe, Chem. Mater. 2015, 27, 8237. 

• S. Melissen, T. Le Bahers, S. Steinmann, P. Sautet, J. Phys. Chem. C 2015, 119, 25188. 
• S.T.A.G. Melissen, S.N. Steinmann, T. Le Bahers, P. Sautet, J. Phys. Chem. C, 2016, 120, 

24542. 
• S. N. Steinmann, S. T. A. G. Melissen, T. Le Bahers, P. Sautet, J. Mater. Chem. A, 2017, 

5115. 
 

This work was initiated by the collaboration with Pr. Kazuhiro Takanabe (KAUST). 

Contrary to the BiCuOS family that is poorly investigated in the literature, carbonitrides are 

much more studied.80 These materials are based on the polymerization of triazine and 

heptazine tectons presented on Figure 20. The global formula of these materials is g-CxNyHz 

(g- stands for graphitic) with the g-C3N4 formula for a fully, perfectly polymerized 

carbonitride. Cabonitrides have a graphitic structure made of covalent layers of g-CxNyHz 
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stacked by Van der Waals interactions. The development of these compounds surfs on the 

success of graphene based materials or more generally on 2D based materials. The are 

considered for classical catalysis81,82, supercapacitor83,84 (due to the high specific area of the 

layered structure), bio-imaging85 and for what interests us, photocatalysis86–88. What makes 

these materials interesting for water splitting are: 

1- A Bandgap measured around 2.7 eV, that can be tuned toward lower values by carbon 

doping; 

2- Band positions adapted for overall water splitting (OER and HER); 

3- Large specific area; 

4- Easy of synthesis. 

 
Figure 20. Structures of fully polymerized g-C3N4 (gt- for triazine based and gh- for heptazine based systems) along 

with examples of partially polymerized ones. Adapted with permission from “Melissen, S.T.A.G.; Le Bahers, T.; 

Steinmann, S.N.; Sautet, P. J. Phys. Chem. C 2015, 119, 25188” Copyright (2018) American Chemical Society 

 

Beyond this list of positive points, the electronic structure of these materials (in term of 

dielectric constant, effective masses…) is not very known. Actually, the crystal structure is 

also not perfectly solved. One main reason of the poor resolution of the crystal structure 

comes from the difficulty (and even the impossibility) to obtain, pure perfectly polymerized 

carbonitrides, with formula g-C3N4. The polymerization stops at a partial condensation, with 

global formula g-CxNyHz, as the g-C6N9H3 structure presented in Figure 20. This partial 

polymerization makes the experimental observations very dependent on the experimental 

conditions used for synthesis. 

b 
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From that point, in collaboration with Pr. Takanabe, we investigated the properties of C3N4 to 

understand the consequence of the incomplete polymerization on the properties of this 

mineral and to find which one is the most important to improve to increase the efficiencies. 

IV.1 Properties of C3N4 materials 

Crystal structure of g-CxNyHz. We first investigated the difference in geometry between the 

fully and partially polymerized carbonitrides, both based on triazine and heptazine tectons. 

From a technical point of view, we used the dispersion correction of Grimme and co-workers 

to simulated dispersive interaction (+D2 model).89 The geometry optimizations of the fully 

polymerized structures lead to important corrugation while the covalent layers of the partially 

polymerized ones are almost flat (Figure 21). The reason of this corrugation is the large steric 

repulsion between the nitrogen lone pairs that is partially suppressed when monomer 

vacancies are present. We confirmed this larger stability of partial polymerization by 

thermodynamic calculations showing that the full polymerization is not stable both from the 

entropy and the enthalpy points of view.90  

 
Figure 21. Optimized geometries of the fully polymerized gt-C3N4 (a) and gh-C3N4 (c), partially polymerized gt-

C9N6H3 (b) and gh-C9N6H3 (d) and (e) scheme of the N lone pair repulsion. Adapted with permission from “Melissen, 

S.T.A.G.; Le Bahers, T.; Steinmann, S.N.; Sautet, P. J. Phys. Chem. C 2015, 119, 25188” Copyright (2018) American 

Chemical Society 

 

Electronic properties of these minerals. The list of electronic properties presented in the 

introduction of this chapter was computed for all these compounds. Because results on 

triazine and heptazine based carbonitrides are very similar, I am going to focus only on 

triazine based ones. For the C-doped carbonitrides, we replaced one N atom by a isovalent 

CH function. The results are presented in the Table 4. For exciton properties, we used the 

Wannier model and because the exciton binding energies were notably large, we used the 

(a) (b) 

(c) (d) 

(e) 
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fomula (6) to estimate the optical bandgap from the mono-electronic one extracted from 

Kohn-Sham bands.  

With carbonitrides, we are far from the electronic structure of the ideal semiconductor 

developed for water splitting. Even the ideal fully polymerized gt-C3N4 has very loose 

electronic properties such as a low dielectric constant, a large hole effective mass and a very 

important Eb (much larger than 25 meV). For the partially polymerized one (closer to the 

experimental system) it is worst and it is also worst on carbon-doped system investigated to 

reduce the bandgap. The only good point of this material family comes from the electron 

effective mass that is relatively low and an optical bandgap that is close to 2.5 eV. It is 

interesting to note that the very raw way to compute the optical bandgap leads to very 

reasonable values. Moreover, we reproduced the reduction of bandgap upon carbon doping.  

 
Fully polymerized 

gt-C3N4 
Partially polymerized 
gt-C3N4 (gt-C6N9H3) 

C-doped gt-C6N9H3 

Eg(mono) / eV 3.3 4.3 3.7 
ε∞ / -- 5.0 3.4 (3.4) 
εr / -- 6.8 4.6 (4.6) 

me
* (mh

*) / me 0.41 (1.40) 0.70 (1.90) 0.5 (2.5) 
Eb / eV 367 1350 1180 

Eg(opt) / eV 3.0 3.0 2.6 
Table 4. Computed electronic properties of several carbonitride based on triazine. 

 

Looking at this table, we can understand that the main drawback of this family of material is 

the very large exciton binding energy. Carbonitrides behave like molecules more than a 

classical covalent solid with delocalized electrons. Once the photon absorbed, the exciton is 

almost never dissociated, and the energy is lost by recombination whether luminescent or not. 

Actually, this problem was encountered many years ago, by chemists and physics developing 

polymer based photovoltaic devices. And this problem was solved. The idea is to use not the 

bulk material to dissociate the exciton (because it cannot) but an interface between two 

materials. This lead to a new solar cell architecture favouring as much as possible the 

interfaces between two materials called bulk-heterojunction.91 Such bulk-heterojunction 

architecture could be used to dissociate the exciton in carbonitrides. The interface for 

dissociating the exciton is between the carbonitride and the co-catalyst used for HER and/or 

OER. With this aim, the group of Pr. Takanabe performed the synthesis of carbon-doped gt-

C3N4 (named PTI-0.15) on top of silica particles (KCC-1) or not. The HER experiment and 

TEM image of PTI-0.15/KCC-1 are presented in Figure 22. The main conclusions of these 

experiments are that HER efficiency is improved by carbon doping, mainly because of the 
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bandgap reduction, and that the morphology of the carbonitride as a large importance on the 

final efficiency (comparison of red and blue points on Figure 22a). This last observation is 

expected assuming that the interface is the place where stands the exciton dissociation.  

 
Figure 22. (a) HER experiment of several type of carbonitride. Pt as co-catalyst, 10% of triethanolamine as sacrificial 

reagent, Xe as light source with 385-740 nm filter. (b) TEM image of PTI-0.15/KCC-1. Adapted with permission from 

“Bhunia, M.K. et al Chem. Mater. 2015, 27, 8237” Copyright (2018) American Chemical Society 

 

Beyond this joined theoretical and experimental work, we can wonder if the use of the 

Wannier is adapted. The exciton radius, computed with Wannier model, gives values in the 

range 1.8-3.6 Å depending on the carbonitride. The exciton is thus very localized and we are 

far from the approximation of an exciton so delocalized that it feels only an average dielectric 

constant. A better simulation of the exciton binding energy is the topic of the last paragraph. 

 

IV.2 Beyond the Wannier model of the exciton 

To understand the limit of the Wannier model, we performed the simulation of the exciton 

binding energy using a post-DFT approach based on the many body perturbation theory. The 

quasi-particle levels were obtained using the Green’s function (noted G) and the screen 

Coulomb interaction (noted W) while the excitations were computed by solving the Bethe-

Salpeter equation (BSE) within the Tamm-Dancoff approximation.43,44 One cycle of GW 

calculation, using Kohn-Sham orbitals obtained by HSE06 functional is called G0W0 while 

partially self-consistent calculations and fully self-consistent calculations are named GW0 and 

scGW respectively. BSE allows to compute the exciton binding energy in a more rigorous 

way, compared to the Wannier model, while it does not take into account any vibrational 
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contribution to the dielectric constant. For that reason, the comparison of the Wannier model 

and the BSE results was based on Wannier model involving the total dielectric constant (as in 

the other work) and only the electronic contribution, ε∞. The results are presented in 

Figure 23. 

In this study, we investigated two structures corresponding to the pure gt-C3N4 (corrugated), 

the partially polymerized gt-C6N9H3 (flat) both in a bulk structure (i.e. with periodic stacking) 

or only 2 or 1 layers. The monoelectronic bandgaps were computed by DFT (PBE and HSE06 

functional) and with various levels of post-DFT calculations. For the HSE06 and scGW 

calculations, the optical bandgap is also presented by subtracting Eb from the bandgap. 

 
Figure 23 Summary of the results presented in this section. Electronic band gaps for (a) gt-C6N9H3, (b) corrugated gt-

C3N4 are reported. The Wannier–Mott analysis using the CRYSTAL14 code is depicted in an alternative color 

scheme. The optical band gaps Eopt,nv
g are depicted semi-transparently. The Ev

b-corrected band gaps are provided in 

italics for completion. The WM and scGW-BSE exciton binding energies Eb are provided to the right of the band 

gaps, with v and nv denoting vibrationally and not vibrationally corrected, respectively. The 2D unit cells for the 

studied structures are given with lattice vectors a and b. 

 

 

The main conclusions are the following ones: 

1- The DFT, even with HSE06, under-estimate strongly the quasi-particle bandgap 

compared to scGW. 

2- Going from G0W0 to scGW doesn’t change so much the final bandgaps. 

3- The exfoliation of g-C3N4 (i.e. going from bulk to monolayer) increases the bandgap. 



- 48 - 

4- The most accurate approach, scGW/BSE, overestimates the optical bandgap (3.7 eV 

computed vs 2.7 eV measured). 

5- The Eb computed by the Wannier model are of the same order of magnitude as the 

BSE ones.  

It is surprising to note that scGW/BSE and the Wannier model lead to the same order of 

magnitude of the exciton binding energy (with around a factor 2 of difference). Of course, for 

very accurate calculations, the Wannier model is not adapted. But, as we are more interested 

by the order of magnitude than the exact value, the Wannier model offers a fast way to 

evaluate Eb. 

Beyond the comparison between BSE and the Wannier model, this work asks some questions. 

It is surprising that the optical bandgap is overestimated by 1 eV compared to experiment, and 

maybe more because experimentally the composition is closer to C6N9H3 than C3N4. We don’t 

have clear explanation of this difference yet. This could be due to defects in the experimental 

compound, reducing the bandgap. But the nature of these defects is still unknown. 

  

It is now time to give a conclusion on this section dedicated to carbonitrides. As we have 

seen, this family is very different from the BiCuOS one. Carbonitrides behave like polymer 

semiconductors, more than classical inorganic semiconductors. Their efficiencies in 

photocatalytic devices are completely governed by the exciton dissociation that demands a 

special care in the design of the architecture of the photocatalyst. Beyond this applied aspect, 

these materials were a very good test case for our approach developed to investigate more 

classical semiconductors. Finally, while not perfect, the key properties of the materials can 

still be computed at the DFT level, at least to have the order of magnitude of the properties.  
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V.  Other semiconductors and concluding remarks 
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2199. 

 

This ab initio characterization of semiconductors was also performed occasionally on some 

other family of semiconductors. I can cite the work on SrTaO2N, with the challenge to model 

the anion ordering, still in collaboration with Pr. Kazuhiro Takanabe (KAUST, Saudi 

Arabia).92 This work confirmed, again, the reliability of the computational protocol developed 

to compute semiconductor properties. 

But, to be more honest, some systems put us in troubles. For instance, in collaboration with 

Dr. Durupthy on Fe2TiO5, we faced the problem to simulate the bandgap of systems 

containing d-electrons. Unfortunately, even HSE06 doesn’t reproduce well the energetic 

levels of these very correlated electrons leading to overestimation of the bandgaps.93 

Moreover, during the investigation of the family of material PbX3CH3NH3 (X=Cl, Br and I) 

we also faced the problem of bandgaps reproduction. But, in that case, the bandgap 

(computed at the HSE06+Spin Orbit coupling level) was underestimated. Eg was successfully 

reproduced by scGW/BSE calculations, published by other groups, which highlighted the 

need to go to the many body perturbation theory to accurately describe this system.94  

I demonstrated on several examples the necessity to characterize completely the bulk 

properties of semiconductors for photovoltaic and photocatalytic applications. Unless some 

specific cases, the protocol used works pretty well to reproduce the key properties. The 

development and the assessment of this protocol has been one my main works since 2012. But 

now, I consider this assessment period over. I am using this computational procedure 

routinely to characterize semiconductors on demand (via my collaborations) or to design 

semiconductors in silico.  
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VI.  Beyond the semiconductors: The Oxygen Evolution Mechanism 

 

Related Article: 

• E. Nurlaela, H. Wang, T. Shinagawa, S. Flanagan, S. Ould-Chikh, M. Qureshi, Z. Mics, P. 
Sautet, T. Le Bahers, E. Cánovas, M. Bonn, K. Takanabe, ACS Catalysis, 2016, 6, 4117 

 

The results discussed up to now correspond to the investigation of step 1 to step 3 in the 

Figure 9. My research objectives are to move to the study of other steps, in parallel, starting 

by the OER and HER mechanisms. 

 

The development of OER co-catalyst is an important topic of research. The reason of this 

attractiveness is the lack of efficient OER co-catalyst. As we have discussed in Page 30, to 

perform an electrochemical reaction, we must apply at least the standard potential of the 

reaction (that is the thermodynamic condition) but in general an extra potential is added and 

this extra potential is called over-potential (noted η). The lower the overpotential, the better is 

the co-catalyst. For HER, it already exists co-catalyst working with almost no overpotential 

such as Pt, Rh or enzymes like hydrogenase. Of course these co-catalysts are expensive, but, 

at least, they exist. For OER, the best co-catalysts are RuO2 or IrO2 but they both have a not 

negligible overpotential (more than 0.3 V at 10 mA.cm-2).95 The difficulty to develop co-

catalyst for this reaction comes from the larger complexity of the OER mechanism (4e- 

transferred) compered to HER (2e- transferred). 

In collaboration with Pr. Kazuhiro Takanabe, we studied cobalt oxide based co-catalyst (with 

the general notation CoOx) doped by Rh and Ru.96 Nickel and cobalt oxides are known to be 

efficient OER co-catalysts. Very recent works, experimental and theoretical, have proved that 

the active phase for these catalysts are NiOOH and CoOOH (called nickel and cobalt oxide-

hydroxide) both having Ni(+III) and Co(+III) oxidation state.97,98  

For this work, we used the so-called Nørskov approach to simulate the overpotential of the 

reaction.98 The overpotential has mainly two origins, kinetic barriers (related to transition 

state energies) and thermodynamic barriers (related to the stability of the intermediates). For 

OER on CoOx, the intermediate species are believed to be adsorbed O, OH and OOH groups 

on a surface vacancy (noted *). The following equation resume the elementary steps of the 

OER: 
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H!O+  ∗  →    OH∗ + H! +   e! (14) 
OH∗ →    O∗ + H! +   e! (15) 

O+∗ H!O →    OOH∗ + H! +   e! (16) 
OOH∗ →  ∗   +  O! + H! +   e! (17) 

The free energy associate to these steps is defined as: 

ΔG! = ΔG!" − eU− k!Tln 10 pH (18) 
ΔG! = ΔG! − ΔG!" − eU− k!Tln 10 pH (19) 
ΔG! = ΔG!!" − ΔG! − eU− k!Tln 10 pH (20) 
ΔG! = 4.92− ΔG!!" − eU− k!Tln 10 pH (21) 

where U is the potential of the NHE. The sum of the four reaction free energies is equal to 

4.92 eV that corresponds to the four-electron transfer at 1.23 V. The free energies of the 

reactions (18)-(21) allows to estimate the thermodynamics overpotential: 

η V =
max ∆G!

e − 1.23 (22) 

The system was modelled by the hydrated (10-14) surface of CoOOH (that is the most stable 

one).98 The Ru and Rh doping was modelled by substituting one Co by one dopant, and one H 

atom was removed to adapt to the oxidation state of the dopant. For doped system, the OER 

mechanism was computed both on top of the Ru/Rh atom and on top of the closest Co atom 

from the dopant. 

In term of computational methodology, these calculations were performed with the VASP 

code. The GGA exchange-correlation functional PBE was used. Cobalt oxides are known to 

be strongly correlated materials. Even hybrid functionals that are popular for semiconductors 

fail to reproduce the electronic structure of this family of compounds.99 For that reason, the 

Hubbard hamiltonian (noted +U) was added in the calculations. This approach has proven its 

reliability for several metal oxides including cobalt oxides.98–101 More precisely, the formalism 

proposed by Duradev et al. was used along with the following U-J values: 3.5 eV for Co, 

3.0 eV for Ru and 3.3 eV for Rh. 

Experimentally, these co-catalysts were tested both in photocatalysis and electrocatalysis. The 

I-V curve associated to electrocatalysis is presented in Figure 24 along with the computed 

intermediates for the DFT part. 
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Figure 24. (a) Linear-sweep voltammograms over various electrodes: RhOx/CoOx, RuOx/CoOx, CoOx. Measurements 

were carried  −1 mV s−1 scan rate. Solid line: with iR correction. Dotted line: without iR correction. (b) Scheme of 

surface intermediates along the four elementary steps for oxygen evolution reaction; Adapted with permission from 

“Nurlaela, E. et al ACS Catal. 2016, 6, 4117” Copyright (2018) American Chemical Society. 

 

 Non-doped Rh(III) Rh(IV) Ru(IV) 
On Co 0.61 0.64 0.40 0.42 

On dopant -- 0.95 0.67 1.16 
Table 5. Computed overpotentials (in V). Adapted with permission from “Nurlaela, E. et al ACS Catal. 2016, 6, 4117” 

Copyright (2018) American Chemical Society. 

 

The table 5 presents the computed overpotential (obtained by the formula 22). 

Experimentally, we can see that doping of CoOOH with Ru and Rh reduces notable the 

overpotential (by around 50 mV). This is confirmed by the DFT calculations, even it 

overestimates the gain in overpotential. The surprising finding is that, upon Rh and Ru 

doping, the lowest overpotential is not obtained when the reaction happens on the Ru/Rh 

atoms but on the closest Co atom. The dopant affects the reactivity of the surface Co but 

seems to not be involved directly in the mechanism. 

In term of modelling methodology this result is very surprising. The Nørskov approach is 

very raw because it doesn’t take into account any kinetic aspects (i.e. transition states), 

because the mechanism proposed takes into account only some elementary steps without any 

complete investigation of reaction path, because it neglects all electrochemistry aspect 

(electrochemical potential) and because it neglects all environmental aspects (solvent, 

electrolyte, pH) that are known to play a very important role in electrochemistry. 

Nevertheless, we have to admit that this approach works qualitatively well not only in out 

work but also in several other systems published.100–102 To go beyond the Nørskov approach 

is one my research plane for the future. It will be presented at the end of this manuscript.  
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Chapter IV. Spectroscopy of molecules and solids 

Since my arrival at the ENS Lyon in 2012, I have also used my skills in computational 

spectroscopy. But to me more specific, I have performed only electronic UV-Vis 

spectroscopic calculations (i.e. absorption, fluorescence, phosphorescence…). If some times I 

performed vibrational computations, it is only to couple vibrations to electronic excitations. 

On this topic, my work was mainly oriented toward the understanding of spectroscopic 

properties of molecules developed for biological applications and toward the understanding of 

natural photochromic minerals of the sodalite family. 

I.  Molecules for biological applications 

 

Related Articles: 

• B. Mettra, Y. Y. Liao, T. Gallavardin, C. Armagnat, D. Pitrat, P. Baldeck, T. Le Bahers, C. 
Monnereau, C. Andraud, Phys. Chem. Chem. Phys. 2018  

• M. Lepeltier, F. Appaix, Y. Y. Liao, F. Dumur, J. Marrot, T. Le Bahers, C. Andraud, C. 
Monnereau, Inorg. Chem., 2016, 55, 9586. 

• B. Mettra, F. Appaix, J. Olesiak-Banska, T. Le Bahers, A. Leung, K. Matczyszyn, M. Samoc, 
B. van der Sanden, C. Monnereau, C. Andraud, ACS Appl. Mater. Inter., 2016, 8, 17047. 

 

I.1 General introduction 

This work is done in collaboration with Dr. Cyrille Monnereau from the laboratory of 

chemistry of ENS Lyon. The axis “Functional Materials and Photonics” has been developing 

molecules for several biological applications for a long time. Two important applications 

investigated are the fluorescence microscopy and photodynamic therapy. 

Fluorescence spectroscopy applied to biological system is an important topic of research, as 

proven by the recent Nobel prizes in that field (2008 and 2014).103 Up to now, the 

fluorescence microscopy was mainly applied to the in vitro or ex vivo biological systems. But 

there is a real need of molecular probe developments with the ability to work in vivo to 

investigate biological system in real environment.104–106 In this field of research, two-photon 

absorption microscopy (TPA) is probably one of the most promise techniques because the 

TPA phenomenon is efficient only on the focal point of a focalized light beam, which 
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facilitates the 3D reconstruction of the image of biological system.107 To be interesting for 

this specific application, a molecule must satisfy some requirements:108–110 

1- It must absorb and emit in the biological transparency window (BTW, between 650-

1300 nm). It corresponds to a wavelength window where the absorption of biological 

tissue is strongly reduced. 

2- It must be water-soluble. 

3- It must not display any kind of short- and long-term toxicity. 

4- It should be synthetically accessible in large scale with a reasonable cost and number 

of synthesis steps. 

5- It should be as specific as possible toward organs or cells. 

I.2 Computational details 

The computational protocol to compute spectroscopic properties of molecules are notable 

different from the one used previously to investigate semiconductors. 

Codes: Generally, all DFT and TD-DFT calculations were performed with Gaussian09 

code.11 The spin-orbit coupling energy between exited states was computed with the Dalton 

code111 while the vibronically resolved UV-Vis spectra were simulated with FCClasses 

program112 using the adiabatic transition energies obtained by TD-DFT with Gaussian09 and 

harmonic vibrational frequencies also calculated with Gaussian09. 

Basis set: All calculations were performed with the 6-31+G(d) basis set12,13 except for Ir atom 

that used the LANL2DZ pseudo-potential113 and the associated basis set. 

Functional: For the organic molecules, the cam-B3LYP functional was used.59 This is a 

range-separated hybrid functional like HSE06 but contrary to this previous functional, cam-

B3LYP increases the Hartree-Fock exchange energy with the interelectronic distance (See 

Figure 13). This functional has proven to be accurate to simulate charge transfer transitions in 

quadrupolar dyes.114,115 The PBE0 global hybrid functional was used to simulate 

spectroscopic properties of Ir complexes presented later, based on previous benchmark I did 

for inorganic complex dyes.116 

Environment: Bulk solvent effects were included using the Polarizable Continuum Model 

(PCM) of Tomasi and co-workers. More specifically, the Conductor-like PCM model as 

implemented in Gaussian (CPCM) was applied. 



- 55 - 

I.3 Fluorescent probes for confocal fluorescent microscopy 

The anthracene based probes. To fulfil these requirements, Dr. Cyrille Monnereau 

developed organic molecules having the architecture Donor-Acceptor-Donor presented in the 

Figure 25. The donor and acceptor chemical groups are aniline and anthracenes respectively, 

linked by alkyne of dialkyne bridges (Figure 25). This type of architecture, called 

quadrupolar, is known to lead to strong TPA absorption cross-section.117 The alkyl groups of 

aniline were functionalized by polymeric chain to make to molecule water-soluble. 

 
Figure 25. Scheme of the molecules developed for TPA fluorescent probe. 

 

The absorption (one photon, and two-photon) and fluorescence spectra of the molecules are 

presented in Figure 26. For centro-symmetric molecules, like Ant-PHEA and Ant2-PHEA 

seem to be, the S1§S0 electronic transition, intense in one-photon absorption, must be 

forbidden in TPA leaving only the S2§S0 transition in TPA. In these spectra, we can see that, 

there is the intense S2§S0 transition, but also a small contribution of the S1§S0 transition 

violating the selection rule of centro-symmetric molecules. Thus the two molecules presented 

here are not exactly centro-symmetric at the ground state. In parallel, the large Stocks-shift 

(difference between the absorption and emission energies) of Ant-PHEA and Ant2-PHEA 

highlights an important geometric modification between the ground and the excited states. 

DFT and TD-DFT calculations were performed to bring an atomistic point of view for these 

observations. The good qualitative agreement between theory and experiment on both the 

wavelength position of the maxima and the band shapes proves the accuracy of the 

computational protocol (Figure 26c). The rigidity of the triple bound used as spacer between 

the chemical groups was investigated by computing the energy of the system under a rotation 

around this bond for S0 and S1 states. It appears that the rotation is almost free at the ground 

state (activation barrier of less than 2 kJ.mol-1), even leading to a local minimum at 90° of 

torsion angle between the two anthracenes. But at the excited state, the rotation is more 

difficult (activation energy around 30 kJ.mol-1). Thus the rotations around the 3 triple bond 

spacers are activated at the ground state, breaking the centro-symmetry of the molecule. But 

Ant-PHEA 

Ant2-PHEA 
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the molecule becomes very rigid at the excited state, returning to a flat, centro-symmetric 

geometry confirming the experimental observations.  

 
Figure 26. Experimental one- (thin line) and two-photon (large line) absorption and fluorescence (dotted line) spectra 

of Ant-PHEA (a) and Ant2-PHEA (b). (c) Computed TD-DFT spectra including vibronic coupling (dashed line) and 

experimental (full line) absorption (blue) and fluorescence (red) spectra. (d) (top) scheme of Ant2, a simplified 

molecule used to compute the properties of the Ant2 family. (bottom) Computed relative energies of the ground state 

(in red) and the excited state (in blue) as a function of the dihedral angle. The red dot curve corresponds to the red 

full line curve multiplied by ten to improve its visibility. Adapted with permission from “Mettra, B. et al ACS Appl. 

Mater. 2016, 8, 17047” Copyright (2018) American Chemical Society. 

 

Iridium based probes. The use of metal-based molecules as fluorescence probe is scarce but 

Pt and Ir based molecules start to be developed for that purpose.118–120 The advantages of 

employing such systems are manifold. First, the Stocks shift and the excited state lifetime are 

larger for cyclometalated molecules compared to organic ones. Secondly, the 

phosphorescence efficiency is less prone to photobleaching, a major problem of organic 

molecules. Finally, the MLCT character of the transitions can help to improve non-linear 

optical responses.  

The iridium complex developed by Dr. Cyrille Monnereau and Dr. Marc Lepeltier is 

presented in Figure 27a while the absorption and phosphorescence spectra are on Figure 27b. 

The role of the theoretical calculations was to determine the nature of the transitions involved 

(a) 

(b) 

(c) 

(d) 

Abs Fluo 

Exp 
Comp Ant-PHEA 

Ant2-PHEA 
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and the origin of the shoulders appearing in the first absorption band and in the 

phosphorescence bands. To summarize these calculations, it appeared that the transitions are a 

mixture of MLCT and ILCT transitions (Figure 27d and e). In the absorption spectra, the 

shoulder observed is mainly due to the existence of several small electronic transitions 

contrary to phosphoresce spectrum that has a vibrational evolution (Figure 27b). 

 

 
Figure 27. (a) Structure of Ir complex synthetized and computed. (b) Absorption (black full line) and emission of 

complex 1 in chloroform (black dotted line), at the solid state (gray dotted line) and in pluronic micelles (gray dashed 

line). (b) TD-DFT computed 50 first singlet-singlet excitations (vertical black lines), the first four singlet-triplet 

excitations (vertical red lines). The absorption spectrum was simulated up to 310 nm (black line) and was obtained by 

convoluting the TD-DFT excitations with gaussians (FWHM of 0.35 eV). For singlet-triplet transitions, arbitrary low 

oscillator strengths were used for the drawing, and those were not included in the simulated absorption spectrum. The 

simulated phosphorescence spectrum including vibronic coupling is in dashed black line. (d) and (e) Computed 

electron variation density between the ground and excited states of the most intense transitions of the 400 nm and 350 

nm bands respectively. The red and green zones correspond to the regions where the electron density is decreasing 

and increasing respectively upon excitation (isovalue 0.0006 a.u.). Adapted with permission from “Lepeltier, M. et al 

Inorg. Chem. 2016, 55, 9586” Copyright (2018) American Chemical Society. 
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Experimental 

Computed 
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I.4 Singlet oxygen generation for dynamic phototherapy 

Another very developed field of research in spectroscopy applied to biological system is the 

understanding of photo-induced singlet oxygen generation both for its involvement in cancer 

and skin aging and for its use as cancer therapy. The use of singlet oxygen as a cure is based 

on its large cytotoxicity, known for more than a century now.121–123 The photo-induced triplet 

to singlet transition in oxygen is forbidden both by spin and symmetry selection rules making 

the direct photo-synthesis of singlet oxygen almost inefficient. The principle of the 

phototherapy is to use a molecule to absorb the light (with a large absorption coefficient) and 

transfer the energy to oxygen to put it in a singlet spin state. The use of a TPA mechanism to 

excite the photosensitizer is a very promising strategy, because the TPA is intense only at the 

focal point of a focus beam light thus allowing to activate a specific volume to treat. The idea 

is then to design a photosensitizer that can relax quickly toward the first triplet excited state 

T1. Due to the forbidden nature of the S0-T1 transition, the T1 state has a long lifetime 

allowing to transfer quantitatively the energy to 3O2. The kinetic constant associated to the S1 

to T1 Inter-System Crossing is labelled kISC. The mechanism of this singlet oxygen generation 

is presented in Figure 28. 

 
Figure 28. Mechanism of singlet oxygen generation by a TPA. 

 

In term of molecular design, heavy atoms must be placed on the molecule to overcome the 

spin forbidden S1-T1 crossing, through the spin-orbit coupling interaction. For an efficient 

TPA, as suggested in the discussion on anthracene based fluorescence probe, a quadrupolar 

architecture is a good starting point. Based on these arguments, Dr. Cyrille Monnereau 

proposed a series of quadrupolar molecules characterized by aniline donor groups, phenyls as 

acceptor group separated by triple bound spacers. The accepting groups were functionalized 

by bromine atoms. The objective of this work was to understand the influence of the 

conjugation length, the influence of the number of bromine atoms and their position on the 
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molecule and finally the influence of the spacer (no spacer, triple bound, two triple bounds) 

on kISC. This lead to the series of molecules presented in Figure 29. 

The photophysical properties of these molecules are presented in Figure 30. They include the 

fluorescence life-time (noted φf), singlet oxygen generation efficiency (noted φΔ) and the 

effective quantum efficiency (noted φeff and corresponding to the sum φf+φΔ). 

Experimentally, the fluorescence efficiency is obtained by integrating the total emitted light 

of the sample, after an excitation, and compared to a reference molecule (the coumarin 153 in 

MeOH, having φf=0.45). The singlet oxygen degeneration efficiency is obtained by 

measuring and integrating the oxygen phosphorescence (1Δg¨
3Σg around 1200 nm) and 

compared to a reference (phanalanone in CHCl3, φΔ=0.98). In previous work, Monnereau at 

al. proved that the efficiency of the ISC can be reasonably approximated to the singlet oxygen 

efficiency in a series of molecules if the effective quantum efficiency remains constant.124 

 

 
Figure 29. Structures of the molecules investigated for the singlet oxygen generation. 
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Figure 30. (a) φΔ (red curve), φf  (black curve) and φeff (blue curve) (b) Computed SOC between the T1 and S1 states 

(c) Computed SOC between the T1 and S1 states for 040 as a function of a dihedral angle corresponding to the rotation 

between two phenyls.  (d) Computed energy (in eV) difference between T1 and S1 at the S1 stable geometry.  

 

To summarize the experimental characterization, it appears that the number of bromine atoms 

has a limited effect on φΔ (0200 vs 0220 or 02-20 vs 02-20 or 02000 vs 02200 vs 02220). But 

the position of bromine substitution can have an important effect (02000 vs 00200). It is 

difficult to compare 020, 040 and 202 because the effective quantum efficiency (φeff) is not 

constant, but qualitatively, the increase of the Br number or the substitution of aniline group 

deteriorates the photophysical properties of these molecules. 

From electronic levels point of view, an efficient ISC between T1 and S1 is governed by two 

parameters (a) the spin-orbit coupling between these two states and (b) the energetic 

proximity of the two states. As a matter of fact, the equation (23) gives the Fermi Golden rule 

for a first order transition between S1 and T1 states with the spin-orbit coupling Hamiltonian, 

presented in equation (24). This Hamiltonian, used by the Dalton code and based on Breit-

Pauli hamiltonian, treats the spin-orbit interaction with a hydrogen like approach where all 

bielectronic interactions are simplified by an effective nuclear charge.125,126  
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In the equation (23), the former parameter is obtained by spin-orbit coupling (SOC) between 

S1 and T1 noted SOC(T1,S1) while the later corresponds to the energy gap between the T1 and 

S1 states, noted ΔE(T1,S1). They were computed at the TD-DFT level and they are presented 

in Figure 30b and 30d. 

We can observe that for each family, the number of Br substituents has a limited effect on the 

SOC(T1,S1) energy with a slight increase with the number of Br atoms, in agreement with the 

trend observed experimentally. But this conclusion must be weighted by the observation that 

the geometry of the system as a very large influence on the SOC(T1,S1). As a matter of fact, 

this energy is computed to be 0 for the 040 molecule while experimentally, an evolution of 

singlet oxygen is observed. Using the selection rule extracted from the Fermi Golden Rule, 

equation (23), and presented by McClure et al.,127 we understand that the B3u ← B3u transition 

in the D2h group, corresponding to the T1←S1 transition of 040, is forbidden and is the only 

one forbidden by symmetry in all the investigated compounds. As a matter of fact, for this 

compound, a calculation of the SOC as a function of the dihedral angle between two phenyls, 

so reducing the group symmetry from D2h to C2, indicates that the selection rule on the 

coupling is removed (Figure 30c). This proves that a small deviation of the 040 from the 

planar structure allows SOC to reach significant values, comparable or even superior to its 

dibrominated analogues. In this molecule, the energy necessary to undergo a 30° rotation 

around the dihedral angle between two adjacent phenyls is as low as 6 kJ/mol at the S1 state. 

It explains why this molecule exhibits also a large SOC thus an efficient singlet oxygen 

generation. The position of the bromine substitution has an effected on SOC(T1,S1) as it is 

larger for 02000 than 00200, in agreement with the larger singlet oxygen efficiency for 02000 

than for 00200. About the T1-S1 gap, except for 202 and 02/20, the larger the number of 

bromine atoms, the smaller the energy gap. For the 02/20 molecule, the S1 geometry is 

notably different from the S1 geometries of 00/00 and 02/00 justifying the lake of clear trend 

in this family. For 202, a substitution of the aniline group is clearly detrimental that could 

explain why this molecule doesn’t evolve any singlet oxygen. In parallel, we have shown (not 

presented here) that to place Br atoms on the aniline groups kills the charge transfer character 

of the S1←S0 transition. 

Unfortunately, while TD-DFT could give some insight on experimental photo-physical 

properties, all the trends cannot be reproduced. Non-radiative phenomenon and a dynamical 
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point of view are clearly lacking, probably because of the flexibility of the triple bound 

spacers. Nevertheless, this is a very promising starting point allowing to understand the 

spectroscopic properties of these families of molecules and orienting the main research axis to 

improve these investigations. 

 

II.  Tenebrescent natural minerals 

 

Related Article: 

• A. Curutchet, T. Le Bahers, Inorg. Chem. 2017, 56, 414. 

 

II.1 Context 

This topic gathers my knowledge in solid-state chemistry and in molecular spectroscopy. It 

originated from my personal curiosity of unusual spectroscopic properties of natural minerals. 

Tenebrescence is the geological word for photochromism that is the reversible light-induced 

color change of minerals. Even if nowadays, organic photochromism is much more studied, 

inorganic photochromic systems show interesting properties such as easy manufacturing and 

high stability. The main inorganic photochromic materials developed are tungsten oxide 

(WO3)128, molybdenum oxide (MoO3)129 and doped titanium oxide (TiO2)130. Surprisingly, the 

community working on inorganic photochromic materials almost never investigated natural 

photochromic minerals while known by geologists for a long time. Among them, sodalite 

group minerals show tenebrescent properties in their natural form. Colorless minerals from 

sodalite group can be colored in blue or purple under UV exposure.131,132 The sodalite mineral 

have the Na4(SiAlO4)6Cl2 composition. The unit cell of the system is presented in Figure 31a. 

The sodalite structure can be viewed as an alumino-silicate β-cage surrounding a sodium 

tetrahedron in the middle of which stands a chloride ion. The photochromism mechanism is 

based on the formation of a F-center (i.e. an electron trapped into a crystal vacancy) by a 

photo-induced charge transfer from an impurity to an anion vacancy. The quantum energy 

levels of this trapped electron give the color to the material, while discoloration can be 

induced by light or thermally, involving the reverse charge-transfer. The first works 

performed in that field assume that a S2
2- ion substitute a chlorine atom in the sodalite (Figure 

31b), creating a vacancy because of charge neutrality and this S2
2- ion is also responsible of 
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the photo-induced electron transfer (Figure 31c). Images of tenebrescent minerals are 

presented on Figure 31c.  

 
Figure 31: (a) Structure of the sodalite. Blue, cyan, orange, red and green atoms correspond to Si, Al, Na, O and Cl 

atoms respectively. The tetrahedron of Na atoms is highlighted with black edges. (b) Equation of Sn
2- doping. (c) 

Photochromism mechanism along with photos of naturel sodalite from ref 131.  

 

Recently, we started the modelling of the Na4(SiAlO4)6(Cl,S)2 that is the simplest 

tenebrescent sodalite. We wanted to model both the spectroscopic properties of the F-center 

and the mechanism of F-center formation/destruction.133 

II.2 Computational protocol 

The principle of this work is to combine geometries computed in periodic boundary 

conditions (PBC) and spectroscopic calculations performed as single points on clusters 

extracted from the PBC geometries. 

Codes: All periodic calculations were performed with CRYSTAL14 and spectroscopic 

calculations with Gaussian09. 

Functionals: Geometries were optimized with the global hybrid functional PBE0 as the TD-

DFT calculations of the F-center. Simulations of the electron transfer between S2
2- and the 

vacancy were performed by a post-Hartree-Fock method called SAC-CI because TD-DFT 

fails to reproduce through space charge transfer transitions.134,135 

Basis set: All calculations were performed with a double-ζ basis set with polarization 

functions except for S atoms for which we used a triple-ζ+polarization basis set. For the 

chlorine vacancy, we optimized a basis set having the structure 11G(d). 
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Environments: The smallest cluster possible to simulate spectroscopic properties consists of 

the closest Na atoms around the point defect (the Cl vacancy and the S2
2- ion). To simulate the 

environment around this small cluster, several types of embedding were tested. A first 

approach consisted to add clusters of point charges while another approach was to use a larger 

cluster for the QM calculation, saturated by OH groups.  

II.3 F-center spectroscopy 

On the spectroscopy of the F-center, a cluster approach appears to be a reliable way to 

simulate absorption spectrum. Two natures of environment were tested, an electrostatic one 

simulated by adding increasing size of spherical point charge clusters around sodium 

tetrahedron (Figure 32a) and a covalent one simulated by adding the full β-cage saturated by 

OH atoms, without any point charge, in the quantum calculation. We clearly show that the 

point charge approach has only a weak effect on the F-center absorption wavelength while the 

inclusion of the full β-cage in the quantum calculation has a larger influence. Using the β-

cage, the transition energy was computed at 2.2 eV, very close to the experimental value 

(~2.2-2.4 eV).  

The most relevant and encouraging result comes from the coupling with vibrations. We 

simulated a vibronic resolved absorption spectrum using the vibrations of sodium tetrahedron 

(obtained from PBC calculations). The spectrum, presented in Figure 32c, confirms the strong 

coupling between electronic excitations and vibrations guessed from experimental results. 

The transition energy is found to be closer to experimental value (computed 2.3 eV, 

experimental 2.2-2.4 eV).  

 
Figure 32: (a) TD-DFT absorption wavelength of the [Na4VCl]3+ system surrounded by a cluster of point charge 

(Mulliken or Bader charges) of increasing size. In inset, the green triangle is the quantum part and the points are the 

charge positions. (b) TD-DFT computed absorption wavelength of a cluster including β-cage, without point charges. 

(c) Simulated vibronic coupling of the absorption, including only the vibration of the Na4 tetrahedron.  
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This approach developed to simulate the F-center absorption was tested on a series of 

artificial sodalite having the general formula Na8(ABO4)6(X,S)2 (with A=Si,Ge; B=Al,Ga; 

X=Cl, Br, I). This composition was proposed by Williams et al. to tune F-center colour.136 

The Figure 33 presents the first results I obtained on these systems. It corresponds to the 

absorption wavelength computed for the F-center surrounded only by the sodium tetrahedron 

or surrounded by the sodium tetrahedron + the β-cage (as in Figure 32b). First, we can see 

that, taking only the sodium tetrahedron leads to a very poor description of the electronic 

structure while the inclusion of the β-cage leads to a systematic improvement of the 

simulation. I am now working on the inclusion of the vibronic coupling on all of these 

simulations. 

 
Figure 33. TD-DFT computed absorption wavelength of the first transition of a trapped electron as a function of the 

sodalite composition. Red and blue points are for the [Na4VCl]3+ and clusters including β-cage respectively. The black 

line represents the perfect agreement theory/experiment. 

 

II.4 F-center creation from a charge transfer transition 

The mechanism of photochromism (i.e. the formation and destruction of the F-center) was 

investigated assuming a S2
2- doping. The electronic structure of the system was first computed 

in PBC and then refined by a cluster approach using post-Hartree-Fock SAC-CI calculations. 

Two sizes of clusters were tested, a small one including only the closest sodium atoms and a 

larger one including the first β-cage around the sodium atoms. The geometry relaxation of the 

excited state was obtained in PBC by a ΔSCF procedure. As presented on Figure 34, a large 

reorganisation of electronic states happens when the F-center is created that leads to a state 

inversion for the smaller cluster explaining the meta-stability of the F-center. But the for the 

larger cluster, the state inversion is no longer observed. This indicates that SAC-CI 
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calculations are tractable for such systems but also that a better description of the environment 

is necessary to describe this very sensitive intermolecular charge transfer transition.  

 
Figure 34: (a) Structure of the small and large clusters. The S2

2- ion is in yellow and the Cl vacancy is in green (b) and 

(c) SAC-CI transition energies computed for the two clusters for two geometries. 

II.5 Overall mechanism 

The Figure 35 summarizes all the results obtained in this work. From this, the working 

principle of hackmanite photochromism can be understood as follows: 

1- Under UV irradiation (around 4-5 eV, 250-310 nm), a charge transfer between S2
2- 

and the vacancy occurs, thus creating a F-center. Due to the weak oscillator strength of 

this transition (10-3 u.a. order of magnitude), a long irradiation time is needed, as 

experimentally observed. 

2- Once the vacancy populated, a geometrical relaxation of the system induces a large 

reorganisation of the electronic states. Assuming that the lifetime of the electron 

trapped in the vacancy is long enough (supported by the weak electronic coupling with 

the disulfide ion as shown by the weak oscillator strength between the two states), an 

intersystem crossing occurs leading to a triplet state. This state is the most stable one 

at the relaxed geometry explaining why the electron can be trapped inside the vacancy 

for days. 

3- The trapped electron can absorb light around 2.3 eV (539 nm) with a high oscillator 

strength due to the allowed nature of the transition. This gives the colour to 

hackmanite. The shape of the absorption spectrum is a consequence of a strong 

vibronic coupling.  

4- The bleaching of the material corresponds to the electron going back to the disulphide 

ion. Two ways can be considered from the Figure 35. First, under visible light 

absorption, the trapped electron goes to the t2 excited state. During a non-radiative de-

excitation, it crosses the electronic state 1[S2
2-, VCl]. Although the coupling between 

the two states is weak, it can be expected that some electrons return to the disulphide, 
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which explains the slowness of optical bleaching. Another way of bleaching could be 

a geometry modification leading to a geometry where the [S2
2-, VCl] state is again the 

most stable state. This can be done by heating. These two ways of hackmanite 

bleaching are experimentally observed12 and support the energetic diagram presented 

in Figure 35. 

 

 
 

Figure 35. Summary of the computed spectroscopic properties. Adapted with permission from “Curutchet, A.; Le 

Bahers, T. Inorg. Chem. 2017, 56, 414” Copyright (2018) American Chemical Society. 
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Chapter V. Perspectives 

After discussing about my main results obtained since my arrival at the ENS Lyon, it is now 

time to present my research project for the next few years. This project is based on the topics I 

already developed, i.e. the photo-electrocatalysis and spectroscopic properties of molecules 

and solids. 

 

I.  Photo-electrocatalysis 

 

The water splitting topic will remain a main part of my research activities in the next few 

year. This research activity will still be done in collaboration with Pr. Kazuhiro Takanabe first 

because our research project KAUST-ENSL is continuing during 2 years more (up to the 

middle of 2020) secondly and more importantly because the collaboration with the group of 

Pr. Takanabe is very fruitful and we both want to keep working together beyond the 

administrative framework of the KAUST-ENSL project. 

I.1 Co-catalyst for OER and HER 

After investigating deeply bulk properties of the semiconductor and assessed several times the 

computational protocol developed to that purpose, it is now time to move to the co-catalyst. I 

will investigate it along two approaches. 

Semiconductor/Metal for HER. The best HER co-catalyst are noble metals such as Pt or Rh. 

It exists several ways to deposit this metal on the semiconductor including thermal annealing 

of salts or photodeposition.137 It is known that the final size of metallic particle is a large 

influence on the HER efficiency. More precisely, Pt is very efficient to evolve H2 but Pt 

electrodes are known to be also very efficient for the back reaction of water splitting (H2 + O2 

� H2O) while, if small enough (i.e. subnanometer), Pt particles are known to be efficient for 

H2 evolution but doesn’t do back reaction. Furthermore, surprisingly for small nanoparticles, 

Rh is more efficient than Pt.137 

To understand these observations, we decided to investigate the semiconductor/metal particle 

interfaces. The system selected is SrTiO3 (STO acronym) covered by Pt and Rh particles. The 

reason of this choice is based on experimental considerations: STO can be synthesized or 
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even bought with very well defined crystallographic surfaces and the electrochemistry of 

STO/Pt(Rh) is already developed by the group of Pr. Takanabe. From a calculation point of 

view, even for very small metal particles, the number of atoms is particularly large. Thus, we 

are going to use DFT calculations at GGA level with a Hubbard correction to reproduce the 

electronic structure of STO. The objective is first to extract the electronic structure of the 

interface to analyse the possibility of electron or hole transfer between the semiconductor and 

the metal (step 4 in Figure 9). Then, we will investigate the behaviour of the particle as a 

function of the chemical potential applied on the system. To do so, we will change the number 

of electrons in the system (simulating oxidation and reduction) and by modelling the 

compensate charge (i.e. the electrolyte) through Poisson-Boltzmann equations, method 

developed by Stephan Steinmann in the laboratory, the behaviour of the system as a function 

of a reference electrode will be obtained. This approach can be called “surface charging 

model with Poisson-Boltzmann equations”. As a matter of illustration, the Figure 36 presents 

the optimized geometries of some Pt and Rh particles adsorbed on STO(100) surface. 

 
Figure 36. Optimized structure of different Pt and Rh particles adsorbed on STO(100) surface along with the 

adsorption energy. 
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on top of the CoOOH(10-14) surface is going to be performed including implicit solvent in a 

continuum approximation. The electrochemical potential will be simulated using the surface-

charging model with Poisson-Boltzmann equations, as presented for Pt particles on STO. This 

study will also include the search for transition steps, at least for the non-electrochemcial 

reaction step (i.e. where no electrons are transferred during this step). Once all the tools 

developed to investigate this reaction will be operational, I want to apply them on the OER 

mechanism on NiOOH to understand the difference of overpotential observed experimentally 

between the two catalysts.  
 

I.2 Toward a multi-scale modelling of water splitting 

This idea is to use the properties computed for the bulk semiconductor to simulate the 

electron and hole currents inside the semiconductor particles. To do so, we will solve the 

semi-classical semiconductor equations that involve the knowledge of the dielectric constant, 

charge mobilities… that will be computed at the DFT level. From these flux of charge 

carriers, we can extract electrochemical potential inside the particle and estimate the 

electrochemical potential felt by the co-catalyst. Based on the hypothesis that we will know 

the OER/HER mechanisms as a function of the electrochemical potential (see the previous 

paragraph), we could have access to the reaction rate at the co-catalyst surface. To perform 

this type of modelling, we will use the COMSOL Multiphysics package. 

 
Figure 37. Illustrative representation of the hole and electron flux inside a semiconductor particle creating a potential 

gradient. Adapted from the work of Angel T. Garcia-Esparza from ref 138. 
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I.3 Biomass based photocatalysis 

This project is in collaboration with Pr. Javier Giorgi and Pr. Elena Baranova (University of 

Ottawa, Canada). 

Electro-oxidation of biomass-sourced molecules offers a sustainable way to synthesise small 

molecules for the chemical industry. The approach of combining anodic oxidation of glycerol 

without C-C-C cleavage to generate value-added chemicals with concurrent cathodic 

production of H2 in an electrolytic cell has gained considerable attention in the recent 

years.139–142 For that reason, the search of efficient electro-catalysts for that application is a 

growing topic. However, this process needs an external source of electricity meaning that it is 

energy consuming. The use of light, and more specifically sunlight, as a source of 

electrochemical potential could solve this energy consumption problematic by generating the 

appropriate electrical potential in the electro-catalyst upon light absorption. 

The objective of the project is to use the methodology of the rational design of photocatalyst 

developed for water splitting to the biomass conversion with the aim of selecting the most 

efficient and stable semiconductor. This work will be based on the glycerol oxidation to the 

dihydroxyacetone. Based on the redox potential associated to this reaction, the valence and 

conduction positions of the semiconductors will be established and the optimum bandgap will 

be determined. By adding other requirements based on the dielectric constants, effective 

masses and exciton binding energies, a full requirements list for the semiconductor will be 

established offering a way to a thermodynamic based estimation of maximum 

photoconversion efficiency achievable and the optimum light source. The photocatalyst will 

be tested experimentally for oxidation of glycerol in Canada. 

 

II.  Spectroscopy of molecules and solids 

II.1 ANR TeneMod 

The research project of tenebrescent sodalites has been funded by the “Agence Nationale de la 

Recherche”, under the name TeneMod (ANR-17-CE29-0007-21) from now to 2021. This 

paragraph summarizes the tasks proposed for this project. Within this project, I am 

developing a collaboration with Pr. Mika Lastusaari (Turku University, Finland) whose group 

works on this mineral. 

Task 1- Improve the simulation of the crystal embedding for the cluster calculations. The idea 

is now to combine the electrostatic embedding with point charges and the cluster including 
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the β-cage. The problem of point charges is that, using fixed point charges (whatever the type 

of charges), the Madelung potential is not converging with the cluster size.143 One solution 

proposed to overcome this problem is to replace fixed point charges by parameterized point 

charges such as to reproduce the Madelung potential.144,145  This approach will be tested both 

to simulate F-center spectroscopic properties and the S2
2-—VCl charge transfer. Then, other 

type of dopant will be considered (S2
- and S2-) to try to find which one is the one responsible 

of the photochromic activity. 

Task 2- The question of the mechanism of tenebrescence of scapolites (Na4(Si3AlO6)3Cl) and 

tugtupites (Na4Si4AlBeO12Cl) is the subject of this task. The photochromism of these minerals 

have almost never been investigated and are known only from geologists as curiosity objects. 

They assume that the mechanism of tenebrescence is the same as sodalites but without any 

proof. Interestingly, tugtupites have a very similar crystal structure to sodalite but with Be 

atoms replacing Al and Si ones in the β-cage. Scapolites have a chemical composition similar 

to sodalites, but the sodium polyhedron around VCl is not a tetrahedron but a flat square. So, 

these two minerals will be good testing systems for the computational protocol. 

 
Figure 38: β-cages of sodalite (a), tugtupite (b) and scapolites (c). Na, Cl and O atoms are in yellow, green and red 

respectively. Si, Al and Be tetrahedrons are in blue, cyan and pink respectively. (d) photos of natural gems of 

hackmanites, tugtupites and scapolites in there colourless and coloured forms (From 132). 

 

Task 3- The protocol developed in Task 1 will be tested on other composition of sodalites 

having the general formula A4(BCO4)6R2 (A=Na,Li,K,Rb; B=Si,Ge; C=Al,Ga; R=Cl,Br,I) 

based on the experimental work of Williams et al. and in collaboration with Mika Lastusaari’s 

group.136 Beyond the assessment of the approach, this will help to understand the influence of 

the composition on the tenebrescence of this family of minerals. 
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Task 4- In this task, we will work on the accurate modelling of the colour. The objective is to 

predict the final aspect of the mineral including not only the absorption spectra simulated in 

the previous tasks but also the light scattering induced by the powder nature of the samples or 

by the surface texture of the natural minerals. The light scattering will be simulated using the 

COMSOL multiphysics software with the “Wave Optics” Module including the simulation of 

light scattering. In this module, the full Maxwell equations are numerically resolved on a grid. 

Task 5- The final task is a perspective on the modelling of colours of other type of minerals 

that are cordierite and alexandrite. These minerals are known to be polychromic, a 

phenomenon that can be correctly simulated only by methods able to reproduce perfectly 

minerals absorption spectra. They will be a challenging test case for the protocol of in silico 

colour simulation developed for minerals. 

II.2 Collaborations with the “Functional Materials and Photonics” axis of the 

laboratory 

In the next years, I plan to continue my integration into the laboratory by continuing my 

collaborations with the “Functional Materials and Photonics” axis of the laboratory. I will 

continue the work on molecules developed for TPA absorption spectroscopy. To that purpose, 

I want to assess the implementations of the quadratic response TD-DFT that are now 

proposed in several codes (such as Dalton or Turbomole). I will also continue the work on the 

design of molecules for singlet oxygen generation by correlating molecular properties 

computed at the quantum chemical level and experimental singlet oxygen production 

efficiency.  
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Conclusion 

 

Dans ce document, j’ai retracé mes activités de recherche depuis mes débuts de chercheur 

(que j’assimile à mon doctorat) jusqu’à aujourd’hui. J’espère avoir convaincu les lecteurs que 

les thématiques de recherche que je développe actuellement résultent en fait d’une évolution 

naturelle liée au personnes et aux équipes de recherche que j’ai rencontrées pendant ma thèse, 

mon post-doctorat et mes premières années en tant que maître de conférences. 

 

Depuis mon arrivée au laboratoire de chimie de l’ENS Lyon, j’ai toujours eu à cœur de 

développer mes propres axes de recherches, mais toujours en lien avec les thématiques 

historiques de l’axe de chimie théorique. C’est pour cette raison que j’ai débuté l’étude de la 

photodissociation de l’eau combinant mes connaissances en matériaux semiconducteurs et en 

phénomènes photo-induits avec celles de l’axe de chimie théorique en catalyse. Comme le 

lecteur l’aura certainement deviné, ces travaux ont énormément bénéficié de la collaboration 

avec le Pr. Kazuhiro Takanabe via le projet de recherche KAUST-ENSL qui a permis le 

recrutement d’un post-doctorant depuis 2015 sur ce sujet. Mais les travaux sur la 

photodissociation de l’eau vont au delà de cette collaboration, comme le montrent les articles 

que j’ai publiés sur ce sujet avec d’autres chercheurs. 

La collaboration avec les équipes d’expérimentateurs du laboratoire de chimie a toujours été 

pour moi une évidence. Les thématiques qu’elles développent autour de la spectroscopie que 

ce soit de molécules ou de matériaux entrent parfaitement dans mon domaine de compétence. 

C’est pour moi l’occasion de maintenir mes aptitudes en spectroscopie mais aussi de 

développer de nouvelles connaissances. Au delà de ces aspects techniques, je suis convaincu 

que la collaboration avec les groupes expérimentateurs est une pierre angulaire du laboratoire.  

 

Mes perspectives de travaux de recherche sont une évolution des sujets de recherche actuels. 

Il y a tout d’abord une modélisation plus poussée de la photodissociation de l’eau en prenant 

en compte l’interaction semiconducteur/co-catalyseur et en déterminant le mécanisme 

réactionnel de l’évolution de l’oxygène. Ces travaux seront faits en collaboration avec 

d’autres membres de l’axe de chimie théorique (Stephan Steinmann, Carine Michel et David 

Loffreda) afin d’unir nos compétences individuelles pour traiter correctement ces sujets 
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complexes. Je souhaite aussi mettre en place une modalisation multi-échelles du 

photocatalyeur. Ma conviction sous-jacente est qu’il est possible de valoriser davantage les 

calculs de propriétés de semiconducteurs que j’ai développés jusque là. La modélisation 

multi-échelles, faisant intervenir ces propriétés dans les équations semi-classiques des 

semiconducteurs, est une réponse que j’ai imaginée pour cette valorisation. Enfin vient l’ANR 

sur les matériaux ténébrescents. J’ai monté ce projet de recherche en combinant mes 

compétences en chimie du solide et en spectroscopie avec une curiosité personnelle pour ces 

minéraux naturelles. Au fur et à mesure de la rédaction de ce projet, il m’est clairement 

apparu que ces matériaux, au delà de leur étude fondamentale passionnante, avait de réelles 

possibilités d’application mais encore faut-il convaincre la communauté de ces potentialités. 

Charge à moi de trouver les arguments qui feront entrer les matériaux ténébrescents dans les 

composés de haute-technologie… 

 

Grâce à ce document, j’espère avoir convaincu les lecteurs et plus particulièrement les 

membres du jury, de mes aptitudes à développer des activités de recherches qui sont à la fois 

indépendantes et à la fois en accord avec les thématiques de recherche portées par le 

laboratoire de chimie de l’ENS Lyon. De par les encadrements de stagiaires, doctorants et 

post-doctorants que j’ai réalisés, j’espère aussi avoir convaincu de mes capacités à 

accompagner des étudiants ou jeunes chercheurs vers l’autonomie et les compétences que 

demande le métier de chercheur. 
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