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Titre : Vers un système de vision artificielle opportuniste pour l'analyse de scènes complexes à partir 

de caméras embarquées 

Mots clés : flot optique, détection de surfaces planaires, odométrie visuelle 

Résumé : L'objectif de ces travaux de thèse 

consiste à proposer un système de vision pour 

l’analyse de scènes dynamiques dit « 

opportuniste » En ce sens, il est orienté vers une 

tâche applicative précise et profite des 

connaissances à priori fournies par l’application 

ainsi que des indices disponibles provenant de la 

scène perçue (couleur, texture, géométrie) selon 

leur pertinence. 

Cette thèse propose de pousser jusqu’au bout la 

vision monoculaire basée sur l’analyse d’images 

issues d’une caméra embarquée sur un véhicule 

mobile. Dans un premier temps est proposée une 

nouvelle méthode d’estimation du flot optique, 

information directement estimable à partir d’une 

séquence d’images. L’approche se base sur la 

génération d’une carte de fiabilité pour raffiner 

le flot optique à travers un processus itératif 

profitant d’informations disponibles telles que la 

couleur. La carte de mouvement ainsi obtenue est 

ensuite exploitée pour une détection rapide des 

plans 3D principaux. Pour cela, une approche 

cumulative, appelée uv-velocité, exploitant les 

propriétés géométriques du champ des vecteurs 

de mouvement, est développée. Elle permet de 

détecter les surfaces planaires en partant 

d’hypothèses concernant la nature de l’ego-

mouvement. Contrairement à l’approche déjà 

existante c-velocité, la méthode proposée permet 

une stratégie de vote plus progressive qui prend 

en compte plus de modèles d‘ego-mouvement et 

plus de modèles de surfaces planaires 

Le modèle de mouvement de chaque surface 

détectée est réintégré à la méthode d’estimation 

du flot optique qui devient une méthode 

d’optimisation sous contrainte de validité du 

modèle planaire afin d’améliorer la précision de 

l’estimation du flot optique. Par ailleurs, nous 

montrons dans cette thèse comment un processus 

d’odométrie visuelle peut tirer profit de la 

méthode de détection de surfaces planaires. 

L’approche d’estimation du flot optique est 

évaluée en termes de précision et de temps 

d’exécution sur la base de données Middlebury. 

En ce qui concerne la uv-velocité, la validation 

est faite aussi bien sur des flots simulés que sur 

des images de la base de données de KITTI.     
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Title : Towards an opportunistic artificial vision system for analysing complex scenes from onboard 

cameras 

Keywords : optical flow, plane segmentation, visual odometry 

Abstract: The thesis intends to develop the 

bricks of an opportunistic vision system for 

dynamic scene analysis, an opportunistic system 

that would be guided by the applicative task, that 

would benefit from any knowledge and prioris 

made available by the application, and take 

profit of all available cues (color,  texture, 

geometry) depending on their quality and 

relevance. The context of color monocular 

vision is considered, with a camera embedded 

on a mobile platform. A dense optical flow 

technique is first proposed. After a rough 

estimation, a reliability map is computed and is 

used for refining the motion map, through an 

iterative propagation process constrained by 

local information, starting by the color cues. 

This motion map is then analyzed for rough and 

fast plane segmentation. A cumulative approach 

called uv-velocity has been developed. It allows 

the fast exhibition of prominent planar surfaces 

under certain assumption related the ego-

motion. Contrary to its predecessor, the so-

called c-velocity, it allows a more progressive 

voting strategy, it avoids using sampling, it is 

not limited to translations of the camera and can 

detect a wider range of surfaces.. 

 

The motion models related to each surface can 

then be re-injected as a constraint in the 

estimation of the next optical flow. The raw and 

fast planar segmentation produced by uv-

velocity can be used to fasten the estimation 

visual odometry. 

The results of optical flow estimation remain 

acceptable in terms of precision and execution 

time (tested on Middleburry dataset) which can 

be the input for creating the voting space to 

detect the planes on image. After the simulations 

and real experiments on KITTI dataset, uv-

velocity shows its potential to be the polyvalent 

image registration on plane detection and 

opportunistic alert for the system.  
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Chapitre 1

General Introduction

1.1 Context

Autonomous navigation in unknown environments is a crucial task for mobile robots de-
signed for example for surveillance, map exploration or intervention on dangerous areas.
The task generally consists of three sub-tasks, i.e mapping, localization and navigation,
which are often solved simultaneously. The research on this topic has started around 1979
[GSC79] and has greatly developed until now. The solutions of this task depend strongly
on the information feedback to the robot and the environment in which the robot evolves.
Beside the odometry sensor (i.e encoder, IMU, GPS) to keep track of robot navigation,
additional sensors are used to help robot to perceive the environment. Let us cite a few
examples below.

• Infrared sensor is designed for short range obstacle detection. Due to a limited range
of sensitivity (up to 1 meter) and a high level of noise, this kind of sensor is often used
as close obstacle detector [CS05]. Its capacity to provide information about 3D world is
limited.

• SONAR 1 [TNNL02, WC00]. A low cost SONAR sensor can perceive the environment
in a short cone ahead. However, its precision is relatively low due to noise introduced by
the reflection of the sound signals.

• Laser/LIDAR 2 [LNHS05] is much more precise than SONAR. It also has higher range
of measure, i.e. from several centimeters to about thirty meters. LIDAR can scan the
whole 3D maps 360 degrees around the robot, providing a more complete information.
However, the cost and power consumption of this sensor is considerably high.

The combination of multiple sensors is also an interesting idea that attracts research to
improve the precision of the task [WDEH95]. Beside these sensors, the kind of sensor that

1. SONAR initially means SOund Navigation And Ranging.
2. LIDAR stands for LIght Detection And Ranging.

1



Introduction 2

probably offers the wider range of applications is the camera. It can provide rich informa-
tion about the environment of the robot with relatively lower energy consumption than
the above-mentioned technologies. Like human vision, computer vision can exploit a large
amount of information about both the scene and the robot state, which helps to perform
various tasks like object recognition [PYLP11], obstacle detection [BBC+14], odometry
estimation [ASO10], or scene reconstruction [SCS+10]. In the mapping, localization and
navigation tasks, camera can be used independently or in conjunction with some of the
above-mentioned sensors. The configuration of the vision system, either stereoscopie or
monoscopic, varies from an application to the other.

• Stereo-vision [YgWGl12, BBH03] is one of the most common configurations. It pro-
vides a good balance between the amount of input information and the processing com-
plexity. The stereo-vision offers the depth on the view field that brings the 3D information
about the environment, like LIDAR, but the system is cheaper and lighter.

• Mono-vision, in contrast to the stereo-vision, is limited to the 2D image which is
the projection of the 3D world. As a consequence, the application for navigation on
mono-vision is limited to obstacle recognition [BBC+14] and avoidance [NBCL06]. The
localization can be improved with the help of predefined landmarks [OKK11], where the
position and orientation of the robot can be deduced from the captured image and the
landmarks image. Another way to get the missing 3D information is to use the camera
with an integrated depth sensor [FPS14] to help the localization and navigation.

With the numerous sensors and approaches, the research on autonomous navigation is
abundant and various. A big part of this research uses the stereo-vision or the combina-
tion of the stereo-vision with other sensors. The pure mono-vision approaches are more
rare because of the lack of depth information. A huge research for robot navigation by
mono-vision is presented in Mono-SLAM [DRMS07], where the task of mapping, locali-
zation and navigation is achieved by using only one camera in real-time. However, the
application requires known features on the scene at the beginning to compute the scale
factor and the depth. The research field of mono-vision continues to provide interesting
perspectives, because of the low energy consumption and the low weight of monoscopic
sensors, which is an interesting asset for the embedding on a robot platform.

Because of the lack of 3D information, the navigation by pure mono-vision always requires
to consider additional assumptions or constraints. In this thesis, we intend to develop a
processing chain to support the autonomous navigation task, by achieving planar seg-
mentation and odometry estimation for autonomous ground vehicles. Some assumptions
have to be made concerning both the type of ego-motion and the geometric structure
of the scene. Assuming the robot evolves in a human-made world consisting of planar
surfaces (wall, building, road..), the detection of the main planes of the scene helps the
robot decide about its localization, by finding the orientation and relative distance to the
different planar surfaces. The map around the robot can be defined up to a scale factor.
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The planar segmentation also allows robots to focus on the obstacles located in the view
field by eliminating most background pixels (road, wall...). Once the relative position of
the robot is determined, the odometry helps to keep track of this localization. After the
stages of the initialization and calibration, the real scale factor can be retrieved, leading
to the real scale map and odometry value. We call it the mono-vision opportunistic sys-
tem because the system will take profit of the ego-motion and planes to interpret the 3D
scene from the single camera. The overall structure of our opportunistic system is shown
on figure 1.1. The whole system consists of three main elements :

•Motion map estimation. Optical flow is considered here as the key feature for scene
interpretation, and analyzed further to extract structure information ;

• Planar segmentation by uv-velocity. This voting method allows to estimate the
parameters of simplified motion models that relates velocity values to pixel coordinates.
Planar segmentation is reduced to parabolas and lines detection in a 2D space. The
segmentation is achieved by assigning each pixel to the closest parametric curve ;

• Odometry estimation benefits from the previous planar segmentation to quickly
compute the homography matrix composed of the orientation and direction of the trans-
lation movement.

1.2 Contributions

The context of color monocular vision is considered, with a camera embedded on a mo-
bile platform, for instance a vehicle. A dense optical flow technique is first proposed. In
addition to the existing abundant literature related to optical flow (OF) estimation, the
proposed technique produces not only the motion map but also its reliability map. This
map is produced after a first rough estimation of OF, and is therefore used for refining
the motion map, through an iterative propagation process guided by local information
such as color cues. This reliability map marks the basic trait of the proposed oppor-
tunistic systems since it controls the refinement process and gives a higher priority for
most reliable results. Since OF is the primitive information from image sequences, the
estimation of the quality helps the downstream process to orient towards the good OF
estimation, and eventually to reduce the output errors and calculation time.

The motion map is then analyzed for rough and fast planar segmentation. A cumulative
approach called uv-velocity has been developed. It allows the fast exhibition of prominent
basic planar surfaces under certain assumptions related the egomotion. This relation is
represented by a parametric curve in uv-voting spaces. In short, the planar segmentation
task is reduced to the estimation of 2D curve parameters. Contrary to its predecessor, the
so-called c-velocity [BZ12], it allows a more progressive voting strategy, it is not limited
to translations of the camera and can detect a wider range of surfaces. uv-velocity and
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Figure 1.1: Overview of our opportunistic system

planar segmentation reveal the basic geometric information on the scene. The curve
parameters that define the motion models related to each surface can then be re-injected
as a geometric constraint in the estimation of the next OF (computed in the next frame).
The raw and fast planar segmentation produced by uv-velocity can be used to fasten the
estimation visual odometry.
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1.3 Thesis outline

Chapter 2 explains our work related to optical flow estimation. After a recall of the main
principles of OF estimation for monocular vision, the chapter focuses on the OF quality
evaluation. It continues with the explanation of our contributions and results.

In Chapter 3, called From Structure to motion focuses on the planes detection from
monocular vision, by exploiting the optical flow and its reliability map. After a study
on the state-of-the-art techniques, the principles of the c-velocity are presented. This
method is the root or our reflections, and has led to our contribution called uv-velocity.
The principles of our voting spaces and their analysis are then explained.

Chapter 4, called From structure to motion introduces two different works, that are
more exploratory. The first one tends to use the geometry information provided by the
uv-velocity to improve the next OF estimation of the sequence. The second approach
uses uv-velocity as a first stage for visual odometry.

Chapter 5 experiments some variants of the processing chain, by extending the propo-
sed optical flow to a gray level input (instead of color) and by reducing the density of
the motion map. The effectiveness of the new sparse optical flow is then tested on the
subsequent planar segmentation and visual odometry estimation.

Chapter 6 concludes this work and opens a large number of perspectives.

1.4 Publications

• Optical Flow refinement using iterative propagation under color, proximity and flow
reliability constraints – Journal of Visual Communication and Image Representation
(under second round of review)

• Optical flow refinement using reliable flow propagation – in Proceedings of the 12th
International Joint Conference on Computer Vision, Imaging and Computer Graphics
Theory and Applications - Volume 6 : VISAPP, (VISIGRAPP 2017), pp. 451–458, 2017

• Exploiting optical flow field properties for 3D structure identification – in Proceedings of
the 14th International Conference on Informatics in Control, Automation and Robotics-
Volume 2 : ICINCO, pp. 459464, INSTICC, SciTePress, 2017



Chapitre 2

Optical flow refinement using
iterative propagation under color,
proximity and flow reliability
constraints

2.1 Introduction

Cameras provide rich information that comes from the real 3D world but are also one of
the most complex and versatile sensors used in robotics. Images are analyzed to make the
robot detect objects as the Human Visual System can do [DT05], distinguish between
different regions [DMC15] or be able to classify different scene contexts [LSD15]. When
cameras move, for example when they are mounted on a moving robot, the acquired
image sequences can provide additional information about the ego-motion of the camera,
but also the 3D motion of moving objects as well as 3D scene depth and structure. In
case of binocular systems, depth could be estimated precisely thanks to baseline, that is
the fixed known distance between cameras. Even if this distance is not known, it could
be estimated by achieving a calibration, which is already a well-known problem. In the
monocular case, it is possible to recover depth and motion (up to a scale factor) using
only one moving camera. The task of recovering this information is called "Structure
From Motion", which has been studied extensively from over a century [ÖVBS17]. Beside
classical methods providing 3D information of high precision, we define in this chapter
the first brick of our opportunistic approach (see figure 2.1).

Our hypothesis is that under certain conditions related to scene structure and to nature
of motion, it is possible to make the estimation process more robust (less prone to errors)
and more efficient. The first step consists in estimating the optical flow. It could be sparse

6



Optical flow refinement 7

Figure 2.1: The developed block in our opportunistic system : motion estimation

or dense. In our case, we choose the latter possibility (or at least semi-dense) because
our main structure-from-motion approach is based on a voting process. It means that
we need to estimate motion at every pixel to make a voting process relevant from a
statistical point of view. Moreover, we will be careful to propose, even in this first step,
an estimation method that declines the concept of opportunism in two ways. In other
words, the method must be able :

— to achieve a self-evaluation, by estimating the reliability of first estimations
— to evaluate the relevance of the information used (color or distribution of levels

in a neighborhood) and to take benefit from it.
There are many motion estimation methods in the literature (over 154 methods on Midd-
lebury site 1). Motion estimation refers generally to optical flow estimation (the next
section provides the definition of optical flow) and groups two categories of approaches :
local and global. The global ones are mostly variants of the well-known Horn and Schunck
approach [HS81]. The name "global" comes from the way the motion is estimated.

Global methods have proved to be effective and accurate. However, optical flow is es-
timated at every pixel while minimizing an energy function : it means that all pixels

1. http ://vision.middlebury.edu/flow/eval/results/results-e1.php
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are considered with optical flow of same level of relevance. But in fact, there are pixels
of which optical flow is more relevant than the others in term of precision. Moreover,
knowing the estimation quality at each pixel can be exploited to refine estimates. Star-
ting from these considerations, we propose a new optical flow estimation method that
has the ability to evaluate the quality of the estimations and to propagate the "good"
estimations, to correct the "bad" ones under color similarity and proximity constraints.
Since it is more complicated to evaluate quality of optical flow using a global method,
we will start from a local method and make it global by introducing a new propagation
process.

The overview of our proposed method is shown in figure 2.2.

Figure 2.2: Overview of our method. (a) The optical flow is estimated. (b) The qua-
lity of the optical flow is evaluated. (c) The motion map is corrected iteratively in a

propagation process.

In this chapter, we first present global and local optical flow estimation methods in
order to point out main differences between these two categories. Then, we propose some
measures to evaluate the quality of the optical flow estimation. The chapter continues
with the description of our propagation process, which intends to improve optical flow
precision. A numerical implementation is also given to detail the approach step-by-step.
Finally, we present our experiments to assess the relevance of our quality measure and
the effectiveness of our propagation progress on Middlebury dataset.
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Figure 2.3: The barber pole is a typical example that is used to reveal the difference
between optical flow and 2D motion. Even if the real 3D motion is around the Z axis,
the apparent motion does not correspond to its projection in the image : red patches
seem to move from right to left meanwhile blue patches move rather from bottom to top.
Moreover, in this illusion, two optical flows can be observed with different observation

windows : this is what is commonly called the "aperture problem".

2.2 Motion estimation using differentiation : starting from
brightness constancy hypothesis

When the camera captures a moving object, the projection of 3D motion on image plane
is called 2D motion while optical flow is the apparent motion, that is the 2D displacement
of each pixel from time t to t + δt. 2D motion and optical flow must not be confused.
The well-known barber pole optical illusion is often mentioned to show the difference
between real 2D movement and optical flow (see 2.3).

Except in some special cases, optical flow is often considered as an approximation of
the 2D motion on image plane. The last decades have seen the emergence of hundreds
of new optical flow estimation methods. Many classifications have been proposed to
group all the proposed approaches into several categories depending on a given criterion.
Among them, one can classify approaches in : frequential [FZB02, SOCM01, CM87]
versus spatial [NM02, LL97], sparse [KJ12, LYMD13, NRB14, BDS15, BTS17] versus
dense [HW88], local [LK81] versus global [HS81], etc.. Whatever the philosophy, the
brightness constancy is mostly the main hypothesis that is used since pixel intensities are
the only direct information that can be extracted from images. The hypothesis assumes
that pixel intensity does not vary under movement. If I(x, y, t) is the intensity of a pixel
at time t and I(x+ dx, y+ dy, t+ dt) its intensity after moving at time t+ dt, brightness
constancy constraint could be written :

I(x, y, t) = I(x+ dx, y + dy, t+ dt) (2.1)

Using Taylor expansion and neglecting the terms of order greater than 2, the equation
(2.1) becomes :
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I(x, y, t) = I(x, y, t) +
∂I

∂x
dx+

∂I

∂y
dy +

∂I

∂t
dt, (2.2)

which leads to :

∂I

∂x
dx+

∂I

∂y
dy +

∂I

∂t
dt = 0 (2.3)

By dividing each term by dt, we have :

∂I

∂x

dx

dt
+
∂I

∂y

dy

dt
+
∂I

∂t

dt

dt
= 0, (2.4)

which can be simplified as :

Ix
dx

dt
+ Iy

dy

dt
+ It = 0 where Ix =

∂I

∂x
, Iy =

∂I

∂y
and It =

∂I

∂t
(2.5)

As a result, the equation is written as :

Ix
dx

dt
+ Iy

dy

dt
= −It (2.6)

Let us now define : x = [x, y]> : a pixel position, u = [u, v]> = [dxdt ,
dy
dt ] : the two

components of optical flow on horizontal (for u) and vertical (for v) directions and ∇I =

[Ix, Iy]
>. Then, the brightness constancy equation becomes :

Ixu+ Iyv = −It
∇IT .u = −It

(2.7)

The equation (2.7) is called the brightness constancy constraint or optical flow constraint.
Since u is a vector of two components, a unique solution can not be found directly. Figure
2.4 illustrates this problem on the solution space ([u, v]>). This is a common problem
called "aperture problem" in estimating optical flow (see 2.3).

To overcome the aperture problem, additional equations are needed to find a unique op-
tical flow. One can cite two different strategies : a local method (Lukas-Kandae-Tomasi
[LK81]) and a global method (Horn and Schunck [HS81]). Today, these works still in-
fluence the research on optical flow estimation. In next section, we first study how global
methods estimate the optical flow. Then we explain how to start from a local approach
to arrive to a global one using our new propagation process.

2.2.1 Global estimation

Besides the brightness constancy equation, Horn and Schunck [HS81] propose an addi-
tional constraint called smoothing constraint which is a kind of regularization in order
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Figure 2.4: Illustration of brightness constancy. The optimal solution can be any point
(u, v) on this line

to find a unique optical flow solution. The complete energy function on whole image Ω

becomes :

argmin
(u,v)

E =

∫
Ω

[Ix(x)u(x) + Iy(x)v(x) + It]
2 + λ(||∇u(x)||2 + ||∇v(x)||2)dx (2.8)

The first term of the energy function is called the data-term ED :

ED = [Ix(x)u(x) + Iy(x)v(x) + It]2, (2.9)

which corresponds to a cost function intended to satisfy the brightness constraint. It is
called data-term because it embeds the image derivatives information. The second term
is called the regularization modelling ER :

ER = ||∇u(x)||2 + ||∇v(x)||2 (2.10)

It correspond to an hypothesis that is used in most global optical flow methods. In
[HS81], the authors assume that optical flow should vary smoothly over the image. It
means that the gradient of optical flow should also gradually change.

Optical flow is then considered as the solution that minimizes the energy function E. The
parameter λ is a coefficient used to give more or less importance to the regularization
with regard to the data term. The minimization is performed over all the pixels in the
image. That is why these methods are classified as "global".

Let us detail below the numerical steps to minimize the energy E in order to find the
solution. By using a numerical approximation for equation (2.8) and by setting :

||∇u(x)|| =
∑

k∈N(x)

(α(k)u(k)− α(x)u(x)),
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where N(x) is the neighborhood of pixel x and α is the weight of each neighbor), we can
write the energy function in a different way :

E(u, v,x) =
∑
x∈Ω

[It(x) + Ix(x)u(x) + Iy(x)v(x)]2+

λ
∑

k∈N(x)

{
[α(k)u(k)− α(x)u(x)]2 + [α(k)v(k)− α(x)v(x)]2

} (2.11)

Since the previous function in equation (2.11) is differentiable and convex, in order to
find the optimal solution, we just set the partial derivatives of this function upon u and
v to zero :

∂E

u(x)
= [It(x) + Ix(x)u(x) + Iy(x)v(x)] Ix(x)− λ

∑
k∈N(x)

[α(k)u(k)− α(x)u(x)] = 0 (2.12)

∂E

v(x)
= [It(x) + Ix(x)u(x) + Iy(x)v(x)]Iy(x)− λ

∑
k∈N(x)

[α(k)v(k)− α(x)v(x)) = 0 (2.13)

The equations (2.12) and (2.13) hold for each pixel at position x. Then, for images of
dimension W ×H, there are Q = HW pairs of equations.

The system equation made from equations 2.12 and 2.13 could be expressed in a linear
form by introducing matrix notations :

A

[
U

V

]
= b (2.14)

where the matrices b, U and V are defined right below. U and V are row matrices of
dimensions Q× 1 which contain the optical flow components u, v respectively.

b =



−Ix(x1)It(x1)

−Ix(x2)It(x2)
...

−Ix(xQ)It(xQ)

−Iy(x1)It(x1)

−Iy(x2)It(x2)
...

−Iy(xQ)It(xQ)


(2.15) U=


u(x1)

u(x1)
...

u(xQ)

 (2.16) V=


v(x1)

v(x1)
...

v(xQ)

 (2.17)

Matrix A can be decomposed in the following way :

A =

[
Axx Axy

Axy Ayy

]
+

[
F 0

0 F

]
(2.18)
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where the three different sub-matricesAxx,Ayy andAxy have dimensions Q×Q and F is
the sparse coefficient matrix of same dimensions. Their expressions are given respectively
in equations (2.19) to (2.22).

Axx =



I2x(x1) 0 · · · · · · 0

0 I2x(x2) 0
...

... 0
. . .

. . .
...

...
. . .

. . . 0

0 · · · · · · 0 I2x(xQ)


(2.19) Ayy =



I2y(x1) 0 · · · · · · 0

0 I2y(x2) 0
...

... 0
. . .

. . .
...

...
. . .

. . . 0

0 · · · · · · 0 I2y(xQ)


(2.20)

Axy =



Ix(x1)Iy(x1) 0 · · · · · · 0

0 Ix(x2)Iy(x2) 0
...

... 0
. . .

. . .
...

...
. . .

. . . 0

0 · · · · · · 0 Ix(xQ)Iy(xQ)


(2.21)

FU =


λ
∑

k∈N(x1)
(α(k)u(k)− α(x1)u(x1))

λ
∑

k∈N(x2)
(α(k)u(k)− α(x2)u(x2))

...
λ
∑

k∈N(xQ)(α(k)u(k)− α(xQ)u(xQ))

 ; FV =



λ
∑

k∈N(x1)
(α(k)v(k)− α(x1)v(x1))

λ
∑

k∈N(x2)
(α(k)v(k)− α(x2)v(x2))

...
λ
∑

k∈N(xQ)(α(k)v(k)− α(xQ)v(xQ))


(2.22)

Since the dimensions of A (2Q×2Q) and b (2Q×1) are large, solving the linear equation

(2.14) directly

[
U

V

]
= A−1b is time consuming, especially concerning the computation

of A−1. However, we can adapt previous equations in order to solve the system using an
iterative process (Jacobi or Gauss-Seidel) and expect to reduce calculation time.

The Horn and Schunck method proposes a first solution to solve the aperture problem by
considering an additional regularization term. However, the flow smoothing assumption
is not always satisfied in practice particularly at the border between two different motions
or in case of noise. In these cases, the proposed energy function tends to over-smooth
optical flow, which leads to an imprecise estimation. To solve this problem, Black and
Anandan [BA91] propose to change the quadratic error function to a robust error function
like the Lorentzian function which is proved to have some good robustness properties and
to reduce the contribution of false estimations (outliers in a given neighborhood) :

ρ(x) = log

(
1 + x2

2σ2

)
(2.23)
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By introducing a Lorentzian formulation, our energy function becomes :

E(u, v) =

∫
ρD[It+Ix(x)u(x)+Iy(x)v(x)]+λ

{
ρR(||∇u(x)||)+ρR(||∇v(x)||)

}
dx (2.24)

In the Black and Anandan proposition, the brightness constancy and the smoothing
constraint are still considered but with the introduction of a robust function in order to
solve the over-smoothing problem. The key point of robust functions is that it weights
out the outliers in data-terms and regularization term with WD and WR respectively
(equation 2.26 and 2.27) in the optimization process while in the quadratic error function,
outliers have the same weight than inliers.

∂E

u(x)
=WD(u, v)[It(x) + Ix(x)u(x) + Iy(x)v(x)]Ix(x)−

λ
∑

k∈N(x)

WR(u, v)[α(k)u(k)− α(x)u(x)] = 0

∂E

v(x)
=WD(x, y)[It(x) + Ix(x)u(x) + Iy(x)v(x)]Iy(x)−

λ
∑

k∈N(x)

WR(u, v,k)[α(k)v(k)− α(x)v(x)] = 0,

(2.25)

where
WD(u, v) =

ρ′D[It(x) + Ix(x)u(x) + Iy(x)v(x)]

It(x) + Ix(x)u(x) + Iy(x)v(x)
=
ρ′D(e)

e
(2.26)

and
WR(u, v,k) =

ρ′R[α(k)v(k)− α(k)v(x)]

α(k)v(k)− α(k)v(x)
=
ρ′R(e)

e
(2.27)

Let us analyze the behavior of the Lorentzian robust function (equation 2.23) in figure
2.5 for estimating x = 0. The terms W = ρ′(x)

x degrades as x goes further from the point
x = 0, making the influence of the outliers (which favor the other points than x = 0)
decrease. On the contrary, the weight factor of the quadratic function is constant. As a
consequence, it averages all of the information around the estimation point x = 0, which
leads to an average result.

Although the robust functions have proved to give good estimation at the border of
motions, the function is not convex, so an additional iterative scheme is needed to find
the optimum solution. Finally, the method consumes a lot of additional time.

From the early works of Horn and Schunck (HnS) and Black and Anandan (BA), nu-
merous global approaches have been proposed with various energy functions and new
strategies for defining data and regularization terms. For example, instead of using the
robust function, [WPZ+09, WCPB09] use the absolute value in the energy function
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Figure 2.5: Illustration of the behavior of the error function ρ(x) (left), the derived
function ρ′(x) (middle) and the term ρ′(x)

x (right) of the Lorentzian and quadratic
function (from top to bottom respectively)

instead of power 2 and besides the brightness constancy, they use in addition a tex-
ture decomposition of the image. [KLL13] adapts many data models into the optimi-
zation process since the brightness constancy is not always reliable [XJM10] also use
gradient together with brightness as data cost but with edge-preserving regularization
term to refine the motion at the high gradient level regions. [SVB13] proposes 3-frames
approaches where smoothness of optical flow in time is introduced. [YL15] use the homo-
graphy model instead of normal smoothness constraints on superpixels on image. [AWS]
integrate aniotropic diffusion filter to smooth the optical flow and estimate the large
displacements. [YDB12] adapt local orientation instead of horizontal and vertical ones.
[BBM09, BM11, CYT11, TZ99, WRHS13, MHG15] use additional feature matching to
create another data term for large movements (SIFT, DAISY, SURF). [SRB10, SRB14]
segment and estimate optical flow field simultaneously by modelizing the optical flow
by affine model and recently [VSR13, VRS14, VSR15, MHG18] exploit stereovision to
determine the "Scene Flow" that includes also depth estimation besides motion.

The peculiarity of each method is to add an other criterion or an other hypothesis to
solve the problem but they all share the same basis that starts from HnS and BA works.
A quick overview of the results obtained by the optical flow methods, made available
by the benchmark site Middlebury, shows that the calculation time of global methods
is always an issue because of the large number of equations in the system to be solved.
Some applications however do not require a dense optical flow estimation. In these cases,
local methods are more suitable.
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2.2.2 Local estimation

The family of local methods starts from the same assumptions as global methods, they
consider however that in a given fixed neighborhood, optical flow is constant. Most
popular local approaches come from the work of Lucas-Kanade [LK81] where the optical
flow is estimated by minimizing an energy function made up with a sum of squared
differences of brightness constancy constraints on a sub region N :

argmin
u(x)

E =
∑

k∈N(x)

[It(k) +∇I>(k)u(x)]2 (2.28)

By differentiating this equation over u(x), we have :

∂E

u(x)
=

∑
k∈N(x)

[It(k) +∇I>(k)u(x)]∇I(k) = 0 (2.29)

∂E
u =

∑
k∈N(x)[It(k) + Ix(k)u+ Iy(k)v]Ix(k) = 0

∂E
v =

∑
k∈N(x)[It(k) + Ix(k)u+ Iy(k)v]Iy(k) = 0

(2.30)

The optimal solution is found by solving the linear system of equations :

Au(x) = b (2.31)

where
A =

∑
k∈N(x)

∇I>(k)∇I(k) (2.32)

and
b = −

∑
k∈N(x)

It(k)∇I(k) (2.33)

Whatever the size of the considered neighborhood, matrix A is always of dimension 2×2

and b is of dimension 2×1. Solving u(x) = A−1b is extremely fast and precise if the two
hypotheses are satisfied and the sub region has enough texture to determine the unique
optical flow to avoid the aperture problem. Indeed, mathematically, only two points are
required, using the brightness constancy constraint. However, we also risk to have two
identical equations, which leads to a singularity of matrix A that makes the inversion
A−1 impossible to compute. Therefore, the choice of the window size is critical. When it
is too small, the aperture problem is not solved and the flow can not be estimated. When
it is too large, the hypothesis of an homogeneous optical flow over the region is no longer
valid, leading to inaccurate estimations. In [ST94], the authors introduce a strategy to
find "good features to track". The criterion to select these points is detailed in the next
Section 2.3.
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From the developments of the classical KLT method, many authors try to overcome
the difficulties of local methods like in [BA91, BHS98] where the initial quadratic error
is replaced by a more robust error function and a weight windows function w on the
sub region to reduce the influence of points far from the center (equation 2.34). Like
global methods, the window function applied in this case helps removing and reducing
the impact of outliers on the estimation to give more robust and accurate optical flow.

argmin
u(x)

E =
∑

k∈N(x)

w(k)ρ[(It(k) +∇I>(k)u(x))] (2.34)

An another way to solve the energy function is to form the tensor structure where a single
matrix represents the spatio-temporal information on a sub-region. A large number of
researchers focus on the analysis of the tensor structure. For example, in [FBYJ00, Far00,
Far03, BA96], a parametric model of higher order is used by integrating color information.
[NG98, BW02, MN01, LCR03] investigate adaptive local neighborhoods while Nagel et
al. [MN01] analyze the tensor structure in order to segment the image into regions where
flows can be estimated. Brox et al. [BW02] propose to propagate nonlinear structure
tensor in order to preserve the discontinuity by reducing the influence of the neighbors
for which the gradient magnitude is high.

Calling v = [u, v, 1]>, the sum of squared error functions of optical flow constraints to
minimize is re-formulated from equations (2.7) and (2.28) to have :

argmin
v(x)

E =
∑

k∈N(x)

([
Ix(k) Iy(k) It(k)

]
.v(x)

)2

(2.35)

The associated Euler-Lagrange equation is then written :

L(v(x), λ) =
∑

k∈N(x)

([
Ix(k) Iy(k) It(k)

]
v(x)

)2

− λ(||v(x)||2 − 1) (2.36)

We can differentiate the (2.36) by v and λ to find to optimal solution :

∂L
u

=
∑

i∈N(x)

([
Ix(k) Iy(k) It(k)

]′ [
Ix(k) Iy(k) It(k)

]
v(x)

)
− λv(x) = 0 (2.37)

∂L
λ

= ||v(x)||2 − 1 = 0 (2.38)

The matrix T(x) =
∑

i∈N(x)

[
Ix(k) Iy(k) It(k)

]> [
Ix(k) Iy(k) It(k)

]
in equation
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2.37 is called structure tensor T(x) of an image patch. The equation (2.37) can be re-
written as :

T(x)v(x) = λv(x) (2.39)

So according to (2.39), v(x) has to be the minimum eigenvector of T(x) to minimize
(2.35). Without loss of generality, let us order the eigenvalues as 0 ≤ λ1 ≤ λ2 ≤ λ3 and
call the 3 corresponding eigenvectors e1, e2, e3. Four cases have to be investigated once
the eigenvalues and eigenvectors are computed :

1) λ1 = λ2 = λ3 = 0 : there is no gradient in the image patch. Hence no motion can be
estimated.

2) λ1 = λ2 = 0, λ3 > 0 : there is not enough spatial structure information on image
patch to reliably estimate the optical flow. So, only the normal flow can be recovered
(line flow) :

u =

[
u

v

]
= − e3(3)

e3(1)2 + e3(2)2

[
e3(1)

e3(2)

]
(2.40)

3) λ1 = 0, λ2 > 0, λ3 > 0 : the spatial and temporal information is sufficiently coherent
to precisely estimate the optical flow (point flow) :

u =

[
u

v

]
= − 1

e1(3)

[
e1(1)

e1(2)

]
(2.41)

4) λ1, λ2 > 0, λ3 > 0 : the spatial and temporal information vary in all directions.
Therefore no motion can be estimated.

Between the two ways of finding the optimal solution, experiments show that solving the
optical flow field by a gradient descent approach (KLT’s choice) with the incremental
refinement produces better results than using the structure tensor where the increment
refinement considers an image deformed by the previous estimation.

Whatever the choice of the approach to solve the optimization problem, local methods
generally face similar problems, namely : the choice of windows size ; the invalid bright-
ness constancy hypothesis in practice ; the imprecision of the estimation when the optical
flow is estimated at borders between different motions ; and the drifted estimation when
the minimization process is not able to converge.

Next section is devoted to the evaluation of the quality of the optical flow. Let us recall
that our strategy is to study precisely the KLT method and its main disadvantages
in order to propose a new approach, that should answer some of the main problems
highlighted in previous sections.
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2.3 Evaluating the quality of the optical flow

Evaluating the quality of an OF estimation is useful when it can be used for further
application. Somehow, there is not much methods to evaluate the quality of optical
flow estimation and if they exist, the evaluation is done a priori like a prediction for
the quality of the estimation. The most common criterion is the cornerness measure
presented together with KLT method [ST94] under the term "good features to track" :

J =

[ ∑
I2
x

∑
IxIy∑

IxIy
∑
I2
y

]
=> wcorner = min(λ1, λ2) (2.42)

This corner measure is more meaningful than the gradient alone since it carries informa-
tion about the structure of the patch around a pixel. Hence, it is used in our work and
included in our reliability criterion.

In Section 2.2.2, the development of optimization by structure tensor mentions four cases
revealing whether the optical flow can be estimated. Turning out the structure tensor
can also allow to predict the quality of the estimation. In [JHG99, LCR03], the authors
present a corner confidence measure which is used to adapt the window size of the
neighborhood :

α =

(
λ3 − λ1

λ3 + λ1

)2

−
(
λ3 − λ2

λ3 + λ2

)2

, (2.43)

where 0 < λ1 < λ2 < λ3 are eigenvalues of structure tensor matrix.

This criterion, compared to the cornerness measure above-mentioned, includes an ad-
ditional temporal information. So, the measure reveals theoretically more precisely the
quality of the optical flow but it requires the computation of the structure tensor, which
is not available in the optical flow estimation by KLT method. Therefore, this criterion
will be compared independently to the criteria introduced below.

An alternative technique consists in a learning approach. In [KMG08], the authors try to
learn optical flow patch models. The motion of each patch is matched to the most similar
model using the Mahalanobis distance. Meanwhile, [AHPB13] try to learn the specific
feature extracted from images in order to evaluate the confidence of the estimated optical
flow. Because of the learning , the reliability is only meaningful for the chosen estimation
methods.

Both methods require learning, either the flow distribution in the first case or the custo-
mized feature in the second case, which limits the generality of the approach.

In our work, by using the KLT method to estimate the optical flow, we open the door to
two additional criteria in order to evaluate the quality of estimation :
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Figure 2.6: Illustration of the difference between the distributions of local estimated
optical flow on point A and B. The dotted line is the profile of intensity from the
previous instant (I1) while the continuous line represents the same profile after motion
in (I2). The abscissa axis represents the coordinates of the points and the ordinate
axis represents their intensity. Two objects in the profile with different movements
(∆1,∆2) collide at point B. The window (1) is the size of neighborhood to estimate the

displacement at each point.

2.3.1 The motion local uniformity

As mentioned previously, one of the disadvantages of KLT methods is the bad estimation
of large movements. This can be solved partially by using a pyramidal representation.
Another difficulty related to optical flow is the estimation at frontiers between two or
more different movements. figure 2.6 illustrates this problem in a 1-D signal by showing
the intensity profiles of two different objects, before (in dotted lines) and after motion
(in solid lines). After the local estimation, the motions around point A found in the
neighborhood W would be uniform and close to the ∆1 while the motions around point
B are scattered between ∆1 and ∆2.

Moreover, figure 2.7 illustrates the idea of the variance criterion on two images of the
sequence Venus of database MiddleBury and its optical flow map with four points no-
ted (a) to (d) chosen for illustrative purpose. The distribution of estimated movements
around these points are shown in the figure 2.8. On the one hand, the points (a) and
(b) correspond to areas of uniform motion where the estimated optical flows around that
point converge around the brightness constraint. On the other hand, the points (c) and
(d) illustrate the optical flow computation for non-uniform motion, with more or less
color homogeneousness. The nearer the point is to motion frontiers (figure 2.8c,d), the
more scattered the estimations are, and vice-versa (figure 2.8a,b).

To address this issue, the first criterion evaluates the local uniformity of the estimated
results. Let S be the set of accounted estimated movements around the point x. The
reliability svar of estimated flow at that point is formed by computing the variance of S :

svar(x) =
1

σ2
S(x) + ε

(2.44)

where σS(x) is the standard deviation of S and ε is a small value used to avoid a zero
at denominator. The variance reliability score wvar is then calculated by normalizing the
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Figure 2.7: The image pair (top) and its motion map – color-encoded ground truth –
(bottom-left) of the sequence Venus from the MiddleBury database. The bottom-right
image zooms on one particular region of ground truth of which 4 pixels are investigated.

(a) (b)

(c) (d)

Figure 2.8: Distribution of estimated flows (blue dots) in a neighbor 5×5 of each in-
vestigated pixel (left). The line is the brightness constraint. The horizontal and vertical
axes represent respectively the two components of optical flow (u and v). The middle
image shows the ground truth in that neighborhood and the right one shows the zoomed

patch.

svar to fit in the range [0, 1] in the following way :

wvar(x) =
svar(x)

max(svar)
(2.45)

2.3.2 Temporal evolution of the residues

Due to the non-linear property of the signals under consideration, the true optical flow
is estimated, in iterative methods, by accumulating the residual values of movement
after each image linearizing with the optical flow estimated at the previous iteration. In
the ideal case, when the optical flow is correctly estimated, the residual value gradually
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decreases towards zero, as illustrated by figure 2.9(a). Thus, the shape of this curve is a
good indicator of the convergence, and can consequently be an indicator of the quality
of the result. Based on this observation, a reliability measure is proposed to compute
locally the estimation stability. Two quantities, w∆ε and wSε , are evaluated.

(a) (b)

Figure 2.9: The expected residual value in KLT method as time flows (a) : the motion
is approaching its true value in the ideal case. (b) : fluctuation of residues in real scenes

when the optical flow reaches the near true motion.

First, the change of residual value from one iteration to another is used to show the way
the estimated optical flow converges to the final value. From one iteration to the other,
the residual value is expected to be decreasing, leading to a positive value :

w∆ε = max

(
0,
εk − εk+s

εk

)
, (2.46)

where εk and εk+s are the residual values at iterations k and k+s with s > 0 the temporal
step used to check for this quantity. This quantity is automatically normalized between
[0,1]. It is null when residuals increase. Otherwise, it indicates the percentage of residuals
decrease. The higher the decrease, the higher the weight w∆ε.

When the estimated optical flow reaches its stable state, the first quantity (equation 2.46)
can not represent the stability since the residual value from one iteration to another varies
in a small amplitude, as visible on figure 2.9b. Therefore, the second quantity considered
is the sum of absolute residuals between iterations :

wSε(x,y) =
max(x,y)(Sk,k+s(x, y))− Sk,k+s(x, y)

max(x,y) Sk,k+s(x, y)
, (2.47)

where Sk,k+s is a matrix, of the same dimensions as the input image, that collects for
each point the accumulated sums of the absolute residuals from iteration k to iteration
k+ s. This measure corresponds to the total gray area in figure 2.9b. It is assumed that
the fewer oscillations, the smaller this area and the higher the score are wSε .
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These two quantities computed from residuals are combined together to form the stability
residual score wres :

wres = 0.5w∆ε + 0.5wSε (2.48)

2.3.3 The mixture reliability score

The final reliability score is built by combining the three different measures defined above
about the reliability of estimated optical flows : cornerness to ensure the gradient is high
enough for estimation, local variance to evaluate the consistency of the estimations, and
residual evolution for the stability of estimation.

This is made by using a minimum operator :

wmix = min(wcorner, wvar, wres) (2.49)

Indeed, it is assumed that the optical flow is more reliable when the three quality re-
quirements are fulfilled together. By using this reliability score, the optical values can
be sorted by using the worst of their respective scores. The three criteria are evaluated
in the experiments section (Section 2.6), both separately and in conjunction. They are
compared with the reliability criterion based on the structure tensor described in equa-
tion 2.43. Beforehand, the next section explains the strategy used to take benefit of the
reliability scores to improve the final optical flow estimation.

2.4 The propagation process

Starting from the first optical flow estimation and its reliability given by equation 2.49,
the third stage of our algorithm aims to correct this optical flow map. It is made by
maintaining the reliable estimations while correcting the less reliable ones. This correction
is made by a propagation process which implies two information sources : the local color
similarity where it is assumed that close pixels belonging to the same surface tend to
have similar motions.

Figure 2.10 illustrates the key stages of the correction. In one of our previous work
[MGB17], the optical flow is propagated in a global way where each pixel is examined
to ensure that the good estimations correct the worst ones. The main drawback of this
method is its great resources and time requirement.

To overcome this issue, a set of reliable seeds are first selected. They correspond to pixels
for which the estimated optical flow is reliable, in the sense of the criterion given by
equation 2.49. In order to ensure a good spatial distribution of the seeds through the
image, a regular grid is built, with square cells of width Wc. In each cell, the pixel of
maximum reliability score is detected and considered as a seed.
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Figure 2.10: The three stages of the optical flow correction process. A regular grid
of cells of width Wc is built (here Wc = 5). (1) A seed is selected in each cell as the
local maximum reliability score. (2) the optical flow is corrected in a sparse way at
seeds level. Each seed (dark blue) is corrected by n close seeds (light blue) n = 48. (3)
correction at pixel level : each pixel (green) is corrected under the influence of m (here

m = 9) seeds (represented in gray).

A first correction of the optical flow values is achieved at the seed level (see Section
2.4.1) in order to consolidate their values. To finish, each motion value is corrected under
the influence of its neighborhood seeds (Section 2.4.2). This new propagation technique
requires very few iterations and hence reduces computation time significantly, as proven
further in Section 2.6.

2.4.1 Sparse optical flow correction at seeds level

A first layer of correction is carried out at the seeds level. For each seed previously
selected, a refinement is made by using n neighboring seeds around it in a window Ws,
as illustrated by figure 2.10.

The propagation consists of correcting the optical flow values of the current seed by using
the reliability score and the similarity level of its neighbor seeds. The new optical flow
value of the current seed s, noted ûe(s), is estimated by using the seeds v located in its
neighborhood Ws :

ûe(s) =

∑
v∈Ws,v 6=s esimi(v, s)ue(v)∑

v∈Ws,v 6=s esimi(v, s)
(2.50)
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Simultaneously, the reliability score of the seed is updated as follows :

ŵ(s) =

∑
v∈Ws,v 6=s esimi(v, s)w(v)∑

v∈Ws,v 6=s esimi(v, s)
(2.51)

The similarity score plays an important role here. The higher this score is, the higher its
impact on the correction is. Here, the similarity is based on color and spatial distances
in the following way :

esimi(v, s) = e
−dcolor(v, s)

σc
− ds(v, s)

σs , (2.52)

where dcolor is the Euclidean RGB distance between point s and its neighbor v, ds is
their spatial Euclidean distance,σc and σs determine the degradation speed of color and
spatial distance. This similarity measure provides an influence level of each point on the
others based on their distance and color.

Then, the new optical flow is kept if its reliability is higher than the previous score at
that point :

If ŵ(s) ≥ w(s) then

{
ue(s) = ûe(s)

w(s) = ŵ(s)
(2.53)

2.4.2 Dense optical flow correction at pixel level

The two previous steps have provided reliable anchors which are then used to influence the
correction of the dense optical flow in their local neighborhood. The correction procedure
is similar to the previous seeds correction, except that : 1) it is made at each pixel except
for the seeds ; 2) the process is made more locally i.e. less seeds are taken into account
for correction.

Here, for each pixel p in the image, them closest seeds are selected withm < n. Equations
(2.50) to (2.53) hold except they are computed on p instead of s and the m neighbor
seeds v are used instead of n.

The dual-layer of propagation adds advantageous effects to the final results. If the first
propagation focuses on correction at coarse view, the second propagation focuses on
refining the optical flow in a finer way.

The experiment section shows improvements in terms of precision and computation time
in comparison to [MGB17].
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2.5 Implementation

The numerical implementation of our method is given in table 2.1. The pyramidal images
and the propagation of flows through the different levels are implemented in the similar
way as in [WPZ+09]. We focus here on the main part of the proposed method.

Table 2.1: Implementation of the proposed algorithm

Input : Two successive color images I1 and I2

Output : Optical flow map u from I1 to I2

• Create L-levels pyramidal images I l1, I l2 for l=1 ... L
• Initialize k = 0, ul = u0 = 0

For l = L to 1
• Compute ∇I l1(x)

• Compute wcorner from I l1 using (2.42)
• Initialize Sk,k+s=0
For k = 1 to Max_Warps

• Interpolate I l2(x + ul)
• Compute ∇I l2(x + ul), I lt
• Estimate the residual motion ures
• ul = ul+ures
• Compute the sum of absolute residuals Sk,k+s = Sk,k+s + |ures|
If (k % s) = 1 :
• εk = ures

If (k % s) = 0 :
• εk+s = ures
• Compute wvar from (2.45) and wres from (2.48)
• w = min(wcorner,wvar,wres)
• Create seeds as mentioned in Section 2.4
• Correction at seeds level according to Section 2.4.1
• Correction at pixel level according to Section 2.4.2
• Apply the median filter to ul

Next
• Interpolate ul−1 from ul if l > 1

Next

Regarding the residues criterion, a short time step s is considered for analysis. The
reliability score is evaluated and the propagation is done at the same update speed of
residual criteria. The Max_Warps should be divisible by s so that at the last warping
iteration, the output of estimated optical flow u passes through the propagation.
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2.6 Experiments

The performance of our method is evaluated on the Middlebury database 2 which is
composed of eight sequences with ground-truth. There are three different image sizes : 1)
Venus (420 × 380) ; 2) Dimetrodon, Hydrangea, RubberWhale (584 × 388) ; 3) Grove2,
Grove3, Urban2, Urban3 (640 × 480).

The experiments are conducted by using KLT with pyramidal images (with 5 levels) and
a warping scheme (12 iterations). For KLT, a window size of 5× 5 is considered.

The propagation follows the explanation in Section 2.4 where the estimated optical flow
is passed through dual-layer of propagation after four consecutive image linearization
iterations. The parameters for measuring the similarity of equation (2.52) are σc = 25

and σd = 2 and the searching number of neighbor points is n = 50 for the seeds correction
and m = 10 for the dense refinement.

Our evaluation involves the error measures AAE (average angle error) and AEPE (ave-
rage end-point error) recalled in [BSL+10].

This section is divided into two parts. The first one focuses on the evaluation and the
comparison of the five reliability measures mentioned in Section 2.3. The second part
evaluates the results of the refinement process and compares our approach to existing
methods.

2.6.1 Study on the reliability criteria

Our first study deals with the evaluation of different reliability criteria evoked or propo-
sed in this thesis. As mentioned in Section 2.3, besides the reliability criteria introduced
in this work, the criterion defined from the structure tensor is also a prominent one.
Therefore five criteria are evaluated : i.e. structure tensor (ST) of equation 2.43, corner-
ness of equation 2.42, residual of equation 2.48, variance of equation 2.44 and mixture of
equation 2.49. In each case, the criterion is used solely to measure the error of the esti-
mation The Average End Point Error (AEPE or EPE) is considered for the evaluation.
In addition of the five reliability criteria, we also show the optimal measure of reliability
proposed by "sparsification" in [BW06] and defined as :

copt(x) = 1− e(x)

max(e(y)|y ∈ N(x))
, (2.54)

where e(x) is the AEPE at point x and N(x) its neighbourhood. In our experiments,
N(x) = 5 which is the same size as the neighbourhood window used to estimate the
optical flow by classical KLT method.

2. http ://vision.middlebury.edu/flow/data/
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Finally, six criteria are compared. figure 2.11 shows the results obtained for 4 image
pairs of the MiddleBury database at two stages of the process, (a) at first iteration i.e. at
5th level of the pyramid (lower scale) and first warping and (b) after last iteration (1rst
level, 12 iterations). The vertical axis represents the accumulated average end point error
(EPE) while the horizontal axes represent the percentage of pixels accounted in the error
measure (10 means 10% of the most reliable pixels of the image, 100 means all pixels).
Of course, a criterion is considered as good when the average error is low. Moreover, its
evolution should correspond to an increasing monotonous function of the % of pixels, ı.e
it should be lower when the more reliable points are considered and it should increase as
soon as new points (less reliable) are progressively taken into account.

According to figure 2.11, it appears that only the curves based on variance (cyan) and
mixture (red) are monotonously increasing. It can also be noticed that the criteria based
on the structure tensor (blue) and cornerness (pink) generally provide high AEPE values.
On the contrary, variance and mixture produce the lower errors in most cases. In figure
2.11(a) where the initial flow is null (there is no distortion in source images due to
linearization), two criteria are competitive : the variance and the mixture. On overall,
they basically represent well the precision of optical flow according to the reliability score.
However, at the last iteration, as can be seen on figure 2.11(b), the mixture criterion
appears to be more stable than the variance criterion.

The next part evaluates the impact of the whole refinement.

2.6.2 Refined optical flow

This section discusses about the results of the propagation method on the final average
error of optical flow. As discussed above, five reliability criteria are introduced together
with two seed selection strategy : sorting and grid. We search first the best combination
between seed selection strategy and reliability measure then compare the results of our
approach to the existing methods by using this combination.

2.6.2.1 Comparison of seeds selection strategies and reliability criteria

Besides the seeds selection strategy explained in Section 2.4, we explore an alternate
strategy with a native sorting strategy where the reliability scores are sorted in a global
way. Then the seeds are chosen from the highest to the lowest score with the neighbor
constraint (no seed would be in the neighbor region Nseed of another). This choice leads
to the random distribution of seeds through the image, where the distance between seeds
is higher than dseeds = (Nseed − 1)/2.

We first measure the average error and evaluate the ability of each criterion to be
consistent with the precision computed from the ground-truth. The sorting strategy is
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(I)

(II)

(III)

(IV)

(a) (b)

Figure 2.11: Reliability measure. Comparison of 4 sequences Venus (I),Urban3 (II),
Grove2 (III) and Rubberwhale (IV) from the MiddleBury database at 5th pyramidal

level,1st warping level (a) and at 1st pyramidal level,12th warping level (b)

considered first. The results of AAE and AEPE on each criterion are collected in table
2.5. Both residues and mixture criteria give the best results for 7 sequences and the cor-
nerness is the best for 1 sequence. However, the average error on 8 sequences is globally
lower when the mixture criterion is used.
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Considering now the seeds selection using the grid strategy, the precision results collected
in table 2.6 are globally better. In this case, the mixture criterion provides the best
performances on real-life sequences : Venus, Dimetrodon, Hydrangea and RubberWhale.
On synthesized sequences, the criteria "variance" and "variance+residual" give a better
overall results than the mixture criterion. But the gap is not much so that the mixture
criterion is still the best when counting the average error on 8 sequences.

Figure 2.12 illustrates the behaviour of the reliability measure of each criteria by applying
our refinement method by propagation. Here also, the mixture and variance criteria show
a coherent behaviour of the good reliability scores but the mixture criteria has the better
final result. For example, table 2.2 shows the AEPE obtained on RubberWhale by using
these criteria. Although for the first part of measure, the "variance" criterion seems to
produce better results, the mixture criterion leads finally to a lower error when 100% of
the pixels are taken into account.

AEPE
Criteria 10% 50% 100%

Var(before) 0.054 0.073 0.177
Var(after) 0.043 0.05 0.111
Mix(before) 0.057 0.077 0.176
Mix(after) 0.046 0.05 0.108

Table 2.2: Precision representation of two criteria before and after propagation at
10%, 50% and 100% on the sequence Rubberwhale according to the "sparsification"

measure

According to the previous experiments, the "mixture" criterion is a useful indicator to
evaluate the reliability of the optical flow estimates. Used in our propagation process, it
finally produces the better precision.

Since the criterion is the combination of 3 independent criteria, it is interesting to eva-
luate the impact of each parameter in this mixture. Table 2.3 shows the percentage of
contribution of each criterion to the "mixture" one. These results show that "variance"
and "cornerness" measures have a predominant influence. However, the residual criterion,
although having less influence, does improve the precision of the estimated optical flow,
as shown by the results of table 2.6. Note that residuals are only available for KLT-based
methods. This criterion can be removed, without significant loss of precision, when an
other local optical flow technique is used instead of KLT. Therefore, the proposed algo-
rithm can be used independently from any local optical flow technique, in a module that
can be plugged in or out of the application whenever a refinement is required.

Venus Dimetrodon Hydrangea Rubber Whale Grove2 Grove3 Urban2 Urban3
% var 99.6 28.9 37.8 36.8 51.3 98.1 98.5 95.5

% cornerness 0.2 71.1 61.9 63 48.6 0.9 0.5 2
% res 0.2 0 0.3 0.2 0.1 1 1 2.5

Table 2.3: The contribution of each criteria on "mixture" on 8 sequences of Middlebury
dataset at 1st pyramidal level and 12th warp iteration.
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ST Cornerness Residual

Variance Mixture

Figure 2.12: Comparison of the reliability measures for five criteria using the seeds
selection based on grid strategy at 1st pyramidal level and 12th warp iteration (ST,
corner, residues, variance and mixture) on Rubberwhale sequence. The blue curve and
red curve represent the reliability measure before and after the propagation respectively.

All these experiments have shown that the propagation process reduces the average
error in all sequences under study. The local KLT estimation provides noisy flows, as
visible on figure 2.13(b). After the refinement process, as described by figure 2.13 (d),
the optical flow becomes smoother. According to the quantitative error measures, the
mixture criterion provides competitive and consistent results. By comparing the results
from table 2.5 and table 2.6, related to the two different seeds selection modes (grid
selection and sorting), it can be seen that the grid strategy provides better results (AAE :
3.352, AEPE : 0.293) compared to sorting strategy (AAE : 3.593, AEPE : 0.308). figure
2.14 proves more this one by comparing the relationship between precision and reliability
for the two selection strategies under mixture criterion, before and after refinement at the
last iteration of algorithm. Each strategy is used independently for the whole estimation
process from the first iteration at highest pyramidal level (5th level, which corresponds to
an image size divided by 16) to the last one at original image size. We observe the effect of
propagation at the last iteration so that there is the difference of the before-propagation
graph. The grid strategy always gives slightly better results with lower calculation time
by passing the sorting step.

After all these experiments, for the best optical flow estimation by using our approach,
we use the grid-based seeds selection strategy and the mixture reliability criterion to
compare with existing methods in the next part.
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(a) (b) (c) (d)

Figure 2.13: Flow color map according to Middlebury code : a) Ground truth, b)
KLT, c) ours before propagation at the last iteration, d) ours after propagation on
4 sequences : RubberWhale, Dimetrodon, Grove2 and Urban3 from top to bottom

respectively.

(a) (b) (c)

Figure 2.14: Comparison of reliability measure for two strategies : sorting (conti-
nuous line) and grid (dotted line) for 3 sequences at pyramidal level 1 and 12th warp :
Venus(a), Dimetrodon(b), Urban3(c). The blue curve and red curve represent the re-

liability measure before and after the propagation respectively

2.6.2.2 Comparison with existing methods

This section intends to compare the performance of our method with existing methods on
the training dataset : KLT [yB00], Horn and Schunck HnS [HS81], Black and Anandan
BA [BA96] and our previous version of the Reliability Flow (RF) proposed in [MGB17].

Table 2.7 collects the AAE and AEPE for the 8 sequences. According to these results,
our method surpasses all of the classical methods except for the sequence Urban2 for BA
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method. Our improved version also gives better results than the previous RF with signi-
ficant calculation improvement. Table 2.4 shows the computation times (Matlab, CPU
i5-7300HQ) for the 3 groups of images : group 1 (420×380) : Venus, group 2 (584×388) :
Dimetrodon, Hydrangea, RubberWhale and group 3 (640×480) : the rest. Each sequence
in the same group takes the same amount of time to estimate the optical flow. Our me-
thod shows the good trade-off between the computation time and the precision of the
estimation. It also shows a huge improvement compared to our previous proposal RF.
In addition, if we compare to the BA method, ours has improvements on both precision
and calculation time. Figure 2.15 shows the encoded flows on 4 sequences of Middlebury
database. The proposed method produces more clear cut in the edges between different
movements, especially on sequence RubberWhale (figure 2.15-first row) and Urban3 (fi-
gure 2.15-last row) even though the main estimator is local KLT. These results, ranked
at 86/151 on Middlebury website, prove that our assumption about relationship between
movement and color is applicable.

Group 1 2 3
RF :grid+mix 23.3 34.5 46.9

old RF 593 868 1184
KLT 13.3 18.1 24.66
HnS 17.7 23.4 35
BA 64.2 101 144.6

Table 2.4: Computation times (in seconds) of the methods under consideration.

Figure 2.15: Comparison with existing methods (flow color map according to Midd-
lebury code) : a) Ground truth b) HnS, c) BA, d) old RF and e) ours on 4 sequences :

RubberWhale, Dimetrodon, Grove2 and Urban3 from top to bottom respectively.

We also extract partial result table of the submitted sequences on Middlebury dataset
on table 2.8. The methods are sorted in ascending rank order. Note that the rank system
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of Middlebury relies not only on the average error of all pixels but also on the error in
the discontinuous or untextured regions, which are particularly prone to errors. It stays
at a decent place for a local based method even though its performance can not surpass
some modern more complex global methods [SSB10, BBPW04],

2.7 Conclusion

After analyzing the state-of-art related to motion estimation, we have proposed a new
variant of the well-known KLT method that has the ability to evaluate and to take ad-
vantage of the quality of optical flow estimation at several stages. The main contributions
of this chapter are :

— The definition of two criteria to evaluate the quality of the optical flow, considering
first the case of the KLT method. One of the criteria, the local variance of optical
flow, can be applied to any other local optical flow method ;

— A refinement of the optical flow by using a propagation process based on the relia-
bility score. The precision of the optical flow is improved by assuming that objects
show some local homogeneities of color or intensity, and that the local optical flow
varies smoothly or is even homogeneous, allowing a constancy propagation.

In order to improve the estimations, we propose some perspectives to our method :
— The propagation could include additional constraints, such as scene structure

information when available. The hypothesis of constancy propagation could be
replaced by a different strategy that could be defined thanks to a given model of
optical flow provided by structure information.

— The matching and the similarity criteria can integrate other features instead of or
together with color. This could be object segmentation results or texture features.

— The propagation process could be accelerated, for example by paralleling the
processing of each seed.

Using our proposed adaptive optical flow estimation, the next Chapter 3 presents a new
3D plane segmentation method called uv-velocity that will take advantage of the quality
measure of the optical flow estimation.
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Chapitre 3

From motion to structure :
uv-velocity, an optical flow
registration for planar segmentation

3.1 Introduction

The detection and characterization of planar surfaces in the 3D scene can provide useful
homography information for example for perspective correction and panorama stitching
[HZ03, Sze10]. In computer vision for robotics, it can be used to perform visual odometry
[SVB+17, CPP12], which is the process of estimating camera pose via images, with less
parameters than required for computing the essential matrix. Moreover, since our urban
environments comprise many planar surfaces, profiting this information can boost the
performance of state-of-art methods in visual odometry in terms of computation time.
However, planar surfaces are not always available or easily detected from an image se-
quence captured using only one camera. In addition, detecting planar surfaces is generally
an heavy process, which is somehow contradictory to the advantages above-mentioned.

Our study focuses on motion-based planar segmentation for monocular vision. Our idea
is to detect the main planes of the scene, and to output a 2D segmentation map that
corresponds to the 2D projection of the detected 3D planes. For that purpose, we intro-
duce the concept of uv-velocity which is an accumulative voting space designed to detect
planar surfaces efficiently and with a certain robustness thanks to its cumulative nature.
This is the second block of our system described on figure 3.1. The proposed approach is
a variation of the c-velocity method [BZ12] which is a generalization of the v-disparity
that was proposed for stereo-vision [LAT02]. The method addresses the particular case
of a unique camera mounted on a vehicle.

36
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Figure 3.1: The developed block in this chapter, the uv-velocity and its application
for plane segmentation

In this chapter, Section 3.2 evokes the main categories of methods used for planar de-
tection and discusses their advantages and disadvantages. Then, the main assumptions
about motion and plane models and their consequences on the design of the accumulative
voting space is presented in Section 3.3. Section 3.4 recalls the principles of the initial
method c-velocity and its main properties. Inspired by the c-velocity concept, Section 3.5
and 3.6 introduces the new voting strategy uv-velocity and addresses its advantages com-
pared to c-velocity. Section 3.7 analyze in detail the voting spaces and discuss the strategy
for parametric curve detection. Finally, Section 3.8 details the experiments conducted to
compare the efficiency of the voting spaces on synthesized sequences as well as on real se-
quences. Our cumulative method is also compared to a classic parametric method where
planar surfaces are found using the consistence of homography transformation [HZ03].

3.2 Segmentation of planes in a monocular dynamic system

Planar surface segmentation mostly revolves around the extraction of point clouds which
are not always available, for instance when a simple embedded camera is used instead
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of a 3D scanner. In that case, point clouds need to be estimated first through structure-
from-motion techniques, where camera pose and 3D coordinates of keypoints on image
have to be estimated [ÖVBS17]. The topic of planar region detection is addressed in
the review [WCYL12], where methods are classified into tree main categories : stereo-
based, monocular-based and multi-sensor fusion based method. In the monocular-based
category, the authors distinguish three classes : projection invariance, homography based
and optical flow based method.

In the first category, projection invariance, the objective is to define visual features
that would share similar properties for each planar surface, and have distinctive values
for two different planes. This can be extracted from points [SBSR92], segment and lines
[GBB98] and allows simplifying the planar segmentation procedure. Then the planar
segmentation consists in grouping similar invariants. Since these seminal works, a tre-
mendous number of robust feature points like SIFT, SURF, FAST, BRIEF, ORB, etc.
have been designed and more effort is now granted to homography-based and optical
flow techniques.

Homography-based methods. These methods estimate a geometric transform bet-
ween two views of the same scene. The methods of this category directly estimate the
homography parameters of the planar surfaces, using points correspondences in a se-
quence of images. This is generally made in an iterative way, starting by the detection
of the most dominant plane.

The points which comply the same transform are assumed to belong to the same planar
surface. Three points located on the plane are enough to estimate the parameters of the
transform. However, since there can be several planar surfaces of unknown location in the
image, the question is how to select those points. This can be made by choosing points
randomly, and by first detecting the most dominant plane. For noisy inputs, RANSAC
techniques [FB81] (for RANdom SAmple Consensus) are often applied to provide a ro-
bust estimation. On the other hand, one can detect planar surfaces by the consistence of
homography matrix between two images [Beb06] by again using RANSAC to eliminate
the outliers between point-correspondences in N-views. As a consequence, the computa-
tion is long and the solution is not deterministic. The plane parameters are estimated by
choosing three points randomly. The other points are added into the initial set according
to their spatial distance to the current surface. The plane is confirmed when the set
contains enough points. One can note also the work of [CD10], where the ground plane
is detected using a Modified Expectation Maximization algorithm.

Instead of estimating globally the transform from a limited number of points and pro-
ceeding in a top down strategy, some approaches aggregate pixels locally according to
they compliance to a geometric model. These bottom-up approaches start from a local
estimation in the image and propagates the detection (growing techniques) or merge the
resulting planar cells [AB08]. For example in [SMR06], the intensity image is segmented
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into plane patches related to the projection of planar surfaces. Alternatively, starting
from a first set of feature points extracted in a first frame, a Delaunay triangulation
can be performed [Air]. On each segment, an affine homography can be estimated using
consecutive frames. In [Jin14], a growing strategy is used. The seeds of the planes are
first detected by scanning all the points with a fitting model. New points are added when
a similarity criterion is met. The plane stops growing when of the points are scanned
or when a stopping condition is met. Then, the technique passes to an other seed. The
number of planes is determined a priori and can be higher than the actual number of
planes (over-segmentation). The segmentation is achieved after a verifying and merging
iterative process. The choice made on the fitting model and on the criteria is crucial to
have the best results.

Optical flow based methods. These techniques exploit the relationship between mo-
tion and structure. The velocity is generally estimated in a dense way, at each possible
position, contrary to the previous case where sparse correspondences were computed on
the purpose of exhibiting planar structures. The motion map is analyzed through his-
tograms or segmented according to a planarity criterion. Concerning this category of
methods, we were more interested in the voting strategies which transform the inputs
coordinates into parameters’ voting space on which the points of a same plane reveal same
parameters. These approaches can be related to the Hough Transform [Hou62, DH72],
initially designed to identify simple parametric shapes, like circles or lines, using an ac-
cumulative voting space of shape parameters. This category of methods is less present in
the literature compared to homography-based techniques. In [IF99], a randomized voting
method is proposed to determine whether and object and its motion are planar or not,
by assuming that a planar object is a polygon the vertices of which have been detected.
In [SMR06], a progressive voting strategy is used to segment planar patches directly from
the intensity image. To do so, the relation between the projections of one point onto a
pair of images is linearized. Then, triplets of points progressively vote to define multiple
planar seed regions. In [BELN11], a plane is considered as a parametric shape in 3-D
coordinates of which coordinates of points (X,Y, Z)> on the plane can be written :

ρ = Xcos(φ)sin(θ) + Y sin(θ)sin(φ) + Zcos(θ), (3.1)

where ρ is the distance of the plane from origin, φ ∈ [0, 2π] is the angle between the
projected normal vector on XY -plane and OX, and θ ∈ [0, π] is the angle between
normal vector and its projection on XY -plane. For each point (X,Y, Z)>, the technique
iterates on all possible values of φ and θ to find the corresponding ρ and casts on the
cumulative space. With three parameters, the voting space has three dimensions and
is much more complicated to deal with, in comparison to Hough transforms for line
detection which requires 2D voting spaces. Then, a search for prominent points in the
voting space is performed to find the different planes. In order to simplify the analysis
for indoor planes detection, Adan et al. [AH11] project the points onto the floor plane
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in order to reduce the analysis to a 2D Hough transform. For stereovision, the planar
segmentation can be simplified by using UV disparity [LAT02], where only two voting
spaces are required to detect the main obstacles and the road in an urban environment.
This method has been an inspiration for the design of the motion-based method c-velocity
[BZ12] that is further studied in this thesis.

Discussion. Homography-based methods, also called parametric approaches, are gene-
rally faster than voting strategies because the estimation is direct. On the other hand,
they are prone to false estimations of parameters and they are able to detect one plane at a
time. However, by using RANSAC to estimate the plane parameters, the calculation time
increases due to the try-and-error process of the technique. Moreover, its random nature
makes it an un-deterministic technique. Most techniques require adapting parameters to
data points in order to produce the best result and generally take a lot of time to com-
pute, even there are researches trying to improve the speed [KEB91, XOK90, SWK07].
However, the only drawback of these techniques is that they rely on point clouds which
are rarely available with standard vision systems.

The voting approaches are easy to implement and allow to find parametric shapes even
when they are reasonnably noisy. However, their performance depends on the resolution
of the voting spaces, which has to be defined to satisfy a trade-off between execution time
and precision. Moreover, with the increasing number of parameters, voting approaches
suffer from the complexity of multi-dimensional voting spaces, thus the process time is
a drawback in these cases.

Hence, we propose an opportunistic technique based on a voting strategy, that can reveal
the planar surfaces quickly under certain conditions of camera movement. The technique
uses a dense matching (optical flow OF) between two successive frames and exploits the
relation between OF and camera motion (i.e. ego-motion) to create a cumulative voting
space where a parametric curve is emphasized when the plane exists in the scene. The
planar segmentation is then simplified to a problem consisting in curve parameters fitting
which is itself reduced to maxima finding in a voting space. The computation time should
be reduced.

3.3 Main assumptions and model

First of all, let us consider the coordinates system of figure 3.2. OXY Z is the real-world
3D coordinates system with an optical axis OZ. oxy is the image coordinates system
which represents the basis system for each projection of a 3D point P (X,Y, Z) onto
image plane at p(x, y). The relation between the coordinates of P and p can be proved
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Figure 3.2: Coordinates of the system related to the monocular sensor and to real
world, and notations used in the thesis.

simply by basic geometry :

x = f
X

Z

y = f
Y

Z
,

(3.2)

where f is the focal length of the sensor.

Higgin [LHP80] proves that in a rigid scene, when the pin-hole camera moves with trans-
lational movements T = [TX , TY , TZ ]> and rotational movements Ω = [ΩX ,ΩY ,ΩZ ]>,
the two components of 2D motion (assimilated to optical flow) [u, v]> of a point [x, y]>

on image plane can be expressed as :

u =
xy

f
ΩX −

(
x2

f
+ f

)
ΩY + yΩZ +

xTZ − fTX
Z

v = −xy
f

ΩY +

(
y2

f
+ f

)
ΩX + xΩZ +

yTZ − fTY
Z

(3.3)

If a plane exists in the world coordinates with the normal vector n = [nX , nY , nZ ]> and
has distance d to the origin, its mathematical equation can be written using 3D plane
equation and equation 3.2 :

|nXX + nY Y + nZZ| = d⇐⇒
|Z||nX fX

Z + nY
fY
Z + nZf |

f
= d (3.4)
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Since all observable points are located in front of the image sensor, all Z values are
positive Z > 0. Therefore, by using the relation (3.2), the equation (3.4) can be rewritten
in the following way :

1

fd
|nXx+ nY y + nZf | =

1

Z
(3.5)

By replacing equation (3.5) into (3.3), we can model the relation between points of a
plane and its optical flow :

u =
xy

f
ΩX −

(
x2

f
+ f

)
ΩY + yΩZ +

(xTZ − fTX)|nXx+ nY y + nZf |
fd

v = −xy
f

ΩY +

(
y2

f
+ f

)
ΩX + xΩZ +

(yTZ − fTY )|nXx+ nY y + nZf |
fd

(3.6)

These equations were used in the study of [LHP80] to separate rotational movements
from optical flow under certain assumptions. Horn et al. [HW88] use these equations as
constraints to estimate optical flow in some particular cases such as pure translational or
pure rotational movement of the camera. The cumulative method c-velocity, as well as
the proposed uv-velocity, also exploit the special traits of these two equations to design
specific voting spaces and achieve planar segmentation.

3.4 c-velocity

c-velocity [BZ12] has been inspired by Labayrade’s work [LAT02] on V -disparity. Instead
of using the stereovision, c-velocity is designed for temporal mono-vision. Instead of using
the disparity, the optical flow is used to reveal the main structure of the scene. Using a
calibrated and rectified stereovision rig, the extraction of planar surfaces is reduced to
the detection of segments in the uv-disparity maps. Extracting planes in a monocular
system, by using optical flow requires to formulate a few assumptions. As for uv-velocity,
the use of c-velocity is limited, for the moment, to a few specific types of camera motion.
The design of the c-velocity space and its analysis methods has been driven by two
hypotheses :

First of all, the camera movement is translational. Indeed, c-velocity treats the pure
translational movement of camera at first step, since the planes information lies totally
on the translational component in the equation (3.6).

Secondly, the Manhattan world assumption is satisfied where the planes are parallel to
the planes created by any two main axes. In the case of a mobile camera, either moun-
ted on a vehicle, or on a mobile device, the scene consists of three categories of planar
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surfaces : horizontal, lateral and frontal, relatively to the camera. This assumption holds
particularly in urban scenes, when the camera is mounted on a car typically evolving
on the horizontal road, which is most generally parallel to the buildings. The horizon-
tal planes, for which the normal vector can be written as n = [0, 1, 0]>, represent the
road or the ground of the vehicle. It can also represent the ceiling of a room in indoor
environments. The vertical planes, for which n = [1, 0, 0]>, are related to the buildings
likely to be present on each side of the road. It can also stands for walls in an indoor
environment.

To finish, the frontal planes n = [0, 0, 1]> can represent some obstacles in front of the
vehicle, or buildings in the distance of an urban scene. In indoor places, it can be related
to obstacles (objects, pieces of furniture, etc.) or walls. With the two hypotheses above
mentioned, the equation (3.6) can be simplified in three different ways depending on the
type of plane under consideration. As camera moves from time t to t + 1, the term TZ

is viewed as an unknown constant in the equations (3.6). This is also true for the focal
length f which depends on the camera and the distance d from the plane to the origin.
Let xFOE and yFOE be the coordinates of the focus of expansion point FOE (depending
only on the 3D translation) as expressed by the equation (3.7) :

xFOE = f
TX
TZ

yFOE = f
TY
TZ

(3.7)

All things considered, the expressions of the optical flow coordinates u, v as well as its
norm w are significantly simplified, as shown in table 3.1.

In each of the three cases mentioned in table 3.1, an expression appears between the
motion norm w and the variables x, y which can be written as : w = Kc with a different
constant K and a different expression c in each case :

Horizontal planes cH = |y|
√

(x− xFOE)2 + (y − yFOE)2 (3.8)

Lateral planes cL = |x|
√

(x− xFOE)2 + (y − yFOE)2 (3.9)

Frontal planes cF =
√

(x− xFOE)2 + (y − yFOE)2 (3.10)

In each case, the relationship between the motion norms and the c parameter is linear.
Considering a two-dimensional voting space formed by the variables w and c, all pixels
belonging to a same planar surface will vote for the same linear profile in this cumulative
space. The slope K of each profile is determined by the distance d. Then the planes are
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Optical flow equations Expression of motion norm w

Horizontal
plane

u =
TZ(x− xFOE)|y|

fd

v =
TZ(y − yFOE)|y|

fd

w =
√
u2 + v2 =

TZ
fd
|y|
√

(x− xFOE)2 + (y − yFOE)2

w =
TZ
fd
cH

Lateral
plane

u =
TZ(x− xFOE)|x|

fd

v =
TZ(y − yFOE)|x|

fd

w =
√
u2 + v2 =

TZ
fd
|x|
√

(x− xFOE)2 + (y − yFOE)2

w =
TZ
fd
cL

Frontal
plane

u =
TZ(x− xFOE)

d

v =
TZ(y − yFOE)

d

w =
√
u2 + v2 =

TZ
d

√
(x− xFOE)2 + (y − yFOE)2

w =
TZ
d
cF

Table 3.1: Development of optical flow norm based on 3 predefined plane models.

detecting by extracting the different signatures exhibited by the voting space. The next
section focuses on the analysis of the c-velocity.

3.4.1 Voting space of c-velocity

For each of the three plane categories, a different voting space is needed since the constant
termK and the c-value are expressed differently, as explained by equations (3.8) to (3.10).
In order to better understand the relationships between the image and c-velocity space,
let us have a glance to the iso-motion contour maps of figure 3.3, for the three categories
of planes and for two different FOE. These lines reveal the distribution of points x, y
where c-value and w are constant, therefore which all vote to a same single point in the
voting space.

The analysis of the iso-motion contour maps allows us to visualize the interference pro-
duced by the contributions of other planes on the current voting space. As can be seen
on figure 3.3, the distribution of iso-motion contours on three planes are totally different
from each other, which means that the intervention of outliers is limited. For example,
in the horizontal plane voting space, the iso-motion map consists of horizontal oriented
curves parallel to each other. Each curve casts only one point (c,w) in that voting space if
these points on that curve belong to horizontal plan. However the vote will be scattered
on many w-values alongside these iso-motion curves if these points belong to lateral or
frontal plane according to their proper iso-motion contour. Thus, it makes their votes
insignificant at the end on this voting space. As a consequence, these outliers votes can
be removed easily by a simple thresholding.
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(a)

(b)

(c)

Figure 3.3: Examples of iso-motion contours (lines of constant velocity norm w) in the
three different voting spaces : horizontal (a), lateral (b) and frontal (c). The horizontal
and vertical axes represent the ox and oy on image (pixel). The left column shows
the iso-motion contours for xFOE = yFOE = 0 while the right column shows the iso-
motion contours for xFOE = 50, yFOE = 80. The red dot represents the FOE point.
The line of same color draws the position of points having the same w (hence c),
the value c increases as it goes further away the FOE point (blue→ orange→yellow

→purpose→green).
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It can be seen on figure 3.3 (a), for horizontal plane (|Y | = d, in mathematical terms),
the plane with equation {Y = 0 ⇒ y = 0,∀Y } constitutes a degenerate case, for which
all points project onto a straight line in the image. It is then impossible to detect this
element. The same analysis can be done for lateral planes forX = 0. These configurations
correspond to cases which are not realistic in the case of mobile robotics, since it would
correspond to an horizontal plane (respectively a vertical one) that intersects with the
optical axis and is perpendicular to the image plane. In other words, it would correspond
to levitating planes.

With the interpretation made from the iso-motion contour maps, the voting space is
defined as an accumulative matrix of two dimensions (c and w). In our study, c is the
ordinate and w is the abscissa. The voting spaces for three planes are created following
the steps described in Table 3.2.

INPUT : Optical flow (u, v)

OUTPUT : 3 voting spaces(horizontal_vs, lateral_vs, frontal_vs)

• Compute cH , cL, cF according to Table 3.1 for each pixel

• Compute w from u and v

• Create 3 empty matrices horizontal_vs, lateral_vs, frontal_vs

• For each point p(x, y) in image :

Increment one value at horizontal_vs(cH(x, y), w(x, y))

Increment one value at lateral_vs(cL(x, y), w(x, y))

Increment one value at frontal_vs(cF (x, y), w(x, y))

Table 3.2: Procedure used to create the c-velocity voting spaces.

Theoretically, following the steps described in Table 3.2 leads to the voting spaces where
linear profiles are revealed when planar surfaces are present in the scene.

It is important to address the problem of the discretization of each axis of the voting
space, which is also a well-known problem in the Hough transform. The range of values
that the variable c of horizontal and lateral planes can take is very wide and depends
both on the image dimensions and on the FOE location.

For example, if we have an image of 320×240 and xFOE=yFOE = 0, which is the case
where maximum of c is minimized, the cH -value can reach 32000. To remedy this problem,
instead of using the linear property w = Kc, a quadratic one is adapted by replacing
c-value by

√
c for horizontal and lateral planes.

w = K × c = K × (
√
c)2 = K × c2

s (3.11)

With the new cs-value, the horizontal and lateral voting spaces are much compact while
maintaining one parameter K to be estimated. As an example, figure 3.4 shows the 3
voting space under simulation. The detailed explanation on the creation of the simulated
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planes is given further in Section 3.8.1. Each type of plane is drawn once : horizontal
(red), lateral (green) and frontal (yellow) in the image. The frontal plane still keeps the
linear profile and the quadratic relation appears clearly on each horizontal and lateral
voting space corresponding to each type of plane.

horizontal lateral frontal

Figure 3.4: The horizontal, lateral and frontal voting spaces created from the op-
tical flow computed from the simulation of pure translation movement, the votes of
horizontal, lateral and frontal are represented in red, green and yellow respectively.

After creating the voting spaces, the one-parameter-quadratic and one-parameter-linear
profiles are detected using Hough transform. It has been proved in the work of Qiong Nie
[NBM12] that the creation of the c-velocity voting spaces is not required. Instead, the
Hough space of parameters is formed directly from w and c and the estimation is done
in a mutual way to improve the precision. This improves considerably the computation
speed and effectiveness of the c-velocity.

The next Section introduces our contribution on the velocity-based voting spaces, by
explaining the new uv-velocity strategy. The case of a pure translational motion of the
camera is first considered. Then the approach is further extended to rotations.

3.5 uv-velocity on pure translational movement

As explained previously, the c-velocity can detect three kinds of planes under pure trans-
lational movement of the camera. However, the combination of u and v, through the
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norm w, makes it difficult to develop further. Indeed, if the camera motion comprises
a rotation component ΩX ,ΩY or ΩZ , the expression of the norm w becomes extremely
complicated. Hence, it becomes impossible to deduce a relationship between w and c.
Equation (3.12) shows the expression of w derived from equation (3.6) when rotational
movement ΩY is involved :

w =

√√√√√
((

x2

f
+ f

)
ΩY +

(xTZ − fTX)α

fd

)2

+

(
− xy

f
ΩY +

(yTZ − fTY )α

fd

)2

, (3.12)

where α = |nXx + nY y + nZf |. Hence, we propose a new method called uv-velocity to
detect planar surfaces which is able to expand the application domain of the original
c-velocity technique. We investigate the capacity of uv-velocity in different conditions
to prove its progressive trait. In order to alleviate the weaknesses of the c-velocity, we
propose to study the possibility of a different voting space, which would use directly the
components of the motion vectors u, v instead of their norm w. The first question that
has to be addressed is the number and the shape of such voting spaces that would allow
to detect the three types of planar surfaces : horizontal, lateral and frontal. First of all,
we focus on the same assumptions as the c-velocity, i.e. a translational motion of the
camera in a Manhattan world. The previous notations are kept. Table 3.3 collects the

Optical flow equations Observation

Horizontal
plane

u =
TZ(x− xFOE)|y|

fd

v =
TZ(y − yFOE)|y|

fd

u =
TZ(yx− yxFOE)

fd
=
TZyx− yfTX

fd
= F (x, y)

v =
TZ(y2 − yfyFOE)

fd
=
TZy

2 − yfTY
fd

= F (y)

Lateral
plane

u =
TZ(x− xFOE)|x|

fd

v =
TZ(y − yFOE)|x|

fd

u =
TZ(x2 − xxFOE)

fd
=
TZx

2 − xfTX
fd

= F (x)

v =
TZ(xy − xyFOE)

fd
=
TZxy − xfTY

fd
= F (x, y)

Frontal
plane

u =
TZ(x− xFOE)

d

v =
TZ(y − yFOE)

d

u =
TZx− fTX

fd
= F (x)

v =
TZy − fTY

fd
= F (y)

Table 3.3: Sum-up of the relationships between uv and xy, for the three categories of
planar surfaces.

three relationships between the optical flow components (u, v) and the pixel coordinates
(x, y). Note the sign of |y| is neglected, we will further discuss this point. A parame-
tric relationship is observed between (u, v) and (x, y) elements. For sake of clarity, we
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introduce the following coefficients, that are constant for a given planar surface :

aZ =
TZ
fd

; aY =
TY
fd

; bX =
TX
d

; bY =
TY
d
.

The simplified relationships between the motion components (u, v) and the spatial coor-
dinates (x, y) are collected in table 3.4.

Optical flow equations

Horizontal plane u = aZxy − bXy
v = aZy

2 − aY y

Lateral plane u = aZx
2 − bXx

v = aZy
2 − bY y

Frontal plane u = aZx− bX
v = aZy − bY

Table 3.4: Relationships between (u, v) and (x, y) for specific plane models and camera
motion

According to table 3.4, six different voting spaces can be designed. In fact, only two of
them are needed. Regarding the case of horizontal planes, the v-element is a quadratic
function of y, while the u component depends on xy, which is more difficult to handle
in a voting space. For lateral planes, u is a quadratic function of x and for frontal
planes, both relationships are linear. Therefore, according to these observations, only
two bidimensional voting spaces U(u, x) and V(v, y) are needed to detect the signatures
of the planar elements.

Like c-velocity, we also observe iso-motion contours of these two voting spaces in order
to investigate the inter-model influence on each voting space.

Figure 3.5 shows the iso-motion lines for each category of planes on two voting spaces U
and V. The iso-motion contours in this case draw the distribution of points having the
same u or v elements on image plane.

First, let us focus on the horizontal plane in figure 3.5 (first row). The iso-v contours
(right column) form straight lines parallel to the ox axis, so y is constant. Thus, these
pixels create a consensus for the point (v, y). Considering all (v, y) values of a given
horizontal plane, a prominent parabola v = F (y) of significant votes appears in V. Let
us consider an image that also contains lateral planes, which corresponds to the iso-v
lines of figure 3.5 (second row on the right). For a given y, the votes are scattered on
various v-values, which can cause small interference for the detection of horizontal planes.
However, the voting strategy proposed for parabola detection (described in section 3.7.1)
allows to tackle the problem.

This explanation holds for lateral planes by inverting y and x and replacing v by u, and
V by U. The lateral plane creates a parabola u = F (x) in U. To finish, the iso-motion
contours for frontal planes show linear relations on both U and V.
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Horizontal

Lateral

Frontal

Figure 3.5: The iso-motion contours drawn in the image space (y in abscissa and x
in ordinate), for 3 types of planes and xFOE = yFOE = 0 (represented as a red dot).
First column : lines of similar |u| in voting space U. Second column : lines of similar
|v| in voting space V. The value (|u| or |v| increases as it goes further away from FOE

point (blue→orange→yellow).
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As a consequence, with the uv-velocity strategy, only two voting spaces are needed for
detecting three types of planes. The creation steps of these voting spaces are detailed in
table 3.5.

INPUT : Optical flow map (u, v)

OUTPUT : 2 voting spaces(U(u, x) and V(v, y))

• Create 2 empty matrices U and V

• For each point p of coordinates (x, y) in image :

Increment one value at U(u(x, y), x)

Increment one value at V(v(x, y), y)

Table 3.5: Procedure used to create the U and V voting spaces.

Considering a simulated image composed by the 2D motion of synthetic 3D moving planes
like the one in the c-velocity part, figure 3.6 illustrates the contribution of each plane
on the two voting spaces. These results corroborate the theoretical analysis. Indeed,
a parabola curve appears for horizontal and lateral planes on V and U respectively,
while the frontal plane produces a straight line on both voting spaces. In addition, the
interventions of outliers models (lateral plane (yellow) on V voting space or horizontal
plane (red) on U) is minimized, which consolidates the above analysis of the iso-motion
contours.

Discussion on v-disparity and uv-velocity. Let us show that the v-disparity [LAT02]
is a special case of the uv-velocity. Note that the u and v notations do not refer to the
same parameters : u and v are the pixel coordinates in Labayrade’s work whereas they
correspond to motion components in ours. According to the system depicted in [LAT02],
which is a rectified stereoscopic system, the disparity is the horizontal (lateral) translation
of each point from the left view to the right view. It corresponds to a translational
motion where TX = TZ = 0 and TY 6= 0. Therefore, considering our notations, where
u, v correspond to the motion, the component u is nul at each pixel. The horizontal
motion components v 6= 0 correspond to the disparity.

Consequently, the relationships of table 3.3 are reduced to the expressions collected in
table 3.6.

We retrieve the linear relationship between the spatial coordinates y and the disparity v,
that is v = Ky for the horizontal plane (the road) and the constant v for frontal plane
which are already analyzed in v-disparity. Here, we see another linear relation v = Kx

for lateral planes which leads to another potential voting space V to detect these kinds
of planes with disparity.

After this remark on the uv-disparity, the next section studies the extension of the uv-
velocity, when more complex motions are considered.
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(a) (b)

Figure 3.6: The V(a) and U(b) voting space created from the optical flow computed
from the simulation of pure translation motion of 3D planes, the votes of horizontal,
lateral and frontal are represented in red, green and yellow respectively.The horizontal

axe represents the v(u)-values and the vertical axe represents the y(x)-values

Observation

Horizontal plane
u = 0

v =
−yTY
d

= F (y)

Lateral plane
u = 0

v =
−xTY
d

= F (x)

Frontal plane
u = 0

v =
−TY
d

= const

Table 3.6: Relationships between uv and xy in the special cas of the uv-disparity.
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3.6 uv-velocity : extended planes and additional rotational
movements

As we can see from the previous section, uv-velocity allows to characterize the optical
flow of planes into parametric curves under the same assumptions and hypotheses than
the original c-velocity, in particular the translational motion model of the camera. The
expected advantage of the uv-velocity is an easier implementation and a faster execution,
with similar results in terms of precision.

This section explores extensive cases of the uv-velocity where rotation is taken into ac-
count, therefore extending the notion of the three planes categories considered previously.

3.6.1 Extended planes

The previous explanation of the uv-velocity considers three main categories of planes
(horizontal, lateral and frontal) by assuming a translation motion of the camera along
the optical axis. Considering now the possibility of rotations, it is necessary to use another
definition of this classification. We now consider two main categories : extended horizontal
(ex-horizontal) and extended lateral (ex-lateral) planes.

(a) (b)

Figure 3.7: The new two types of planes : ex-horizontal (a) and ex-lateral (b). The
red line represents the plane with normal vector n.

An ex-horizontal plane, described on figure 3.7 (a) is perpendicular to the (ZOY ) plane
(its normal n is therefore parallel to (ZOY )). If the angle between the normal vector n
and (OZ) is θ, the normal vector of the plane is expressed as n = [0, sin(θ), cos(θ)]>.
The ex-horizontal planes represent the tilted road or obstacles in front of the camera.
The horizontal and frontal planes are two special cases of ex-horizontal planes where the
angle are θ = π

2 and θ = 0 respectively.

In a same way, the ex-lateral plane depicted by figure 3.7 (b) has a normal vector (n =
[sin(φ), 0, cos(φ)]>) parallel to (XOZ) plane with the angle φ between the normal vector
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and (OZ). The ex-lateral planes allow us to model a wider range of buildings on the two
sides of the road as well as different shapes of obstacles. Similarly to ex-horizontal planes,
the lateral and frontal planes are special cases of ex-lateral planes where the angles are
φ = π

2 and φ = 0 respectively. For example, when a vehicle moves forward behind
another vehicle (a frontal plane) and then turns left or right, the frontal vehicle becomes
a ex-lateral plane.

3.6.2 uv-velocity with additional rotational movement

Looking back to equation (3.6) together with the new definition of the extended planes,
this section studies the ability of uv-velocity to exhibit the extended planes introduced
previously. Let us consider that the motion of the camera is composed of a translation
and either a rotation components ΩY (around axis OY ) or ΩX (around axis OX).

• Additional rotation ΩY :

Motion (TX , TY , TZ) 6= (0, 0, 0)
(ΩX ,ΩZ) = (0, 0),ΩY 6= 0

Equation
u = −

(
x2

f + f
)

ΩY + xTZ−fTX
Z

v = −xy
f ΩY + yTZ−fTY

Z

Plan ex-horizontal
u = −

(
x2

f + f
)

ΩY + xTZ−fTX
fd × |ysin(θ) + fcos(θ)| =F(x,y)

v = −xy
f ΩY + yTZ−fTY

fd × |ysin(θ) + fcos(θ)| =F(x,y)

Plan ex-lateral
u = −

(
x2

f + f
)

ΩY + xTZ−fTX
fd × |xsin(φ) + fcos(φ)| =F(x)

v = −xy
f ΩY + yTZ−fTY

fd × |xsin(φ) + fcos(φ)| =F(x,y)

Table 3.7: Overview of equations on each type of plane when ΩY 6= 0.

Rotating around OY axis is the most common rotation for mobile robots or vehicles as
it represents the turning left or right. The table 3.7 recalls the assumptions made on the
camera motion model and provides the resulting OF equations, first for the general case,
then for both categories of extended planes.

According to these equations, only the ex-lateral planes family can be recovered by
analyzing the U(u, x) voting space since a quadratic relationship exists between u and
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x, as demonstrated by equation (3.13) :

u =

(
TZsin(φ)

fd
− ΩY

f

)
x2 +

(
−TXsin(φ) + TZcos(φ)

d

)
x+ fΩY −

fTXcos(φ)

d
, ∀x >= −fcotan(φ)

u =

(
−TZsin(φ)

fd
− ΩY

f

)
x2 +

(
TXsin(φ)− TZcos(φ)

d

)
x+ fΩY +

fTXcos(φ)

d
, ∀x < −fcotan(φ)

(3.13)

As this relation has two forms according to the position of x and the threshold fcotan(φ),
an ex-lateral plane will be represented by up to two parabolas separated by

xthresh = −fcotan(φ)

in the voting space.

• Additional rotation ΩX :

Motion (TX , TY , TZ) 6= (0, 0, 0)
(ΩY ,ΩZ) = (0, 0),ΩX 6= 0

Equation
u = xy

f ΩX + xTZ−fTX
Z

v =
(
y2

f + f
)

ΩX + yTZ−fTY
Z

Plane ex-horizontal
u = xy

f ΩX + xTZ−fTX
fd × |ysin(θ) + fcos(θ)| =F(x,y)

v =
(
y2

f + f
)

ΩX + yTZ−fTY
fd × |ysin(θ) + fcos(θ)| =F(y)

Plane ex-lateral
u = xy

f ΩX + xTZ−fTX
fd × |xsin(φ) + fcos(φ)| =F(x,y)

v =
(
y2

f + f
)

ΩX + yTZ−fTY
fd × |xsin(φ) + fcos(φ)| =F(x,y)

Table 3.8: Overview of equations on each type of plane when ΩX 6= 0.

The rotation ΩX around the axis OX (the tilt) occurs less frequently than ΩY rotations
on vehicles. It can occur on speed bumps for example. This kind of motion would occur
more often on Unmanned Aerial Vehicles (UAV) or with everyday life mobile equipments
like smartphones and tablets, where the camera movement is free. In this case the uv-
velocity analysis can bring useful information about the scene.

As we can see in table 3.8, only the ex-horizontal planes can be exhibited as parabola in
the V(v, y) voting space :
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v =

(
TZsin(θ)

fd
+

ΩX
f

)
x2 +

(
−TY sin(φ) + TZcos(θ)

d

)
x+ fΩX −

fTY cos(θ)

d
,∀y >= −fcotan(θ)

v =

(
−TZsin(θ)

fd
+

ΩX
f

)
x2 +

(
TY sin(θ)− TZcos(θ)

d

)
x+ fΩX +

fTY cos(θ)

d
, ∀y < −fcotan(θ)

(3.14)

V U

Figure 3.8: The V and U voting spaces created from the optical flow computed from
the simulation with additional ΩY = π/20 rotation. The ex-lateral plane, the frontal
plane and horizontal plane are drawn in green, yellow and red respectively. The votes’
color of these planes match their planes’.The horizontal axe represents the v(u)-values

and the vertical axe represents the y(x)-values

Thus, when the camera motion involves rotations, the use of uv-velocity is limited to
a few categories of planes. The pan motion, i.e. rotation along the Y axis, allows the
detection of ex-lateral planes, while the tilt rotation allows the detection of ex-horizontal
planes.

In order to validate these results, figure 3.8 shows the resulting uv-disparity voting spaces
for ΩY rotation, with the color convention mentioned in the description. The voting space
V(v, y) exhibits scattered curves associated to the three surfaces. According to the table
3.7 , this voting space is difficult to interpret, since the parameters of the expressions
depend also on the x values which are not involved in this space. As a consequence, the
intensity of these votes is low. The voting space U(u, x) displays the parabolic signatures
of two ex-lateral planes : the lateral surfaces (in green) and the frontal surface (in yellow),
which confirms the theory stated previously.
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V U

Figure 3.9: The V and U voting spaces created from the optical flow computed from
the simulation with additional ΩX = π/20 rotation. The ex-lateral plane, the frontal
plane and horizontal plane are drawn in green, yellow and red respectively. The votes’
color of these planes match their planes’.The horizontal axe represents the v(u)-values

and the vertical axe represents the y(x)-values

In a similar way, Figure 3.9 displays the uv-disparity voting spaces when a rotation
ΩX occurs. Here, U(u, x) can not be exploited. V(v, y) exhibits the signatures of two
ex-horizontal planes : the horizontal (in red) and lateral planes (in green).

Thus, the simulation experiments confirm the parabolic relationships between u− x for
ex-lateral planes and v − y for ex-horizontal planes.

As a conclusion, the V(v, y) and U(u, x) voting spaces bring the possibility to detect the
extended planes with the additional rotational camera motion.

Sections 3.5 and 3.6 have studied the mathematical expressions for uv-velocity which
can be able to address a wider range of applications in comparison to c-velocity, while
maintaining the simplicity by using the direct transforms u = F (x) and v = F (y) to
form the voting spaces (see table 3.9).

Table 3.9 compares the c-velocity and uv-velocity in terms of input data and dimensions,
with H and W the image dimensions. The voting space dimension formula of c-velocity
is based on horizontal voting space with xFOE = yFOE = 0. The parameters wmax, vmax,
vmin, umax, umin are the maximum and minimum values of w, v, u.
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c-velocity uv-velocity

Input cH , cL, cF and w =
√
u2 + v2 u and v

Voting space dimension

√
H

2

√
(H/2)2 + (W/2)2 × wmax

H × |vmax − vmin|
W × |umax − umin|

Table 3.9: Comparison between voting space of c-velocity and uv-velocity .

Although the dimensions of the voting spaces are competitive between c-velocity and
uv-velocity, uv-velocity has the advantages of avoiding the complicated expression of c-
value and w-value before forming the voting spaces. In addition, only two voting spaces
are needed to achieve the task of c-voting space. The performances of these two methods
are compared further in Section 3.8 through simulations and experiments.

The next part gives practical details about the analysis of the voting spaces, i.e. the de-
tection of the parametric curves in the voting spaces followed by the image segmentation
into planar regions.

3.7 Analysis of the voting spaces

It has been shown that there are parametric curves revealed by the V(v, y), U(u, x)

voting spaces when planes are present in the image. This section analyzes the behaviour
of these curves on those voting spaces, including the c-velocity voting spaces, starting
with the case of a pure translational motion model in paragraph 3.7.1. The case of a
rotation is studied in a second step in paragraph 3.7.2.

3.7.1 Pure translational movement with three main planes

c-velocity voting space. c-velocity uses three voting spaces, one per category of
planes : horizontal, lateral and frontal. According to Section 3.4.1, the horizontal and
lateral voting spaces exhibit the parabola w = K × c2, while the frontal voting space
reveals a linear relationship w = K × c. Since each voting space is used to estimate one
parameter, it is simple to find K following the steps described in table 3.10.

The threshold τI (I for inliers) is used to eliminate the low votes (outliers). The τN pa-
rameter is used to detect multi-parabola if they ever exist in voting space. The threshold
is determined by experiences. In our case τN = Hvs/4 where Hvs is the height of each
voting space.
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INPUT : Voting space C(c, w)

OUTPUT : K

Create table TAB for stocking parameter K = [0,∆, 2∆...N ]

For each point p(i, j) > τI in voting space C(c, w)

Compute Kij = i
j2

Find the position of Kij in TAB : pos =
Kij
∆

Increase TAB(pos) by one unit

End

Search in TAB voted position peak where TAB(peak) > τN

Return the K at TAB(peak)

Table 3.10: Parabola parameter estimation for c-velocity.

The straight lines related to frontal planes are estimated by using the steps of table 3.10
but with the linear relationship between i and j instead of the quadratic one.

uv-velocity voting space. As we analyze the relation between u − x and v − y in
table 3.3, the real form on function v = F (y) (or u = F (x)) is not a natural parabola,
as shown by figure 3.10, because of the absolute values |y| (or |x|).

TZ > 0 TZ < 0

Figure 3.10: The two cases of "parabola" defined by a function v = F (y). Horizontal
and vertical axes represent the v-value and y respectively.

The parabola crosses the axis v = 0 at y = 0 and y = yFOE and changes sign as it
crosses the limit y = 0. We show that this situation never occurs to the parabola to be
detected for 3 categories of planar surfaces. For example, in horizontal plane |Y | = d, the
projection on image plane on oy-axis is y = f YZ . So the depth of the plane determines
the vertical expansion of the plane y = F (Z). Supposing that d 6= 0 to avoid degenerated
case where |Y | = 0⇒ y = 0, ∀Z, the horizontal plane appears as a straight line in image,
and we have :



From motion to structure : uv-velocity 60

lim
Z→∞

y = f
Y

Z
= 0 (3.15)

So the projection of a horizontal plane never crosses the ox, hence the sign can be safely
removed. This observation is important for the segmentation procedure afterwards.

On each voting space, a parabola and a straight line are exposed because of the availa-
bility of three planes in image. As the number of voting spaces of uv-velocity decreases,
the complexity of curve profile increases.

The parabola on these voting spaces does not follow the relation y = Ax2 like c-velocity
but has the form y = Ax2 + Bx (see table 3.3). We can use the Hough Transform to
estimate directly two parameters A and B. The complexity is double compared to c-
velocity in this case. However if xFOE and yFOE are known, the number of parameters
can be reduced to only one for both parabola and line detection. Luckily, the FOE point,
where all OF converge or diverge, is easy to be estimated by a voting scheme since there
are only translational movements. Consequently, we consider the cases where FOE is not
at infinity (TZ 6=∞).

? Detection of the parabola curves (for horizontal and lateral planar regions)

The parabola curve appears only for horizontal and lateral planes. Because the inter-
pretation is almost the same in both cases, we consider only the equations related to
horizontal planes for explanation. The original quadratic equation of horizontal plane in
V voting space is :

v =
TZ
fd
y|y| − TY

d
|y| = TZ

fd
(y|y| − |y|yFOE) (3.16)

By removing the absolute values, this equation can be written as :

v = K(y2 − yyFOE), ∀ sign(yTZ) ≥ 0

v = −K(y2 − yyFOE), ∀ sign(yTZ) < 0,
(3.17)

where K = |TZ |
fd > 0. Then we find the relation :

v = sign(yTZ)Kv′,K > 0 (3.18)

For a determined optical flow, the v′ is the constant parabola which is drawn from the
equation v′ = y2 − yyFOE . The value v of optical flow is scaled proportionally to v′ by
the constant K. So instead of estimating directly two parameters A and B, the parabola
can be found by estimating only K > 0. Note that the parameter K depends only on
the proportional relationship between v and v′, which makes the estimation easier.
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The same interpretation for parabola can be deduced in an analogous way for lateral
planes. V is replaced by U, leading to the following equations (3.19) and (3.20).

u = K(x2 − xxFOE) = |K|u′, ∀ sign(xTZ) ≥ 0

u = −K(x2 − xxFOE),∀ sign(xTZ) < 0
(3.19)

u = sign(xTZ)Ku′ (3.20)

The constant which links u and the reference u′ is found through different x-values. The
steps of finding parameter K of these parabolas are detailed in table 3.11.

INPUT : Voting space vs, yFOE or xFOE
OUTPUT : K

Create table TAB for stocking parameter K with step ∆ with N elements

Pre-compute v′(j) = j2 − jyFOE or u′(j) = j2 − jxFOE , ∀j
For each point p(i, j) > τI in voting space vs

Compute Kij = |v(p(i,j))
v′(i) | or Kij = |u(p(i,j))

u′(i) |
Find the position of Kij in TAB : pos =

Kij
∆

Increase TAB(pos) by one unit

End

Search in TAB voted positions peak where TAB(peak) > τN

Return the K at TAB(peak)

Table 3.11: Parabola parameter estimation for uv-velocity.

The role of each parameter is the same as the one in table 3.10, except that v(p(i, j)), u(p(i, j))

are the v, u-values at the position j in the voting space. Since Kij is found by dividing
v(p(i,j))
v′(i) , we avoid points where v′ ≈ 0. Moreover, the OF of magnitude under 0.5 is not

relevant because of the weak precision of OF estimation and the models are not distinc-
tive on these points (for example, on V voting space, each curve goes through yFOE by
value v ≈ 0).

? Detection of the lines (for frontal planar regions)

The detection of the straight lines corresponding to frontal planes in voting spaces V or
U is more simple than the detection of the parabola. The expressions to be determined
are given by equations (3.21) and (3.22) :

v =
TZ
fd

(y − yFOE) = Ky′ (3.21)

u =
TZ
fd

(x− xFOE) = Kx′ (3.22)
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The straight lines always go through point (0, yFOE) in V or (0, xFOE) in U so we can
shift the origin to that point. Consequently, the number of parameters is reduced to only
one parameter K. The estimation is described in table 3.12.

INPUT : Voting space vs, yFOE or xFOE
OUTPUT : K

Create table TAB for stocking parameter K with step ∆ with N elements

For each point p(i, j) > τI in voting space vs

Compute Kij = | v(p(i,j))
j−yFOE | or Kij = |u(p(i,j))

i−xFOE |
Find the position of Kij in TAB : pos =

Kij
∆

Increase TAB(pos) by one unit

End

Search in TAB voted positions peak where TAB(peak) > τN

Return the K at TAB(peak)

Table 3.12: Line parameter estimation for uv-velocity.

Pixel Segmentation. Knowing the profile of each curve, a re-projection process is
needed to segment the image pixels into planes according to the pair w− c for c-velocity
or u− x and v − y for uv-velocity. A fast and simple strategy consists in computing the
reference value of each profile wref , uref or vref then compare the actual w,u or v with
the reference to see if it fits in a limit δ. Then we can decide whether a pixel belongs to
a profile and aggregate the pixel to the correspond plane. The summary of the reference
values are shown in table 3.13.

c-velocity uv-velocity

Horizontal plane wref = Kc2H vref = sign(yTZ)Kv′

Lateral plane wref = Kc2L uref = sign(xTZ)Ku′

Frontal plane wref = Kcf

vref = Ky′

or
uref = Kx′

Table 3.13: The used reference value to segment pixel into planar surface

As we can see in table 3.13, the norm of OF w is calculated straightforward thanks to the
estimated K and the c-value. But the uref and vref are a bit more complex to compute
since the formula involves the sign of TZ , which is unknown.
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However, in the pure translation movement case, this factor can be estimated by obser-
ving the sign of u and v of OF in the 4 quadrants separated by x = xFOE and y = yFOE .
Figure 3.11 shows the typical OF shapes in the image when the camera moves forward
(TZ > 0). The dominant sign of u and v are detailed in table 3.14. A voting scheme is
used to determine the dominant sign in each quadrant. One or all 4 quadrants can be
analyzed to ensure the sign of TZ .

Figure 3.11: The typical distribution of OF on 4 quadrants divided by FOE in case
TZ > 0.

Quadrant sign(u) sign(v)
I + +
II - +
III + -
IV - -

Quadrant sign(u) sign(v)
I - -
II + -
III - +
IV + +

(a) (b)

Table 3.14: Dominant sign of and on each quadrant in two case : TZ > 0 (a) and
TZ < 0 (b).

After the detection of the main curves in the voting spaces using Hough transform, a
reference model is determined for each of them. The classification of the pixels consists in
assigning them to the closest model. However, the outliers points (which do not belong
to a planar surface) can also be assigned to one of the models when their optical flow
coincidentally satisfies the comparison condition. This effect can be seen on the voting
spaces of figure 3.4 and figure 3.6 where the main curve interferes with votes emanating
from other models. In order to partially remedy this problem, knowing that horizontal
or lateral planes projections on image never cross the middle line of the image (oy or ox
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axes), we can analyze the voting space and segment the image on each half of image to
avoid the interference of other models for horizontal and lateral planes.

In practice, that is in an urban environment, most planes are horizontal and lateral. The
frontal planes are smaller (in terms of area in image) so their votes are not as numerous
as the others. Thus, a hierarchical strategy is chosen, by first estimating the horizontal
and lateral planes. The voting space dedicated for frontal planes is formed in a second
stage, using the remaining pixels.

3.7.2 With additional rotational movement and ex-planes

As studied in Section 3.6, when rotation is considered, the voting spaces U and V has
the capacity to reveal the ex-planes.

The equations (3.13) and (3.14) show that each plane can produce two different portions
of parabola, depending on the pixel coordinates and the orientation of the surface. Ho-
wever, in most practical cases, a plane leads to only one parabola in the voting space.
To prove that statement, we analyze the case of ex-lateral planes, by focusing on the U

voting space.

The two parabolas of this kind of planes are separated by the threshold xthresh =

−fcotan(θ) from the expression |xsin(θ)+fcos(θ)| which can be expressed in two cases :

xsin(θ) + fcos(θ), ∀x ≥ −fcotan(θ)

−xsin(θ)− fcos(θ), ∀x < −fcotan(θ)
(3.23)

If θ is small, the impact of xsin(θ) becomes negligible, we can safely remove the absolute
sign, that is the case of frontal planes. In the case θ has average value, considering a
camera with focus f , pixel size sp, image size W ×H. The maximum value x that the
image plane can capture at Z = f (on image plane) is xmax = spW/2. The limit angle
θ for which the xthresh still lies inside the image is expressed by the following equation
(3.24) :

− xmax < xthresh < xmax

xmax > fcotan(θ) > −xmax
xmax
f

> cotan(θ) > −xmax
f

|θ| > |arccotan(
xmax
f

)|

(3.24)

Let θlim be the angle limit defined by θlim = arccotan(xmaxf ). A plane’s angle |θ| < |θlim|
will lead to a threshold point xthresh located outside the image vision field (out of zone
created by −xmaxOxmax). Hence, it produces only one parabola in the voting space.
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Those planes with |θ| > |θlim| never reach the xthresh. Indeed, considering the plane
shown on figure 3.12 where θ > 0 ⇒ cot(θ) > 0 ⇒ xthresh < 0. That means the xthresh
is always staying on the opposite side of the ray OA. The sign of xthresh is inverted if
θ < 0, but the explication is still the same. Calling θ0 the angle between Oxthresh and
OZ, A the projection of optical center on the plane and T the intersection between the
ex-lateral plane and OZ, then at Z = f :

xthresh = −fcotan(θ) = −f OA
AT

(3.25)

We also have, according to the figure 3.12

tan(θ0) =
|xthresh|

f
=
OA

AT
= cotan(θ) (3.26)

However, we also have cotan(θ) = tan(π2 − θ). So the equation (3.26) becomes :

tan(θ0) = tan(
π

2
− θ)⇒ θ0 =

π

2
− θ (3.27)

Hence the angle between the Oxthresh and OA is θ + θ0 = π
2 . This leads to the ray

Oxthresh parallel to the plane. Hence, the plane never crosses the xthresh on image plane.
When the θ → π/2, the xthresh reaches the middle of image but at the same time the
plane becomes pure lateral where its projection on image does not cross x = 0 as proved
before. So in any case, there is only one parabola for an ex-lateral plane on voting space.

Figure 3.12: Illustration of ex-lateral planes red line and its projection (blue line) on
image plane (orange line) .

For ex-horizontal planes, the interpretation is similar. We replace OX by OY and the
angle is φ instead of θ. Therefore, for realistic situations, the voting space exhibits only
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one parabola for each type of plane.

The parabolas follow the generic equation y = Ax2 + Bx + C, where three parameters
have to be estimated. In that case, a RANSAC technique is chosen instead of the Hough
transform in order to reduce the calculation time and memory resources. Three points
are randomly chosen in the voting space to compute the unknown A, B and C of the
estimated parabola :

A =
y3(x2 − x1) + y2(x1 − x3) + y1(x3 − x2)

D
,

B =
y2

3(x1 − x2) + y2
2(x3 − x1) + y2

1(x2 − x3)

D
,

C =
y2y3(y2 − y3)x1 + y3y1(y3 − y1)xj + y1y2(y1 − y2)x3

D
,

(3.28)

where (x1, y1), (x2, y2), (x3, y3) are the coordinates of the 3 points and D = (y1−y2)(y1−
y3)(y2 − y3). The estimated parameters define the reference parabola. Then, points of
the voting space are associated to this shape and considered as inliers when they are
close enough to the curve (threshold τd), considering an Euclidean distance. Then, when
the number N of inliers is high enough, the estimated parameters A, B and C are kept
and the process stops. The details about this analysis are given in table 3.15, where
max_iter is the maximum number of iterations for RANSAC. In the case of multiple
parabola on the image, we remove the inliers of the previous estimation on the threshed
voting space then proceed to the estimation again if the number of remaining pixels is
higher than the 30% of voting space’s height.

INPUT : Voting space vs, yFOE or xFOE
OUTPUT : A,B,C

Threshold the voting space vs with τI
For i =1 :max_iter

Choose randomly 3 points where vs(i, j) = 1 and extract their coordinates

Compute the A,B,C following Equ.3.28

Compute the distance dij of each point to the new estimated parabola

Find and count the N points for which dij < τd

The parameter A,B,C are chosen and break the loop when N > τN

End

Table 3.15: Procedure used for RANSAC estimation of the three parameters A, B, C
of the parabola.

Once the parabola is detected and characterized, the relationship between motion (u, v)

and spatial location (x, y) is fully determined. It corresponds to a set of reference motion
values vref or uref . Each motion value (u, v) in the image is compared to the reference
velocity and aggregated to the corresponding planar surface when it is similar enough
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Figure 3.13: The 3 simulated planes with a camera movement T = [0, 0, 0.5]> : hori-
zontal (red), lateral(green) and frontal (yellow). The brighter colors show the projection

of the planes after movement.

(considering a tolerance of δ). The procedure is similar to the one explained in the "Pixel
Segmentation" part above.

This section has covered the characteristics of voting spaces of c-velocity and uv-velocity
and depicted steps to estimate the parameters of curves from these voting spaces. The
next section shows the performance of the segmentation between these two voting spaces
and compares the cumulative method to a direct homography-based method.

3.8 Experiments

The experiments are conducted following two scenario, first on synthesized images then
on real sequences to compare the uv-velocity with c-velocity. The expected results are : a
lighter computation, a lower amount of memory required while preserving the quality of
the planar segmentaion. Then, the accumulative voting method uv-velocity is compared
to a parametric method where planes are segmented by estimating the homography
transformation [HZ03].

3.8.1 Simulation

For the first simulation experiment, we have created a point cloud for each of the three
planes : horizontal, lateral and frontal. Then, these point clouds are projected to the
image plane to form the first-view synthesized image. The coordinates of points are
changed according to the pure translational movement of the camera and are projected
again onto the image plane to form the second-view synthesized image. While projecting
on image plane, the optical flow for each point is computed at the same time. The
resulting OF map is used to create the voting space. Figure 3.13 shows the first simulation
where the camera motion is a pure translational movement T = [0, 0, 0.5]>. We compare
the results between c-velocity and uv-velocity in terms of segmentation quality, number
of operators and memory use.
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3.8.1.1 c-velocity

The three binarized voting spaces used in the c-velocity method are represented in figure
3.14. A parabola appears clearly on each voting space, confirming the presence of each
category of planar surfaces, as discussed previously in Section 3.4.1. The frontal voting
space uses the original cF -value, that is without the root square, since its range is not
too large compared to the other two c-values. Hence, we see a straight line on voting
space figure 3.14(c) .

The parabola and lines are detected by analyzing each voting space (see figure 3.14). By
using the segmentation strategy described in Section 3.7, we obtain the result shown on
figure 3.16(a).

3.8.1.2 uv-velocity

Simulation for a translation of the camera. Under the same simulation as in the
previous part, the two voting spaces U and V of uv-velocity are shown in figure 3.15 (a)
and 3.15 (c).

The following parameters are used :

U τI = 0.1H τN = 0.3W ∆ = 0.5e− 4

V τI = 0.1W τN = 0.3H ∆ = 0.5e− 4

The thresholds are chosen by experiences in order to have a good visualization of the
curves on voting spaces. The detected parabolas are shown in figure 3.15(b) and figure
3.15(d). A parabola and a straight line are found on each voting space. By using the same
strategy used for c-velocity, the resulting segmentation is displayed on figure 3.16(b).

Thus, according to this simulation, c-velocity and uv-velocity have efficiently transpo-
sed the problem of plane segmentation to a problem of model fitting in a 2D space.
Finally, the segmentation results are qualitatively similar, as illustrated in figure 3.16.
Indeed, by looking at the table 3.16 comparing the accuracy of segmentation between
two approaches, the performances are almost identical. The accuracy of segmentation is
computed by the equation 3.29 :

Accuracy =
TP + TN

N
(3.29)

where TP (true positive) is the number of pixels correctly labeled in a plane region, TN
(true negative) is the number of pixels correctly attributed in a non-plane region and N
is the total number of available pixels.
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horizontal (a) lateral (b) frontal (c)

Figure 3.14: The three binarized voting spaces for a pure translation movement T =
[0, 0, 0.5]> (top row) and the detected curve on these voting spaces (bottom row). The

horizontal axe represents the c-values, the vertical axe represents the w-values

Table 3.17 shows a more detailed comparison, regarding the total amount of memory
bytes required, the number of operations, and the execution times. Obviously, uv-velocity
needs only two voting spaces and is much more simple an rapid to compute.
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(a) (b) (c) (d)

Figure 3.15: The voting spaces (V (a), U(c)) with the detected parabola (red) and
line (green) on each voting space (V(b) and U (d)) for the experiment illustrated by
figure 3.13. The horizontal axe represents the u or v values, the vertical axes represents

the H or W value for V or U respectively

(a) (b)

Figure 3.16: The 3 planes detected by (a) c-velocity and (b) uv-velocity : horizontal
(red), lateral(green) and frontal (yellow)

Consequently, considering a translational motion of the camera, the uv-velocity can re-
place c-velocity and is able to detect the three basic planes : horizontal, lateral and
frontal.
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Plane uv-velocity c-velocity
Horizontal 1 1
Lateral 0.99 0.99
Frontal 0.99 1

Table 3.16: Accuracy comparison for each plane segmentation model between c-
velocity and uv-velocity

c-velocity uv-velocity

Memory usage 2.008M float-unit 125.4K float-unit

Nb.operator 2.0958M 730.8K

Execution time 12 seconds 6 seconds

Table 3.17: The detail of memory usage, number of operators and execution time for
c-velocity and uv-velocity for the simulation experiments for an image size 800× 600.

Simulation for rotations of the camera. The next simulation considers a camera
movement composed of a translation T with a rotation component, either around OX
(ΩX) or around OY (ΩY ) axis. The simulated planes are shown on figure 3.17(a) and
(b) respectively for ΩY 6= 0 and ΩX 6= 0.

(a) (b)

Figure 3.17: The 3 simulated planes with the camera movement T = [−0.5, 0.1, 0.5]>

and ΩY = −π/20(a), ΩX = −π/20 (b) : ex-horizontal (red), ex-lateral(green) and
frontal (yellow). The brighter color show the projection of the planes after movement.

The two corresponding voting spaces U and V after thresholding are shown in figure
3.18(a) and (c).

The parabolas are detected by using RANSAC, as detailed by table 3.15 with τI = 0.1W

for V or τI = 0.1H for U. The max_iter = 100, τd = 4 and τN = 0.3NT where NT is
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(a) (b) (c) (d)

Figure 3.18: Simulation results for a motion of the camera composed of a translation
T = [−0.5, 0.1, 0.5]> and a rotation ΩY = −π/20 (see figure 3.17(a)). (a) and (c) :
voting spaces V and U. (b) and (d) : detected parabolas (in red) in V and U. The
horizontal axis represents the u or v values, the vertical axis represents the H or W

value for V or U respectively

the total number of voters. The parameters are chosen according to the experiences in
the experiments.

It can be seen on figure 3.18 (b) and (d) that display the binary voting space U and
its segmentation, that the parabolas are well detected. This is due to the fact that the
number of votes is high enough and well distributed on the parabolic shape. Unfortuna-
tely, on the voting space V, no parabola is found since the votes are weak and scattered
across the voting space for all types of planes, as shown by the equations of table 3.7.
The final segmentation results are shown in figure 3.19(a). In this case, it is impossible to
classify planes that cross the principal horizontal/vertical lines, so the resulting segmen-
tation is inevitably incorrect as well. The accuracy decreases to 0.91 for segmentation
of ex-lateral plane (yellow) and 0.85 for segmentation of frontal plane (red).

In the case of a rotational motion ΩX visible on figure 3.17 (b), an analogous observation
can be made on the two voting spaces V and U displayed on figure 3.20(a) and (c).
In this case, the parabolas are found on V voting space. The segmentation is shown in
figure 3.19(b). It undergoes the same defects as when ΩY rotation is considered. Although
the two ex-horizontal planes are roughly extracted, the interference of other planes on
voting space still causes a false segmentation. In this case, the accuracy drops to 0.81
for segmentation of ex-horizontal plane (red) and 0.75 for frontal plane segmentation
(yellow).
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(a) (b)

Figure 3.19: Segmentation of the planes corresponding to two parabolas detected in
voting space U(a) with addition ΩY and V with addition ΩX

It is inevitable to avoid a false segmentation based only on optical flow models, especially
for the frontal plane model, because pixels can belong to many planes. Beside the prin-
cipal plane, a pixel always belongs to a global plane that groups all pixels who share the
same Z. To improve the quality of the segmentation, we can envision to combine classical
plane segmentation methods based on other feature similarity together with uv-velocity
to refine the segmentation.

(a) (b) (c) (d)

Figure 3.20: The voting spaces (V (a), U(c)) and found parabola (red) on each
voting space (V(b) and U (d)) for the experiment at figure 3.17(b).The horizontal axe
represents the u or v values, the vertical axes represents the H or W value for V or U

respectively
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3.8.2 Real Sequences

To compare c-velocity with uv-velocity in real sequences, we use the KITTI dataset
[MHG18]. Two types of OF are available for these sequences : the ground truth co-
ming from KITTI dataset and the estimation OF produced by the method proposed in
[SRB10].

3.8.2.1 Experiments for a translational ego-motion.

We first select the sequences for which the ego-motion of the camera is a pure translation.
The OF ground truth values are only available sparsely on the road and on the obstacles.
Hence, the threshold used to binarize the voting space is chosen as min(0.02H, 0.02W )

(H and W are image dimension) to adapt to the limit number of votes on the voting
space. It is reduced five times compared to the previous experiments. Three sequences
are chosen in the dataset to illustrate the behavior of c-velocity and uv-velocity. Figure
3.21, displays the ground truth and the estimated OF for one sequence. The ground truth
of segmentation is created manually and shown in figure 3.22. Since the ground truth of
optical flow is sparse and focuses only on the road region, we adapt the ground truth
of segmentation to work only on the road (figure 3.22(a)) and compare the performance
of the segmentation only for horizontal plane using (the lateral plane are not available).
However, with the dense estimated optical flow, the lateral planes can also be detected,
so we also compare the accuracy of lateral plane segmentation (figure 3.22(b)).

(a) (b)

Figure 3.21: The ground truth (a) and the estimated OF (b) of the sequence.

For the true optical flow (the optical flow provided by the dataset), the corresponding
c-velocity and uv-velocity voting spaces are shown in figures 3.23, 3.24 and 3.25 respecti-
vely. As horizontal and lateral planes never cross the central axis of the image, we divide
these two voting spaces into two halves in order to reduce the interference produced by
other models. In fact, these two planes are considered first. Then the remaining pixels
are used to detect the frontal planes.
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(a) (b)

Figure 3.22: The ground truth of segmentation (red for horizontal plane, green for
lateral plane) for sparse ground truth optical flow (a) and dense optical flow (b).

(a) (b) (c)

Figure 3.23: Horizontal voting spaces corresponding to OF of the half-top (a) and the
half-bottom (b) of image in figure 3.21(a). The found parabola on half-bottom voting
space is drawn in red (c). The horizontal axis represents the w-value and the vertical

axis represents the c-values

The profiles of the curves are characterized as explained in Sections 3.8.1.1 and 3.8.1.2.
The segmentation results are shown in Figure 3.26.

While the true OF allows to produce sharp curves in the voting spaces, the estimated
OF produces thicker curves. This is visible on figure 3.27.

Despite the imprecision of the estimated optical flow, the binarized voting space of c-
velocity (see figures 3.28 and 3.29) and uv-velocity (see figure 3.30) can still reveal the
parabolic curves thanks to the consensus votes. However, the consequence of that im-
precision is that the curve detection is more difficult and the planar segmentation is less
precise than with the true OF (see figure 3.31). Table 3.18 recaps the accuracy of seg-
mentation of uv-velocity and c-velocity approaches for this sequence. Both approaches
have nearly the same accuracy

At this stage, from the simulations to the experiments on real sequences, from precise
optical flow to the estimated one, the segmentation results are quite similar for both
c-velocity and uv-velocity. However, for uv-velocity, the voting space is more simple to
build. This is visible in table 3.19 which compares the two methods in terms of memory
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(a) (b) (c)

Figure 3.24: The lateral voting space for half-left (a) and half-right (b) and frontal
voting space (c) for OF in figure 3.21(a). No parabola is found on these voting spaces.
The horizontal axis represents the w-value and the vertical axis represents the c-values

Plane uv-velocity c-velocity
Horizontal (sparse OF) 0.95 0.89
Horizontal (dense OF) 0.90 0.89
Lateral (dense OF) 0.93 0.93

Table 3.18: Accuracy on each plane segmentation between c-velocity and uv-velocity
for the studied sequence

usage, number of operators, and execution times. Consequently, uv-velocity can totally
replace c-velocity.

3.8.2.2 Experiments for translation and rotation

In this section, we choose other sequences from the KITTI dataset where a rotational
movement exists. There are mostly rotations around the OY axis since they correspond
to images acquired by cameras mounted on a vehicle. The uv-velocity is able to segment
the horizontal plane by applying the steps already described for the pure translational
movement and ex-lateral plane models by using RANSAC to estimate a 3-parameters
parabola on voting space U (see figure 3.32).
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(a) (b) (c) (d)

Figure 3.25: The U(a) and V(c) voting space for OF in figure 3.21(a). The detec-
ted parabola on Uand Vare drawn in red (b and d respectively).The horizontal axis
represents the u or v values, the vertical axis represents the H or W value for V or U

respectively.

c-velocity uv-velocity

Memory usage 1.998M float-units 131.9K float-units

Nb.operator 2.1338M 729.4K

Execution time 15 seconds 9 seconds

Table 3.19: The detail of average memory usage, operator and execution time of
c-velocity and uv-velocity for the real sequence experiments with image size 1242×375.

Beside the same features as c-velocity, uv-velocity can adapt to additional rotation mo-
vements around OY axis (ΩY ) or OX axis (ΩX) to segment planar surfaces in the scene.
Based on table 3.20 which displays the accuracy of the segmentation on two studied
sequences, the precision of extended planes stays only at adequate level especially for the
ex-lateral plane.
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Figure 3.26: Segmented image according to the found parabola for c-velocity (top)
and uv-velocity (bottom) on the ground truth OF. The horizontal plane is drawn in

red

Plane (1) (2)
Ex-horizontal 0.91 0.90
Ex-lateral 0.84 0.85

Table 3.20: Accuracy on each extended plane segmentation using uv-velocity with
additional rotational movement ΩY

3.8.3 Parametric versus voting method

The last experiments of the chapter aim to compare an homography-based method
and our voting optical flow-based method uv-velocity. By matching points between two
frames, the parametric method can be used to detect planes by estimating a consistent
homography matrix (H) from a set of points among all matching points. H can be found
by using the DLT method (Direct Linear Transform) introduced in [HZ03] together with
a RANSAC technique to remove outliers. The method will be detailed in the next chap-
ter. We use six sequences, with the ground truth of OF, to find the horizontal plane. The
masks of available optical flow are shown in figure 3.33(a). The hand-made ground truth
of segmentation is adapted to these available points and shown in 3.33(b).

Figure 3.34 shows segmentation of the horizontal plane obtained with the parametric
method (Figure 3.34(a)) and with uv-velocity (Figure 3.34 (b)). In terms of quality,
both methods have decent results. We can remark however that the voting method gives
a more dense segmentation map. Moreover, in the last two rows (sequence 5 and 6)
of figure 3.34, even if there is a rotational motion component in the 3D motion, the
road segmentation is still good even if the algorithm was designed for pure translational
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(a) (b)

Figure 3.27: Comparison between original voting spaces created from ground truth of
optical flow (a) and estimated optical flow (b). Top line shows c-velocity voting space

for horizontal plane. Bottom line displays the V voting space

motion. Table 3.21 captures the accuracy of the segmentation between two approaches.
Clearly, the segmentation by uv-velocity performs better than the classical homography
approach.

Sequence uv-velocity classical homography
(1) 0.96 0.91
(2) 0.95 0.90
(3) 0.93 0.77
(4) 0.95 0.86
(5) 0.88 0.66
(6) 0.78 0.77

Table 3.21: The horizontal plane segmentation’s accuracy of two approaches based
on the hand-made segmentation ground-truth

In terms of calculation time, the voting method takes only 10 seconds while the para-
metric one uses averagely 120 seconds even the ground truth OF is only available in
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(a) (b) (c)

Figure 3.28: The c-velocity horizontal voting space for half-top (a) and half-bottom
(b) for OF in figure 3.21 and the found parabola on half-bottom voting space is drawn
in red (c).The horizontal axis represent the w-value and the vertical axis represents the

c-values

approximately 30 % of the image. The difference comes from the size of data to be pro-
cessed. In uv-velocity, each pixel (for which a motion has been estimated) votes once,
which represents a large amount of data, but eventually only a few significant votes are
used for model fitting. In the parametric method, a good homography matrix has to be
estimated at each iteration of RANSAC, and for all pixels of the image.

3.9 Conclusion

This chapter has addressed the problem of monocular optical-flow based plane segmen-
tation. It started by recalling the principles of the c-velocity method proposed in [BZ12]
and has proposed the following contributions :

— A new method called uv-velocity, which can be seen as a generalization of the
v-disparity method.

— An improvement of the performance in terms of computation time and reduction
of memory resources. Instead of three voting spaces needed by c-velocity, only two
are required for uv-velocity.

— An extension of the main paradigm. Indeed, the original approach was limited to
a translational ego-motion of the camera. Even if this hypothesis is realistic when
the camera is mounted on a vehicle which moves forward, we have extended the
applicative spectrum of the method by considering a rotation component in the
motion model.

— A comparison with a classic plane segmentation based on homography estimation
and RANSAC.
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(a) (b) (c) (d)

Figure 3.29: The c-velocity lateral voting space for half-left (a) and half-right (c) and
frontal voting space (c) for OF in figure 3.21. Two most prominent parabolas are found
on these two voting spaces (b) and (d). The horizontal axis represent the w-value and

the vertical axis represents the c-values

Note that the quality of the initial motion map (optical flow) plays an important role
on the precision of the curves parameters and on the quality of the segmentation. Our
contribution related to optical flow estimation presented in chapter 2 will undoubtedly
be useful to improve plane segmentation using uv-velocity. This idea will be developed
in chapter 5.

The work presented in this chapter has many perspectives, among them let us quote :
— The optical flow method proposed in chapter 2 provides a relevance map, that

can be used as weights in the voting space.
— Plane segmentation when rotations are involved could be improved by considering

gradually more general models depending on the targeted application.
This chapter proposed to exploit optical flow to segment a scene into planar surfaces using
only two successive images from one moving camera. The next chapter will focus on the
whole sequence and will propose strategies to get benefit of the planar segmentation to
improve motion estimation over all the frames of the sequence.
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(a) (b) (c) (d)

Figure 3.30: The U(a) and V(c) voting space for OF in figure 3.21. The found pa-
rabola on Vis drawn in red (b). Two parabola are found on U(d) two side of voting
space. No line is found on two voting spaces. The horizontal axis represents the u or v

values, the vertical axis represents the H or W value for V or U respectively
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Figure 3.31: Segmented image according to the detected parabola for c-velocity (top)
and uv-velocity (bottom) on the estimated OF. The horizontal plane is drawn in red,

the lateral plane is coloured in green.

(a) (b)

Figure 3.32: The ground truth segmentation of horizontal plane(red) and extended
plane (green) of two sequences (called 1 and 2) on the first row. The OF (second
row) and corresponding plane segmentation (third row) based on uv-velocity. The ex-

horizontal and ex-lateral planes are colored in red, and green respectively
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(a) (b)

Figure 3.33: The mask of available ground truth optical flow (a) and the ground truth
of segmentation for horizontal plane (b) for 6 sequences indexed (1),(2),(3),(4),(5),(6)

respectively from top to bottom
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(a) (b)

Figure 3.34: The segmentation results from a parametric method (a) and our voting
method (b).



Chapitre 4

From structure to motion

The previous chapter has proposed a method that exploits optical flow to exhibit the
main planar structures of a scene. The relationship between optical flow and geometric
information is simplified through uv-velocity and the planar segmentation is reduced
to the detection of curves in the voting spaces. We have shown also in the previous
chapter that the quality of the estimated optical flow has a direct impact on curve
sharpness in the voting space. Inversely, the idea that comes naturally to mind is to
exploit the structure detection provided by the uv-velocity to improve the quality of the
optical flow. These round trips between optical flow estimation and planar structures
detection are easily conceivable when one considers an entire sequence and not only
two successive images. The process is made iteratively. It starts from the first pair of
successive images, estimates optical flow, detects and characterizes the planar regions
by using the uv-velocity. The arising information about the structure could be exploited
as a prior for the estimation of the optical flow in the subsequent frame. Starting from
these observations, this chapter presents all the necessary bricks for the implementation
of a complete planar structures system of detection based on optical flow. In addition, as
the concept of structure is intimately linked to that of the 3D motion, we also propose
to present a path of integration of our approach in a complete visual odometry system
and highlight the main added values compared to classical approaches that are based
on a global homography estimation. Here, our idea is to estimate one homography per
image plane, therefore in a more local way. This should filters out the outliers from the
estimation and improve finally the global precision. This chapter studies the final block
of our opportunistic system as the application emerged from the scene analyzes (figure
4.1)

This chapter is divided into two sections. Section 4.1 presents our work on iterative
optical flow refinement using prior knowledge on the geometric structure. Then, section
4.2 deals with a complete visual odometry system that exploits geometry and plane
detection.

86
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Figure 4.1: Developed block in this section, the feedback geometric information to
improve optical flow and odometry estimation from the planar segmentation

4.1 Optical flow estimation using geometric information

Adding geometric information to optical flow estimation is studied in the late 20th in the
work of Horn and Berthold [HW88]. Instead of estimating optical flow as a translational
vector with two unknown components [u, v]>, the authors attempt to directly estimate
the six components of the camera motion M = [TX , TY , TZ ,ΩX ,ΩY ,ΩZ ] like in equation
(3.3). Then, the vector M is estimated by minimizing the luminosity constraint men-
tioned in equation (2.1). The estimation is possible when a few assumptions are made
in order to reduce the number of unknown variables to be estimated, for example : the
depth or the rotation is known or the movement is a pure rotation. A global parametric
motion model, such as linear [Far00] or affine [SSB10] can be estimated using the whole
image in order to get the dominant motion of the camera. However, this assumption
does not hold when the scene contains different motions. In [SSB10], the author defines
a global cost function to be minimized for simultaneous image segmentation and optical
flow estimation, using a variety of affine models. More precisely, two levels of optimi-
zation have to be solved, one for segmentation and one for optical flow estimation, are
interleaved, which requires heavy processing.
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In a different way, uv-velocity allows to get the equation of the main planes. If we can
determine the plane equation for each pixel, then a global energy function can be formu-
lated to find the best setting for segmentation and deduce the optical flow. Unfortunately,
uv-velocity can not assign a model to pixels which do not belong to a plane region. The-
refore, the segmentation and the optical flow estimation have to be done separately. The
experiments of Section 3.8 have shown that uv-velocity can segment planar surfaces quite
well when optical flow is estimated correctly. However, optical flow estimates are prone to
errors. Consequently, the resulting segmentation map can be imprecise, as illustrated by
figure 4.2. As it can be seen, a part of the road is included in the lateral planes category.
On the road, which does not contain enough texture, the segmentation is incomplete.

Figure 4.2: Example of segmentation result coming from the analysis of the uv-velocity
computed from the proposed optical flow estimation.

Since the analysis of uv-velocity and the extraction of the parametric curves are based on
a consensus search, the estimation of the parameters can be correct even if the optical flow
map is incomplete or partly erroneous. However, after assigning a model to each pixel,
the resulting segmentation will remain as incomplete or erroneous as the initial motion
map. We face a sort of chicken and egg problem where we want to use the segmentation
map to improve the precision of the next optical flow while a correct optical flow is
required to get a precise segmentation.

Consequently, in order to separate the two problems, we first assume that the plane
segmentation is known with a good precision, and that the optical flow models are well
estimated for each of the regions. We propose a deviation of our optical flow estimation
approach integrating the plane motion models in the estimation.

4.1.1 Optical flow estimation with planar constraint

Most optical flow estimation methods assume that the initial optical flow is equal to zero
and estimate the optical flow iteratively by minimizing an energy function. In our case,
it is considered that a partial planar segmentation is available together with the motion
model of each region.

Our method estimates optical flow using the classical local KLT method as a first esti-
mation, followed by a propagation process that refines this rough estimation. The energy
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function of KLT of section 2.2.2 is recalled as :

argmin
u(x)

E =
∑

k∈N(x)

[
It(k) +∇I>(k)u(x)

]2 (4.1)

Suppose that M planes have been detected and characterized. Each of them has its own
optical flow model noted ûm,m ∈ [1, 2, ..,M ] determined by uv-velocity. These planes
are well identified in the image. Instead of using a label m ∈ [1, 2, ...,M ], we introduce
another notation that will be easier to include in the optimization function : the variable
sm(x),m ∈ [1, 2, ..,M ] represents the ownership of pixels x to the mth plane. A pixel can
belong to only one plane, therefore the sum of the sm at this point is maximum 1. All
pixels are not included in a planar region, so the sum can be null for this point. This
leads to the following condition :∑

m∈M
sm(x) = 1 or

∑
m∈M

sm(x) = 0 (4.2)

We then modify the energy function (4.1) to take into account geometric information in
the estimation :

argmin
u(x)

E =
∑

k∈N(x)

[
It(k) +∇I>(k)u(x)

]2
+ λ

∑
m∈M

sm(x)[u(x)− ûm(x)]2 (4.3)

λ is a weighting coefficient that gives more or less importance to the geometric motion
model with respect to brightness change constraint. The minimization of this cost func-
tion should improve the optical flow estimation in pixels that are assigned to the correct
motion model. In some cases however, false segmentation should occur because motion
estimation is constrained to follow a false plane model.

After adding this new constraint, the rest of the algorithm remains unchanged (see Chap-
ter 2).

Numerical solution. The cost function (4.3) is minimized in a slightly different way
as the one analyzed in Chapter 2. The solution is found by linearization and partial
derivation. The motion vector u(x) is expressed as the sum of the previous estimate
u0(x) and a step δu(x) such that u(x) = u0(x) + δu(x). The final optical flow values,
that is the solution of the minimization process, is reached after several iterations.

E(δu(x)) =
∑

k∈N(x)

[
It(k+u0(x))+∇I>(k+u0(x))δu(x)

]2
+λ

∑
m∈M

sm(x)
[
u0(x)+δu(x)−ûm(x)

]2
(4.4)

The u0(x) =
[
u0 v0

]>
is the optical flow estimated at previous iteration (or the initia-

lized value at first iteration) the residual value δu is the variable to be computed in this
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case. Calling k0 = k + u0(x), the expression (4.4) is simplified in the following way :

E(δu(x)) =
∑

k∈N(x)

[
It(k0) +∇I>(k0)δu(x)

]2
+ λ

∑
m∈M

sm(x)
[
u0(x) + δu(x)− ûm(x)

]2
(4.5)

Then, we differentiate the expression (4.5) according to δu(x) :∑
k∈N(x)

2
[
∇I>(k0)δu(x)) + It(k0)

]
∇I(k0) + λ

∑
m∈M

2sm(x)
[
u0(x) + δu(x)− ûm(x)

]
(4.6)

Since the solution of our cost function is the motion value that sets (4.6) to zero, the
following equation has to be solved :

∑
k∈N(x)

[
∇I(k0)∇I>(k0)δu(x)) + It(k0)∇I(k0)

]
+ λ

∑
m∈M

sm(x)
[
u0(x) + δu(x)− ûm(x)

]
= 0

(4.7)

which can be written differently as :∑
k∈N(x)

[
∇I(k0)∇I>(k0)δu(x))

]
+ λ

∑
m∈M

sm(x)δu(x) =

−
∑

k∈N(x)

[
It(k0)∇I(k0)

]
− λ

∑
m∈M

sm(x)
[
u0(x)− ûm(x)

] (4.8)

The equation (4.8) can be expressed as a linear relation :

Aδu(x) = B, (4.9)

where A =

[
a1 a2

a3 a4

]
and B =

[
b1

b2

]
. Then the δu(x) is found by dividing B by A.

Re-calling ∇I =

[
Ix

Iy

]
and ûm =

[
ûm

v̂m

]
, the coefficients of A and B can be computed

as :
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a1 =
∑

k∈N(x)

I2
x(k0) + λ

∑
m∈M

sm(x)ûm(x)

a2 = a3 =
∑

x∈N(x)

Ix(k0)Iy(k0)

a4 =
∑

x∈N(x)

I2
y(k0) + λ

∑
m∈M

smv̂m(x)

b1 = −
∑

x∈N(x)

It(k0)Ix(k0)− λ
∑
m∈M

sm(x)
[
u0(x)− ûm(x)

]
b2 = −

∑
x∈N(x)

It(k0)Iy(k0)− λ
∑
m∈M

sm(x)
[
v0(x)− v̂m(x)

]
(4.10)

Now that the cost function has been defined, as well as its numerical solving, it can be
applied to a concrete scenario.

4.1.2 Experiments

In these experiments, we use again some selected sequences from the KITTI dataset
for optical flow evaluation in which the camera motion is a translation. We address the
problem of estimating the optical flow on the road, which is known to be a difficult
problem because of the lack of texture. Our objective is to improve the optical flow
estimation on the road region by using our new proposed energy function.

We first acquire the road segmentation from the ground truth made manually from
the experiments on segmentation in chapter 3. Figure 4.3 shows the ground truth of
horizontal plane on three studied sequences.

Then, the motion model of the road can be estimated by the parameter K estimated in
the V voting space created by optical flow (in the case of pure translation) :

u1 = K(x− xFOE)|y|

v1 = K(y − yFOE)|y|
(4.11)

This optical flow can come from the ground truth or from our estimation method. To stick
with the purpose of this experiment, we use the model provided by the estimated optical
flow explained in chapter 2. Let us denote this method RF (for Reliable Flow). Thanks
to the consistency to noise offered by uv-velocity, the quality of the model remains intact
despite of the imprecision of the optical flow. The table 4.1 compares the parameter
K obtained from two types of optical flow and proves that the parameter found from
estimated optical flow does not vary much from one found by the true optical flow.
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Figure 4.3: The mask of the road segmentation on 3 studied sequences (enumerated
I, II and III from top to bottom)

Sequence KGT K

(I) 6.084 ∗ 10−4 6.099 ∗ 10−4

(II) 6.9138 ∗ 10−4 6.9319 ∗ 10−4

(III) 8.2758 ∗ 10−4 8.011 ∗ 10−4

Table 4.1: Parameter K determined using a ground truth optical flow (KGT ) and
using an estimated optical flow (K) for 3 sequences I, II and III selected from the

KITTI database

Next, with the segmentation of the road, the motion model of the road is then included
in the cost function with the help of the mask s1 corresponding to the ground truth of
segmentation (see figure 4.3). In this context, there is only one region to be improved
M = 1.

After that, to start the refinement of the optical flow estimation, we initialize the optical
flow (u0 = [u0, v0]>) with the optical flow estimated in the previous frame. A pyramidal
structure is used for the estimation, as in chapter 2. However, instead of using five
pyramidal levels, only the two first levels are considered because the estimation should
be improved by using the knowledge on the previous motion model of the road. With
λ = 10, the refined optical flow (denoted Model-RF) is estimated and shown together
with the original optical flow RF in figure 4.5.
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Finally, in order to evaluate the method, we will compare the estimated optical flow with
the ground truth optical flow provided by the KITTI dataset. Since the ground truth is
sparse, we only compute the error on the available pixels, represented in white in figure
4.4.

Figure 4.4: The mask of available ground truth optical flow on 3 example sequences
I,II and III from top to bottom

According to table 4.2 which compares the error of two optical flow approaches, the pre-
cision of the optical flow is increased when integrating the road model on the estimation.
While the angular error does not change much, the end point error shows a noticeable
improvement.

Sequence I II III
AAE AEPE AAE AEPE AAE AEPE

Classical RF 4.92 4.22 5.65 6.31 19.83 11.33
Model RF 4.85 3.40 5.62 5.57 4.68 3.13

Table 4.2: Comparison the error between classical RF and new model RF

Figure 4.6 compares the segmentation maps obtained with each optical flow method,
that is the initial RF method (without any prior on the structure) and the Model-RF,
which includes the motion model as a constraint. It can be seen that the results on all
the three selected sequences are visually more satisfactory on the road region.
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I

II

III
(a) (b)

Figure 4.5: Illustration of optical flow of the classical RF method(a) and Model RF
method(b) for 3 selected image sequences of the KITTI data base

(a) (b)

Figure 4.6: The plane segmentation from uv-velocity created by RF optical flow(a)
and Model RF optical flow(b)

As demonstrated by table 4.3, the accuracy of the segmentation is improved by including
the motion model into the optical flow cost function.

With the new energy function, both optical flow and plane segmentation are improved.
Here also, these results illustrate the tight relation between the precision of the optical
flow and the quality of plane segmentation.
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Sequence RF Model RF
(I) 0.86 0.93
(II) 0.88 0.93
(III) 0.72 0.91

Table 4.3: The accuracy of the road segmentation between two optical flow

4.1.3 Discussions

This experiment has focused on the estimation of the optical flow on the road region,
which is reputed to be challenging because of the lack of texture. According to the
experiments made in this section, the proposed cost function has produced more precise
optical flow values, by exploiting the motion model of the planar surface provided by uv-
velocity. The other planes of the scene, like lateral buildings, can be found more easily
because they generally contain enough texture or edges.

The optical flow method proposed in chapter 2 assumes that the motion values are
constant locally in a limited neighborhood, for points of the same object. As a perspective
work, the two main steps of the method, that is the auto-evaluation of the reliability and
the propagation process could be modified by using a quadratic or linear relationship
between a pixel and its neighbor. This relationship could be parameterized depending
on the type of planar surface.

In this experiment, the problem of optical flow estimation has been addressed by using
the true segmentation for initialization (the map sm). Such information is not available
naturally from a pair of images. At this stage of our work, the pre-segmentation provided
by the analysis of uv-velocity (see figure 4.6(a)) is not precise enough to correct the
optical flow. The segmentation should be improved by using additional information like
appearance. An attempt is proposed in figure 4.7, where we try to recover the good
segmentation from the output of uv-velocity by using the probabilistic Naive Bayes model
and Graph Cut algorithm. Unfortunately, this is not conclusive enough, as explained
hereafter.

• The pre-segmentation provided by the uv-velocity can be exploited as seeds to build a
statistical model (through a Naive Bayesian model). The results are displayed on figure
4.7(a). Here, we use the orientation of optical flow to model the planes. Each pixel has
then two probabilities : belonging to the road and not belonging to the road. The decision
is done by finding the dominant probability. The red region is decided as the road, the
blue region is decided as "non-road" and the other pixels are not decisive. It can be seen
that pixels which are falsely labelled can interfere negatively in the minimization of the
cost function, by adding a incorrect constraint. Therefore, the segmentation results are
not improved, there is over-segmentation and missing pixels.
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• An another approach to refine the segmentation is to use the graph cut [BK01], where
the road is considered as the foreground and the rest as background. The result seems
more stable than the Bayes probabilistic model (figure 4.7(b)). The red region is conside-
red as road and the rest is "non-road". However, there are still some important segmen-
tation defects, for example holes on the road. The graph cut tends to over-segment the
cars on the two sides because of the imprecision of the seminal segmentation provided
by uv-velocity. There are some improvements to do in order to better associate these
regions to the background. Thus, the segmentation refinement after uv-velocity is still
an open issue.

The next section explores a second application of the uv-velocity, where the segmentation
into planar regions is used as an input for a visual odometry method.

(a) (b)

Figure 4.7: The segmentation refinement from the pre-segmentation figure 4.6(b) by
using the Naïve Bayes (a) and Graph Cut (b)

4.2 Visual odometry using homography estimation from a
fast segmentation

Visual odometry is the task of determining the position and orientation of a camera by
exploiting the apparent changes and motion through a sequence of images. The images
can be captured from single or stereoscopic sensors. There are two main methodologies
to tackle the problem, namely feature-based methods and direct methods.

Feature-based methods consist in extracting keypoints in each image and pairing them
between successive frames. The resulting set of correspondences is then used to estimate
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a global 3D transform and find the geometric 3D properties. In [ÖVBS17], the author
resumes a large number of methodologies to recover 3D information with feature mat-
ching between frames. The results are maintained good with a forward estimation and a
backward optimization called "bundle adjustment". Normally, to be able to estimate the
absolute translation motion or real size of environment, we must know either the depth
of pixels or the true movement of the camera. Otherwise, the recovery can only estimate
the size and the translation movement up to a scale factor. Noticeably, in [NNB04], the
author mentions that the exact visual odometry can be recovered with mono-vision rigs
which is very interesting for our approach but it is not mentioned how the scale factor is
obtained. These approaches have the advantage to be fast to compute and they allow to
easily remove the outliers of the estimation. However, the reconstructed scene is sparse
and fragmented in keypoints of the scene.

Direct methods model directly the displacement of points in image by expressing camera
motion. The movement is estimated and camera odometry is recovered by minimizing a
photometric error. This methodology requires to know the depth for each point [FPS14]
or some special hypotheses like pure rotational/translation movements [HW88, IA00].
The calculation is heavier than for feature-based methods but the 3D reconstruction
is made in a dense way. Some other research works combine other sensors like IMU
[UESC16] to improve the precision of the estimation.

Considering that the calibration matrix is known, we propose in this section a new tech-
nique to estimate odometry from the output of uv-velocity : a rough plane segmentation.

The motion of a planar surface can be seen as a homography transform which embeds
the information about the odometry. Taking the advantage of having the segmented
planes on the scene, we compute one step further in our opportunistic system the ho-
mography matrix to yield the odometry information of camera. We experiment in this
section the capacity to recover the camera orientation and translation direction from any
plane segmentation. In section 4.2.1, we first recall some basic notations used in two-view
geometry. Section 4.2.2 details our proposed developments to integrate the segmented
regions into a complete visual odometry estimation by homography matrix. Then, experi-
ments are conducted (only forward-estimation) in section 4.2.3 to assess the effectiveness
of this approach in two aspects :

• Comparing the homography matrix estimation time with and without uv-velocity sup-
port

• Comparing the performance of our approaches versus the traditional feature based
method where the essential matrix is formed by feature matching and decomposed to
yield the odometry.

4.2.1 Overview of protective geometry for single and two-views
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Figure 4.8: Coordinates of the system

Single view geometry : We consider the coordinates system of Fig.4.8 (a), where
OXYZ is the world coordinate system, oxy is the image coordinates system and i, j

are the image pixel coordinates. A point P (X,Y, Z) in the real scene will have its pixel
coordinates on image plane p(i, j) with camera having a focal length f :

i =

ij
1

 =
1

f

−fpx 0 ic

0 −fpy jc

0 0 1


xy
f

 =
1

Z

−fpx 0 ic

0 −fpy jc

0 0 1


XY
Z

 , (4.12)

where px, py are the pixel dimensions on X and Y directions and ic, jc are the pixel
coordinates of image center o. From the equation (4.12), the camera calibration C is
defined as the matrix which allows to project the 3D points in camera coordinates into
homogeneous image pixel coordinates. It has 3 degrees of freedom (px, py and f) :ij

1

 =
1

Z
C

XY
Z

 ∝ C

XY
Z

 (4.13)

Two-view geometry : This part studies the relation between pixel coordinates of
a pair of identical cameras. The coordinates systems are O1X1Y1Z1 and O2X2Y2Z2 like
in figure 4.9. Supposing that the world coordinates system is the coordinate system of
the first camera, such that O1X1Y1Z1 is equivalent to OXY Z. A point P = [X,Y, Z]>

in world coordinates has coordinates in second view 2P = [X2, Y2, Z2]>. Calling 2R1

is the rotational matrix from the first coordinates to the second ones and 1T2 is the
coordinates of second view on the first camera coordinates (world coordinate), then we
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Figure 4.9: Illustration of two camera coordinates systems.

have the relation :

2P = 2R1(P−1 T2) = 2R1P− 2R1
1T2 =

[
2R1

2T1

]

X

Y

Z

1

 , (4.14)

where 2T1 is the coordinates of world (1st camera) projected on the 2nd camera coor-
dinate system. The 3 × 4 matrix Q12 =

[
2R1

2T1

]
is called the extrinsic matrix of

camera. It reflects the external parameter of camera : orientation and position on to the
world coordinates. It has 6 degrees of freedom (3 for rotation and 3 for translation). This
matrix is used to transform homogeneous coordinates from one view to another view.

By combining the two equations (4.13) and (4.14), we have a complete projection matrix
(Pr) from the world point to camera pixel coordinate by Pr12 = CQ12 :


2i
2j

1

 ∝ C 2P = CQ12


X

Y

Z

1

 = Pr12


X

Y

Z

1

 (4.15)

Using all these basic notations of multi-view projection, the next section aims to present
the approach that we carried out to find odometry after planar segmentation by uv-
velocity.
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4.2.2 Integration of the segmentation map into odometry estimation

To estimate the odometry, our approach is composed of three main consecutive steps
starting from two successive images of the input sequence. The first step consists in
estimating the optical flow and segmenting the image into planar regions, as explained
in Chapter 3. Even if the quality of the segmentation is not perfect, we will see that it
allows to reduce the searching area required for classical homography estimation.

One homography matrix of one plane is enough to estimate the odometry. Different
regions yield different plane’s vector normal but the rotation matrix and direction of
translation movement stay the same. So, in the first step, any region can be used for the
next steps. Indeed, since the uv-velocity extracts the main planar surfaces of the scene
through a voting strategy, it is assumed that each of the detected region contains enough
points for homography estimation.

The next two steps consist in finding and decomposing the homography matrix.

4.2.2.1 Homography estimation

If a group of points belong to a planar surface, assuming that plane is aligned to the world
plane XOY (Z=0 for all pixels), we can deduce the relation between the homogeneous
pixel coordinates between two views :

2i =


2i
2j

1

 ∝ CQ02


X

Y

0

1

 ∝ CH02H−1
01 C

−1


1i
1j

1

 = CH12C
−1


1i
1j

1

 = G12
1i (4.16)

whereHab and Gab is the homography matrix and projective homography matrix respec-
tively, both having size of 3× 3, from ath-view to bth-view and the index a, b ∈ {0, 1, 2}.
The 0th index represents the world coordinates.

For each matching pair {1i,2 i}, only the matrix G can be estimated and two equations
can be deducted :

−g11
1i− g12

1j − g13 +2 i(g31
1i+ g32

1j + g33) = 0

−g21
1i− g22

1j − g23 +2 j(g31
1i+ g32

1j + g33) = 0
(4.17)
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Since G is a matrix with 8 degrees of freedom (the values gij are up-to-scale), a 4-points
matching provides enough equations to solve for G :

Akg =



−1i1 −1j1 −1 0 0 0 2i1
1i1

2i1
1j1

2i1

0 0 0 −1i1 −1j1 −1 2j1
1i1

2j1
1j1

2j1

−1i2 −1j2 −1 0 0 0 2i2
1i2

2i2
1j2

2i2

0 0 0 −1i2 −1j2 −1 2j2
1i2

2j2
1j2

2j2
...

−1ii −1ji −1 0 0 0 2ii
1ii

2ii
1ji

2ii

0 0 0 −1ii −1ji −1 2ji
1ii

2ji
1ji

2ji





g11

g12

g13

g21

g22

g23

g31

g32

g33


= 0 (4.18)

A4 is a 8× 9, if the matching is correct and any 3 points are not colinear, A4 will have
rank 8 and the 1D null space of A is the unique solution g.

But in practice, choosing 4 coplanar points with precise matching on other frame is
trivial. Furthermore, the solution g is sensible to the matching quality. Thus using only
4-points does not give robust result.

To leverage this problem, more matching points are considered. In matrix Ak with k > 4,
if all of the matching are correct, then A still has rank 8 and the solution is unique.
Otherwise, rank of A will be higher than 8, then h is the vector that minimize the term
4.19 subjected to ||g|| = 1

g>A>kAkg (4.19)

Another way to estimate the homography matrix by using multiple points consist in
minimizing the geometric distance (4.20) measuring the distance between the mapped
points by homography and the matched ones :∑

k

d(2ik,G 1ik), (4.20)

where d(p1,p2) is the distance between two vectors p1 and p2. The two approaches
translated by equations (4.19) and (4.20) are discussed in [HZ03]. Both solutions are
prone to errors when there are outliers in the set of matching points, i.e. points that do
not belong to the investigated plane.

To deal with the outliers, we use RANSAC to estimate matrix G with more precision.
Calling S the set of N matching points on the scene. Sk is the kth pair {1ik, 2ik}. The
RANSAC algorithm to find the matrix H is shown in table 4.4.

The τN ,τd are parameters of RANSAC representing the required minimum number of
inliers and maximum distance di of a pair Si using the estimated G.
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INPUT : S,τN ,τd
OUTPUT : G

Initialize Sin as an empty set, num_inliers = 0

For n=1 :max_iteration

Choose 4 points randomly in which any 3 of them are not collinear and form A4

Find the g that satisfies A4g = 0 then form G from g

For each pair Sk is S :

Compute 2i’k = G 1ik
Compute 1i’k = G−1 2ik
Measure distance dk = d(2i’k,2 ik) + d(1i’k,1 ik)

If dk ≤ τd
Add Sk into Sin

Increase num_inliers by 1

End

End

If num_inliers ≥ τN
Re-estimate g with new set Sin by minimizing the term 4.19

Break the loop

End

End

Return G from g

Table 4.4: RANSAC algorithm to estimate G

The flexibility of RANSAC allows us to use various error measures to improve the results.
The first estimation uses the 4-points technique to quickly estimate g. The validation
step checks the geometric correspondence between points and the estimated model and
eliminates the points that do not fit the model (the outliers). Then, when the number of
inliers is high enough, all inliers are use to estimate G again. From the planes extracted
previously, the RANSAC tries to find the best projective homography matrix. Theoreti-
cally, the algorithm does not take much time to compute since the segmentation produced
by uv-velocity provides a set of points that are already located on a same planar surface.
With a calibrated camera, i.e. when C is known, the Euclidean homography matrix H12

that projects a point from camera coordinate OX1Y1Z1 to the second camera coordinate
system OX2Y2Z2 can be found using the following relation :

H12 ∝ C−1G12C (4.21)
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4.2.2.2 Homography Decomposition

The homography matrix H can be decomposed to reveal the relative translation move-
ments and orientation between two views as it contains information about the rotation
R, t and plane normal vector n (t = T

d , d is the distance of the plane to origin) :

H = R + tn> (4.22)

If i2 = CH12C
−1i1, then :

H12 = 2R1 + 2t1
1n> (4.23)

The classical approach used to decompose the homography matrix [FL88, ZH96] gives
8 solutions (4 pairs of distinguished ones and in each pair, the solution is opposite to
each other). The number of solutions is then reduced to 2 (called A and B) under the
development of Malis [MV07] where these two conditions are satisfied :

— The two views have to be on the same side of the plane.
— Camera is calibrated and the observed points always lie in front of the camera.

For the visual odometry estimation of a mobile robot, these conditions are always true.
From the homography matrix H12 found in the previous step, by following the method
described in [MV07]), we found the four possible sets of solutions after decomposing the
homography matrix :

RA, tA,nA
RA,−tA,−nA
RB, tB,nB
RB,−tB,−nB

The decomposition of homography matrix always yields many solutions. To choose the
good one, additional information about the movement or the plane is needed.

Following the steps presented in this section gives the camera odometry. The next section
shows the experiments and the performance of estimated odometry based on uv-velocity.

4.2.3 Experiments

We know that from an homography matrix, the camera odometry can be estimated up
to a scale factor for translation (direction of translation). In this section, we compare
the performance of the homography estimation between our fast segmentation using uv-
velocity and a traditional homography method. We suppose here that the matching has
already been achieved, whatever its nature (dense or sparse). Then, we conduct a second
set of experiments on the KITTI sequences dedicated to visual odometry to compare
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the precision of the estimation between our approach and the feature based method
based on decomposing essential matrix. These experiments show that beside the 3D
planar segmentation, additional information like visual odometry can be deduced from
uv-velocity.

4.2.4 Simulation

The experiment is conducted in a simulated framework. The calibration matrix C is
known and is unique for the two views (f = 0.04, px = py = 1e− 5, io = jo = 400.5) :

C =

−400 0 400.5

0 −400 400.5

0 0 1

 (4.24)

The first view (camera 1) is considered as the world coordinates :

Q1 =

1 0 0 0

0 1 0 0

0 0 1 0

 (4.25)

The second view has a rotation ΩY = −0.15rad compared to the first view and its
coordinates on first view are 1T2 = [−0.4, 0.2, 0.1]>. Hence, the projective matrix is :

Q2 = [2R1,−2R1
1T2] =

 0.988 0 0.149 0.38

0 1 0 −0.2

−0.149 0 0.988 −0.159

 (4.26)

Since the first view is the world coordinate system, the orientation of the second camera
is expressed as :

1R2 =

0.988 0 −0.149

0 1 0

0.149 0 0.988

 =
[
rx ry rz

]
(4.27)

Calling the estimated orientation and coordinates of the second camera respected to
the first one respectively 1R̂2 and 1T̂2, the quality of estimation is measured using two
indicators :
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• The difference between the estimated normalized coordinates 1t̂2, of the second camera
with respect to the first one, and the true one 1t2 :

1T2 =

−0.4

0.2

0.1

 ∝
−0.8729

0.4364

0.2182

 = 1t2 (4.28)

Then the distance is measured as :

dt(
1t2,

1 t̂2) = ||1t2 −1 t̂2||2 (4.29)

• The precision of the estimation of the 3 main axes compared to the true one in equa-
tion (4.27). Each column of 1R̂2 (

[
r̂x r̂y r̂z

]
) represents the coordinates of three 2nd

camera’s principal axes O2X,O2Y,O2Z respectively with respect to the first camera :

dR(1R2,
1R̂2) = ||rx − r̂x||2 + ||ry − r̂y||2 + ||rz − r̂z||2 (4.30)

The cloud points of 3 planes are first created on the world coordinates. Then, we project
each 3D points into image planes to create the first view and the second view by using
CQ1 andCQ2. While projecting these points, we also keep track of the matching between
points. Hence, the matching is totally exact in this experiments.

The first step aims to estimate the homography matrix H. On the one hand, uv-velocity
can be used to quickly find a plane in the scene by following the steps described in Section
4.2.2 with the RANSAC method detailed in table.4.4. On the other hand, we can apply
a direct RANSAC method on all the pixels.

The G matrix is found within a plane on image. In both cases, we use τd = 10, τN =

0.3N,max_iteration = 100 (N is the number of matched points).

Once the projective homography matrix G is found, the Euclidean homography matrix
H is computed by using equation (4.21). The matrix H is then decomposed to reveal the
1R̂2 and 1t̂2. The table 4.5 gives a comparison between the two approaches.

Homography with uv-velocity Traditional homography
Execution time 6 seconds 13 seconds

dR 0.053 0.062
dt 0.0664 0.0583

Table 4.5: Performance comparison between two approaches in estimating camera
odometry : Homography using uv-velocity and traditional homography.

It can be noted that the precision of the homography matrix between the two approaches
is not too far from each other. However, with the planar information from uv-velocity,
the execution time reduces significantly from 13 to 6 seconds. These experiments prove
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that, under the same matching inputs, the plane segmentation with uv-velocity helps
reducing a lot of calculation. This is due to the use of a selected region considered as a
plane on the image instead of searching on the whole image to find such a region. Next
experiments measure the precision of our approach using real image sequences.

4.2.5 Experiments on real sequence

In the experiments presented in this section, we use the KITTI dataset for odometry
estimation. The data set contains 10 independent sequences with available ground truth,
each data set has numerous instances of vehicles. Each instance has two images captured
from a stereo-camera system. The camera calibration matrix is also provided in the
document (see equation 4.31). As in the experiment above, homography estimation with
uv-velocity helps improving the computation speed compared to the classic homography
method. At the end, these two approaches give results that are close to each other.
So in this part, we compare the precision of the visual odometry by decomposing the
homography matrix supported by uv-velocity and by decomposing the essential matrix
on 3 sequences of KITTI dataset that are shown in figure 4.10.

C =

718.8560 0 607.1928

0 718.8560 185.2157

0 0 1

 (4.31)

Since we can not retrieve the true translation movement with only one camera, we focus
on the precision of the translation direction and the orientation of the camera. On each
sequence, we use 11 frames to compute 10 estimations of t̂ and R̂. The first frame of
each sequence is called zero-frame which is considered as the origin of the trajectory. The
ith estimation uses the (i − 1)th-frame and the ist frame to estimate relative odometry
between these two frames. Since the ground truth gives us the absolute pose of the
camera, i.e the relative pose between the ith frame and zero-frame : 0RGTi and 0TGTi ,
for each ith estimation (i−1R̂i and i−1t̂i), the ith error measure is computed as :

diR = dR(0RGTi ,
0 R̂i−1 ∗ i−1R̂i) = dR(0RGTi ,

0 R̂i)

dit = dt(
0t̂i−1 +i−1 t̂i,

0 tGTi−1 +i−1 tGTi) = dt(
0t̂i,

0 tGTi),
(4.32)

where i−1tGTi =
0TGTi−

0TGTi−1

||0TGTi−
0TGTi−1

||

Our approach is using the homography matrix computed from the points segmented
by uv-velocity and considered as planar surfaces. The optical flow is computed by our
method to feed the uv-velocity. Then from voting spaces of uv-velocity, we quickly found
one plane on the scene (horizontal plane a priori) to estimate the homography matrix.
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Figure 4.10: The three examined sequences called I,II and III respectively from top
to bottom

The compared approach uses the essential matrix computed by a sparse matching of fea-
ture points on image. We use SURF features to match keypoints between two frames and
use RANSAC to estimate the fundamental matrix (equation 4.33). The estimation and
decomposition of the essential matrix is achieved by using the Machine Vision Toolbox
[Cor07].

2i>F1i = 0 (4.33)

The essential matrix is then found :

E = C>FC (4.34)

Decomposing the essential matrix allows to extract the rotational matrix and the transla-
tion direction, like the decomposition of the homography matrix. Supposing the direction
of the translation movement is known, we can determine the correct solution among the
results given by the decomposition. This experiment focuses on the precision of the vi-
sual odometry. Table 4.6 recaps the results concerning the average error measures of both
camera orientation and translation direction. The errors produced by uv-velocity are dis-
played together with the errors produced by the method based on the essential matrix,
considering the estimations made on 10 consecutive frames. Figure 4.11 also shows the
evolution of these errors.

The results of table 4.6 and figure 4.11 show that the homography decomposition yields
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Figure 4.11: Evolution of the two measures on 10 frames consecutive : (a) translation
direction and (b) orientation of camera on 3 sequences I,II,III from top to bottom

respectively
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Approach Average error (I) (II) (III)

Homography matrix

d̄R 0.033 0.060 0.003

d̄t 0.414 0.537 0.046

Essential matrix

d̄R 0.177 0.165 0.177

d̄t 1.561 0.637 1.714

Table 4.6: Comparison between the camera orientation and translation movement
between the mentioned two approaches

better precision than using the essential matrix estimated from matching feature points
although the execution time is not an advantage because of the dense optical flow estima-
tion. However, for the defence of uv-velocity, it produces not only odometry information
but also provides information about the structure of the scene through the planar seg-
mentation.

4.3 Conclusion

In this chapter, we propose two usages of uv-velocity and its resulting plane segmenta-
tion :

— An adaptive model to integrate geometric information to improve optical flow
estimation

— A complete usage of the whole opportunistic system : visual odometry together
with scene reconstruction

The geometric feedback information is useful to refine the optical flow on non-texture
surfaces. The proposed method has a lot of potential extensions. Instead of using a binary
decision for the planar ownership of each pixel, we could build an ownership probability
map, so that each pixel could belong to several planar structures with a given probability.
This could solve the problem of false segmentation. In that case, an additional strategy is
needed to update these probabilities alongside with the minimization of the new energy
function.

For the visual odometry estimation, the homography matrix is computed fast using
the planar regions provided by uv-velocity. However, the overall calculation time of the
whole processing chain has to be reduced. A more important effort should be made on
the optical flow block.
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Integrating the odometry and 3D planes from uv-velocity to create a complete SLAM
application is also one of the potential use of the proposed approach.



Chapitre 5

Variations of the proposed system

5.1 Introduction

This chapter presents some variations of the proposed processing chain that goes from
motion estimation to visual odometry. It aims to show the flexibility of the proposed
framework, regarding especially the optical flow block. As the core input of our system,
this block also requires improvement in terms of precision and calculation time. We
proposed in Chapter 4 a technique to increase the precision of the optical flow estimation
by integrating the geometric information in the energy function. In this chapter, we
explore the capacity of the optical flow method to adapt to different situations : first
when a color camera is not available and gray information has to be exploited, second
when optical flow is estimated sparsely, on a restricted number of points. Once again, it
is a question of instantiating the opportunism of the approach through some examples
showing how the global system adapts to the availability or not of some information. The
extension of our optical flow to gray images should illustrate its versatility to any kind
of input data, such as depth or texture information for example. Estimating the optical
flow in a sparse way should lead to a faster computation while maintaining the precision.
It has to be verified whether or not the uv-velocity can provide an accurate planar
segmentation with a restricted number of motion values, even if this voting strategy has
been initially designed for dense motion map. We study in this chapter the last branches
of our opportunistic system : the variation of optical flow approach and its effect on the
sub-blocks (see figure 5.1).

Therefore, the speed should be increased at the cost of a lower estimation density. The
experiments conducted in this chapter address this question by evaluating uv-velocity, as
well as its applications for planar segmentation and visual odometry estimation. Section
5.2 evaluates our optical flow estimation in its degraded state, that is for gray images
instead of color, and by considering a sparse estimation instead of a dense one.

111
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Figure 5.1: The developed block in this chapter, the uv-velocity and its application
for plane segmentation

5.2 Optical flow

Chapter 2 has proposed a dense matching between two frames which exploits the color
information to locally refine the motion through a propagation process. Let us now
explore two variations of the method : first by considering to monochrome image ; second
by stopping the propagation in order to output a sparse motion map.

Gray image. It was previously assumed in our method, denoted Reliability Flow
(RF), that objects in the image are distinguished by their color. The refinement is made
iteratively, where the motion of each color pixel is influenced by motion of its neighbors
according to a color similarity measure. Even the first rough estimation of the motion
by the KLT technique uses all three channels. In the case of gray images where the
color information is not available, the adaptation of the algorithm is straightforward.
The number of channels is reduced to one in equation (2.52), the color distance dcolor is
changed from Euclidean distance between two 3× 1 vectors to an absolute difference of
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intensities. The rest of the algorithm remains the same concerning the computation of
the optical flow reliability, and the refinement under the local uniform gray constraint.

This variation of our method is evaluated on the Middlebury dataset, with the same
images as in chapter 2, and using the same error measures, that is AEPE and AAE. The
results are collected in Table 5.1. Since the AEPE correlates with AAE, only the AAE
values are displayed. As expected, without the color information the global performance
slightly decreases. Visually, there are slight differences between the optical flow estimated
by color and by intensity, as can be seen respectively on figures 5.2(a) and 5.2 (b). This
result shows that without color information, the intensity can be used without degrading
too much the quality of the estimation.

(a) (b) (c)

Figure 5.2: Color encoded optical flow of 4 sequences : Dimetrodon, Rubberw-
hale,Grove2 and Urban3 (from top to bottom) of RF-color (a), RF-gray(b) and RF-

sparse(c)

Sparse Estimation. In some applications that use optical flow as an input, the
estimation does not need to be 100% dense. The uv-velocity requires enough data related
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to planar surfaces to be able to form the corresponding parametric curve since it is based
on a voting process. However, the experiments of chapter 3 have shown that even with
the sparse ground truth optical flow of the KITTI database, the segmentation results are
still good. In these experiments, the estimation of the OF is limited to the seed points
found in the first step of the propagation. The first KLT estimation and the evaluation of
the reliability are still done in all pixels but the propagation proceeds only the seeds and
their neighbors in a patch of size 5×5. The same patches are used for the KLT estimation
at next iteration. This estimation is called RF sparse. The error measures are shown in
table 5.1. The RF (sparse, seed) measures the error only on the seeds which are the valid
points for the estimation, the RF (sparse, all pixels) indicates the error measures for all
of the pixels. The average error of these seeds is even better than the original method
not only because it takes into account less points than the classical RF but because they
allow a good estimation. The result on the RF (sparse, all pixels) shows a rapid increase
of the error when the other pixels are taken into account. Visually on figure 5.2(c), the
global optical flow looks worse than the original RF (figure 5.2(a)) which is coherent with
the error measure of table 5.1.

Table 5.2, where the notations of Chapter 2 are kept, shows the calculation time of
the sparse estimation using propagation on 3 image groups with different sizes : group
1 :420×380,group 2 :584×388, group 3 : 640×480. It can be observed a reduction of 30%
compared to the classical RF. These experiments show that the proposed dense optical
flow method can be adapted to perform a sparse estimation, which allows a significant
reduction of the calculation time while preserving the performance on the valid pixels.

Database Venus Dimetrodon Hydrangea Rubberwhale Grove2 Grove3 Urban2 Urban3 Average
RF (color) 4.100 3.103 2.392 3.491 2.245 5.461 3.157 2.874 3.352
RF (gray) 4.19 3.45 2.52 3.96 2.59 5.89 3.41 3.36 3.68

RF (sparse,seed) 3.97 3.02 2.03 2.75 1.73 4.08 2.78 2.73 2.89
RF (sparse, all pixel) 5.42 3.43 2.48 4.00 3.28 6.67 4.36 4.41 4.26

Table 5.1: Comparison of AAE between classical RF, RF-gray and RF-sparse

Group 1 2 3
RF dense 23.3 34.5 46.9
RF sparse 17 23.3 33

Table 5.2: Computation times (in seconds) between the dense and sparse RF

The sparse optical flow is then used to create the voting space and to estimate the visual
odometry via homography estimation. The next section studies the stability of these
applications under this estimation.
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5.3 uv-velocity

We use the 3 sequences presented in the Chapter 4.1. The sparse optical flow is shown
in figure 5.3 together with the seeds maps. We first measure the parameters of the road
curve on the voting space V(v, y) which is characterized by the parameter K as follows :

u1 = K(x− xFOE)|y|

v1 = K(y − yFOE)|y|
(5.1)

Table 5.3 collects the parameters estimated from the sparse optical flow, as well as from
dense optical flow and ground truth optical flow. Although having fewer points available
to vote, the parameter is still correctly estimated.

(a) (b)

Figure 5.3: The sparse estimated optical flow (a) and the corresponding mask of seeds
(b) of 3 examples sequences I,II and III

Sequence KGT Kdense Ksparse

(I) 6.084× 10−4 6.099× 10−4 6.01× 10−4

(II) 6.9138× 10−4 6.9319× 10−4 7.0× 10−4

(III) 8.2758× 10−4 8.011× 10−4 8.21× 10−4

Table 5.3: Parameter K found by ground truth optical flow(KGT ), dense (Kdense and
sparse Ksparse optical flow

The segmentation from sparse optical flow produces almost the same results as the dense
estimation displayed on figure 5.4(b), except that the points are scattered. Figure 5.4 (a)
shows the segmented plane of 3 examined sequences on a background colored in black
for an easier observation. In each case, segmentation errors occur.
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(a) (b)

Figure 5.4: Comparison of road plane segmentation based on the sparse (a) and dense
(b) optical flow of 3 examples sequences I,II and III (from top to bottom)

While maintaining the precision of the curve parameter on uv-velocity voting space,
the sparse optical flow allows a faster calculation time and can be used to estimate the
parameters of the planes or their homographies. The next part evaluates the stability of
the visual odometry using only a limited number of points, that is the points that are
detected and considered as co-planar by uv-velocity.

5.4 Visual odometry

The experiments of the previous chapter on the estimation of the visual odometry are
carried on by using the sparse optical flow and its plane identification from uv-velocity.
The three sequences of the Section 4.2.3 are considered here again together with their
11 frames. The table 5.4 shows the average errors of odometry estimation for the dense
optical flow and for the sparse optical flow. Figure 5.5 shows the evolution of the error
measures for each optical flow.

Overall, the odometry estimation holds its quality when using the sparse estimation, as
shown by the slight difference of precision between the dense optical flow and the sparse
one. However, under the sparse estimation, the calculation time is reduced significantly,
from an average of 50 seconds to 2 seconds. This result once again proves that our seeds
selected by the proposed reliability criteria are relevant to serve as indicators for the
precision of the optical flow estimation.



Variation of the proposed system 117

Figure 5.5: Evolution of the two measures : (a) translation direction and (b) orienta-
tion of camera on 3 sequences I,II,III from top to bottom respectively
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Approach Average Error (I) (II) (III)

Dense optical flow

d̄R 0.033 0.060 0.003

d̄t 0.414 0.537 0.046

Sparse optical flow

d̄R 0.043 0.036 0.006

d̄t 0.445 0.216 0.073

Table 5.4: Comparison between the camera orientation and translation movement
between the homography formed using the dense optical flow and the sparse one

5.5 Conclusion

This chapter has explored the flexibility of our optical flow estimation, when modifying
the nature of the input data (from color to gray) and the density level of the motion map.
The choice of the points for sparse estimation, based on the proposed reliability criteria,
has proved to be effective for each stage of the proposed processing chain : uv-velocity,
segmentation and odometry estimation. The density of the estimation is just enough to
keep the performance of uv-velocity while speeding up the whole process. With this huge
improvement in calculation time for optical flow estimation, the opportunistic system
could be achieved in real-time in the future.



Chapitre 6

Conclusion

This thesis has proposed some contributions towards a vision-based opportunistic system
for mobile robot which relies on the only information provided by a single camera, without
any additional sensor. The objective is to take the maximum profit from the monoscopic
sensor, by exploiting color and motion to obtain information on both the structure of
the scene and the ego-motion.

This system, that we have started to design, should first evaluate the relevance of the
available input attributes, which could be intensity, color or texture. From these cues,
the motion would be estimated by using the most relevant or reliable ones, in order to
adapt to different contexts and different scenes. It would offer the possibility to produce
a dense or a sparse motion map, depending on the targeted application and depending on
the computing and memory resources. From this motion map, the most relevant values
are used to exhibit the main planar regions through a voting strategy, which offers a
good immunity to noise. Then, the estimated structure can be used to improve the next
motion estimation. It can also provide information about the ego-motion. Ideally, the
system should also be able to evaluate the quality of each intermediate result, in order
to be able to call a complementary method when needed.

At this stage, there are still work to do to reach the initial expectations, in particular
regarding the adaptability to different contexts, or the self-evaluation. However, we have
tried to define a whole optical flow-based processing chain, which comprises a level of
self-evaluation (in the optical flow method) and includes different levels of feedback :
from motion to structure, and from structure to motion.

119
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6.1 Contributions

Optical flow refinement using iterative propagation under color, proximity
and flow reliability constraints

In Chapter 2, optical flow methods have been studied deeply because this is the key input
for our system. Beside the numerous research about optical flow estimation, we propose
a method which is able to self-evaluate the quality of its estimation. This analysis is
made on the basis of the classical KLT method, but the philosophy could be extended
to other techniques.

After a first estimation, a reliability map is built by using three criteria : the cornerness,
the motion local uniformity and the temporal evolution of the residues. The motion map
is then refined iteratively in a hierarchical way, and the reliability map is modified along-
side. First of all, the most relevant motion values are used as the seeds of the propagation
process. A first step consists in a sparse correction at seeds level. Then the optical flow
is corrected densely at pixel level. This propagation process is guided by the color si-
milarity in a neighborhood weighted by the reliability scores. Progressively, through the
iterations, the overall reliability of the motion map is increased. The experiments have
shown a correlation between the evolution of the estimation errors and the reliability
scores. Eventually, according to the experiments performed on the Middlebury dataset,
the refined optical flow improves the quality of the estimation.

The Chapter 5 has illustrated the versatility of the optical flow method. First, it can
be applied to monochrome images. Then, the propagation process aiming to produce a
dense map, can be stopped at different levels to form a sparser map. Since the optical
flow is estimated in a hierarchical way and starts with the most reliable values, it can be
decided to compute a sparse reliable map or to estimate a dense but less reliable map.

From motion to structure : uv-velocity, an optical flow registration for planar
segmentation

Next, from the motion map, a new optical flow registration called uv-velocity is developed
to detect rapidly three kinds of planar surfaces present in the scene : lateral, frontal and
horizontal. To begin with, we have considered the assumptions of a Manhattan world,
in which the robot moves forward along the Z axis. Like its predecessor, the so-called
c-velocity, the method transforms the input motion map into an accumulated voting
space where the planes are exhibited as 2D parametric curves, either straight lines or
parabolas. The planar segmentation is therefore reduced to a curve fitting problem.

The new method is more straightforward than the c-velocity, in the way that the two
voting spaces are directly built using two relationships : u as a function of x and v as a
function of y. Consequently, it does not require any approximation as in c-velocity, for
which the c axis has to be sampled. Once the curves have been detected, a motion model
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is estimated directly from the shapes parameters. The experiments on KITTI optical
flow dataset have shown similar performances for both techniques, with a much lower
resource demand for uv-velocity.

In contrast to its predecessor, the new uv-velocity can be expanded to a wider range of
situations. The ego-motion model can now include rotations. In the same way, it is able
to detect planar surfaces that are oriented with respect to the camera coordinate system.

Chapter 5 has successively tested the uv-velocity with a sparser motion map. While
voting strategies generally implies a dense input, it is shown that a sparse but reliable
flow can also be used in such cumulative methods. However, note that the emerging
segmentation is less precise, but is computed faster.

From structure to motion

Once estimated, the arising structure can help improving the motion estimation in the
next frames of the sequence, not only the motion map but also the ego-motion. Beside
a planar segmentation, uv-velocity provides a simplified motion model for each plane.
These motion models can be injected as a constraint in the cost function to be minimized
for optical flow estimation. Therefore the optical flow estimation is guided toward the
geometric constraint alongside with the classical brightness and smoothness constraints.
The experiments conducted on the KITTI dataset have shown that such a strategy can
indeed improve the precision of the optical flow as well as the output segmentation. The
plane segmentation is also used to estimate the homography matrix which contains the
odometry information of the camera. By focusing the estimation on one of the planar
regions of the image, the homography matrix is found quickly with RANSAC algorithm.
Experiments have shown that the estimated odometry is also more precise than using
a direct feature-based method. From the fast plane detection, the odometry estimation
completes the processing chain of our opportunistic system to reveal rapidly the main
structure of the scene and to provide the navigation system with the supplementary
odometry information.

The system is designed for urban scenes or indoor scene where the context can be sim-
plified in planar surfaces. As mentioned previously, the geometry analysis is funded on
several assumptions concerning the scene and the ego-motion, even if the uv-velocity
has alleviated theses restrictions. Our objective, fully and consciously accepted, was to
push monovision possibilities as far as possible. Most robot systems integrate several
sensors, therefore the methods proposed in this thesis could certainly benefit from these
additional sources of information. It could be used as a alternate or a complementary
approach to a stereovision strategy. It can be used as a rough estimation that could be
refined when need by a more complete multi-sensor framework.
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6.2 Perspectives

Optical flow estimation

The motion map is the most important block of the system, because the performance
of all downstream algorithms depends directly on the quality of the optical flow. It has
an impact on the sharpness of the curves to be extracted in uv-velocity and therefore on
the precision of the motion models, as well as the precision of the segmentation.

The refinement of the optical flow is based on local constraints like color and motion local
uniformity, that allows to provide a dense map of good quality. However, by analyzing
the model of optical flow on planar surfaces, these constraints are not suitable anymore
because of the linear or quadratic relation between optical flows of neighboring pixels.
Thus an adaptive propagation strategy should also include information about the local
geometric structure. In Chapter 4, the structure was included in the minimization process
but it would be interesting to modify the refinement process in the same way.

Beside the intensity information used to estimate the optical flow, a feature-based mat-
ching could be integrated into the energy function for better interpreting the 3D motion.

Initially, we also wanted to use other low-level features such as texture information, in
addition to color or intensity. This could be achieved by using Local Binary Patterns or
Gabor filters for example. Our optical flow estimation method should be easily extended
to this feature because any local constraint can be used in the refinement process, the
color similarity being replaced by a texture similarity. It would have been interesting to
give more or less importance to each feature depending on their relevance (for example
the amount of gradient in the patch under consideration).

In order to take benefit of the planar segmentation to improve the estimation of the
optical flow, each pixel is assigned to one plane, with a binary ownership. However, when
the segmentation is imprecise, the binary assignation can be detrimental for the quality
of the estimation. This binary ownership should be replaced by probabilities. Therefore,
the cost function should include a new term that would represent the ownership of a
pixel to each region, and therefore to each motion model.

Planar segmentation and characterization by uv-velocity

The analysis of the voting spaces is crucial for the detection of the planar surfaces. It
could be improved in different ways. For example, the resolution of the ordinate axes,
that is u or v resolution could be improved by integrating sub-pixel precision. In this
work, we use scale factor of 1, which means each pixel on horizontal axis represents one
unity of optical flow component. A more fine scale factor would give a more clear voting
space. The choice is also as important as the windows size of local optical flow estimation
method. Eventually, for a specific application, the scale can be optimized knowing the
average amplitude of optical flow.
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Since our strategy was to use a binary threshold and a simple Hough transform to analyze
the voting spaces, there is room for improvement. The threshold has an important impact
on the size of planes to be segmented. The method shows no difficulty to reveal the large
planes of the scene. However, it is more complicated to segment the smaller planes due
to the noise. It would be interesting to use a more advanced technique. Probably, deep
learning methods could be a response, but it would require a large amount of uv-velocity
results data. Also, a multiscale analysis could be tested. Otherwise, depending on the
targeted application, obstacle detection or scene reconstruction for example, a secondary
object recognition method could be used to boost the performance of the system.

Odometry estimation

Since the odometry can only be recovered at a scaled factor, it needs an additional
information to be able to recover the true displacement of translation motion, which
can come from the stereo-vision, the depth camera or IMU. In particular cases, the real
translation movement can be estimated without the supplementary peripheries, using real
time SLAM by mono-vision. SLAM (Simultaneous Localization and Mapping) consists
in building and updating the map and identifying the location of the mobile robot in the
map. The state of the art has been developed for 25 years with many techniques (filters,
optimization techniques) and sensors (camera, IMU, GPS, encoder...), as explained in
the review [BAYG17]. With our opportunistic system, under pure translation movement
of the mobile robot, the segmentation and exact visual odometry can be retrieved when
the four following conditions are satisfied :

— the quality of optical flow is adequate,
— the world consists of planes, which is true for human world
— the camera mounted on the robot does not change its height d during operation

which is also true for mobile rolling robots
— the camera is calibrated, and in particular f is known

When camera observes the scene as the robot moves, the uv-velocity finds the planar
surfaces appearing in the image. The ground plane is always available in this context.
With the configuration of the camera, the ground is always an horizontal plane. Under
pure translation movement of the robot we have the following relationships (already
mentioned in table 3.3) :

u =K(x− xFOE)|y|

v =K(y − yFOE)|y|,
(6.1)

whereK = TZ
fd is the estimated parameter. Knowing f and d, we can compute TZ , i.e. the

true displacement in the Z-direction. For the ex-horizontal plane, the expression between
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optical flow and camera movements is given as :

u =
1

fdexh

(
yxTZsin(θ) + f(xTZcos(θ)− yTY sin(θ))− f2TY cos(θ)

)
v =

1

fdexh

(
y2TZsin(θ) + fy(TZcos(θ)− TY sin(θ))− f2TY cos(θ)

) (6.2)

By estimating the three parameters A,B,C of parabola v = Ay2 + By + C on voting
space V(v, y), we have the following equations system :

TZsin(θ)
fdexh

= A

TZcos(θ)−TY sin(θ)
dexh

= B

fTY cos(θ)
dexh

= C

(6.3)

Since f and d are known, we basically can solve this equation systems with 3 variables :
TY , dexh and θ.

The same analysis can be done for ex-lateral planes. From the quadratic relation between
u and x on U(u, x) voting space :

u =
1

fdexl

(
x2TZsin(φ) + fx(TZcos(φ)− TXsin(φ))− f2TXcos(φ)

)
(6.4)

we also have the equations system :


Tzsin(θ)
fdexl

= A

Tzcos(θ)−Tzsin(θ)
dexl

= B

fTxcos(θ)
dexl

= C

(6.5)

The three variables TX , dexl and φ can be computed from these equations. With all
translation components n TX , TY , TZ , the distance of plane from the origin and the angle
of ex-planes, it is possible to reconstruct the scene with the real scale. Obviously, there
are still more insight works to realize this idea.
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Titre : Vers un système de vision artificielle opportuniste pour l'analyse de scènes complexes à partir 

de caméras embarquées 

Mots clés : flot optique, détection de surfaces planaires, odométrie visuelle 

Résumé : L'objectif de ces travaux de thèse 

consiste à proposer un système de vision pour 

l’analyse de scènes dynamiques dit « 

opportuniste » En ce sens, il est orienté vers une 

tâche applicative précise et profite des 

connaissances à priori fournies par l’application 

ainsi que des indices disponibles provenant de la 

scène perçue (couleur, texture, géométrie) selon 

leur pertinence. 

Cette thèse propose de pousser jusqu’au bout la 

vision monoculaire basée sur l’analyse d’images 

issues d’une caméra embarquée sur un véhicule 

mobile. Dans un premier temps est proposée une 

nouvelle méthode d’estimation du flot optique, 

information directement estimable à partir d’une 

séquence d’images. L’approche se base sur la 

génération d’une carte de fiabilité pour raffiner 

le flot optique à travers un processus itératif 

profitant d’informations disponibles telles que la 

couleur. La carte de mouvement ainsi obtenue est 

ensuite exploitée pour une détection rapide des 

plans 3D principaux. Pour cela, une approche 

cumulative, appelée uv-velocité, exploitant les 

propriétés géométriques du champ des vecteurs 

de mouvement, est développée. Elle permet de 

détecter les surfaces planaires en partant 

d’hypothèses concernant la nature de l’ego-

mouvement. Contrairement à l’approche déjà 

existante c-velocité, la méthode proposée permet 

une stratégie de vote plus progressive qui prend 

en compte plus de modèles d‘ego-mouvement et 

plus de modèles de surfaces planaires 

Le modèle de mouvement de chaque surface 

détectée est réintégré à la méthode d’estimation 

du flot optique qui devient une méthode 

d’optimisation sous contrainte de validité du 

modèle planaire afin d’améliorer la précision de 

l’estimation du flot optique. Par ailleurs, nous 

montrons dans cette thèse comment un processus 

d’odométrie visuelle peut tirer profit de la 

méthode de détection de surfaces planaires. 

L’approche d’estimation du flot optique est 

évaluée en termes de précision et de temps 

d’exécution sur la base de données Middlebury. 

En ce qui concerne la uv-velocité, la validation 

est faite aussi bien sur des flots simulés que sur 

des images de la base de données de KITTI.     
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Title : Towards an opportunistic artificial vision system for analysing complex scenes from onboard 

cameras 

Keywords : optical flow, plane segmentation, visual odometry 

Abstract: The thesis intends to develop the 

bricks of an opportunistic vision system for 

dynamic scene analysis, an opportunistic system 

that would be guided by the applicative task, that 

would benefit from any knowledge and prioris 

made available by the application, and take 

profit of all available cues (color,  texture, 

geometry) depending on their quality and 

relevance. The context of color monocular 

vision is considered, with a camera embedded 

on a mobile platform. A dense optical flow 

technique is first proposed. After a rough 

estimation, a reliability map is computed and is 

used for refining the motion map, through an 

iterative propagation process constrained by 

local information, starting by the color cues. 

This motion map is then analyzed for rough and 

fast plane segmentation. A cumulative approach 

called uv-velocity has been developed. It allows 

the fast exhibition of prominent planar surfaces 

under certain assumption related the ego-

motion. Contrary to its predecessor, the so-

called c-velocity, it allows a more progressive 

voting strategy, it avoids using sampling, it is 

not limited to translations of the camera and can 

detect a wider range of surfaces.. 

 

The motion models related to each surface can 

then be re-injected as a constraint in the 

estimation of the next optical flow. The raw and 

fast planar segmentation produced by uv-

velocity can be used to fasten the estimation 

visual odometry. 

The results of optical flow estimation remain 

acceptable in terms of precision and execution 

time (tested on Middleburry dataset) which can 

be the input for creating the voting space to 

detect the planes on image. After the simulations 

and real experiments on KITTI dataset, uv-

velocity shows its potential to be the polyvalent 

image registration on plane detection and 

opportunistic alert for the system.  
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