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Abstract

The application of nuclear and particle physics techniques in the field of medical diagnosis
and pathology treatment is nowadays well-established in the clinical routine. In particular,
elementary particles are the basis of several medical imaging techniques (Positron Emission
Tomography (PET), Single Photon Emission Computed Tomography (SPECT), Computed To-
mography (CT) scans, etc.), as well as of treatment methods, mainly concerning cancer, which
causes about 9 millions deaths per year all over the world.

In this context, ion beam therapy is a promising technique in cancer treatment because of
the ion defined range and favorable dose delivery features with respect to standard photon
radiotherapy. Strict and precise treatment planning and monitoring are now key points for
the method development and full exploitation. In particular, with the aim of optimizing the
ion treatment effectiveness, the ion range monitoring is mandatory: different solutions have
been explored, but an online treatment check is still a challenge. The ion beam treatment
monitoring can be performed by means of secondary charged or neutral particles. In this
context, the detection of the Prompt-Gammas (PGs) emitted during treatments has proven
its potential in the ion range control in real time. Since the first evidence of the existing
correlation between the emitted gamma profile fall-off and the Bragg peak position, several
groups are involved in research activities in order to develop and optimize instruments and
methods with the aim of improving this monitoring technique. Among the others, collimated
and Compton cameras are being investigated for this application. The same detectors can
also be employed in nuclear medicine for the detection of the radioactive elements decay
products.

A collaboration of 4 laboratories in France, called Contréle en Ligne de Uhadronthérapie par
Rayonnements Secondaires (CLaRyS), is involved in the parallel development of two composite
detectors for ion beam monitoring and nuclear medicine applications, and this thesis is carried
out within this collaboration with the detectors clinical trial as final aim.

The development project started a few years ago and is now at the final stage. The two
cameras have been designed according to simulation studies, and the different components
are now under tests. The collimated camera is composed of a multi-slit tungsten mechanical
collimator, set in front of an absorber composed of 30 Bismuth Germanium Oxide - Bi;;GeO,,
(BGO) blocks, for a total size of 210x175x30 mm?; each block presents a streaked structure
with a 8x8 pseudo-pixel matrix and the signal is read-out by 4 Photo-Multipliers (PMs). A
~3 ns time resolution can be achieved on average for the prompt-gamma detection. The
same absorber is part of the Compton camera, in addition to a scatterer section composed of
7 Double-sided Silicon Strip Detectors (DSSDs), 96x96x 2 mm?® each.

With the collimated camera, the parallel emitted photons are selected by the collimator and
a mono-dimensional emission profile can be reconstructed. The Compton camera has a more
efficient detection technique, thanks to the absence of a mechanical collimation system, and
could potentially lead to three-dimensional information via the reconstruction of the Compton
cones. These features make it suitable for the application in nuclear medicine, in particular
as an alternative to the present SPECT collimated cameras, allowing for accurate and efficient
image reconstructions with the usage of high energy gamma sources, which should reduce
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image blurring effects due to attenuation in the patient and the total released dose with respect
to the present clinical routine.

Concerning the monitoring of ion beam therapy treatments, an additional detector compo-
nent is needed to temporally and spatially tag the incoming beam ions and help rejecting
background events (mostly due to neutrons) which strongly affects the prompt-gamma yield.
A scintillating fiber tagging hodoscope, which can be coupled to both collimated and Compton
camera, is under development: it is composed of 2 perpendicular planes of 128 scintillating
fibers, read-out from both sides by 8 multi-anode (64 channels) PMs by Hamamatsu.

This thesis work consists in the critical evaluation, characterization and tuning of the different
components, together with the associated electronics, and of the complete detector systems
on beam. In parallel, simulation studies can improve the detection techniques and optimize
the detector structure, as well as pave the way for further applications.

This manuscript is divided into three parts. Part I introduces the thesis rationale. After a
general introduction devoted to the thesis context in chapter 1, an overview of the state of
the art of the gamma detection techniques applied in medicine and the employed gamma
detection systems is given in chapter 2. Part II consists of four chapters and describes my per-
sonal work. Chapter 3 focuses on the two cameras developed by the CLaRyS collaboration;
the camera components are described in details, and all the characterization measurements
performed during the three years of my PhD thesis are explained. Chapters 4 and 5 present
the simulation studies I performed with the aim of investigating the potential of the developed
detectors for the application in ion beam therapy monitoring and nuclear medicine, respec-
tively. Chapter 6 is dedicated to the description of the tests performed on proton beams for
the detector/electronics characterization measurements. In Part III I summarize and discuss
all the results obtained in this thesis work; furthermore, the perspectives of the project are
fixed on a time-line for the next future.
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1 Context

The application of physics concepts and techniques to the field of health-care is nowadays well-
established in the clinical routine. Even if physical techniques have been used in medicine from
the earliest time (Duck 2014), the discipline today known as “medical physics”, emerged and
developed in the past century thanks to the increasing knowledge and use of ionizing radia-
tions both for diagnosis and disease treatment. In the late 19" century, the x-ray discovery by
Rontgen, the radioactivity discovery by Henri Becquerel, and the radium and radioactive iso-
topes studies by Pierre and Marie Curie paved the way to the whole medical physics practice
of the next century, where x-ray imaging and radiotherapy were soon established. Only three
weeks after the discovery of the x-rays, Robert Jones and Oliver Lodge imaged with x-rays a
boy’s hand (Cantor 1988), officially starting the diagnostic application of such a radiation. Fol-
lowing the first successes, more attention was given to radio-protection and dosimetry studies,
and the investigations focused on new ways to use radioactive tracers for imaging purpose; this
finally led to the birth of nuclear medicine, with the clinical use of the radioisotope Iodine-131
(*31D) in 1939 (Kereiakes 1987). Nuclear medicine rapidly gained importance in the diagnosis
clinical panorama, also thanks to the introduction of new detectors, such as the Anger camera
introduced in the ’60s, and new imaging techniques, such as the detection of photons from
positron annihilation (Positron Emission Tomography (PET)). Moreover, several alternative
methods were proposed or implemented for diagnosis (Magnetic Resonance Imaging (MRI),
ultrasounds, etc.). In parallel, x-rays were soon employed also for tumor treatment: already in
1896, Emil Grubbe irradiated a woman with breast cancer (Evans 1951), and in the same year
in Lyon a patient with a stomach cancer has been treated by Victor Despeignes (Despeignes
1896; Foray 2016). One year later, a skin tumor was successfully irradiated in Vienna using
x-rays. Thanks to the invention of the klystron, and, later, of the so-called “magnetron”, by
the Varian brothers with William Webster Hansen, the radiotherapy could spread and become
a clinical reality; more refined treatment techniques were then introduced with the develop-
ment of commercial particle accelerators after World War 2 (Keevil 2012).

At present days, the medical physics progress strongly relies on technological development
and computer science, which already revolutionized several fields of science. In particular,
cancer research is now a key area for technical and technological development, concerning
both diagnosis and treatment (Webb 2009). Cancer continues to be one of the major issues in
the medical scenario: it is at present the second cause of death worldwide, but it is expected
to surpass heart diseases and become the main killer in the next tens of years (Jemal et al.
2010; Thun et al. 2010). The last two decades saw important improvements in radiotherapy
techniques and machines, with more precise dose planning and delivery, which enhanced the
patient survival and strongly reduced the impact of radiations on healthy tissues. This was
possible also thanks to refined imaging technologies, allowing for an accurate tumor volume
definition, as well as for image-guided treatments. In this scenario, ion beam therapy, already
proposed in the middle of the past century, is rapidly spreading thanks to novel beam deliv-
ery technologies, able to relatively reduce the treatment costs and allowing for a commercial
diffusion of this treatment method (which is still very limited with respect to standard radio-
therapy). Notwithstanding the remarkable steps forward disclosed in the last years, there is
still wide room for improvements in this field, which mainly requires strong imaging basis in
order to fully profit of the treatment technique potential.

The work presented in this document has been carried out in this context and mainly deals with
the development of gamma imaging detectors to be applied in the field of quality assurance
for ion beam treatment. Furthermore, the same detectors have been applied to the nuclear
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medicine field in simulation, with the aim of assessing its possible clinical implementation for
a future development of the nuclear medicine clinical routine.

In the following sections, a general overview of the two main domains of interest for this thesis
work is given.

1.1 lon beam therapy

Radiation treatment is an essential component of the tumor therapy, being the second most
applied and successful kind of therapy after surgery (Schardt et al. 2010). The majority of pa-
tients with localized malignant tumors are treated with radiations (Baskar et al. 2012; Durante
etal. 2009; Moding et al. 2013), applied in several fractions in different days in order to reduce
the damages to normal tissues (Bentzen 2006). The most of the patients treated with radio-
therapy techniques receives standard photon treatments, with x-rays coming from linear elec-
tron accelerators; a small percentage undergoes specialized gamma treatments like gamma
knife irradiations, again using x-ray beams from linear electron accelerators, or brachytherapy.
About 1 % of the radiotherapy patients are irradiated with charged particle beams, with the
so-called ion beam therapy (Durante et al. 2016).

Ion beam therapy, or “hadrontherapy”, is a cancer radiation treatment method based on light
ion beams instead of photons. It was first proposed by Wilson in 1946 in a famous seminal
paper (R. R. Wilson 1946); the author was asked by his director Ernest Lawrence to clarify
the stopping process of protons in matter. Thanks to measurements at the Berkeley cyclotron,
he highlighted the physical principles and the possible benefits driven by the implementation
of such a kind of radiation in clinical treatments, with particular focus on the simple case of
protons and some considerations about heavier ions, like alpha particles and carbon ions. At
that time, the accelerator technologies were still under development after the invention of
the cyclotron by Ernest O. Lawrence in 1930, which allowed to increase the range of charged
particles in matter, in particular in cells and human tissues, and the beam energy required
for treatments was about to be reached. Pioneering studies of the biomedical applications of
accelerated hadron beams were performed by Cornelius Tobias in 1948 (Blakely et al. 2009)
in Berkeley (USA), and the first patients have been treated almost ten years later in the same
laboratory by Lawrence and Tobias (Tobias et al. 1958, 1955) with protons and, later on,
with He ions (Halperin 2006). New accelerators in four continents were used to continue the
quest started in Berkeley, and the experience was extended to carbon ion beams from 1994 in
Japan (Heavy Ion Medical Accelerator in Chiba, Japan (HIMAC)), and Germany (Heidelberg
Ion Therapy Center, Germany (HIT)).

Nowadays clinical adapted machines are well-established on the market, making ion beam
therapy emerging as a wide-spread technique in the every-day cancer treatment routine all
over the world. Starting from the early 2000’s, many new treatment centers have been de-
signed and built. An intense research effort has been dedicated to this field in the last decades;
in addition to considerable improvements achieved in the accelerator technologies, new and
refined imaging techniques allowed for important enhancement in the treatment planning,
also supported by the continuous development of computer science and the growth of com-
puting power. In parallel, the biological implications of ion irradiation has been deeply inves-
tigated (Brahme 2004; Friedrich et al. 2012; Tobias et al. 1982). Moreover, since more and
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more patients are treated every year with this technique, more clinical data are at present
available for further study and the connection between physicists and physicians is strongly
progressing both in the research field and in treatment practice. Several advancements are ex-
pected in the next years, following the extensive research work carried out by several groups in
the world. In the following section, the basic physical principles and features of this treatment
method are explained, and advantages and drawbacks with respect to standard radiotherapy
techniques are analyzed. After that, the need for ion range verification is discussed and de-
tailed in order to reach the main topic for this thesis: the prompt-gamma detection.

1.1.1 Physics of ion beam therapy

The physics rationale of ion beam therapy is extensively described in all its aspects in several
review, such as Belki¢ 2010; Bichsel 2013; Durante et al. 2016; Lomax 2009; Newhauser et al.
2015; NuPECC 2014; Schardt et al. 2010. In the following, the physical basis of this tumor
treatment technique is highlighted.

Charged nuclear particle beams at relatively high energy show a characteristic depth-dose dis-
tribution in matter which makes them suitable for the application in cancer treatment as a
valid alternative to standard photon therapy (x-ray or megavolt beams), bringing several ad-
vantages to the patient side. This energy deposition profile (“Bragg curve”) is named for Sir
William Henri Bragg, who investigated the slowing-down process of a particles in air (Bragg
et al. 1904, 1905). Low-energy (x-rays) and high-energy photons traversing the patient body
deposit their energy by interacting with the target atomic electrons (mainly by Compton inter-
action), with the deposited dose decreasing at increasing depth after a build-up region (mainly
due to forward scattered Compton electrons). Even if the entrance surface (the skin for a pa-
tient) can be spared thanks to this build-up region, with a dose peak shift of a few centimeters,
a high relative dose is delivered to the tissues along the whole beam path. In order to maximize
the tumor volume-to-healthy tissue dose ratio, a standard photon treatment always foresees
several irradiation fields from different entrance points and angles (see Figure 1.1, left). This
energy deposit behavior is common to all neutral particles, as shown in the first two boxes in
Figure 1.2 where the depth-dose profiles of photons at various energies and neutrons in water
are presented. In contrast to neutral particles, the energy deposited per track unit increases
for increasing depth for the charged ones: in the remaining four boxes of Figure 1.2 the depth-
dose profile in water is shown for electrons, pions, protons and neon ions; it is characterized
by an entrance low relative dose plateau and by a narrow high deposited dose peak at the end
of the range (in the last few millimeters), called “Bragg peak”. The dose peak is sharper the
more massive is the particle, as clear from Figure 1.2, where the different species are sorted
by increasing mass. As for protons and heavier ions, their clinical interest for the treatment of
deep-seated tumors appears clearly from the above considerations: a nuclear particle beam
is able to deliver a reduced dose to the healthy tissues surrounding the target volume, where
the dose is concentrated. This allows for the treatment of tumor volumes close to Organs At
Risk (OAR), also with limited irradiation angles with respect to photons, as shown in the right
part of Figure 1.1, where the planning for a carbon ion treatment of a lung cancer with only
three irradiation fields is depicted.
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Figure 1.1: Treatment planning of lung cancer for the irradiation with x-rays (left) or carbon ions
(right) (in Durante et al. 2016).
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1 Context

EM
interactions
with

target atomic
electrons

10

1.1.1.1 Charged particle interactions in matter

The charged particle interactions in matter can be described by three main mechanisms: Elec-
tromagnetic (EM) inelastic interactions with the atomic electrons, EM elastic interactions
with the atomic nuclei, and nuclear reactions. In addition to the listed interactions, also
Bremsstrahlung is theoretically possible, but its effect is negligible at ion energies of clinical
interest. The EM inelastic interactions with atomic electrons cause an energy loss which is
generally approximated with a Continuous Slowing Down Approach (CSDA) for simplicity, as-
suming a mono-dimensional quasi-linear ion path and an average, continuous energy loss rate.
The mass difference between electrons and ions (as an example, the proton mass is 1832 times
greater than that of an electron), justifies the quasi-linear approximation, while the significant
cross-section for small energy transfer allows one to consider a continuous decelerating force.
The elastic repulsion caused by an atomic nucleus is able to deflect the projectile ion, with
an angle which depends on the target-projectile relative mass. The inelastic nuclear reactions
are less frequent, but reduce the intensity of the primary beam (the primary particle is de-
stroyed or deflected at large angle), and cause the emission of secondary nuclear fragments.
A schematic view of the three main interaction mechanisms described is given in Figure 1.3
for the example case of protons, while in the following the effects of these interactions are
detailed.

(a) (b)

Recoil nucleus

b

p P il p'

Figure 1.3: Schematic view of an example of the three main interactions mechanics of protons in
matter: Coulomb (EM) interaction with atomic electrons (a), Coulomb (EM) interactions
with atomic nucleus (b), nuclear reactions(c). In Newhauser et al. 2015.

At the primary particle velocities of clinical interest, the ion energy loss rate is dominated
by inelastic collisions with the target atomic electrons and is well described by the formula
attributed to Bethe (Bethe 1930) and Bloch (Bloch 1933), often referred as Bethe-Bloch for-
mula, reported in equation 1.1 in its form independent of the mass density. This expression is
also known as mass stopping powetr.
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where N, is the Avogadro’s number (6.022 x10**mol™!), r, is the classical electron radius
expressed in equation 1.2 with €, = 8.854 x 1072 F/m the permittivity of the vacuum, m,c?
= 511 keV the mass energy of the electron, e = 1.6 x 107*° C the electron charge and c the
speed of light,

1 2
r, =  —2181x105m (1.2)
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z is the charge of the projectile, Z and A are the atomic number and mass of the target material,
respectively, B = v/c is the projectile velocity, y = (1 — 82)""/2, I is the mean excitation
potential of the target material. The last two terms represent corrections for high energies
(6 density effect correction term) and low energies (C shell correction term) incident ions.
By observing equation 1.1, it clearly emerges how the energy loss rate is proportional to the
square of charge and inverse velocity of the projectile. The target material composition also
plays a major role. As the logarithmic term varies slowly with the target properties, and since
Z /A is also almost constant, it turns out that the linear energy loss rate is proportional to the
electron density, and thus to the atomic density (to be noticed, for clinical applications, that
the density in a patient can vary by almost three orders of magnitude, ranging from the air
cavity in the lungs to the most dense bones). As already mentioned, the energy loss increases
for decreasing ion energy due to the 1/32 dependence at high velocities (when the projectile
velocity is much larger than its orbital electron velocities, and therefore remains fully stripped),
and the maximum energy-loss rate, corresponding to the Bragg peak depth, is reached at the
projectile velocity expresses as

23y, (1.3)

where v, = e/ is the Bohr velocity (8 = 1/137). For velocity values below v,, corresponding
to the average orbital velocity in the Thomas-Fermi atomic model, the ion captures electrons
and its charge decreases, as well as the stopping force. However, the residual range is small (a
few tens micrometers), and therefore the Bragg peak is assimilated to the end of the ion path.
Note that, at very small velocities, atomic elastic collisions become important in the slowing
down process.

The energy loss rate equation directly leads to the definition of the ion beam range in matter (if lon range
we neglect nuclear interactions which cause a modification of the projectile nature), which is

the integral over the incident energy of the energy loss per track unit, reported in equation 1.4.

This formulation assumes a mono-dimensional ion trajectory with negligible lateral scattering
(mentioned above and discussed below) and uses the CSDA.

E /N —1
R(E) = f (di) dE’ (1.4)
o Ldx
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where E is the ion beam incident energy. To be noticed that the range is not a deterministic
value, but it is intended as an average value and defined for the whole beam, not for single
incident particles, which are affected by statistical fluctuations in the energy loss, leading to
the so-called “range straggling” (described by different theoretical models, such as the ones
in Bohr 1915; Landau 1944; Vavilov 1957, and detailed below). The integration of the Bethe-
Bloch is often a hard task, but, as realized by Bragg and Kleeman (Bragg et al. 1905), the
range dependence on the incident particle energy can be practically expressed with an analytic
approach as the power law in equation 1.5. This approximation directly derives from studies
on alpha particles which anticipated the formulation of equation 1.1.

R(E) = aE? (1.5)

where E is again the ion beam initial energy, the constant a depends on the target material
and the constant p is related to the projectile energy (or velocity). The proton range can be
easily scaled to other ions at the same energy per nucleon in the same material with a factor
M /2%, where M is the ion mass. The range of ions with the same specific energy scales from
water to other homogeneous material with a factor of A/Z2.

The ion range predicted by equations 1.4 or 1.5 is an average value, calculated by considering
a smooth and continuous energy loss process and neglecting the individual ion behavior. The
actual range suffers from statistical fluctuations in the projectile energy loss that broaden the
Bragg peak, in the so-called “range straggling”. In general, the longitudinal beam straggling
can be described by an asymmetric distribution (Vavilov 1957), which is approximated to a
Gaussian in the limit of many collisions, leading to the expression of the relative straggling in
equation 1.6:

% = (M) (%) (1.6)

The ratio of the straggling width oy and mean range R is then all the more reduced as the
ion mass (M) increases, with ¢ a slowly varying function which depends on the target ma-
terial (Rossi 1952) and E the total ion energy. According to equation 1.6, it is interesting to
notice how the relative straggling for carbon ions is about 3.5 times smaller with respect to
protons (e.g. 7 mm and 25 mm at 18 cm of average range for carbon ions and protons, re-
spectively - see Durante et al. 2016). In addition to energy loss fluctuations, range straggling
contributions also come from the beam initial energy distribution: the actual beam is not per-
fectly mono-energetic, and the energy distribution width is determined by the accelerator and
the beam optics elements. This contribution has to be added (quadratic sum) to the range
straggling estimate. Figures 1.6c and 1.6d show the depth-dose profiles of proton and carbon
ion mono-energetic beams, respectively, at different energies in water. The effect of range
straggling is clearly visible in the broadening of the Bragg peak, which is more significant for
protons with respect to carbon ions, and increases for increasing range in matter.

In addition to the energy loss process considered till here, which shapes the beam in the lon-
gitudinal direction (range variations), the actual delivered dose also depends on the lateral
beam profile, which derives from the size and angular divergence of the incident beam and
is mainly governed, at the target level, by elastic Coulomb scattering with atomic nuclei and
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by secondary particles produced by nuclear fragmentation. In case an ion passes close to a
target atomic nucleus, it is elastically scattered by the repulsive electromagnetic force: the
projectile loses a negligible amount of energy, so that this kind of interaction can be neglected
when calculating the energy loss rate described above, but the change in its trajectory must be
estimated for range and dose predictions. Starting from the single scattering model by Ruther-
ford (Rutherford 1911), and moving to the calculation of the statistical distribution function
for the scattering angle at a certain penetration depth given by Bothe 1921, a complete theory
allowing for the calculation of the scattering angle probability in case of Multiple Coulomb
Scattering (MCS) has been proposed by Moliére (Moliere 1948) (confirmed to provide good
predictions thanks to a large set of proton beam spread data - see Gottschalk et al. 1993). More
practical formulas were then derived afterwards (see Gottschalk 2010; Highland 1975; Lewis
1950). The Moliére formulation has been then simplified for analytic calculations towards a
Gaussian approximation. The Gaussian standard deviation (0 4) expression in equation 1.7 is
given by the characteristics MCS angle 6 (Highland 1975)

14.1MeV L L
=—7\|—|1+0.038In(— 1.7
7o ﬁpC P Lrad[ n(Lrad):|

where f3, p and Z, are respectively the projectile velocity, momentum and charge, c is the
speed of light, L is the material thickness and L., is the radiation length (reported for common
materials in Tsai 1974) expressed in equation 1.8.

716.4

3 1.8
2(Z + DIn(Z) g/cm 1.8

Lrad(Z) =

with Z the atomic number of the material. Even if the Gaussian approach is not always accu-
rate to describe the lateral beam spread (mainly at large angles), the Moliere MCS description
allows to retrieve the main parameters contributing to this effect: in particular, heavier parti-
cles have narrower lateral beam spread, and the scattering effect increases at increasing ion
range (but is inversely proportional to the beam energy) and for high-Z materials. A more
precise model of the lateral beam spread should involve nuclear reactions and the produced
secondary particles, but an analytic approach is difficult and Monte Carlo (MC)-based calcula-
tions are necessary, but still time consuming. The empirical parameterizations are still strongly
based on experimental data: as an example, measurements of the lateral beam spread in a
water column for different beam energies (ranges) are reported in Pedroni et al. 2005. In Fig-
ure 1.4 the lateral spread of different ions in water is plotted as a function of range for various
beam energies (A) and as a function of beam energy (B) after 15 cm range in water.

In addition to the electromagnetic interactions with electrons and nuclei which mainly govern Nuclear reac-
the stopping process, primary ions impinging on a target also undergo nuclear reactions with t°ns

the target nuclei which may cause the disintegration of the projectile and the target nucleus or

a partial fragmentation. In general, nuclear reactions induce modifications in the beam com-

position and cause variations in the longitudinal and lateral beam structure which must be

taken into account for the delivered physical and biological dose estimate. Moreover, this kind

of reactions leads to the production of secondary particles, such as secondary protons, neu-

trons, hydrogen and helium isotopes and other ions (mainly with heavy ion irradiation), and

gammas. In the high velocity regime (when the relative velocity in the nuclei center of mass

is much larger than the nucleon Fermi velocity), the nuclear interactions occurring between
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Figure 1.4: Lateral spread of different ions in water obtained with Geant4 Monte Carlo simulations.
The Full Width at Half Maximum (FWHM) of the beam spot distribution is presented
as a function of depth in water (A) for beams at different energies and as a function of
beam energy (B) after 15 ¢cm range in water. In Durante et al. 2016.

projectile ions and target nuclei can be described by a two-step process. At the “collision”
stage, depending on the distance between projectile and target centers (impact parameter
b), a variable number of nucleons is involved in the interaction and composes the reaction
zone generally defined as “fireball”. The so-called “spectator” nucleons are almost not affected
and create projectile-like and target-like fragments (“fragmentation” process), often in excited
states. After the collision, the excited fireball and fragments decay through the emission of
secondary light particles, in the so-called “de-excitation” process, and the lighter fragments
continue their path through the target. A schematic view of a typical nuclear reaction is given
in Figure 1.5. Several models have been proposed to describe the nuclear interactions in
their two steps. The Intra-nuclear Cascade (INC) model has been originally proposed by Ser-
ber and Heisenberg (Serber 1947), and later implemented in the sixties (Bertini et al. 1974),
and is used to describe the collision stage. It is based on a series of two-body interactions
between the incident particle and the target nucleons, which are considered quasi-free. For
each nuclear interaction, the code models the complete outcome, and all produced particles
are tracked until they are below a given energy threshold, in a process called “intra-nuclear
cascade”. Other candidates are the Quantum Molecular Dynamics (QMD), which describes
each nucleon as a gaussian wave packet, and all nucleons are included in the collision, and
the Boltzmann-Master-Equation (BME), which is a sophisticated model describing the ther-
malization of composite nuclei for low energy projectiles. The de-excitation stage can involve
the so-called “evaporation” (Weisskopf 1937), where light fragments are emitted from the
excited nuclei, “fission” of the excited nuclei in two fragments (for high-Z nuclei which can
be only found in implants), “Fermi-breakup” of light nuclei which disassembles in smaller
fragments (Fermi 1950), and gamma emission to dissipate the residual energy. The major-
ity of the complete models for nucleus-nucleus reactions includes the previously described
ones (often in simplified versions, optimized in order to minimize the calculation time) and
is a variant of the so-called “abrasion-ablation” model (Hiifner et al. 1975), generally used in
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transport codes. The abrasion phase describes the collision and the ablation one models the
de-excitation stage; to be noticed that the ablation description is generally more adapted to
peripheral collisions (high b), where the fragments are excited after the collision and decay
to the ground state by emitting light particles and gamma rays.

Collision De-excitation

Prompt-gammas
4

Projectile , b O/ -
Q il “Fireball* — Y / —
/ - e s o light
-~ ™ particles
O 9 .= i
Target Target-li -
rget-like fragment N

Figure 1.5: Schematic view of the nuclear reaction between a projectile and a target nucleus. The
two steps are defined as “collision” and “de-excitation” processes.

Two main effects of the fragmentation processes are relevant to ion beam therapy. First, the
described nuclear reactions cause a loss of primary beam particles; this effect is all the more
important for increasing penetration depth. It is clear that in peripheral collisions (high b)
the probability of primary ion loss is lower with respect to central collisions (small b), where
projectile and target are most likely completely destroyed. Figures 1.6a and 1.6b (top panel)
show the primary particle fluence loss in a proton and carbon ion beam, respectively, as a
function of the depth in water. In the entrance region before the fall-off the fluence loss is
caused by nuclear reactions, while close to the Bragg peak the fluence fall-off is mainly due
to stopping of primary particles with zero residual energy. In addition, the range straggling
effect is visible. Concerning carbon ion beams, as reported in Durante et al. 2016, during a
standard treatment only 50 % of the primary ions reach the Bragg peak region for ~20 cm
range, while the others undergo fragmentation processes and are lost. Second, lower-mass
and Z fragments result from the nuclear interactions in case of irradiation with ions heavier
than protons (with proton beams, only secondary protons and neutrons are produced). The
projectile velocity determines the velocity of the secondary fragments, which can travel with
longer ranges with respect to the primaries due to their reduced mass and charge (remember
the range scaling factor M /z2): this produces a tail in the dose distribution (for ions heav-
ier than protons). The features of this tail have been deeply studied for different primary
ions species (1°B, '2C, N, 60, 2°Ne), and shell-structure effects have been verified with a
non-direct relationship between proton number Z and tails extension (Schall et al. 1996). Fig-
ure 1.6d (and Figure 1.6b, bottom panel) shows the effects of nuclear reactions on the Bragg
curves related to carbon ion beams at different energies stopping in water, measured in a wa-
ter column (Schardt et al. 2008). With increasing primary energy and, consequently, beam
penetration depth, the ratio between Bragg peak and entrance plateau dose is reduced by the
decreased number of primary ions (this effect is also visible for proton beams in Figure 1.6c¢),
while the tail after the Bragg peak is wider due to the increased number of lower-Z fragments
traveling with longer range. In addition to this, the energy loss stochastic fluctuations are
clearly visible in the broadening of the Bragg peak, as already described.
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Fragmentation processes have been deeply studied in nuclear physics and experimental data
are available for many ion species at various energy (Friedlander et al. 1982). Dedicated stud-
ies for applications in radiotherapy started at Princeton (MacCabee et al. 1974) with oxygen
beams and were carried out for many years at the Bevalac in Berkeley (Llacer et al. 1990,
1984b; Schimmerling et al. 1989, 1983), mainly with the neon beams used, at that time, for
patient treatments. Similar studies were conducted later at the HIMAC facility (Matsufuji et al.
2003, 2005) and at GSI Helmholtz Centre for Heavy Ion Research, Germany (GSI) (Golovkov
et al. 1997; Schall et al. 1996), where several ion species have been compared. Results con-
cerning the build-up characteristics of secondary fragments, also based on carbon ion irradia-
tion of water targets, are published in Haettner et al. 2006 and Haettner et al. 2013; in these
works, 200 and 400 MeV/u ions have been used to investigate energy spectra and yields of
the produced fragments at different angles and various depths along the beam path. A similar
analysis has been carried out with 95 MeV/u carbon ion beam irradiation data collected at
Grand Accelerateur National d’Ions Lourds, Caen, France (GANIL): in this case, Poly-Methyl-
Metacrylate (PMMA) thick targets (5, 10, 15, 20 and 25 mm) have been used (Braunn 2010;
Braunn et al. 2011). The obtained results have been compared to simulated data produced
with fragmentation models implemented in Geant4 and mentioned in previous paragraphs,
such as the Binary Intra-nuclear Cascade (BIC) (based on the INC) and the QMD models,
showing that model improvements were still needed to reproduce the experimental data. In-
deed, detailed information about fragmentation can be retrieved via Monte Carlo simulations
and used to evaluate the impact on the delivered dose. As an example, in Wroe et al. 2005
the authors studied in simulation the impact of nuclear reactions in the dose delivered with
proton beams in different targets, like water, tissue equivalent plastic, and International Com-
mission on Radiological Protection (ICRP) muscle, bone and adipose. Simulations published
in Grassberger et al. 2011 of 160 MeV protons in water allowed to estimate the dose contribu-
tions given by primary particles (between 90 % and more than 99 % of the total depending on
the range), with the remaining fraction of dose mainly connected to secondary protons and
a particles: negligible dose is given by heavier fragments. A more intense dose contribution
from heavier fragments is expected for carbon ion irradiation, but an accurate Monte Carlo
simulation of these processes is still a challenge. The dose deposition in the distribution tail
beyond the Bragg peak has been also studied in simulation: in Francis et al. 2014, for example,
the dose connected to nuclear fragments has been estimated in 36 % of the total.

As mentioned, in addition to charged fragments, nuclear interactions also produce gammas,
mainly originating from atomic de-excitation processes (prompt-gammas) or from the annihi-
lation of positrons emitted by 3*-emitter fragments (1°C, 1C, 1*N, *0, 1°0), and neutrons,
which can induce the emission of further gammas. All the secondary particles which can
be absorbed by the target contribute to the total dispensed dose, while the others (with the
exception of neutrons), escaping the target volume, can be exploited for non-invasive mea-
surements of beam and target features. In particular, different techniques have been pro-
posed and tested to measure secondary protons and gamma rays (both prompt-gammas and
positron-annihilation gammas) with the aim of retrieving information about the ion range and
obtain an online treatment verification. A detailed discussion about this topic will be given in
section 1.1.5.

Focusing on neutrons, which are produced in large quantities and over a wide energy range,
they cannot be exploited for primary ion range monitoring since their detection is not corre-
lated with the ion path in matter (M. Testa et al. 2010). The neutron signal can be used to
retrieve dosimetric information in vivo, as reported in Carnicer et al. 2014: the research group
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at the Centre Antoine Lacassagne, Nice, France (CAL) studied the secondary radiation in the
proton ocular treatment room as a function of the beam modulation, with a large volume ion-
ization chamber. A strong correlation was found between the secondary ambient dose equiva-
lent per proton dose and proton dose rate, which enables in vivo dosimetric verification inde-
pendently of the beam monitoring system. In any case, neutrons must be modeled with care
in order to evaluate the safety measures to be implemented in treatment centers (Newhauser
et al. 2002), as well as the implications in the delivered dose and secondary cancer probabil-
ity (Newhauser et al. 2011). The dose contribution caused by secondary neutrons strongly
depends on the beam delivery system (see section 1.1.3 for the description of the beam delivery
systems), as demonstrated in Gottschalk 2006. In particular, passive elements used for beam
shaping have been identified as one of the main sources of secondary neutrons contributing
to the total delivered dose to the patient (Yan et al. 2002), so that in modern facilities deflect-
ing elements are set after the passive modules in order to limit the neutron flux towards the
target. It is interesting to notice that the amount of produced neutrons and resulting dose is
comparable for protons and carbon ion irradiation, even if the neutron yield is higher for car-
bon ions: this is due to the different beam intensities used in clinics for the two species, with
more than a factor 20 in favour of protons. In Gunzert-Marx et al. 2008, the total dose due to
secondary neutrons has been estimated for 20 Gy absorbed dose during 200 MeV/u carbon
ion irradiation of a water target, and it resulted in 1 % of the total absorbed dose. Finally, if
compared to photon standard radiotherapy at high acceleration voltage (about 25 MV), the
neutron dose associated to ion beam therapy treatments results to be smaller, as demonstrated
in recent studies (La Tessa et al. 2012; U. Schneider et al. 2015).

In the following section, the attention is focused on the biological aspects of this cancer treat-
ment modality.

1.1.2 Biological effects of ion beam therapy

In addition to the already presented physical differences between photon radiation therapy
and ion beam therapy treatments, a fundamental aspect to be addressed is the biological effect
of such radiations. In the following, the main biological implications of radiation therapy are
summarized with the aim of highlighting the favorable contribution given by charged particles
with respect to photons and, at the same time, discuss some controversial points (Paganetti
et al. 2013).

Any kind of radiation interacting and deposing energy in human tissues causes ionizations
which lead to cellular and molecular effects. The effectiveness of ionizing radiation in cur-
ing cancer is based on the consequences produced by these ionizations, which can affect the
double-helical DNA macro-molecules inducing various kinds of damages. In addition to this,
other targets are also involved in the cell response to radiation, such as mitochondria and
cellular membranes. In most of the cases, localized DNA damages, also called strand breaks,
can be repaired with cellular reparation processes. In case DNA breaks are in close proximity
they can originate the so-called Double-Strand Breaks (DSBs), both with direct ionizations of
indirect process (such as 6-electron energy deposition and the creation of reactive chemical
species). Figure 1.7a shows a schematic view of the different kinds of DNA damages induced
by radiations, together with their effects in case of successful or unsuccessful reparation mech-
anisms. DSBs are generally harder to be repaired and lead to cellular dysfunction and loss of
genetic material, resulting in cell death or in the loss of reproductive capacity. It appears clear
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from this simplified presentation that not only the total absorbed dose, but also the ionization
event distribution plays a major role in the determination of the radiation effectiveness (Belli
et al. 1992). The absorbed dose is defined in ICRU 1980a, 1998 as

de
D=— 1.9

am (1.9
where de is the mean energy imparted by ionizing radiation to matter of mass dm. To be
precise, the imparted energy must also be defined: in the same ICRU reports we find that

€ =Ry —Rou + . Q (1.10)

with R;, and R, the sum of the energies of all ionizing particles entering or leaving the volume,
respectively, >.Q the sum of all changes of the rest mass energy of nuclei and elementary par-
ticles in any nuclear transformations occurred in the volume due to the ionizing radiation. As
mentioned, for the same absorbed dose, the ability of killing tumor cells is linked to the nature
of the delivered radiations via the ionization event distribution. It is useful here to introduce
the concept of Linear Energy Transfer (LET), defined as the amount of energy deposited by a Linear
particle per track unit, directly related to the number of ionization per unit distance. In gen- E_:‘:r:?’er
eral, photons, x-rays and y-rays are referred to as low-LET radiation, while the larger stopping
power of protons and ions makes them a high-LET kind of radiation. For photon radiation,
the distribution of the caused lesions is approximately random, while it is more closely related
to the particle track for high-LET primaries (Lobrich et al. 1996) causing a clustering effect in
radiation damage which has been verified to be effective for cell killing (Holley et al. 1996;
Rydberg 1996). This is due to the nature of interactions of photons and ions in matter, al-
ready detailed in the previous section. Photons transfer energy to the cells by photo-electric
or Compton interactions, with rather low cross-sections which determine a small number of
ionization events and freed electrons per incident photon within the cell volume. Such freed
electrons can further create secondary electrons along their path, but many photons are re-
quired to depose the prescribed dose, and the resulting ionization cluster distribution is almost
homogeneous. The physical interactions of ions determine a completely different distribution
of the deposited energy, localized along the ion path. The dose imparted in the radial di-
rection is governed by a large amount of low energy electrons (Auger electrons) emitted in
ion-atom interactions (also a limited amount of high-energy 6 electrons are created), which
are scattered by the medium atoms (electrons and nucleus) and cause secondary ionizations.
The cross-section of these ionizations exhibits a maximum at about 100 eV, corresponding to
a mean free path of a few nm. Given the DNA molecule size, this effect leads to a high proba-
bility of creating DSBs or correlated single-strand breaks. Cell survival studies (Blakely et al.
1984; Tobias et al. 1982) verified these theoretical considerations showing that heavy charged
particles have an increased biological effectiveness compared to x-rays. These data are gen-
erally analyzed with a parameterization of the cell survival curve through a Linear-Quadratic
(LQ) model (Hall et al. 2012)

S(D) = exp(—aD — D?) (1.11)

where S is the survival fraction, D is the absorbed dose and a and 3 are parameters which are
experimentally determined, or obtained via radio-biological models (see section 1.1.4). The
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Figure 1.7: Ionizing radiations cause DNA damages in tissues, which are the basis for tumor radiation
therapy. On the left side, the scheme presents the possible kind of damages induced by
radiations on the cell DNA. The radiation effectiveness in killing cells is then related to
the distribution of ionization events, which is all the more dense for high-LET primaries
at low energies. The RBE is then enhanced for this kind of radiation. On the right side,
the RBE is related to the LET for different ion species.

a/ ratio is linked to the radio-sensitivity of cells: the smaller it is, the larger the DNA repair
capability will be. This is the rationale for fractionation in radiation therapy. Indeed, the total
dose planned for the treatment of malignant cells is delivered in fractions along several days,
because split doses have the advantage to spare normal tissues, with low a/f ratio, more than
tumors, showing higher a/f ratio.

Given the complex scenario presented till here, it is clear that the physical absorbed dose is
not sufficient to describe the effect of the delivered radiation treatment, and weighting factors
based on radiation protection data have been introduced to account for both the biological
Relative properties of ions and the response of different tissues. In order to transfer the experience
£ ffit"l'v‘;gn'z:s' from photon data to ion irradiation and to create a common evaluation parameter, the more
powerful and versatile concept of RBE has been introduced. The RBE is defined as the ratio
between the photon and ion doses necessary to produce the same biological effect (isoeffective
dose):

(1.12)
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where Dy, o0n and Dj,, are the absorbed dose for photon and ion irradiation. Notwithstanding
the apparently simple definition, RBE results to be a very complex quantity, but for the moment
the only one really used in clinics. It depends on several physical and biological parameters,
such as LET, dose, dose rate, fractionation scheme, particle type, target biological features
(radiosensitivity, oxygen concentration, etc.) (Durante et al. 2009). As a result, the RBE value
changes along the primary ion path in matter, and is very difficult to be accurately predicted at
the treatment planning stage. As an example, the dependence on LET is shown in Figure 1.7b.
Although an accurate prediction is difficult to be obtained, the overall evolution of the RBE as
a function of LET demonstrate a further advantageous feature of ions with respect to photons.
From very low LET to approximately 100 — 200 keV/um , the RBE increases: an overkilling
effect determines then a drop at very high LET values. Thus, RBE is higher for low energetic
high-LET particles, which cause larger ionization density as their velocity decrease. This effect
means that in the Bragg peak region the biological effectiveness of such radiations is more
pronounced with respect to the plateau entrance area, where healthy tissues are spared. The
RBE enhancement for increasing LET is at present neglected in proton therapy, and a constant
value of 1.1 is implemented in the clinical routine. This point is deeply discussed in the
last years, and many simulation results and models have been produced to verify or propose
modification to this usage (Giantsoudi et al. 2013; Giovannini et al. 2016; Guan et al. 2015;
Jones 2015; McNamara et al. 2015; Sethi et al. 2014). Anyway, it is verified that a significant
increase in RBE with respect to photons can only be achieved with heavier ions, as also shown
by the experimental data reported in Figure 1.7b. For this reason, clinical trials have been
conducted at the Lawrence Berkeley Laboratory starting from 1975 on different ion species
such as He, Ne, N, O, C, Si, Ar (Castro 1995). Very heavy ions have the advantage of providing
very-high LET (and so RBE) in the Bragg peak region, useful to overcome cell killing capability
limitation due, for example, to cell oxygenation effects (discussed in the following) (Blakely
et al. 1984). On the other side, heavy ions also show very high LET in the entrance region,
which is not desirable. These results led to the implementation of carbon ion therapy, together
with proton therapy, as a good comprise between radio-biological enhanced effectiveness in
the target region (carbon-ion RBE ranges between 3 and 4 in the Bragg peak - see Wilkens
et al. 2008) and limited LET in the entrance plateau. As outlined in previous lines, a further
parameters to account for in the evaluation of the biological effects of radiations is the cell
oxygen status . If compared to healthy tissues, tumor masses can grow in size producing Oxygen En-
malignant cells, and tumor core generally show lower oxygen levels. Even if the reason is not gz:;eme“t
completely explained, hypoxic conditions cause an increased cell radio-resistance, probably
linked to the reduction of indirect DNA damages induced by reactive chemical species. This
effect is quantified via the Oxygen Enhancement Ratio (OER),

D hypoxic

OER = (1.13)

aerobic

with Dyypoxic 80d Dyeronic the absorbed dose for normal and reduced oxygen level resulting in
the same clinical effect. Its value is about 3 for conventional radiation (Schardt et al. 2010),
while it is reduced for ion irradiation due to the increased RBE, making them fundamental for
curing tumors with hypoxic regions.

Only some of the biological aspects have been cited here, and all their clinical implications

should be ideally taken into account for an accurate treatment planning. This is the reason
why some of the points discussed here will be further addressed in section 1.1.4.
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1.1.3 Accelerators and beam delivery

The goal of ion beam therapy is to treat deep-seated tumors with a conform dose distribution.
Different ion species, hadrons and charged particles in general have been and are under study
for the clinical application (neutrons, charged pions, antiprotons, helium ions — i.e. alpha
particles —, heavier ions like lithium, oxygen, up to silicon ions), but only two are at present
implemented for the patient treatments: protons and fully stripped carbon ions (Degiovanni
et al. 2015). The ability of treating any kind of tumor at any depth in human body relies on the
possibility of providing the employed particles enough energy to obtain a range of about 25 cm
in soft tissues. The ions employed in treatment must be then accelerated to about 60 — 70 % of
the speed of light (f = 0.6 — 0.7, see Durante et al. 2016) via different acceleration techniques
and machines. This translates into maximum energy values of the order of 200 — 250 MeV
and 4500 MeV (i.e. 375 MeV/u) for protons and carbon ions, respectively (Braccini 2010). In
order to achieve the desired ion energy, sizable accelerators are needed and different solutions
have been explored; at present, cyclotrons and synchrotrons are clinically implemented and
available on the market. In the following, after a brief historical introduction, we sketch
the main characteristics of the accelerators used in clinics, and we highlight the main features
which are reflected in the treatment delivery. In addition to this, the beam delivery systems are
described. Moreover, an overview of the main directions followed for the future acceleration
and beam delivery techniques upgrade is provided.

1.1.3.1 Accelerators for ion beam therapy

The way towards the possible application of ion beams in therapy (proposed only later by Wil-
son - see R. R. Wilson 1946) was opened by the invention of the cyclotron by Ernest Orlando
Lawrence in 1929 (Lawrence et al. 1932), which added a magnetic field to the recently pro-
posed linear accelerator (Widerée 1928). A cyclotron is composed of two hollow electrodes
with a frequency-alternating voltage applied between them, which accelerates the charged
particles at each revolution. The circular trajectory is obtained thanks to a fixed vertical mag-
netic field. A scheme of the main components of a cyclotron is sketched in Figure 1.8.

Nuclear physics saw a paramount development thanks to this invention, but also in the
medical field the impact was remarkable. Already in 1935, Lawrence produced the first
cyclotron-originated radionuclides, then used for radiotracing, diagnosis and treatment. The
first cyclotron-based treatment was performed with fast neutrons (i.e. with kinetic energies
between a few MeV and a few tens of MeV) in 1938, following a paper by Gordon Locher
who underlined the therapeutic potentialities of neutrons (Locher 1936); the neutrons were
produced by bombarding a beryllium target with cyclotron-accelerated deuterons (Stone et al.
1940). The unfavorable depth-dose distribution of neutrons and the difficulties linked to their
collimation finally led to abandon the neutron treatments in 1948 (Stone 1948) and move
towards proton-beam treatments in the 50’s: neutrons were revised in 1965 by Catterall in
London (Catterall et al. 1971) and are still used today in Boron Neutron Capture Therapy
(BNCT) techniques (Barth et al. 2005; Nedunchezhian et al. 2016). As already mentioned in
section 1.1, the first proton therapy treatment was conducted by Cornelius Tobias, and John
Lawrence with the Lawrence cyclotron in 1954 (Tobias et al. 1958, 1955). Between 1954 and
1974, more than 100 patients were treated in Berkeley with cyclotron-accelerated protons.
In parallel, in 1957 the first tumor was irradiated with protons at the Uppsala cyclotron in



1.1 lon beam therapy

Area at ground potential \eextmeies

-HV

septum | |

RF “Dee”

]

Vacuum
chamber

Ion source

Figure 1.8: Schematic view of the main components of a cyclotron accelerator. On the left side
the magnet is sketched together with the radio-frequency elements (“Dees”), which are
also shown on the section depicted on the right side, with the ion source in the center.
In Paganetti 2012a.

Sweden (B. Larsson 1962), and an intensive proton therapy program, led by Robert Wilson,
was started in Harvard with a new-built cyclotron (R. Wilson 2004). Following these first ex-
periences, new physics laboratories decided to set up proton beams for therapy (USSR, Japan,
Switzerland), until the creation of the first hospital-based center, built at the Clatterbridge
Oncology Center in the United Kingdom, which started operating in 1989 with a 62.5 MeV
cyclotron. This historical overview shows how the cyclotron technology has soon spread all
over the world, not only in research centers, but also for therapy purpose. The present cy-
clotron machines, which are now commercially available by different providers, still rely on
the same accelerating principle as the first Lawrence system, but the technology has greatly
advanced. In particular, the vertical magnetic fields in charge of bending the particles on
a spiral trajectory has been improved, giving the beam the desired transverse compactness.
Moreover, the beam extraction efficiency has been improved, and multiple extractions are
now possible to supply different transport lines. Moreover, synchro-cyclotrons are a solution
compatible with hadrontherapy applications. Based on the cyclotron accelerating principle, a
synchro-cyclotron presents a variable frequency for the alternating voltage which is used to
compensate for relativistic effects when the accelerated ions approach the speed of light. Such
a solution has the advantage of allowing for the creation of more compact systems with high
magnetic fields, and is at present exploited for commercial accelerators by the main providers.
In addition to cyclotrons and synchro-cyclotrons, other accelerating machines initially devel- Synchrotrons
oped for fundamental research have been translated to medical applications and are nowadays
knowing a large diffusion: the synchrotrons. While the cyclotron present a fixed-value mag-
netic field, so that the radius of the beam trajectory increases during the acceleration process,
in the synchrotron the trajectory radius is kept constant thanks to the variation of the bending
magnetic field. The boost is provided by radio-frequency cavities, based on the same principle
as the one composing linear accelerators: the radio-frequency increases to follow the parti-
cle revolution speed, and this acceleration principle allows to overcome the cyclotron energy
limitation, as well as to obtain beam at different energies by tuning the extraction process.
The invention is based on the independent ideas of Vladimir Veksler (Veksler 1944) and Ed-
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win McMillan (McMillan 1945): the latter both coined the name of the machine in its letter,
and constructed the first electron synchrotron in 1945 in Berkeley. Some years later, the first
proton synchrotron was designed in 1952 by Sir Marcus Oliphant, who already published a
preliminary sketch of the machine in 1943 (Oliphant 1943). As for the cyclotron case, several
years have been required to see the construction of the first hospital-based hadrontherapy
facility using a synchrotron. The first center was built at Loma Linda University in California,
were a 7-m-diameter synchrotron constructed by Fermilab was installed and started treating
patients in 1990. The center has been a pioneer in the field also for the presence of three 10-m-
diameter rotating gantries. After the clinical studies performed at the University of Tsukuba,
in Japan, between 1983 and 2000, with the treatment of about 700 patients with synchrotron
proton beams, a second hospital-based center was built and equipped with an Hitachi syn-
chrotron and two rotating gantries. Since the first use of synchrotrons for treatment purpose,
several improvements have been achieved in the accelerator technology to better adapt its
features to the hadrontherapy needs. In particular, the beam size can be now reduced with
strong focusing optics, and the beam energy can be varied on a single spill basis (1 — 2 s). At
present, all the hadrontherapy facilities in operation are based on circular accelerators (cy-
clotrons and synchrotrons): proton beams are produced with both the solutions, while only
synchrotron-produced carbon-ion beams are used. In Figure 1.9 the size of different accel-
erators design is compared (CABOTO is still at the design stage, the Ion Beam Applications,
Belgium (IBA) / ARCHADE superconducting carbon cyclotron in France is under design, while
HIT, Centro Nagzionale di Adroterapia Oncologica, Italy (CNAO) and the SIEMENS accelerator
are at present in operation).

protons carbon ions

250 MeV 400 MeV/u IBA / ARCHADE
._I_r 700 tons SC cyclotron
—
200 tons| TERA cyclinac

CABOTO Energy Selection
System

HIT N
synchrotron

Heidelberg Siemens

Medical CNAO
synchrotron synchrotron
Pavia

Figure 1.9: Comparison of the size of various ion accelerators for hadrontherapy. CABOTO is a
cyclinac studied by the TERA Foundation; the superconducting cyclotron, designed by
IBA, will be installed in Caen, France, within the ARCHADE project; HIT and CNAO
are in operation in Heidelberg, Germany and Pavia, Italy, respectively; the SIEMENS
synchrotron is installed in Marburg and Shangai. In Amaldi et al. 2010a.

In the past years, novel approaches have been proposed to improve the present accelerators
and beam features, mainly for what concerns the beam quality and the machine size and cost.
It is worth to mention the Fixed Field Alternating Gradient (FFAG) accelerator, which combines
the fixed magnetic field and variable radio-frequency with separated sector magnets (Sheehy
2017). This approach allows for the production of higher intensity beams with respect to
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synchro-cyclotrons, and for the variation of the extracted beam energy at high repetition rate.
Some designs have been proposed for hadrontherapy applications in the last decade (Antoine
et al. 2009; Peach et al. 2010), but the present machine size still limits its spread in treatment
centers. Furthermore, linear acceleration approach has been proposed since 1991 in both “all-
linac” (Hamm et al. 1991; Lennox 1991) and “cyclinac” (Amaldi 2009) solutions. In addition
to the compactness, the main advantage of linacs is the possibility to continuously vary the
output beam energy on a pulse to pulse basis; moreover, there is neither the need for complex
injection or extraction systems, such the ones used in synchrotrons, nor the need of an energy
passive modulation technique as the one used in cyclotrons (see section 1.1.3.3). An extended
description of linear accelerators for hadrontherapy is given in Amaldi et al. 2009. Following
the first successful prototypes tested by the TERA Foundation and the Italian Istituto Nagionale
di Fisica Nucleare, Italy (INFN) in the last twenty years (Amaldi et al. 2004; Ronsivalle et al.
2011), the Conseil Européen pour la Recherche Nucléaire, Geneva, Switzerland (CERN) spin-off
company Advanced Oncotherapy (A.D.A.M.) is proposing a commercial solution called Linac
for Image Guided HadronTherapy (LIGHT). A further solution can be given by the Dielectric
Wall Accelerator (DWA) (Caporaso et al. 2009), where the acceleration tube is made of High
Gradient Insulator disks alternated with conducting elements. A laser pulse is used to activate
the switching units connected to these conducting modules. Very interesting thanks to a re-
duced size, this acceleration scheme still suffers beam focusing issues; moreover, it presents
very short pulses which force a very precise selection of the number of ion per pulses at the
source level. Finally, the electric field needed for reducing the machine size till 2 — 2.5 m is of
the order of 100 MV/m; this challenging value has not been achieved yet, even if a prototype
is under study at the Lawrence Livermore National Laboratory, USA (LLNL), with promising
results (Hettler et al. 2013; Zografos et al. 2013). Another attractive technique is the so-called
“laser driven” acceleration, based on the use of short and powerful laser pulses irradiating a
thin target, with the generation of a plasma field (Tajima et al. 2009). The electrons emerg-
ing from this plasma are able to induce a strong electric field which accelerates the protons
(or ions). Again, this solution would allow for the creation of very compact systems, with
relatively simple and light beam optics, but some issues are still under study to be solved; in
particular, the accelerated beam has an almost continuous energy spectrum which forces to
implement energy selection solutions to be adapted to treatment purposes.

1.1.3.2 Beam time structure

A particle beam can be described by a set of quantifying parameters which relates to sin-
gle particle properties or to a collection of particles. In addition to the beam energy (which
should be defined as an energy spectrum), beam current (which describes the beam intensity
as the flux of particles per time unit) and emittance (transverse size and momentum), it is
worth to describe in details what is defined as time structure. A basic distinction is made be-
tween continuous beams and bunched beams. Whenever particles are accelerated by means
of radio-frequency varying fields, the accelerating machine output is a bunched beam, com-
posed of bunches with fixed time length. Concerning the acceleration systems employed to
produce clinical beams, synchrotron and cyclotrons (or synchro-cyclotrons) present strongly
different time structures. In order to give an overall description of the typical time features of
synchrotron- and cyclotron-produced beams, it is possible to distinguish between micro- and
macro-structure. The macro-structure describes cycles of beam acceleration and extraction,
the latter characterized by an internal micro-structure. By comparing the two cited kinds of
accelerators, it is possible to approximate the cyclotron-produced beams as continuous, with a
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macro-structure characterized by sub-millisecond periods (depending on the specific machine)
and approximately 10 % duty cycle (fraction of period with active ion delivery). Synchrotrons
produce pulses which are separated in periods of several seconds, with duty cycles similar to
the ones of cyclotrons (10! on average). For synchro-cyclotrons, the duty cycle is approxi-
mately 1072, Each accelerator pulse (for both cyclotrons and synchrotrons), corresponding
to one extraction cycle, contains several micro-bunches, creating the micro-structure. For cy-
clotrons, micro-bunches duration is in the ns scale, while a synchrotron micro-bunch can last
several tens of ns. The period separating micro-bunches varies in the range of tens of ns for
cyclotrons till hundreds of ns for synchrotron beams.

Table 1.1 shows the orders of magnitude for the beam time structure for some particle ac-
celerators used in the clinical routine. The differences between synchrotrons, cyclotrons and
synchro-cyclotrons are evident. In addition, the beam typical intensity is reported.

Table 1.1: Orders of magnitude of main time structure parameters for some accelerators used in
clinics. Reproduce from Krimmer et al. 2017b.

Synchrotron Cyclotron Cyclotron Synchro-
C230 IBA Varian cyclotron
S2C2 IBA
2c | Protons
Typical intensity (ions/s) 107 | 10° 1010 108 - 1010 ~10'0
Macrostruct. Period (s) 1-10 / 1073
Duty cycle 1071 1071 1073
Bunch width 20-50 1-2 0.5 8
Microstruct. Period (ns) 100 - 200 10 14 16
Ions/bunch 2-5 200 - 200 2-200 4000
500

An accurate knowledge of the beam time structure is of utmost importance for the optimiza-
tion of the interface to the beam delivery systems (see section 1.1.3.3), for the treatment plan-
ning, as well as for treatment monitoring purpose. The design of detectors able to exploit the
emission of secondary particles to retrieve beam range and dose information must account
for the beam time structure in order to evaluate the best solution to deal with signal back-
ground, counting rate and read-out channel occupancy. This topic will be further discussed
in section 1.1.5 where the sources of uncertainties affecting ion beam therapy treatment are
described and the detection monitoring solutions are presented. In particular, for the specific
case of Prompt-Gamma (PG) detection (one of the main topic of this thesis work), a complete
overview is given in chapter 2.

1.1.3.3 Beam delivery systems

Once accelerated, the high-energetic ions must be delivered to the patient in order to be con-
form to the treatment specification, focusing the provided dose on the Planned Target Volume
(PTV). As described and detailed in section 1.1.1, the beam range can be varied by modu-
lating the primary particle energy with the aim of covering the whole tumor volume. The
Bragg curve obtained with a mono-energetic beam is called “pristine Bragg curve”, and can
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be used to irradiate a section of the target volume at a given depth. The superposition of
several pristine Bragg curve is necessary to deliver the prescribed dose to the tumor, which
has been previously modeled in three dimensions. In particular, the beam energy spectrum
has to be spread in order to increase the axial dimension of the peak region, in the so-called
Spread-Out Bragg Peak (SOBP). At the same time, the beam fluence must be adapted to avoid
over-irradiation of the entrance region. An example of SOBP is given in Figure 1.10. Note
that the distal spot has a significantly higher fluence than proximal ones, since there is no con-
tribution of higher energy particles. This is true for single field treatments , while for several
field treatments different spot fluence structures can be used. This will have an influence on
the sensitivity of the method used to control the position of the distal part of the SOBP, as
discussed in section 1.1.5.
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Figure 1.10: Example of SOBP. The target region is highlighted and the discrete pristine peaks
composing the SOBP are sketched in red. In Durante et al. 2016.

All the described tasks are in charge of the beam delivery system, which must be optimized
to interface with the accelerator and to the patient by transporting the beam to the treatment
area and adjusting its features to obtain the desired dose distribution. The delivery systems
implemented in clinics are based on two main strategies: passive beam modulation and active
scanning. For an extensive presentation of this topic, refer to Gottschalk et al. 2008. The
technique must be chosen according to the accelerator machine: it is important to remind
that cyclotrons provide fixed energy beams with pulses separated by tens of nanoseconds,
while in a conventional synchrotron the energy can be varied cycle by cycle, with short pulses
generally separated by 1 — 2 s dead-time (see section 1.1.3.2).

The passive beam delivery approach generally applies to cyclotron-produced beams, and its Passive beam
principle is sketched in Figure 1.11. The beam extracted from the accelerator is fixed in s"2Ping
size and energy, and is first broadened by scattering devices. Afterwards, a range modulator

(generally a rotating wheel) is used to spread out the mono-energetic Bragg peak with the

aim of covering the whole target thickness. The wheel periodically inserts material of varying

thickness into the beam line, resulting in a range modulation with the desired features. The

obtained SOBP can be shifted as a whole thanks to the addition of range shifters of fixed

thickness. After the energy (range) adaptation, the beam is shaped according to the PTV
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definition with collimators (often multi-leaf) and compensators, which are specific to each
patient and irradiation port.
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Figure 1.11: Schematic view of a fully passive beam delivery system. In Schardt et al. 2010.

The passive beam delivery technique presents three main disadvantages with respect to the
active delivery described in the following. First, the structure of the created SOBP is fixed
and the depth-dose can only be tailored to the distal end of the target volume and not to the
proximal end, given the fact that the SOBP can only be shifted towards the entrance region.
This feature automatically leads to a considerable dose given to normal tissues outside the
target volume, in particular in the proximal part, as illustrated by the hatched region in Fig-
ure 1.11. Second, the amount of material inserted in the beam line causes nuclear interactions
which lead to the creation of secondary high-LET fragments (mainly neutrons), affecting the
dose delivered to the entrance region. Third, each collimator/compensator are specifically
designed for each patient irradiation port, which leads to complex and costly manufacturing
for such devices. The main asset of passive beam delivery is that the whole target volume is
irradiated at once, which leads to shorter irradiation times. This last point is quite important
for the irradiation of large PTVs.

When the beam is produced with a synchrotron, the possibility to switch the energy from pulse
to pulse makes feasible an active target scanning and beam range adaptation. Active beam
delivery is also possible with cyclotron-accelerated beams, but the beam energy is modulated
with degrading passive elements, and a spectrometer is needed for energy selection, at the cost
of an important intensity reduction. The active beam delivery systems exploit the electrical
charge of the accelerated particles to deflect the beam laterally through magnets and perform
a scan of the defined treatment field. A schematic view of an example of active delivery system
is provided in Figure 1.12. The target volume is divided into iso-energetic layers which are
irradiated sequentially by deflecting the beam with dipoles in order to fully cover a grid of
pre-defined voxels.

Even though this approach is demanding from the accelerator performance point of view, it
brings several advantages with respect to a passive one: there is no need for patient specific
equipment like collimators and compensators, and any volume can be in principle covered
with a conformal dose; the dose can be adapted on a single voxel basis; the material in the
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Figure 1.12: Schematic view of a fully active beam delivery system. In particular, here the GSI raster
scanning system is depicted. In Schulz-Ertner et al. 2006.

beam line close to the patient is minimized so that the production of secondary particles is
strongly reduced. With such a delivery system, the term Intensity-Modulated Particle Therapy
(IMPT) has been introduced, in analogy to the Intensity-Modulated RadioTherapy (IMRT)
techniques applied in standard photon radiotherapy. Indeed, the IMRT exploits multi-leaf
collimators to tailor the beam to the target, so that it results to be similar to ion passive
delivery systems. In photon therapy, the beam modulation on a single spot basis is possible
with cyber-knife machines (Srivastava et al. 2015). The first so-called “spot-scanning” system
was introduced at National Institute of Radiological Sciences, Japan (NIRS), already in the
early 80’s (Kanai et al. 1983). This first experience was soon followed by a pilot project
of spot-scanning at Paul Scherrer Institut, Villigen, Switzerland (PSI) (Pedroni et al. 1995)
and by the realization of a fully 3D scanning beam system at GSI, where the “raster-scan”
technique is implemented (Haberer et al. 1993) (with the beam moved from one voxel to the
next one with no interruptions, and all points in an iso-energy slice connected together in a
dense grid). Nowadays, various companies are offering commercial scanning beam system
solutions, so that a rapid spread of this convenient technique is foreseen for the next years.
The counterpart of the active scanning system is a relatively slow delivery of a given dose in
a large tumor volume (minimum 1 ms per spot - Durante et al. 2016), which can be more
rapidly covered by passive delivery approaches.

We described till here static beam configurations, with a fixed irradiation position. In the clini- Rotating-
cal routine, in order to further improve the target volume-to-healthy tissue dose ratio, various &ntries
beam penetration angles can be foreseen, similarly to standard photon therapy (even if a re-

duced number of different angles is required). In addition to this, deep-seated tumors close to

OAR can require specific irradiation angles to be treated with the desired safety margins. In

order to achieve this goal, two approaches are possible: rotate the patient or rotate the beam

line. Even if the patient rotation solution has been explored in the past, several reasons are in

favor of a fixed supine position, with only horizontal rotations allowed: the supine position

is in compliance with the pre-treatment imaging (Computed Tomography (CT) scan) used

for treatment planning (see section 1.1.4); a patient rotation necessarily leads to organ mo-

tion which is undesired; the supine position is more reproducible in the different treatment
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fractions. As a consequence, rotating gantries have been developed to allow for the beam
line displacement. The electron linacs employed in conventional radiotherapy are generally
mounted on gantries which can rotate 360 degrees around the patient couch to select the
optimum beam direction. Likewise, in hadrontherapy, rotating gantries solutions have been
designed for both protons and heavier ions. In contrast to the compact gantries used in stan-
dard radiotherapy, the high beam magnetic rigidity (defined as the product of the bending
radius and the required magnetic field strength, equal to the ratio of momentum to charge
of the particles) is a constraint on the size of these structures for proton therapy, and, much
more, for heavier ion therapy. In general, the beam is first deflected away from the extraction
axis, and then bent back to the patient direction with several dipoles. Moreover, quadrupoles
are use to optimize the beam focusing before the treatment room. A scheme of a standard
gantry design is given in Figure 1.13a. As already mentioned in section 1.1.3.1, the first gantry
for protons was installed at the Loma Linda University Medical Center in 1990, followed in
1996 by the first one in Europe at PSI in 1996, which also included an upstream scanning
system (Pedroni et al. 1995). At present most of proton therapy centers are equipped with
at least one rotating gantry. The huge dimensions imposed by the carbon ion beam rigidity
(three times bigger rigidity for 5000 MeV carbon ions with respect to 200 MeV protons) limited
the implementation of such a technology in carbon therapy centers, while different technical
solutions have been explored. As an example, at HIMAC, in a single treatment room the beam
can be delivered to the patient via an horizontal and a vertical line, for the sequential treat-
ment from different angles. The first rotating gantry system for heavy ions was installed at
HIT and is now in operation: the diameter is of 13 m, for a total weight of about 700 tons
(see Figure 1.13b).

Gantry plane rotation

Accelerator plane

(a) Schematic design of a rotating gantry (b) Scheme of the HIT ion rotating gantry.
installed in a particle therapy center. In Schardt et al. 2010.
In Owen et al. 2014.

Figure 1.13: Schemes of a standard gantry design (left) and of the carbon-ion rotating gantry installed
at HIT (right).

Intense research efforts are dedicated to improve the gantry technology, mainly directed to-
wards the implementation of more compact systems equipped with superconducting magnets.
A first superconducting carbon ion gantry has been recently installed at NIRS, and is approxi-
mately half size with respect to the German one (Iwata et al. 2013).
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1.1.4 Treatment planning

Given the available accelerator and beam delivery system, the best possible treatment features
are elaborated by the treatment planning process, which combines the clinical information
about the patient with the physical an biological aspects of particle therapy. The treatment
planning is always patient and disease-specific, and is based on imaging techniques providing
the physicians with the data necessary to delineate the target volume and the surrounding
OAR. The minimal approach is represented by a pre-treatment x-ray CT scan, providing quan-
titative information about the anatomical structures via photon attenuation images. As briefly
outlined in the previous paragraph, it is important to record the pre-treatment images in the
same conditions (patient position, fixation structures, etc.) later applied in the treatment it-
self. Complementary imaging devices, such as MRI and PET (Levy 2007), are often used in
combination with CT to improve the target definition quality, mainly in case of proximity with
OAR. In addition to the target delineation, the physicians are also in charge of the therapy
prescription, which includes the total dose to be delivered to the PTV, the dose limits for the
surrounding tissues, and the fraction planning. All the listed information are the input for the
Treatment-Planning System (TPS) , which makes the connection between the prescribed dose
distribution and the beam acceleration and delivery devices. The physicists and clinicians use
the TPS to define all the treatment beam-specific features such that the clinical prescription is
satisfied at the maximum extent. The software output details the beam entrance ports to be
used (in terms of gantry positions, if a gantry is available), the beam ranges and intensities,
the irradiation scheme in terms of dose-per-voxel, and, more generally, the expected dose dis-
tribution in the patient, which allows to quantify the Tumor Control Probability (TCP) and
the probability of complications to the normal tissues. As the whole planning process is based
on x-ray CT scans, providing photon beam attenuation images, a relationship between the
CT values and ion Relative Stopping Power (RSP) is needed. The CT values are expressed in
Hounsfield Units (HU), defined as

w(X) — iy
Uw

CTvalue(X) = 1000 x (1.19)

where X is the considered location, u(X) the x-ray absorption coefficient in tissue, u,, the one
in water as reference. Water is always used as reference medium, in particular through the con-
cept of Water-Equivalent Path Length (WEPL). There is not a functional relationship between
the two quantities, and systematic studies have been carried out at PSI for protons (Schaffner
et al. 1998; U. Schneider et al. 1996). For carbon ions, similar investigtions have been per-
formed at NIRS (Kanematsu et al. 2003; Matsufuji et al. 1998) and GSI (Jakel et al. 2001a;
Rietzel et al. 2007), and experimental verification has been obtained via measurements on
animal tissues. In Figure 1.14 the data of a look-up table for the conversion of HU into carbon
ion WEPL are plotted in the HU range of relevant biological tissues.

The conversion factors are tabulated and implemented in the main TPSs, but several studies
are still ongoing in order to optimize the calibration accuracy (as an example, see Inaniwa
et al. 2018). As highlighted in several research works, this is one of the main sources of uncer-
tainty affecting proton and carbon ion range prediction and, so, treatment precision. Possible
investigated solutions to reduce systematic uncertainties in the RSP determination related to
the Hounsfield unit conversion are represented by proton Computed Tomography (pCT) and
dual energy x-ray CT (Yang et al. 2010). Further details will be given in section 1.1.5. In ad-
dition to the beam range determination, the TPS software must also deal with biological dose
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Figure 1.14: Hounsfield look-up table for carbon ion treatment planning, based on the data collected
at GSI and reported in Jékel et al. 2001a. In Rietzel et al. 2007.
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Figure 1.15: Comparison of physical (green solid line) and biological (blue solid line) dose for a
290 MeV '2C jon beam with a 6 cm SOBP for a maximum RBE of 3.0. The RBE varies
in the range 2.5 — 3.5 and an uncertainty band is sketched to represent the biological
dose possible variation due to the selection of the RBE value (dashed-red line). In Suit
et al. 2010.
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calculations. Indeed, as highlighted in section 1.1.2, charged particles differ from photons in
their radiobiological properties and effects. Notwithstanding the 10 — 20 % RBE variations
verified for protons with varying LET along the path in the patient tissues, a practical constant
value of 1.1 is generally used in clinics (ICRU 2007; Paganetti et al. 2002). This value corre-
sponds to the average RBE at mid SOBP overall dose levels. In the distal section of the Bragg
peak, a higher RBE has been verified; this effect slightly affects the dose profile fall-off in pro-
tontherapy and is not modeled in the present planning systems. As mentioned in section 1.1.2,
several studies are ongoing in the last years with the aim of optimizing the biological models
and applying a variable proton RBE in clinics, and the topic is still open to discussion in the
expert community (Lithr et al. 2018; Paganetti 2014; Paganetti et al. 2013; Unkelbach et al.
2018; Willers et al. 2018). A different approach must be applied to heavy ions (carbon ions in
particular), given the much stronger dependence of their RBE on the various parameters listed
in section 1.1.2. Focusing on carbon ions, treatment plans are generally optimized using the
so-called RBE-weighted dose, calculated according to verified models based on experimental
data. In Figure 1.15, the physical and biological doses absorbed during a carbon ion beam irra-
diation with a SOBP are compared and the RBE variation along the beam path is also reported,
together with the estimated uncertainties which also affect the RBE-weighted dose evaluation.
For this purpose, two main models are nowadays implemented in clinical practice. On one
side, the Japanese centers use a model developed at NIRS, based on in vitro cell killing exper-
iments on human salivary glands and neutron irradiation experience gathered at HIMAC, as
well as on the application of the LQ model (Matsufuji et al. 2007). Recently, a modified Micro-
dosimetric Kinetic Model (MKM) has been introduced in order to optimize the plans to active
scanning with ion beams (Inaniwa et al. 2015). On the other side, a specific biophysical model
has been developed in Germany at GSI, called Local Effect Model (LEM), and it is now used in
the clinical centers in Germany, Italy and China. Its main idea is to transfer known cell-survival
data for photons to ions, assuming that the difference in biological efficiency arises only from a
different pattern of local dose deposition along the primary beam (Jédkel et al. 2001b; Kramer
et al. 2000). The two models have been verified to give comparable results, in agreement
with the measured RBE, with in-vitro experiments on mice cells (Uzawa et al. 2009), while
different predictions are obtained when different treatment schemes on different tissues are
studied (Fossati et al. 2012; Steinstréter et al. 2012). Besides, the NanOx model (described in
Cunha et al. 2017) is being developed in order to address some of the flaws of the LEM and
MKM. The model is able to predict cell survival with good agreement to experimental data,
and its parameters are under study for optimization (Monini et al. 2018). The definition of a
common effective dose prediction method is ongoing: this will allow for comparative studies
of clinical results and for an improved collaboration of the few ion treatment centers operating
all over the world. These biological models are applied for the planning of active scanning
carbon ion treatments, for which the target volume is previously divided into slices: the dose
is then optimized for iso-range slices. In contrast, for proton passive beam delivery systems,
the plan optimization is generally reduced to the study and production of the patient-specific
beam modulators. In the future, biology-guided forms of proton therapy can be foreseen; the
RBE variations, instead of being an issue for which corrections are needed to the treatment
planning, could be used to the treatment effectiveness advantage. Focusing on the possible
direction of improvements in the future of treatment planning , the research efforts are con- Treatment of
centrated in the last years also on another fundamental topic: the treatment of moving organs. MeVing organs
It is clear that the well-defined ion range and narrow dose peak make ion treatments poten-
tially more sensitive to inter- and intra-fractional organ motion, as highlighted in Bert et al.
2008; Engelsman et al. 2013; Phillips et al. 1992 and Thoérngvist et al. 2013, as an example.
Concerning the organ displacement between following fractions, it can be corrected by more
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frequent imaging scans, ideally a new one before every treatment fraction, in order to adapt
the treatment planning to weight variations, target size modifications and similar anatomical
effects. The organ movement caused by the respiratory cycle requires more complex strategies
to be taken into account for the treatment plan and delivery. The respiratory motion patterns
are genarally complex and not regular, involving translational and rotational displacements.
Several strategies to mitigate the effect of organ motion are being investigated, some of them
directly coming from the experience acquired in IMRT. As well summarized in Schardt et al.
2010, among these strategies it is worth to mention rescanning of repainting techniques, based
on the average effect of several irradiations with reduced beam fluence on the same iso-range
slices; gating techniques, which aim to correlate the irradiation active time to a continuous
monitoring of the respiration cycle; tracking, which requires a 3D compensation of the target
motion in real-time, particularly adapted for scanning techniques. A further step will be the
real time monitoring of moving organs by means of external markers linked to biomechanical
modelling of internal organs (Manescu et al. 2013). Some of the cited techniques, or combi-
nations of them, are being tested and are now at the validation stage, but there is still wide
room for improvements towards the application of 4D treatment planning (Bert et al. 2017;
Graeff et al. 2013). Further information about this topic can be found in a recent review by Ku-
biak (Kubiak 2016). Range predictions, biological modeling and organ motion are only some
of the sources of uncertainties affecting the planning and delivery of ion therapy treatment,
detailed in section 1.1.5; for this reason, safety margins are applied in clinics for the defini-
tion of the irradiation target volume and the quantification of the planned dose. In the actual
clinical routine, the PTV is a geometrical extension of the so-called Clinical Target Volume
(CTV) and is delineated in order to account for treatment uncertainties. Safety margins are
also applied in standard x-ray therapy (McKenzie et al. 2000), where under- or over-shooting
errors have limited effects with respect to ion beam therapy. As highlighted in Albertini et al.
2011, the application of safety margins is useful to improve the treatment plan robustness in
case low dose gradients are applied, while the effect results marginal for highly modulated
IMPT. At present, in order to account for the overall effects of all sources of uncertainties in
the range prediction (MCS, beam energy straggling, imaging tools accuracy and calibration,
biological effects, patient positioning and organ motions), margins up to 3.5 % + 3 mm can
be applied around the CTV (Paganetti 2012b), mainly based on Monte Carlo or analytic dose
calculations which result in clinically compatible predictions.

In the following paragraph, the uncertainties related to ion therapy treatment are discussed
in details, with particular care devoted to possible clinical solutions.

1.1.5 lon beam therapy uncertainties and treatment monitoring

Heavy charged particles are suitable for cancer radiation therapy given the better achievable
dose conformity and the reduced energy deposit in tissues surrounding the target with respect
to standard photon treatment techniques. These advantageous features directly derive from
the nature of ion interactions in matter, described in section 1.1.1, which determines a depth
dose profile characterized by a finite range and a energy deposit (dose) peak (Bragg peak).
In order to accurately predict the ion range and, more generally, the dose distribution deliv-
ered during a clinical treatment, all the possible ion interactions in matter must be considered.
This prediction is associated with important uncertainties due to imaging precision, patient
setup, anatomical variations and motions, beam delivery system accuracy, dose calculation
approximations and biological considerations (Paganetti 2012b). Ideally speaking, a perfect
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knowledge of the beam and target structure and perfect evaluation of all the parameters in-
volved in the dose determination would result in the optimal way to treat a deep-seated tumor,
with a reduced dose delivered to the surrounding healthy tissue (even close to OAR) with lim-
ited fields of irradiation, and a dose accurately concentrated to the tumor volume. The actual
clinical routine must face limitations in beam production and control as well as in patient
composition evaluation, which causes the need for approximated treatment planning and the
setup of treatment safety margins (see section 1.1.4), limiting the full exploitation of this treat-
ment technique potential. In this section, an overview of the different sources of uncertainties
affecting ion therapy treatments is given, and the solutions, already implemented or under
study, are presented, with particular attention focused on ion range monitoring techniques,
main topic for this thesis. All the mentioned sources of uncertainties associated to hadron-
therapy treatment converge in a significant spread in the beam effective range with respect to
the predicted one. Treatment planning systems are able to accurately model range straggling
and MCS broadening along the beam path in water (Hong et al. 1996), but the prediction
accuracy has limitations when translated to patients. As highlighted in Schlegel et al. 2008,
a precise determination of the primary ion penetration depth is essential in order to rely on
particle therapy treatments, much more than for standard photon treatments. The reason is
schematically presented in Figure 1.16.
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Figure 1.16: Schematic view of the potential benefit due to the depth-dose features of protons as
compared to photons (a) and influence of range uncertainties on photon irradiation
and proton pristine and spread-out Bragg peaks. In Knopf et al. 2013.

In the top panel of Figure 1.16 the ideal treatment configuration is shown, with the pristine
Bragg peak located at the distal limit of the PTV (dashed line) and the SOBP covering the
whole tumor volume (solid line); the two proton irradiation methods are compared to the
photon dose profile (dotted line), which releases the maximum of the dose in the entrance
region and it is not capable of sparing the tissues surrounding the tumor volume, before and
beyond the tumor in the beam direction. In the bottom line of the same figure, the effect of
range uncertainties are represented: from left to right, in case of photon dose profile shifts,
the modification in the dose delivered to healthy tissues is relatively limited, the main effect
being a shift in the dose maximum in the entrance region; for a mono-energetic Bragg peak,
a shift in the peak position can result in both an under-irradiation of malignant tissues and a
dose maximum located in soft healthy tissues; the same effect is present for the SOBP, with the
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only advantage of a reduced under-irradiation of the tumor region. It is clear from this simple
case how the extremely sharp dose gradient provided by heavy charged particles must be accu-
rately controlled in order to fully profit of its beneficial effect in treating cancer. As mentioned,
an exact range calculation is extremely difficult to be obtained in human tissues. As described
in section 1.1.4, the treatment planning is at present based on a pre-treatment CT scan which
is generally acquired only before the first treatment fraction. The CT image accuracy is indeed
the first source of uncertainty in range calculation . The limitations in the imaging precision
(mainly due to image noise - see Chvetsov et al. 2010) and the reconstruction artefacts (which
can be important in presence of metal implants as verified in Jakel et al. 2007; Newhauser et al.
2007) already affect the reference data set. Small but not negligible effects are also related to
the CT resolution (Espafia et al. 2011a). The obtained CT data must be then converted from x-
ray attenuation values (HU) related to water to relative ion stopping power (see section 1.1.4).
The conversion is based on calibration curves (U. Schneider et al. 1996; W. Schneider et al.
2000), generally obtained with CT scans of tissue phantom materials with known density and
elemental composition. These curves are affected by uncertainties, to be added to the fact
that the actual conversion is dependent on the material composition: same x-ray attenuation
values can correspond to different relative stopping powers, or vice versa. In addition to this,
the conversion may depend on the specific CT scanner, as shown in Ainsley et al. 2014. Several
studies have highlighted the magnitude of such uncertainties, which varies, for example, in
the range 1 — 2 % from soft tissues to bones for protons (Schaffner 1998), which is translated
in range possible discrepancies of 1 — 3 mm. Specific studies have also been conducted on
animal fresh tissues in order to optimize the CT calibration for carbon ion treatments (Rietzel
et al. 2007). In total, uncertainties of the order of 3 % are generally considered to take into
account the described imaging limitations (Moyers et al. 2001). It has been proven that dual-
energy CT can improve material composition information (Bazalova et al. 2008; Hiinemohr
et al. 2014; Wohlfahrt et al. 2018; Yang et al. 2010) and the resulting range uncertainties can
be reduced, in particular for carbon ion therapy (Hiinemohr et al. 2014). A possible solution
to further reduce the errors related to the HU values conversion is the implementation of di-
rect density measurements techniques, where the treatment beam is also used for imaging
purposes giving direct access to stopping power data. This possibility was discussed since the
late sixties (Koehler 1968), and the technological advancements (mainly in data acquisition
systems and detection techniques) recently allowed to obtain promising results in the last
years. In addition to the advantageous removal of the data conversion stage, the so-called
ion radiography brings other benefits to the treatment side, with the possibility of perform-
ing position verification with fast scans just before the treatment delivery (U. Schneider et al.
1995), as well as on the patient side, given the reduced dose necessary for a complete scan
with respect to standard x-ray CT (U. Schneider et al. 1995). Further details about this imag-
ing technique are given in the dedicated section 1.1.5.1. Till here the uncertainties directly
coming from the treatment planning process have been described, and can be considered as
systematic errors, reproduced unchanged for every delivered fraction of the treatment. Con-
versely, stochastic uncertainties emerge at the treatment delivery level and affect the planned
range with random variations. The majority of treatment planning system operating in clinics
are based on analytical calculations relying on WEPL data, not able to account for complex
geometries. In presence of tissue inhomogeneities, MCS causes what is generally referred
to as a degradation in the distal fall-off of Bragg peaks (Urie et al. 1986), in particular in
proximity of high-density gradients. Accurate modeling of MCS is then strictly required for
correct range predictions (Schuemann et al. 2014). The patient anatomical configuration
plays a major role not only on a single fraction basis, but also in different fractions. Conven-
tional fractionation schemes foresee treatments which can last for several weeks; the patient
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anatomical characteristics can experience significant changes, such as tumor mass reduction,
weight loss or gain (Albertini et al. 2008), modifications in the filling of internal cavities. It

is clear that such variations introduce further shifts in the predicted ion range, which can be
different from fraction to fraction. Moreover, in different fractions, slight differences in the
delivered ion energy are possible, with small but not negligible effects. Moving on but always
referring to static anatomy issues, the patient setup in the treatment room is another source

of uncertainty which can cause discrepancies between the planned and the delivered dose
distribution, as shown for example in Fattori et al. 2014. Furthermore, in particular for the
treatment of tumors in the thorax, organ motion is an important source of dose delivery errors. Organ motion
Focusing on lung cancers, which are already difficult to be precisely targeted due to the low dose blurring
lung density (3 times lower than water), the respiratory motions are hard to be modeled and
cause an overall blurring of the dose distribution and severe local range variations due to the
high-density gradient between dense tumor tissues and low-density lung tissue. Important re-
search efforts are devoted to the optimization of the treatment of moving organs, as explained

in section 1.1.4. In particular, for active scanning delivery techniques, potentially powerful if
synchronized with the movements of the target areas, an interplay effect involving beam and
organ motion can affect the dose homogeneity and must be minimized (Dowdell et al. 2013;
Grassberger et al. 2015). To conclude the list of source of uncertainties affecting ion beam
therapy treatment planning and delivery, it is worth to mention the contribution of biological
effects. For protons, a generic constant RBE value is generally used in clinics to relate proton Biological ef-
dose to photon dose, while it has been verified how the biological effectiveness varies along fets
the beam path, in particular at varying LET. In SOBP, the increasing LET at decreasing pri-
mary residual energy is compensated by a reduction of the proton fluence, in order to obtain

an homogeneous dose distribution. The increase in LET causes an increase in the RBE which

is not considered and results in a shift in the biologically effective range, estimated in ~1 —

2 mm (Paganetti et al. 2000; J. B. Robertson et al. 1975; Wouters et al. 1996). Heavier ion
therapy planning systems already account for RBE variations to prescribe a conformal dose
distribution, but the prediction process is not error-free. Moreover, the dose distribution de-
livered with heavy ion irradiation is also characterized by a tail beyond the Bragg peak caused

by the nuclear interaction fragments; a correct prediction of the nuclear interaction channel
becomes significant, and it is at present not accurate enough to point the beam towards critical
structures and fully profit of the narrow dose peak. The optimization of treatment planning
system has focused, in the past years, on Monte Carlo-based dose plans, which can reduce the
listed uncertainties, and rely on the continuous progress of physical and biological modeling.

A complete overview about this topic is given in Paganetti 2012b for the case of protons. In
table 1.2, originally presented in Paganetti 2012b and here reported with the modifications
which can be found in Durante et al. 2016, the sources of uncertainties in the proton range

are reported with an estimate of their relative contribution with and without the application

of Monte Carlo optimization techniques.

As mentioned in section 1.1.4, the current approach to deal with range uncertainties directly
comes from standard x-ray radiation therapy and involves the setting of margins around the
target volume. The margins are generally determined analytically and result to be larger in the
distal end of the target volume to account for range shifts, while smaller margins are applied
laterally to include beam penumbra uncertainties. The field arrangement is another applied
mitigation of the problem (Lomax et al. 2001), in particular in proximity of OAR. For exam-
ple, lateral fields can be used instead of distal ones. Notwithstanding the several solutions
used, in vivo verification of the delivered range is still a pressing desire in the clinical com-
munity. Standard imaging devices are commonly used to monitor photon therapy treatments,
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Table 1.2: Estimated magnitude of range uncertainties separated for the various sources, and po-
tential benefit provided by Monte Carlo simulations. The estimates are based on data
in (Bednarz et al. 2010; Bischel et al. 1992; Chvetsov et al. 2010; Espaia et al. 2010; ICRU
1980b; Kumazaki et al. 2007; Matsufuji et al. 1998; Paganetti et al. 2000; J. B. Robertson
et al. 1975; Sawakuchi et al. 2008; Schaffner et al. 1998; Urie et al. 1986; Wouters et al.
1996). Table reproduced from Durante et al. 2016.

Source of range uncertainty in the

patient Range uncertainty Range uncertainty
w/o Monte Carlo (% with Monte Carlo (%
or mm) or mm)
Independent of dose calculation:
Measurement uncertainty in water + 0.3 mm + 0.3 mm
for commissioning
Compensator design + 0.2 mm + 0.2 mm
Beam reproducibility + 0.2 mm + 0.2 mm
Patient setup + 0.7 mm + 0.7 mm
Dose calculation:
Biology +~08% +~08%
CT images and calibration +05% +05%
CT conversion to tissue +05% +02%
(excluding I-values)
CT grid size +03% +03%
Mean excitation energy (I-values) +T15% +T15%
in tissues
Range degradation: complex -0.7% +0.1%
in-homogeneities
Range degradation: local lateral +25% +0.1%
in-homogeneities
Total (excluding biology and 2.7 % = 1.2 mm 2.4% = 1.2 mm
lateral in-homogeneities)
Total (excluding biology) 4.6 % + 1.2 mm 2.4% £ 1.2 mm
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where the delivered beam is not stopped in the patient. On the contrary, ion beams do not
exit the patient body, so that monitoring techniques can only be based on secondary radiation
or indirect measurements. An exception is represented by implanted devices, proposed for
the dose and range measurements, briefly discussed in section 1.1.5.5. As highlighted in Par-
odi 2015, the monitoring should be ideally in three-dimensions on-line, time-resolved and in
real-time, in order to allow for a prompt detection of severe deviations between prescribed
and delivered dose, and eventually for the interruption of the beam delivery. A number of
different approaches have been proposed in the last years, and significant research efforts are
dedicated to this specific point by several groups all over the world. In particular, nuclear reac-
tions products are deeply investigated as a source of information about the beam range. The
developed techniques have to be adapted to the present clinical routine, so that the beam fea-
tures (clinical intensity, time structure, size) and treatment plan characteristics (kind of beam
delivery, spot size, irradiation intensity per spot, etc.) must be considered. In the following
sections, after a paragraph devoted to charged particle CT, the main techniques implemented
for ion range monitoring purpose or at present under study are described, and the current
available or future instrumentation is presented. In chapter 2, the attention will be focused
on the detection of PGs, central topic of this thesis, and a detailed overview of the state of the
art of this particular monitoring techniques is provided.

1.1.5.1 lon radiography and tomography

Given the considerable contribution of x-ray HUs conversion to ion stopping power to the
treatment planning uncertainties, the best solution to overcome this limitation relies in avoid-
ing this conversion step. This can be obtained by directly using high-energy ions to perform
patient imaging scan. After the original proposal delineated in the Cormack seminal paper
in 1963 (Cormack 1963), the first studies with protons date back to 1968 (Koehler 1968),
and at the beginning of the seventies the feasibility of this techniques to obtain high contrast
images was demonstrated (Cookson 1974; Cormack et al. 1976; Steward et al. 1973). Af-
ter the first pioneering studies, the developments were almost abandoned in favor of other
imaging techniques, in particular x-ray based, providing better spatial resolution with simpler
machines (Kramer et al. 1977). As a consequence of the present widespread of hadronther-
apy and the multiplication of treatment centers, several research groups showed a renewed
interests in the field, and various development projects are ongoing in Europe and USA with
promising results guaranteed by the significant technological advancements occurred in the
last years. To date, most of the experimental efforts have been and are being devoted to
proton-based imaging (reviewed for example in Bucciantonio et al. 2015; Poludniowski et
al. 2015), but pioneering imaging experiments with heavier ions were already carried out in
the late seventies and eighties (Chu et al. 1993; Tobias et al. 1977). In recent years, many
research groups in Japan and Europe are working on carbon-ion imaging prototypes to be
applied in the existing carbon therapy centers. An overview of the ongoing research in the
field of proton and ion imaging is given at the end of this section. The radiography technique
is based on ion beams applied to the patient at higher energy with respect to the treatment
ones, which must traverse the body and can be detected on exit to directly retrieve the resid-
ual range. In Figure 1.17a the design of a standard detection system for ion radiography is
sketched. The Most Likely Path (MLP) through the patient (phantom) is estimated thanks to
two thin tracking detector stages, measuring the primary particle trajectories both entering
and exiting the target. The second tracker is followed by a range or energy detector, which
measure by complete absorption the residual range or energy of the primary ion. Thanks to
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the coincidence detection of entrance and exit coordinates and residual energy/range of each
primary particle, a density two-dimensional map of the target area can be obtained.

calorimeter

x-y tracker

x-y tracker P T r—  M—

(S

phantom
(a) Schematic view of standard ion CT (b) Proton CT image of an hand phantom.
detector design. Each primary incom- In Plautz et al. 2014.

ing particle is tracked before the in-
teraction in the patient and at the
exit, and its residual energy is ab-
sorbed and measured by a calorime-
ter. In Mattiazzo et al. 2015.

Figure 1.17: Proton and heavier ion radiography and CT are under study in the last years as promising
techniques for optimizing the treatment planning performance in hadrontherapy. A
standard detector design is sketched in the left panel, while the first image of an hand
phantom is reported in the right one.

As mentioned, since all the primary incident particles must completely pass through the target
for a residual energy measurements, the beam energy must be higher than the one applied
for radiotherapy treatments. In the case of protons, standard clinical accelerators can provide
beam at a maximum energy of 230 — 250 MeV (the projected range of 250 MeV protons in
water is ~ 38 cm - see National Institute of Standards and Technology (NIST) tables at Berger
et al. 2018), not enough to pass in all directions through the hip region of a typical adult,
and far short of the shoulder-to-shoulder distance through a human male. Such energies are
anyway sufficient for scanning the head or the lung region for most patients (Johnson 2017).
The optimal beam conditions for radiography have already been pointed out for protons in
one of the first studies about this topic (Moffett et al. 1975). At that time, small pencil beams
were preferred, with low intensity and limited energy spread. In reality, the beam can be
also passively spread to cover the whole detector aperture, or a scanning technique can be
used as suggested in the original papers. In addition to the first highlighted advantage of
this technique, which provides direct access to stopping power data, there are other factors
determining its convenience with respect to x-ray imaging. A dosimetric advantage with re-
spect to x-rays has been already proven in 1975 (Moffett et al. 1975), and a reduction of
imaging dose by a factor 10 to 20 has been reported in U. Schneider et al. 1995. Recent
results showed, for equal density resolution, 50 — 100 times lower image exposure for pro-
tons with respect to x-rays (U. Schneider et al. 2004). Moreover, the low dose enables one to
perform proton imaging scans before each treatment fraction: this is potentially very useful
for positioning optimization (the scan is performed under the same geometrical conditions as
the treatment) and for the detection of anatomical changes, which cannot be included in the
present treatment planning, based on a single CT scan performed before the beginning of the
whole treatment cycle. However, it must be considered that ion radiographies are performed
in the same treatment room and couch, limiting the patient flow. Moreover, a major limita-
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tion of proton radiography techniques is represented by a poor spatial resolution due to MCS,
already highlighted in the first publications (Koehler 1968; Moffett et al. 1975). Several small
angle deflections produce uncertainties in the reconstructed trajectories (Penfold et al. 2009;
U. Schneider et al. 2004, 1995). Heavier ions are less affected by MCS in the target, so that bet-
ter spatial resolution with respect to protons can be achieved, but they suffer from substantial
nuclear spallation and the projectile and target fragmentation can add background to the final
image (Parodi 2014). The helium ions, which already have the advantage of requiring much
less energy than carbon ions in order to fully penetrate a phantom, behave more like protons
within the phantom, but with significantly reduced scattering and increased spatial resolu-
tion. Helium, indeed, appears to be the optimum compromise, even if it is not implemented
in clinics for tumor treatments at present. With the increasing diffusion of heavy-ion therapy
centers, anyway, we can expect a further development of this field in the next years (Parodi
2014). The described ion transmission imaging method provides two-dimensional informa-
tion, but it can be extended into 3D with the rotation of the system around the target (or
the patient rotation) and the application of tomographic reconstruction. The so-called ion-CT
makes use of optimized Filtered Back-Projection (FBP) methods or Algebraic Reconstruction
Techniques (ARTSs) to obtain 3D patient images by combining various data sets from different
angles. At present, ion transmission imaging for both radiography and tomography is not yet
clinically implemented, but a number of research groups conducts instrumental development
campaigns to produce prototypes to be tested in clinics. Although the basic design is common,
with tracker and absorber components, different technological solutions are being explored.
The first prototype designed for this purpose, after the first trial conducted at the early stage of
this research field, was studied at PSI; it was based on a pair of Multi Wire Proportional Cham-
bers (MWPCs) as tracker, followed by a Sodium Iodide (Nal) 7.5 mm diameter crystal for the
energy measurement (U. Schneider et al. 1995). The detector was later upgraded to overcome
rate and size limitations, with the use of scintillating fiber hodoscopes instead of MWPCs and
plastic scintillator tiles to substitute the mono-block Nal crystal (Pemler et al. 1999). Similar
scintillating-fiber trackers have been used by the OFFSET collaboration for its prototype (Lo
Presti et al. 2014). The same author recently presented a beam monitoring and radiography
prototype (QBeRT) with upgraded read-out system, providing enhanced results (Gallo et al.
2016; Lo Presti et al. 2016). The TERA Foundation at CERN has been involved for several
years in the development of detectors to be applied in the quality assurance for hadronther-
apy. Within the Advanced QUality Assurance (AQUA) project (Amaldi et al. 2010b), proton
radiography instruments were developed and tested on clinical beams, starting from 2009.
The first prototype, based on Gas Electron Multiplier (GEM) detectors (Sauli 1997) for track-
ing and plastic scintillator layers for the calorimeter, had an active area of 10x10 cm? (Amaldi
et al. 2011), then extended to 30x30 cm? for the second version of the machine, with similar
detection technologies but improved rate acceptance capabilities thanks to new read-out sys-
tems (Bucciantonio 2015; Bucciantonio et al. 2013). A complete, wide surface proton CT sys-
tem has been proposed by an American collaboration of the Northern Illinois University (NIU)
and the Fermi National Accelerator Laboratory (FNAL) (Naimuddin et al. 2016). It is based
on 0.5 mm diameter scintillating fibers read out by SiPM, for an active area of 24x20 cm?.
Alternative, more expensive designs include silicon-strip detectors for proton tracking, such
as the one in development in Italy by the PRIMA collaboration, with eight layers of silicon sen-
sors and a calorimeter composed of a 2x7 array of Cerium-activated yttrium aluminum garnet
(YAG:Ce) crystals, 3x3 cm? section and 10 cm length each (Scaringella et al. 2013). The expe-
rience of a collaboration of the Loma Linda University (LLU) and the University of California
and Santa Cruz (UCSC) started with a small prototype with slow acquisition (Sadrozinski et al.
2011), based on doped Cesium Iodide (CsI) crystal to measure the residual range, then ex-
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tended to a larger one (Johnson et al. 2016), sufficient for a human head scan, which already
provided advanced results. The “Phase-II Scanner” is based on two silicon-strip detector mod-
ules for the tracking section and five polystyrene-based scintillator segments for the range
measurements. In Figure 1.17b a proton CT image of an head phantom obtained with the
first generation detector is shown. A similar system has also been studied in simulation by a
group in Korea (C. Y. Lee et al. 2016). The same tracking detectors are used in a Japanese
collaboration project; the group developed a slow-acquisition and small aperture prototype
and already planned an upgrade to a ten times larger system with increased acquisition rate
capabilities (Saraya et al. 2014). The British collaboration Proton Radiotherapy Verification
and Dosimetry Application (PRaVDA) tested a first prototype of a proton CT system entirely
based on silicon detectors (Taylor et al. 2015, 2016). An alternative and simpler approach
has been investigated with a system using a stack of 40 nuclear emulsion plates which records
the proton tracks then reconstructed off-beam (Braccini et al. 2010); the results are interest-
ing, even if such a solution is not suitable for real-time imaging. Even if the majority of the
research efforts are devoted to proton application of the radiography/tomography technique,
some tests has been made also for heavier ions. At NIRS, a combination a fluorescent screen
viewed by a Charge-Coupled Device (CCD) camera and rotational range shifters has been
investigated (Abe et al. 2002), together with a more conventional system composed of scin-
tillating fibers for tracking and a thick plastic absorber (Shinoda et al. 2006). At HIT, studied
setups involved silicon flat panel detector (Telsemeyer et al. 2012) or a range telescope con-
sisting of a stack of parallel plate Ionization Chambers (ICs) with 3 mm thick plastic absorbers,
and single beam spot-based radiographies have been performed (Rinaldi et al. 2013). All the
listed systems produced promising results (Parodi 2014).

1.1.5.2 Positron Emission Tomography

PET is one of the most extensively studied techniques for ion beam range verification in parti-
cle therapy. The idea, initially mentioned in pion therapy (Goodman et al. 1986), dates back
to the 1970s (Bennett et al. 1975; Knopf et al. 2013), and consists in detecting the secondary
511 keV photons emerging from the patient as product of the annihilation of positrons emitted
by isotopes generated by the beam nuclear interactions (see section 1.1.1.1). The detection
in time coincidence of such gamma rays can be used to reconstruct a three dimensional distri-
bution of positron emitters in the patient, which correlates to the beam range. The ion range
verification by means of PET is extensively described in section 2.2.1.

1.1.5.3 Prompt-gamma detection

An alternative way to access valuable information about the Bragg peak position of both pro-
ton and carbon ion beams in human tissue is represented by the detection of high-energy
photons promptly emitted as a by-product of nuclear interactions (see section 1.1.1). For
many years, this kind of radiation was investigated as a source of background in PET-based
monitoring system (Parodi et al. 2005), mainly because the produced photon energy is too
high to be detected with standard devices like Single Photon Emission Computed Tomography
(SPECT) cameras (Kraan 2015). The idea of using prompt-gamma radiation to obtain a direct
and instantaneous verification of the beam stopping position in tissues was first proposed by
Stichelbaut and Jongen at the 39™ Particle Therapy Co-Operative Group (PTCOG) meeting in
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2003 (Stichelbaut et al. 2003). Experimental verification of the correlation between prompt-
gamma profiles and Bragg peak position has been presented for protons and carbon ions (Min
et al. 2006; E. Testa et al. 2008) few years later, and the method is nowadays deeply studied as
a promising solution for online range verification in clinical conditions. The research efforts
involve imaging and time or energy resolved techniques, for which several detection solutions
are being developed and tested. In section 2.2.2 the prompt-gamma detection physical princi-
ple for range verification and the state of the art of this research field are presented. The details
of the detection solution under development by the CLaRyS collaboration, within which this
thesis has been conducted, are presented in chapter 3 and chapter 6 (dedicated to the detec-
tor beam tests); the simulation results of the clinical application of the Compton camera for
proton and carbon ion range verification are illustrated and discussed in chapter 4.

1.1.5.4 Interaction Vertex Imaging

As described in section 1.1.5.1, high-energy traversing ion beams can be used for radiography
and tomography purposes in order to increase the accuracy of stopping power measurements
for treatment planning. The detection of protons can also be used as a treatment monitoring
technique, if secondary protons produced in nuclear collisions are considered. This ion range
control modality has been proposed less than a decade ago (Amaldi et al. 2010b; Dauvergne et
al. 2009) and is generally referred to as Interaction Vertex Imaging (IVI). The charged particles
created during fragmentation processes in the target can be energetic enough to exit the pa-
tient and are most likely forward directed; thanks to a detector located downstream from the
patient, their trajectories can be then reconstructed and extrapolated back to the production
point. The principle is similar to vertex identification problems in fixed target particle physics
experiments. The comparison of the obtained distribution with the one simulated at the treat-
ment planning stage provides a means of controlling the ion range. In addition, the amount
of emerging charged particles can be, in principle, correlated to the dose. Given the larger
amount of protons generated by carbon irradiation with respect to proton ones (Gunzert-Marx
et al. 2008), this method is more suitable for carbon ion therapy monitoring. A feasibility study
has been presented in Henriquet et al. 2012; the authors investigated the possible implemen-
tation of such a control in carbon ion therapy with Geant4 simulations. The modeled detector
is composed of two pairs of 50 pmthick pixelized Complementary Metal Oxide Semiconductor
(CMOS) trackers, placed at an angle of 30 degrees with respect to the beam direction, and
two methods have been tested, one based on the coincidence of two protons emitted from
the same vertex, the second relying on the incident carbon ion trajectory determined by a
beam hodoscope in coincidence with single secondary proton detection. The study showed
the possibility of achieving millimetric precision on the Bragg peak position in the ideal case
of homogeneous targets with pencil beams of 2x10° carbon ions. Experimental tests have
been conducted at HIT with a similar setup involving hybrid-pixel detector with CMOS read-
out, and with higher statistics the accuracy in the beam range monitoring was found to be 1 -
3 mm (Gwosch et al. 2013). In the experimental studies reported in Agodi et al. 2012 and Pier-
santi et al. 2014, PMMA targets have been irradiated with mono-energetic carbon-ion beams
at different energies, and secondary protons have been measured with systems placed at 60
and 90 degrees with respect to the beam direction; the results have been compared to FLUKA
predictions, and reasonable agreement has been verified. The detector developed by the TERA
Foundation at CERN (Bucciantonio 2015) has been also proposed as a solution for IVI, but it
has never been tested for this purpose. Recently, the method was tested in clinical conditions
with measurements performed at HIT; the resolution of the Bragg peak position was found to
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be about 4 - 5 mm in an homogeneous PMMA phantom with 10° incident carbon ions and
a tracker of 1x2 cm? (Finck et al. 2017). The IVI method could therefore monitor the Bragg
peak position with a promising resolution in clinical conditions, but further efforts are needed
to improve Monte Carlo predictions of the angular distribution of the fragments, as well as to
increase acceptance and efficiency of the employed detectors.

1.1.5.5 Other techniques

The detection of secondary radiations emerging from the patient body during particle therapy
is not the only available channel for measuring the ion stopping position and, more generally,
verify the treatment delivery. The dose delivered in photon and electron treatments have been
measured in vivo with diodes and thermo-luminescence dosimeters, as reviewed in Essers et
al. 1999, and implantable devices with wireless readout have been introduced in standard
radiotherapy (Black et al. 2005; Scarantino et al. 2008) and investigated for proton range ver-
ification. The main challenge is the positioning of the detector, which strongly influences the
measurement of the steep dose distal fall-off of ion beams, and two solutions have been pro-
posed by the same author to overcome this issue. The residual range of the irradiation beam
can be retrieved at each position via its time dependence, which is unique at every point in
depth (Lu 2008b). This method, proposed for passively scattered beams but also applicable
to actively scanned ones, has been tested with a small IC, and sub-millimeter precision for the
determination of the proton range at a specific position in water has been proven (even if in
ideal conditions). The second proposed method relies on the delivery of a pair of complemen-
tary fields, with sloped depth dose profiles (Lu 2008a). The ratio between the two measured
distributions can verify the radiological path length. As the previous one, this approach has
been experimentally tested, in this case with a commercial implantable dosimeter (Lu et al.
2010), and dose ratios have been measured with a relative uncertainty of 1 — 3 %. Notwith-
standing the valuable obtained results, the applicability of both solutions is strongly limited
by the need of implanting devices in the patient, ideally close or within the tumor, which is
often not possible. In any case, possible improvements are still being studied recently (Toltz
et al. 2017). An alternative way to measure the range with simple detectors in one dimension
is the so-called “range probe” (Mumot et al. 2010; Watts et al. 2009). This concept relies on
the direct measurement of the Bragg peak of single high-energy pencil beams passing through
the patient, in a sort of simplified mono-dimensional version of proton radiography discussed
in section 1.1.5.1, and can in principle both validate the range in vivo and verify patient po-
sitioning errors with low additional dose. MRI imaging has also been considered as a way
to observe delivered dose distributions. The application of such a technique is made possi-
ble by the changes induced by radiations in tissues, and it has been investigated mainly for
spine patients (Gensheimer et al. 2010), but the accuracy was not sufficient to verify the ion
range. However, the high spatial resolution achievable with commercial scanners is a good
point in favor of further investigations. The improvement of ultrasound imaging techniques
determined in the last years a renewed interest on its application to ion range verification.
It has been demonstrated that iono-acoustic detectable signals are produced by the localized
dose deposition of ion beams (Tada et al. 1991), which induces local temperature increases
and, thus, a pressure wave (Parodi et al. 2015); these pulses have been already measured in
1995 in a proton therapy treatment (Hayakawa et al. 1995). A schematic view of the detection
principle is presented in Figure 1.18a. Recently, tests on proton beam have been performed at
the CAL, in Nice, with mono-energetic beams in the energy range 145 — 227 MeV (Lehrack et
al. 2017); as the author stated, the method as been been proven to be a cost-effective, fast and
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accurate way to obtain quality control measurements in proton therapy, with sub-millimeter
range determination accuracy (the results have been compared to reference data collected
with an IC). However, it has been highlighted how the synchro-cyclotron offered ideal condi-
tion for the application of iono-acoustic measurements, thanks to the delivered intense and
short (microsecond) bunches. Signal-to-Noise Ratio (SNR) is an additional problem at the
present development stage, but it has to be pointed out that iono-acoustics offers a method
not only to locate the Bragg peak, but also to correlate it with an ultrasound tumor image;
the research effort is so clearly justified, and improvements are expected in the next years. To
be noticed, anyway, that the iono-acoustics probes can be used only with soft tissues, so that
their application, for example in head-and-neck treatment monitoring seems not feasible. In
addition to the deeply investigated techniques based on secondary particles generated by nu-
clear reactions (PET and PGs), there are also bremsstrahlung photons coming from secondary
electrons generated during ion deceleration. The basic principle is explained in Yamaguchi
et al. 2012, where the author highlights that the dependence of the bremmstrahlung photon
energy spectrum on the incident beam energy provides a method to control the beam range.
In particular, secondary electron bremmstrahlung dominates at low ion energies, close to the
Bragg peak, and its energy spectrum allows one to retrieve the correlated Bragg peak position.
A complete experimental confirmation has been provided with measurements performed in
Japan in different centers (HIMAC among them) with carbon ion beams and a Cadmium
Telluride (CdTe) detector, involving also background estimates. This technique provides in
principle an overall better sensitivity with respect to PG detection and PET, and completely
avoids the wash-out effects which affect positron emitter activity measurements, and has been
developed in the last years. As secondary electron bremmstrahlung cross section scales as Z2,
this method is potentially advantageous for carbon ions. In particular, mono-energetic car-
bon ion beams have been recently imaged with a pinhole gamma camera (Yamaguchi et al.
2018), but the clinical necessary resolution in detecting range shifts has not been achieved
yet. In addition, given the low energy of the emitted Bremsstrahlung photons, this technique
is intrinsically limited to superficial tumor treatment control.

Also water luminescence effects have been verified during the irradiation with proton pencil
beams, and are under investigation as a promising solution for range and field width estima-
tions (Komori et al. 2018). As mentioned, the listed methods have been proposed as alterna-
tives with respect to the more investigated detection of secondary emitted photons, both from
positron annihilation and prompt-emission. These two techniques are anyway the most ad-
vanced ones, and also hybrid systems are under investigation to obtain a combination of their
main advantages and a potential reduction of the identified drawbacks. The so-called “3-y”
imaging concept has been explored in France and Germany. The French group combined a
standard full ring PET scanner with a Time Projection Chamber (TPC) filled with liquid xenon
for the Compton measurement (Oger et al. 2012), but the detector application is limited to
nuclear medicine examinations in its present design. The German group focused on multi-
ple Compton camera heads for the detection in coincidence of positron annihilation photons
and de-excitation rays for nuclear medicine applications; such a system can be adapted to
perform combined detection of 511 keV photons from 3" emission and PGs, as already high-
lighted in (Lang et al. 2014). A conceptual detector design for such an application is shown
in Figure 1.18b. Another interesting simulation study applying this “whole-gamma imaging”
concept in nuclear medicine is reported in (Yamaya et al. 2017).

Bremsstrahlung
imaging
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Figure 1.18: Alternative methods for in vivo range verification of ion beam therapy include the
detection of iono-acoustic waves produced by the localized dose deposited by the
energetic ion beams, whose principle is sketched on the left side, and hybrid systems
for 3-photon detection, which can be applied to both nuclear medicine diagnostics and
hadrontherapy monitoring, as the one sketched on the right side.

1.2 Nuclear medicine

Nuclear medicine is a medical specialty which makes use of particle physics concepts (in ad-
dition to medical, biological and chemical knowledge) and instrumentation to study physio-
logical processes and perform non-invasive diagnostic examinations and disease treatments.
More specifically, nuclear medicine groups all the medical techniques which foresee the use
of chemical compounds containing a radioactive isotope; this radio-pharmaceutical is given
to the patient (or mixed to patient samples, for example blood) orally, by injection or by in-
halation, and the isotope decay products are used to deliver a treatment dose, for example
to cancerous tissues, or for imaging purposes, in case the emitted particles can exit the body
and be detected by radiation detectors. This thesis focuses on the development of gamma de-
tectors, originally designed for the application in particle therapy; the following sections are
devoted to delineate the context in which the studied detectors can be applied for diagnostics,
and simulation results of such an application are reported in chapter 5.

Some hints about the historical origins of this medical fields have been given in the introduc-
tion of this chapter. The use of radioactive isotopes for medical purposes has been investi-
gated since 1920, at the beginning only theoretically, then, since 1940, attempts have been
undertaken at imaging radio-nuclide concentration in the human body. The first scan of a
radio-nuclide activity in the body was obtained with a very slow planar scanner introduced by
Ben Cassen at the beginning of the fifties (Blahd 1996), and less than 10 years later Hal Anger
developed the first gamma camera, introducing the approach still followed for the modern de-
tectors (Anger 1958). The Anger scintillation camera is a planar physically collimated detector
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which produced two-dimensional projection images of the radio-isotope activity without scan-
ning. The Anger camera, if rotated around the patient, can also be used for tomography, with
reconstruction algorithms able to reproduce the three-dimensional emission distribution from
two-dimensional multiple-angle slices. The method to reconstruct images from projections
had been published by Radon in 1917 (Radon 1917), and then applied in CT and nuclear
medicine after 1970. Iterative reconstruction methods were also being investigated, but their
application started in the eighties when more computing power became available. The to-
mographic translation of the Anger gamma camera determined the birth of SPECT imaging:
together with PET, SPECT is still the basis of present diagnostic nuclear medicine. The idea of
detecting photon pairs produced by positron annihilation is also attributed to Anger, but the
first dedicated PET system was built by Ter-Pogossian and colleagues in the 1970s, and em-
ployed for phantom and animal studies (Ter-Pogossian 1983; Ter-Pogossian et al. 1975). Soon
afterwards, Phelps, Hoffman and colleagues built the first whole-body PET-scanner (Hoffmann
et al. 1976). In the next sections, the physics of radioactive decays is briefly reminded to in-
troduce the detailed discussion of PET and SPECT techniques, including a short historical
overview, the presentation of the imaging principle and an overview of state-of-the-art ma-
chines.

1.2.1 Radiotracers

Nuclear medicine imaging techniques are based on radio-tracers. A tracer is a chemical com-
pound which transports an unstable isotope (radio-nuclide); this molecule is designed to be
involved in specific metabolic processes and, thus, to concentrate in the volume to be targeted
for imaging purpose. The y-rays emitted by the radio-nuclide can be measured as a function
of position and time, providing anatomical and metabolic information. In the following, the
main physical aspects of radioactive decays are briefly recalled.

As mentioned, a radio-nuclide is an unstable isotope of a chemical element which decays
towards a stable atomic configuration and loses energy by emitting radiation in the form
of particles and electromagnetic rays. The decay can involve several steps, if the resulting
“daughters” are still unstable, and the process continues until a stable nuclide is reached. Some
general features of radioactive decay processes can be detailed mathematically without regard
to a specific mechanism. In particular, the decay rate of a sample of radioactive nuclides
depends on the nuclides population N, according to a decay constant noted as A, as expressed
by equation 1.15.

d—N =—AN (1.15)
dt

On one hand, the decay constant A is specific of each nuclide, and reflects its degree of insta-
bility. The decay rate, on the other hand, is a representation of the sample activity, which is
measured in the Internation System of units (SI) in Becquerel (1 Bq = 1 disintegration per
second) and its multiples, even if an older and still used unit is the curie (Ci) (1 Ci = 3.7 x
100 disintegrations per second). The solution of the differential equation in 1.15 gives the
number of parent atoms N at any time t, or the activity by multiplying both side by A:
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N = Nye ™

(1.16)
A=Ape M

with N, and A, the original number of parent atoms and the original activity, respectively.
Following these first expressions, the physical half-life T; , of a radioactive nuclide is the time
required for the decay of half of the atoms in a sample; its mathematical form is reported in
equation 1.17.

In2  0.693
Typp=—" =" (1.17)

Several decay modes exist, and they can be divided into three main categories: emission of
nucleons (protons and neutrons), emission or capture of electrons, emission of photons. In
particular, five main decay channels have been identified (see Figure 1.19b):

* a-decay;

* electron emission — 3~ -decay;

* electron capture (electron captured from the inner shells of the atom);

* positron emission — 3 *-decay;

* isomeric transition: gamma emission and internal conversion (electron emission).

In Figure 1.19a the decay scheme of a generic nuclide fZ‘X is depicted (A is the atomic mass, Z
the number of protons); the a-decay produces é:‘;P, electron capture and positron emission
equivalently generate ?_1Q, while /; 4 Roriginates from electron emission and can be created in

a metastable configuration ’3 +1R* which then decays to the stable state via isomeric transition

with the emission of a photon.

The a-decay is the spontaneous emission of an a particle (i.e. a helium nucleus, consisting of
two protons and two neutrons), typically from heavy nuclides (A > 150). It was discovered by
Marie and Pierre Curie in 1898 (Curie et al. 1898) and first described by Rutherford one year
later (Rutherford 1899), who also identified the a particles as helium nuclei, together with
Boltwood in 1911 (Boltwood et al. 1911). The decay can be described by equation 1.18. Often
it is followed by the emission of characteristic x-ray or gammas, accompanied by competing
processes of internal conversion and Auger electron emission. The produced a particles have
energies in the 2 — 10 MeV range and are not used for imaging purposes, given the very
limited range in tissues (about 100 um). This characteristic makes such a decay appropriate
for therapy, even if the very short decay time is a limiting factor. Only the a-decay of a few
high-Z elements is actually used, for example, for tumor irradiation in the so-called “internal
radiotherapy” or “brachytherapy” (Dahiya 2016; Suntharalingam et al. 2005).

2X — 773Y +3 He + energy (1.18)
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Figure 1.19: The various radioactive decay channels are schematized in (a) for a generic isotope ‘QX.
A more detailed scheme, describing the decay processes and products, is given in (b).

The decay via emission of an electron (8~ - or negatron-decay) can be seen as the conversion Electron emis-
of a neutron in a proton and an electron-anti-neutrino pair, as in the generic reaction reported *'°"
in equation 1.19.

A A - =

X — Y+e +v+ener

z Z+1 B gz (1.19)
n—p+e +v

This decay channel pertains to nuclei with a N/Z ratio (with N the number of neutrons) too
high for stability and results in nucleus with Z increased by one, N decreased by one and
so the same atomic mass A (isobaric transition) but a different chemical element. 3~ -decay
pathways are characterized by specific maximum energies E,,, for the emitted electron, with
an average value of approximately 1/3 E,.,; the remaining energy is carried away by the
anti-neutrino. This results in poly-energetic energy spectra for the emitted electrons. The
difference in the energy released during decay and the one possessed by the emitted electron
threatened the energy conservation law for years. In 1930, in a letter, Wolfgang Pauli sug-
gested that a second particle was emitted during the decay, explaining the energy, momentum
and angular momentum conservation. The name neutrino was attributed to such a particle
by Enrico Fermi. Any possible excess energy in the nucleus after the decay (metastable state)
is emitted as gamma rays or internal conversion electrons. As for the a particle case, elec-
trons have limited range in matter, thus release dose to the tissues, and have no diagnostic
value (but they are used in brachytherapy), but metastable states deriving from S~ -decays
are pure sources of y-rays and are so employed for imaging. One of the most diffused tracers
is a metastable daughter of *’Mo, the *™Tc; it decays in stable **Tc (half life = 6 hours) by
emitting a 140 keV photon.

On the other side of the “nuclide stability line”, neutron-poor radionuclides (with low N/Z Positron emis-
ratio) tend to decay by the emission of a positron (' decay) and to increase the neutron S°"
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number by one. As shown by equation 1.20, the net result is the conversion of a proton into
a neutron with the ejection of a neutrino, in addition to the positron. As in the previous case,
the transition is isobaric because the total number of nucleons is unchanged.

A A +
X — Y+e" + v+ener
z z-1 & (1.20)

p—on+te +v

The emission of positrons was discovered in 1933 by Irene Curie and her husband Frederic
Joliot, in bombardments of aluminium by a particles (Leone et al. 2010). Even if the reaction
principle is similar to f~-decay, an important difference resides in the behavior of the decay
product. Both electron and positron undergo energy deposition processes by excitation and
ionization, but if electrons can be captured by atoms (or absorbed in free electron bands)
when they come to rest, positrons react with their antiparticle (electron) by annihilation. The
entire rest mass of the particle pair is converted to energy and emitted as two back-to-back
511 keV photons for conservation laws. The annihilation takes place in a time window of
about 1 ns after the f*-decay, and within a few millimeter of the decay site (depending on
the medium). This kind of reaction is the basis of one of the most diffused nuclear medicine
imaging techniques, the PET, discussed in section 2.3.1. An example of a positron emitter
used in imaging is '®E with a half-life of 109 minutes. To be noticed that, as for 3 ~-decay, the
daughter nucleus can further emit photons to lower its energetic level, which can be used in
combined imaging techniques (three-y imaging). The N /P ratio of neutron deficient nuclides
can also be increased via Electron Capture (EC) reactions ; the nucleus can capture an orbital
electron and convert a proton into a neutron, with the consequent emission of a neutrino.
This phenomenon is described by equation 1.21.

A - A
X+e — Y + v+ ener

z =1 & (1.21)
pt+te —n+vy

Most electrons are captured from the K shell, more uncommon are the capturing processes
involving L shell or even shells farther from the nucleus. As a result of the capture, a vacancy
is created and filled by an electron from an higher-energy shell. This transition leads to a
reduction of the atomic rest energy, and the release of characteristic x-rays and/or Auger
electrons. As with other modes of decay, further y-rays can be emitted if the daughter nucleus
is left in an excited state after the capture process. An example of electron capture decay is
represented by 2°!T1, which decays to 2°!Hg with the emission of K-x-rays of 69 — 83 keV (98 %
abundance) and photons of 135 and 167 keV in 10 % total abundance. Many nuclei decay
by both electron capture and positron emission, as for example the 22Na. As mentioned for
the previously described decay modes , often the daughter nucleus is formed in an excited
state, which is still unstable. The transition towards a condition of stability entails an internal
atomic re-arrangement and the emission of y-rays at characteristic energies. In general, such a
transition is almost instantaneous, but some excited states can persist for longer periods, with
half-lives which range on several orders of magnitude, between 107 s and hundreds of years.
The decay of this kind of nuclei, called metastable or isomeric, is called isomeric transition,
and only results in the y-ray emission with no emission or capture of other particles by the
nucleus. A complementary pathway for the energy release is represented by the interaction of
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the nucleus with an atomic electron; this process is called Internal Conversion (IC), and the
involved electron is ejected. This emission is further followed by x-rays and Auger electron
emission, so that the atom can resume a stable state. The isomeric transition is described by
equation 1.22, where the letter m indicates the metastable state.

’;’“X — ’;X + energy (1.22)

To be noticed that no radioactive nuclide decays solely by an isomeric transition, which is
always preceded by another decay mode. In addition to the already mentioned decay of *°™Tc,
deriving from the previous decay of *Mo, also ®°Co decays in excited ®*Ni nuclei which then
reach the ground energy state by isomeric transition with the emission of 1.17 and 1.33 MeV
photons. In table 1.3 some of the radioisotopes typically used for imaging and therapy are
listed with their half-life and common uses.

Table 1.3: Commonly-used radioisotopes for the clinical imaging and therapy routine. Table adapted

from Ruth 2009.
Application Radioisotope Half-life Details

Technetium-99m 6 h (from ?°Mo 66 h) Used to image the almost all the body, skeleton and heart muscle in particular.
Cobalt-57 272d Used as marker to estimate organ size and for in vitro diagnostic kits.
Gallium-67 78 h Used for tumor imaging and localization of inflammatory lesions.
Indium-111 67 h Used for specialist diagnostic studies and colon transit studies.

0 Todine-123 13h Used for diagnosis of thyroid function.

5; Krypton-81m 13 s (from ®1Rb 4.6 h)  Used in gas status for images of pulmonary ventilation and in general for lung applications.

E Rubidium-82 65 h Convenient PET agent for myocardial perfusion imaging.

= Thallium-201 73 h Used for diagnosis of coronary artery disease and other heart studies.
Carbon-11 20.4m
Nitrogen-13 9.97 m Positron emitters used in PET for studying brain physiology and pathology.
Oxygen-15 2m They also have a significant role in cardiology.
Fluorine-18 110 m

- Bromine-77 2.4d Auger electrons decay mode.

E‘ Palladium-103 17.5d Auger electrons decay mode.

oz Rhenjum-186 90.6 h B~-decay mode.

. Astatine-211 7.2h a-decay mode.

Although many naturally occurring radioactive nuclides exist, all of those commonly adminis- Radionuclide
trated to patients in nuclear medicine tracers are produced artificially in order to fit the clin- Production
ical requirements. Artificial induced radioactivity was introduced by the already mentioned

Irene Curie and his husband, who bombarded aluminum targets with a particles (Leone et

al. 2010). Nowadays, most radionuclides are produced with cyclotrons and nuclear reactors,

and radionuclide generators are used to “store” short-life isotopes. In general, 8~ emitters are
produced by bombarding stable nuclei with neutrons from nuclear reactors, while 3*-decay

nuclides are produced with bombardment with protons, helium ions, deuterons or tritons ac-
celerated with cyclotrons (see section 1.1.3.1 for the description of the cyclotron). In other

cases, radionuclides are produced as by-products of fission in nuclear reactors, or as decay

product of other isotopes produced with one of the listed methods. In the cyclotron-based
production, the accelerated ions collide with the target nuclei causing nuclear reactions, pre-

sented in section 1.1.1.1. As explained, fragmentation processes can create radioactive nuclei,

such as " emitters, employed in PET diagnostics. In general, cyclotron facilities must be in

close proximity to the hospital where the produced radionuclides will be administrated be-

cause of their short half-life. '8E created with this technique as product of nuclear reactions

with 80, is an exception in this sense, with an half-life of 109 minutes. In nuclear reactors,

two techniques are exploited: nuclear fission and neutron activation. The absorption of neu-

trons from nuclear reactors can induces fission processes in heavy nuclei, which split in lighter

(often unstable) ones. Its long half-life makes 2>°U the most widely used fissile element; when
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it absorbs a neutron, the resulting state of 2°°U is unstable and in most cases it promptly splits
into its fission fragments. For example, * Mo has already been mentioned as the parent nu-
cleus for the production of *™Tc and derives by the fission of uranium. Another widely used
nuclide produced with fission procedure is the !3'I. The creation of the fission fragments is
very often accompanied by the emission of secondary neutrons which can be used to create
other nuclides by neutron activation. Stable nuclei, indeed, can capture neutrons and produce,
in most cases, 3~ emitters, as the 32P or the *°Cr. In some cases, the sample activity reached
with such a production technique is not sufficient, because stable nuclei are still present among
the parent atoms, and so fission mechanisms are preferred. The last mechanism involves ra-
dionuclide generators, particularly interesting for short half-life nuclides. In order to solve the
supply problem for short-living isotopes, the sample is often prepared with the longer-living
parent nuclide (the so-called “generator”), which then decays in the desired one continually
providing it. This is for example the case of the most important radio-nuclide used in a variety
of application, **™Tc, result of the decay of *’Mo.

Once produced, the radioactive nuclei must be attached to appropriate substances providing
the desired biological properties, for example to be preferentially absorbed in the target region.
The final product, ready to be administrated to the patient, is called “radiotracer”. For diag-
nostics, the selected radioisotope half-life should be short enough so that a considerable part
of the decays occurs during the examination time; any radiation released after the end of the
examination is a source of useless dose to the patient. The dose delivered after the end of the
treatment can be reduced if the biological excretion, guaranteed by the tracer characteristics,
is rapid. Always focusing on diagnosis, the optimal decay scheme is the pure y-decay, with an
isomer as radionuclide; anyway, the amount of produced non-penetrating radiation should be
minimized. The exception is represented by 8% emitters, resulting in the positron annihila-
tion 511 keV photons exploited by PET techniques. In addition to this, the produced photon
energy must be considered: nowadays, the majority of scintillation cameras are optimized for
energies close to 140 keV (main emission of **™Tc), which is a compromise among patient
attenuation, spatial resolution and detection efficiency. Photons at lower energies are largely
attenuated and increase the patient dose without contributing to the image formation. High-
energy photons escape the body and deliver a minimal dose to the patient, but the present
machines have poor detection efficiency in that energy range, and the physical collimators are
not optimized; both these factors result in image quality degradation. High-energy photons
can be used if new detector solutions are explored, like the one presented in chapter 5. For
therapy non-penetrating radiation are requested and must be maximized, and correlated pho-
ton emission can be in principle used for dosimetric verification, in the so-called theranostics
approach (Yordanova et al. 2017). From the biological point of view, “hot spots” (in which the
tracer is more concentrated than in other regions) are desired for therapy, while for diagnosis
it is possible to profit from both “hot” and “cold spots”. Several mechanisms can be imple-
mented in order to concentrate the radiotracer in the target area. Localized administration
of the radiotracer in the target region is the first option, while with active transport tech-
niques, the tracer is concentrated into specific organ against concentration gradients thanks
to cellular metabolic processes. The glucose metabolism is also exploited, for example for the
Fluoro-Deoxy-Glucose (FDG) tracer used in 85 % of the PET clinical practice. The tracer size
is fundamental in techniques based on the phagocytosis by specialized cells or on traps in spe-
cific organs. Very large molecules (20 — 40 pm diameter) can concentrate in capillaries with
smaller diameter. An irregular diffusion through tissue membrane can also be used to iden-
tify lesions if specific tracers are employed. Chemotaxis (the movement of a cell in response
to chemical stimulus) can also promote the migration and accumulation of radiotracers, for
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example as part of an overall inflammatory response. Moreover, some radio-pharmaceuticals
are produced with specific characteristics which provide them high affinity to bind to receptor
sites, for example in tumors. Finally, the blood flux can be used for blood specific studies.

The choice of the radiotracer depends on the specific organ or region of the body to be ex-
amined and on the chosen detection technique. As already detailed, on one side PET aims
to detect the two back-to-back photons produced by the annihilation of a positron emitted by
the radio-isotope and an electron of the patient body. On the other side, SPECT detects single
photons, and the spatial localization is given by mechanical collimation systems. In both cases,
tomographic reconstruction is foreseen to obtain three-dimensional images.

The physical basis, historical development and present status of these two techniques are
detailed in section 2.3. In addition, the theranostics approach, aiming to perform combined
diseases radiation treatment and diagnosis and/or verification imaging, is also addressed in
section 2.3.3.
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As described in chapter 1, the detection of gamma photons plays a role of utmost importance
in medical physics, for what concerns both the monitoring of ion beam therapy treatments
and the nuclear medicine examination techniques.

Ion beam therapy is rapidly emerging as a valuable cancer treatment technique and a superior
alternative to photon radiotherapy for specific clinical indications. The narrow dose peak at
the end of the ion range allows for targeted delivery of high dose to the tumor while sparing
healthy surrounding tissues. However, since such a treatment technique is highly sensitive to
dose prediction and delivery uncertainties, online range monitoring solutions are necessary.
Over- and under-shooting effects potentially lead to severe damages to healthy tissues and/or
treatment inefficiency, and thus have to be controlled in real-time. The research effort in
this field mainly focuses on the non-invasive detection of primary by-products of beam-tissue
nuclear interactions: photons from electron-positron annihilation and prompt gammas are
most extensively studied for this purpose.

In nuclear medicine diagnostics, radioactive tracers are injected in the patient body and the
gamma rays, products of the tracer isotope decay, exiting the patient are detected to retrieve
physiological and anatomical information. Positrons are emitted by f3-decaying isotopes,
and the two back-to-back photons generated by their annihilation with patient electrons are
detected in time coincidences in Positron Emission Tomography (PET) techniques. On the
other hand, Single Photon Emission Computed Tomography (SPECT) exploits single photons
emitted by y-decaying isotopes with collimated detectors.

The research work presented in this thesis focuses on the development of gamma cameras
for the detection of prompt gamma rays to tackle the challenge of real-time range monitoring
during particle therapy treatments. In addition, the developed prototype design has been
tested for application in nuclear medicine SPECT-like examinations. In this chapter, after a
brief introduction about the photon interaction channels in matter, the main techniques based
on gamma detection developed in the two mentioned fields are described, and the state-of-
the-art of gamma detectors employed for these two purposes is sketched.

2.1 Photon interactions in matter

In penetrating an absorbing medium, photons may experience various interactions with the
atoms of the medium, involving either the nuclei or the orbital electrons. The interactions
with nuclei may be direct photon-nucleus collisions or interactions between the photon and
the electrostatic field of the nucleus (pair production). On the other hand, the photon-orbital
electron interactions can involve either loosely bound electrons (binding energy E; small in
comparison with the photon energy hv - Ez < hv) or tightly bound electrons (binding energy
comparable to, or slightly smaller than the photon energy - E; < hv). All these processes
are characterized by a partial or complete energy transfer of the gamma-ray photon, and two
different outcomes are possible:

* Photon disappears (i.e. is completely absorbed) and its energy is transferred to light
charged particles (electron and positrons);

* Photon is scattered and two results are possible:
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— the resulting photon has the same energy as the incident photon and no light
charged particle is released in the interaction;

— the resulting scattered photon has a lower energy than the incident photon and
the energy excess is transferred to a light charged particle (electron).

We focus here on the interaction channels which play an important role in radiation measure-
ments:

* photoelectric absorption;
* Compton scattering;
* pair production.

In case the photon interacts with an absorber atom and completely disappears by transferring Photoelectric
all its energy to the target, the interaction mechanism is called photoelectric absorption. In 2Psorption
the interaction an orbital electron is ejected with kinetic energy Ey corresponding to the differ-

ence between the incident photon energy hv and the electron binding energy Ejy, as reported

in equation 2.1. The ejected orbital electron is generally referred to as “photoelectron”. A

schematic view of the photoelectric absorption mechanism is shown in Figure 2.1.

Ex =hv—E, 2.1)

Before interaction After interaction

hv

e

[';K = hv —]fn

Figure 2.1: Schematic diagram of the photoelectric effect. A photon with energy hv interacts with a
K-shell electron, which is ejected as photoelectron with kinetic energy E. In Podgorsak
2010.

The interaction is with the atom as a whole, and cannot take place with free electrons for con-
servation of energy and momentum constraints, although the whole photon energy is trans-
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ferred to an atomic electron in one of the atom bound shells (tightly bound electron). Energy
and momentum cannot be conserved simultaneously in a photon-free electron interaction:
the momentum conservation requires a third object (the atom) involved in the interaction
which must absorb the extra momentum. When the photon energy exceeds the K-shell bind-
ing energy of the absorber, about 80 % of all photoelectric absorption interactions occur with
the K-shell electrons. If the energy transferred to the photoelectron is not below the binding
energy threshold, it can be sufficient to raise it to a higher orbit, in a process of excitation. As
a result of the photoelectric absorption, in addition to the ejected photoelectron, the absorber
atom has a vacancy in one of its bound shells. This vacancy is quickly filled through capture of
a free electron of the medium and/or rearrangement of electrons from other shells at higher
energy level. Therefore, depending on the involved shells, one or more characteristics x-ray
photons (fluorescent photons) may also be generated. Such photons are generally reabsorbed
close to the original atom site through a further photoelectric absorption involving less tightly
bound shells. In some fraction of the cases, the emission of an Auger electron may substitute
for the characteristic x-ray in carrying away the atomic excitation energy. As the fluorescent
photons, Auger electrons are generally reabsorbed very near the site of the original interaction.
The photoelectric process is the predominant mode of interaction for gamma rays of relatively
low energy, and it is also enhanced for absorber materials of high atomic number Z. Even
if a single analytic expression for the probability of photoelectric absorption over all ranges
of photon energy E, and Z, the probability (op5) dependence on these two parameters can
be approximated as shown in equation 2.2, where n varies in the range [4,5] depending on
the photon energy (4 for relatively low photon energies, 5 in the relativistic region) (Knoll
2000).

Opp OC —— (2.2)

In Figure 2.6 the cross section for the photoelectric absorption is compared to the one of
the other photon interaction mechanisms for a copper absorber as a function of the photon
energy. It exhibits a characteristic saw-tooth structure in which the sharp discontinuities arise
whenever the photon energy coincides with the binding energy of a particular electron shell.
Except for the K shell, all other shells have a fine energy structure which reflect in the cross
section curve.

An interaction of a photon of energy hv with an orbital electron of an atom is called Comp-
ton scattering in honor of Arthur Compton who made the first measurements of photon-“free
electron” scattering in 1923 (Compton 1923). Compton earned the Nobel prize for his discov-
ery in 1927. In Compton scattering, the incoming gamma-ray photon is deflected through an
angle 0 with respect to its original direction, while transferring a portion of its energy to the
electron, referred to as “recoil electron”. In theoretical studies of such an interaction mecha-
nism, an assumption is made that the photon interacts with a free and stationary electron. As
a result of the interaction, the photon, which had an initial energy hv, continues traveling in
the new direction (angle 6 with respect to the incident direction) with reduced energy hv/,
and the recoil electron is ejected from the atom with a kinetic energy Ex and a direction with
an angle ¢ with respect the photon incident direction. A schematic view of the interaction is
given in Figure 2.2. The expression that relates the energy transfer and the scattering angle for
any given interaction can be derived by writing simultaneous equations for the conservation
of energy and momentum. The obtained relationship is presented in equation 2.3, with the
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notation described above and m0c2 the rest-mass energy of the electron (511 keV). From the

same calculation the kinetic energy of the recoil electron is also obtained from the expression
in equation 2.4.

hv
hy' = i (2.3)
1+ m062(1 —cos(0))
hv
(1 —cos(0))
EK = hv mochv (24)
1+ m0c2(1 —cos(0))
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Figure 2.2: Schematic view of the Compton scattering principle. Image from https://universe-
review.ca/R15-12-QFT10.htm.

From equation 2.3 it emerges how small scattering angles correspond to little energy transfers,
and the other way around. In particular, for & = 0, no energy is transferred to the electron and
the interaction becomes a classical Thomson scattering. For 6 > 0 the energy of the scattered
photon saturates at high values of the incident photon energy; the larger is the scattering
angle, the lower is the saturation value of hv' for hv — oco. The relationship between the
photon energy before and after the interaction is shown in Figure 2.3a for various scattering
angles 6 between 0 ° (forward scattering) and 7 (back-scattering). The scattering angle 6
and the recoil electron angle ¢ are related by equation 2.5.

hv 0
mocz)tan(a) (2.5)

This relationship shows that for a given 6, the higher is the incident photon energy hv, the

smaller is the recoil electron angle ¢. In Figure 2.3b the scattering and recoil angle depen-
dence is plotted for different values of € = hv/mqc?.

cot(¢p) = (1 +

The probability of Compton scattering per atom of the absorber depends on the number of
electrons available as scattering targets and therefore linearly increases with the atomic num-
ber Z. In Figure 2.6 the probability energy dependence is shown for a copper target and
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Figure 2.3: In Podgorsak 2010

compared to the other interaction channels probability. The differential cross section, or an-
gular distribution of scattered gamma rays, is predicted by a formula derived by Oskar Klein
and Yoshio Nishina in 1929, and reported in equation 2.6 (Klein et al. 1929).

do 1 271+ cos?(0) €2(1—cos(0))?
an _Zre(1+e(1—cos(9))) ( 2 )(1+ (1 +cos2(0)[1+e(1—cos(6))])

) (2.6)

where r, is the classical electron radius expressed in equation 1.2. The distribution is shown
graphically in Figure 2.4 and illustrates the strong tendency for forward scattering at high
values of the gamma-ray energy. At low incident photon energies the probability for forward
scattering and back-scattering are equal and twice as large as the probability for side scattering.
As the incident photon energy increases, the scattering becomes increasingly more forward
peaked and back-scattering rapidly diminishes.

As mentioned, the Compton cross section and energy transfer are calculated with the assump-
tion of free electrons, but at very low incident photon energies such an assumption breaks
down and the electronic binding energy Ej affects the Compton interaction: the closer is the
photon energy hv to Eg, the larger is the deviation of the atomic cross section from the one
calculated with the Klein-Nishina formula. Various theories have been developed to account
for electronic binding energy effects and apply corrections on the Compton atomic cross sec-
tions (Bergstrom et al. 1997). It is worth to notice that for a given absorber Z, the binding en-
ergy correction is more significant at lower photon energies, and for a given initial energy hv,
the binding energy correction is more significant at higher atomic number Z. The described
binding energy effect is also referred to as “Doppler broadening” (DuMond 1928, 1929).

If the photon incident energy exceeds twice the rest-mass energy of and electron 2m,c? =
1.02 MeV, the production of an electron-positron pair in conjunction with a complete absorp-
tion of the photon becomes energetically possible. In practice, as shown in Figure 2.6, the
probability of such an interaction mechanism, referred to as pair production, remains very
low until the gamma-ray energy approaches several MeV and therefore pair production is pre-
dominantly confined to high-energy photons. For hv > 2m,c?, the interaction can lead to a
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Figure 2.4: Polar plot of the number of photons (incident from the left side) Compton scattered into
a solid angle unit at the scattering angle 0, for the different indicated incident photon
energies. In Knoll 2000.

momentum transfer to the target body (either the atomic nucleus or an electron). When such
an extra momentum is absorbed by the atomic nucleus, the recoil energy, as a result of the
relatively large nuclear mass, is exceedingly small and the effect is described as the standard
pair production: the incident gamma-ray disappears and is replaced by an electron-positron
pair. When the pair production occurs in the field of an orbital electron of the atom, it picks
up the extra momentum and the recoil energy may be significant and determine the ejection
of the orbital electron; in this case, the photon is absorbed and three particles leave the in-
teraction site, two electrons and a positron, in the so-called “triplet production”. A schematic
representation of these two effects is given in Figure 2.5.

The total kinetic energy transferred to the charged particles is the difference between the
photon incident energy and twice the rest-mass energy of the positron-electron pair. In both
cases, because the positron will annihilate after slowing down in the absorbing medium, two
annihilation photons are normally produced as secondary products of the interaction. No
simple expression exists for the probability of pair production per nucleus, but its magnitude
varies approximately as the square of the absorber atomic number Z, and it rises sharply
with the photon energy around the threshold region and then increases slowly according to a
logarithmic function.

The relative importance of the three described interaction processes for different absorber
materials (Z) and gamma-ray energies (hv) are illustrated in Figure 2.7. Three areas are
defined by the two solid lines in the plot, which indicates the energy/Z values for which the
two neighboring effects have equivalent probability.

If we now consider a photon beam interacting with a target, all the mentioned interaction

processes remove gamma-ray photons from the beam either by absorption or by scattering
away from the beam direction, and can be characterized by a fixed probability of occurrence
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Figure 2.5: Schematic representation of pair production (a) in the Coulomb field of a nucleus and
triplet production (b) in the Coulomb field of an orbital electron. In Podgorsak 2010.
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per unit path length in the absorber. The number of transmitted photons I can be then ex-
presses in terms of the number of incident photons in the beam I, as a function of the “linear
attenuation coefficient” u and the absorber thickness t, as shown by equation 2.7.

I
— =M 2.7)

where u = No with N the volume density of target atoms and o the total interaction cross
section (photoelectric + Compton + pair production). The average distance traveled by the a
photon of the beam in the absorber before an interaction takes place is called “mean free path”
A, and is the reciprocal of the linear attenuation coefficient. In solids, for common gamma-
ray energies, A can vary in the range between few millimeters to tens of centimeters. A more
widely used parameter is the “mass attenuation coefficient” u,, which normalize the linear
attenuation coefficient to the absorber density p (equation 2.8).

u, = a3 (2.8)
o)

If the mass attenuation coefficient is used, the convenient concept of mass thickness is also
introduced, corresponding to the product of the absorber thickness t by its density p and
generally measured in mg/cm?. For compound and mixtures, the mass attenuation coefficient
is approximated by a summation of a weighted average of its constituent, as expressed in
equation 2.9.
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u, = ZWi% (2.9)

with w; the proportion by weight of the i-th constituent, and u;/p its mass attenuation co-
efficient. The attenuation coefficients have specific values for a given photon energy hv and
absorber atomic number Z, and are tabulated on the National Institute of Standards and Tech-
nology (NIST) database according to the calculations in Seltzer 1993.

2.2 lon range monitoring with secondary gamma rays

Among the secondary radiations produced during particle therapy treatments, gamma rays are
probably the most extensively studied for range verification purposes. Gamma rays are emit-
ted in relaxation processes of nuclei excited by nuclear interactions (Prompt-Gammas (PGs))
and as result of the annihilation of positrons produced by beam-induced positron emitting
isotopes or in pair creations generated by PGs. In all cases, the emission profiles correlate to
the ion path in matter, and the profile fall-off allows to locate the Bragg peak position.

In the following, the developed methods exploiting these two ion range signatures are de-
scribed.

2.2.1 Range verification with Positron Emission Tomography

As explained in section 1.1.1.1, the fragmentation processes involving target nuclei during
proton therapy irradiation and both projectile and target nuclei in case of heavier ion beam
therapy, can produce radioactive isotopes. In particular, $* emitting fragments are of signifi-
cant interest for range verification purpose. Table 2.1 shows the main reaction channels and
relative isotopes produced along a proton beam path in tissue. More details about the most
relevant reaction channels and their characteristics (energy threshold, isotope decay constant,
maximal kinetic energy of the emitted positrons), can be found in Oelfke et al. 1996. Addi-
tional channels and isotopes are produced during carbon ion irradiation, given the possible
projectile activation.

Table 2.1: Proton-nuclear reaction channels and relative positron emitters produced in human tissues.
Table reproduced from Espaiia et al. 2011b.

Target Nuclear reaction channel BT isotopes Half-life
C 12¢(p, pm e, 2C(p, p2n)1°C 10¢, ¢ 19.29 s, 20.33 min
N N(p, 2p2m)1C, MN(p, pn)'®N, “N(p,n)'*0 BN (g, *0) 9.96 min
0 160(p, pn)*°0, 1°0(p, 3p3n)'1C, 1°0(p,2p2n) °N, 1°0(p,p2n) 140, °0(p,3p4n)1°C 0, %0, (*1C, 1®°N)  70.61s, 122.24 s
P 31P'(p, pn)gOP 30p 2.50 min
Ca 40Ca(p, 2pn)>*K 38K 7.64 min

Figure 2.8 (top) shows the concept of the PET detection technique. The emitted positrons
annihilate with human tissue electrons after traveling few mm distances, and 511 keV back-
to-back photons are produced and can be detected in coincidence with PET machines. The
spatial distribution of the 3 decay points can be then obtained via the reconstruction of the
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Figure 2.8: Schematic representation of the PET technique principle. In the top figure, a standard
real annihilation event is presented, while in the bottom line the principle of conventional
and Time-Of-Flight (TOF)-PET are compared. In Vandenberghe et al. 2016.

so-called “lines of response” connecting the two detected photons, and it correlates, even if
not directly, to the dose profile. Figure 2.9 shows the one-dimensional * activity profiles
along the beam axis for various incident beam types impinging on a Poly-Methyl-Metacrylate
(PMMA) target. The positron emitter distribution dependence on the beam nature clearly
emerges from these profiles, but a form of indirect correlation with the dose profile distal
edge is always verified. In particular, a remarkable difference exists between light ions (pro-
tons, *He and ’Li), for which the induced activity is almost only due to target residuals, and
heavier ones (*2C and '°0), with a considerable contribution also coming from projectile frag-
mentation sub-products, which concentrate near the end of the range, explaining the activity
peak. The investigation of the correlation between delivered dose and * detected activity
must face several issues, as highlighted in Parodi 2018, mainly connected to the difficulty
to retrieve quantitative information from PET images and to wash-out effects. Long-lived
positron emitters, indeed, can be transported away from the production point by blood flow
and metabolic processes, affecting the precision of the obtained images. This effect has been
deeply studied experimentally at Heavy Ion Medical Accelerator in Chiba, Japan (HIMAC)
with rabbit tissues and Anger-type scintillation cameras (Mizuno et al. 2003; Tomitani et al.
2003), and, more recently, at GSI Helmholtz Centre for Heavy Ion Research, Germany (GSI)
with 12C beams (Fiedler et al. 2008a). A reduction of a factor up to 1.5 in the precision of the
range determination due to wash-out processes is reported, and a correlation between biolog-
ical half-life and local dose has been verified and used in simulation to improve the quality of
PET images. Although several research efforts have been dedicated to improve the precision
of the dose recovery from f*-emitter distributions (Parodi et al. 2006, 2010, 2007), the only
feasible solution for the monitoring of dose delivery is the comparison of measured distribu-
tions to simulated ones (Ponisch et al. 2004). These Monte Carlo simulations are based on
the planning Computed Tomography (CT) scan, the irradiation scheme, the detector geom-
etry, the imaging procedure; deviations in the delivered dose caused by patient positioning
or anatomical modifications can be detected, mainly because they are reflected in changes in
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the maximum particle range in the target tissues. Thus, the main quality criterion of the PET
monitoring method is the precision in the measurement of range shifts with respect to the pre-
dicted ones (Fiedler et al. 2010). The accuracy of the reference simulated activity distribution
has advanced in the past years, but it is still limited by the lack of underlying cross-sectional
data, the not perfect knowledge of the elemental composition of the patient and the complex
prediction of metabolic wash-out processes. Complementary imaging modalities can give fun-
damental contributions to the simulation predictions: for example, the use of supplemental
Magnetic Resonance Imaging (MRI) data has been proposed to better analyze local wash-out
effects. In addition to this, the implementation of hybrid PET-CT systems, preferably with
dual-energy CT, would improve the conversion of CT information to the material composition
needed for the PET simulations (Landry et al. 2013).
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Figure 2.9: % activity profiles for various ion beams impinging on a PMMA thick target. The
depth-dose profiles are also shown in dashed lines for comparison. In Fiedler et al. 2012.

The PET data acquisition can be performed following three main strategies:

* In-beam data acquisition: the PET system is integrated in the beam delivery system and
the data acquisition is performed during or immediately after irradiation in the treat-
ment room. In synchrotron facilities, a further solution is represented by acquisitions
in the time between different spills, while for cyclotrons data-taking during beam ex-
traction has been explored and seems feasible (Kraan et al. 2014). On one hand, this
method is advantageous because it allows detecting short-lived isotopes, thus increas-
ing the available statistics, and reducing the effects of biological processes. Moreover,
the patient position does not change with respect to the treatment. On the other hand,
the integration of PET scanners in the treatment site can be costly and cause limitations
on the detector geometry affecting detection efficiency and, consequently, image qual-
ity. The scanner should not be directly exposed to the beam in order to avoid damage
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and activation of active modules and electronics, and at the same time it should allow
enough degrees of freedom for the patient table. The need of an opening for the beam
portal typically results in the choice of planar dual-head configurations.

* In-room data acquisition: the installation of commercial full-ring PET scanners in the
treatment room, but not directly on the beam line, allows the so-called “in-room” data
acquisitions quickly after the end of the treatment irradiation. This solution leads to
longer treatment room occupation, because some minutes of imaging time are required
to gain enough statistics, but allows the use of commercial machines, less expensive
and more efficient than custom integrated scanners designed for in-beam applications.
Moreover, patient positioning issues are minimized by the limited movements and signal
wash-out is reduced.

* Off-line data acquisition: if the patient has to be transported out of the treatment room
for the PET scan, the implemented strategy is classified as “off-line”. The limited cost
and treatment occupation time are probably the only advantages of this method, which
suffers from relevant signal decay and wash-out processes given the long time between
the end of the irradiation and the beginning of the PET scan. Off-line images predom-
inantly show activity from isotopes whose half-life is comparable or longer than the
transportation and setup time, thus it is mainly restricted to ''C (half-life longer than
20 minutes), produced in relatively small amount in proton therapy, more abundant in
carbon treatments. The reduced number of available decays requires longer acquisition
time with respect to in-beam and in-room solutions, which further enhance the effect
of metabolic processes. The patient re-positioning issues also contribute to the image
quality degradation.

A schematic view of the three PET acquisition modalities is presented in Figure 2.10a. As
mentioned in the three data acquisition modality description, the counting statistics is one of
the fundamental parameters to be studied for the design of PET monitoring solutions. It can
be estimated as the integral of the decay curve shown in Figure 2.10b, where the time inter-
vals corresponding to the three acquisition strategies are separated. The curve is based on
measurements performed at GSI during therapeutic irradiation with carbon ions; an in-beam
solution has been adopted, with 40 s additional data taking time after the irradiation. The
in-room selected window lasts 3 minutes, and for the off-line case, long-time measurements
of one patient have been used (Fiedler et al. 2008b). If 100 % is assigned to the number of
registered true events in the in-beam condition, 50 % is estimated for the in-room solution and
58 % for the off-line data taking (Shakirin et al. 2011). It is then clear that off-line solutions
are severely challenged by the extremely low signal, considerably lower with respect to the
standard application of the employed commercial scanners (down to average activity values
of few tens of Bq/ml (Bauer et al. 2013)). The scanner geometry is another fundamental
parameter to be considered: as mentioned, the chosen data-acquisition strategy determines
the scanner design. In-room and off-line solutions can make use of commercial full-ring sys-
tems, with a complete field of view. In addition to this, modern combined PET-CT scanners
enable an accurate co-registration of treatment and imaging position, so that the unavoidable
patient movement due to transportation and repositioning can be partially corrected. The ge-
ometrical constraints imposed by in-beam integrated solutions cause reduced efficiency and
restricted field-of-view, which are reflected in image artefacts (Crespo et al. 2006), particularly
significant in the imaging of large tumor objects. Improvement can be provided by TOF-PET
detectors (Crespo et al. 2007; Surti et al. 2011), as discussed below. In Parodi 2015 the au-
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thor highlights how the first historical attempts to implement PET particle therapy monitoring,
described in the following, have not relied on optimized instrumentation for the specific ap-
plication. Anyway, the promising results obtained by several groups encouraged dedicated
investigations which are leading to substantial improvements of such a technique in the past
years. In particular, the application of gamma detectors with depth-of-interaction capabil-
ity, also studied for standard diagnostics applications, has demonstrated its effectiveness in
correcting parallax artefacts in the reconstructed images; improvements in data acquisition
and synchronization with the accelerator radio-frequency offer the possibility of including the
signal detected during the beam-on time for in-beam solutions, thus increasing the counting
statistics and reducing the acquisition time; new adapted geometries, such as the Japanese
OpenPET system (Tashima et al. 2012; Yamaya et al. 2008), recently finalized in its upgraded
version (Yamaya 2017), offer higher-efficiency alternatives to standard dual-head systems. It
is worth to dedicate particular attention to the already mentioned TOF-PET, deeply studied
in the past years, which already demonstrated improved imaging capabilities with respect
to standard scanners. The measurement of the detection time of each of the two photons
helps, through the calculation of the arrival time difference, in restricting the emission point
along the reconstructed line of response and thus also in rejecting part of accidentals. In stan-
dard PET, the three-dimensional reconstruction relies on the superposition of several lines
of response and on filtered back-projection algorithms. The time information adds a second
dimension to the line of response reconstruction, with the localization of the interaction point
in a few cm along the line, depending on the detector time resolution. For example, a co-
incidence timing resolution of 600 ps Full Width at Half Maximum (FWHM) translates to a
position uncertainty of 9 cm FWHM. In Figure 2.8 (bottom line), the TOF-PET principle is
sketched and compared to the conventional PET detection scheme. The potential benefits of
TOF information in PET image reconstruction were already understood since the early stage
of its development for diagnosis purpose, and the first TOF-PET systems were built already
in the 1980s in the US (Gariod et al. 1982). They were based on Cesium Fluoride (CsF) or
Barium Fluoride (BaF,) scintillators, the best available at the time in terms of time resolu-
tion, but their spatial performance and sensitivity were poor with respect to conventional PET
scanners. The improvements in scintillating material as well as in Photo-Multiplier (PM) per-
formance and reliability allowed for the first commercial proposal of a TOF-PET scanner only
in 2006, by Philips (Surti et al. 2007). The development of TOF-PET machines is strongly
connected to their application in diagnosis, and further details will be given in section 2.3.1.
As for particle therapy monitoring application, the TOF technique applied to PET can be used
to partially reverse the effects caused by non-complete angles of in-beam data collection (Cre-
spo et al. 2006), and in general to improve the image quality. Various groups are developing
detector solutions for clinical implementation of such a technique; some of them have already
been tested on beam with promising results. They will be described in more details in the
following, after a brief historical overview of the PET application in particle therapy quality
assurance.

As emerges from the above paragraphs, PET is probably the most extensively studied tech-
nique for online beam range verification and is at present the only method clinically imple-
mented (Yamaya 2018). The first published proposal of using PET for range verification in
particle therapy dates back to 1975 (Bennett et al. 1975). In the following years, further
suggestions were connected to pion (Goodman et al. 1986; Shirato et al. 1989) and neutron
therapy (Vynckier et al. 1989), but the actual clinical implementation was pioneered in the
context of heavy ion therapy at Lawrence Berkeley Laboratory (LBL) (Chatterjee et al. 1981,
Llacer et al. 1979). The original idea was to verify the correctness of 2°Ne ion therapy treat-
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Figure 2.10: The application of the PET technique to the monitoring of ion range in particle therapy
includes three possible modalities: in-beam, in-room and off-line PET, represented in
the scheme in (a). The amount of registered events depends on the created positron
emitter half-life, and thus on the implemented modality, as shown by the histogram in

b).

ment plans by delivering a low dose 3+ emitting ion beam (e.g. *Ne) prior to the treatment
and measuring its range via PET imaging of the emitted photons; before the regular treatment
with stable beams. Pilot experiments were conducted with a planar PET camera based on two
blocks of Bismuth Germanium Oxide - Bi;»GeO,, (BGO) crystals, including measurements
in a live dog (Llacer et al. 1984a). The experimental data showed interesting results, even
if the use of a passive beam shaping system determined a significant activation of the BGO
camera (mainly due to neutrons) and, thus, a substantial noise level. Analog investigations
using radioactive ion beams (*°O, 1E ”Ne) were carried out in the nineties at GSI with var-
ious PET cameras (Pawelke et al. 1996), and further developments of this technique were
obtained at the HIMAC facility (Iseki et al. 2004; Kitagawa et al. 2006), where a dedicated
line was set up for radioactive beam based treatments (Kanazawa et al. 2002; Urakabe et al.
2001). The “autoactivation” process (Tobias et al. 1971) described above (i.e. the production
of radioactive nuclei in the target by incident beam of stable ions) makes anyway possible the
implementation of PET monitoring techniques on standard high-energy beams, and the first
clinical implementation of such technique was launched at GSI in 1997, after the tests with
radioactive beams mentioned above and fragmentation studies conducted with '2C, 1°0, ?°Ne
beams on a PMMA target (Enghardt et al. 1992). An in-beam PET system was designed and
installed into the treatment room and has been employed routinely for monitoring the irra-
diation of more than 440 patients (mainly suffering from head-and-neck cancer), with data
acquisitions performed in the pause of pulsed beam delivery. This experience proved how PET
is a valuable tool for particle therapy quality assurance (Enghardt et al. 2004). In parallel to
these developments in Germany, an off-line solution was implemented at National Institute
of Radiological Sciences, Japan (NIRS) with a commercial full-ring volumetric scanner, but it
was not used in clinics.
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As previously explained, notwithstanding the lacking peak structure in the activity profile
(see Figure 2.9), also proton irradiation therapy can be monitored by PET scanners. Various
detailed studies investigated its feasibility and performance in the nineties (Litzenberg et al.
1992, 1999; Oelfke et al. 1996; Paans et al. 1993). Two groups worked in parallel on clinical
studies of PET monitoring in proton therapy. In Japan, a dual-head PET scanner has been
installed at the National Cancer Center, Kashiwa (Nishio et al. 2006): it is based on high-
resolution BGO detector components and integrated in the proton gantry. The measurements
are collected immediately after irradiation (in-room solution), mainly due to the considerable
radiation background during the continuous beam delivery and the passive beam shaping.
The satisfactory results led to the implementation of a daily PET workflow, which allowed the
research group to follow the anatomical changes of the patient during the treatment progress
and correct the treatment planning. The test of this method included 48 patients suffering
from head-and-neck, liver, lung, prostate and brain tumors (Nishio et al. 2010). In the US, at
the Massachusetts General Hospital (MGH), Boston, a pilot clinical study was performed with
an off-line solution which made use of a commercial full-ring scanner (Parodi et al. 2007).
The PET scan was performed about 20 minutes after proton irradiation. The off-line approach
has been deeply studied in the same context in those years, and compared to in-beam PET
solutions in cyclotron and synchrotron based scenarios (Knopf et al. 2011; Parodi et al. 2008).
The advantage in terms of available statistics for in-beam solutions has been measured: the ra-
tios between the amount of physical decays available for in-beam and off-line detection range
from 40 % to 60 % for cyclotron-based facilities, to 65 % to 110 % (carbon ions) and 94 %
to 166 % (protons) at synchrotron-based facilities (Parodi et al. 2008). The in-room solution
has also been explored at the same institution, with an acquisition time reduced to less than 5
minutes thanks to the higher sensitivity with respect to the off-line modality (Zhu et al. 2011).
At Heidelberg Ion Therapy Center, Germany (HIT), in Germany, both an in-beam (Sommerer
et al. 2009), and an off-line solution (Bauer et al. 2013) have been tested, while alternative
off-line solutions have been implemented in Japan (Hishikawa et al. 2002) and US (Hsi et al.
2009). With the aim of extending the field of view and thus enhancing the sensitivity of in-
beam PET designs, Japanese researchers proposed the already mentioned OpenPET as a new
geometrical solution. Its first-generation prototype is composed of two complete rings, with
the beam port between the two (Yamaya et al. 2008, 2009) and the possible implementation
of an integrated CT. A more efficient geometry has been proposed some years later, consisting
of a single-ring which can provide an accessible and observable open space with higher sensi-
tivity and reduced number of detectors compared to the previous generation one (Tashima et
al. 2012). The ring is cut at a slant angle in order to be disposed at a certain angle with respect
to the beam line, but maintain parallel detector modules orientation. A similar solution was
proposed in Crespo et al. 2006, but with a conventional PET ring with an oblique orientation
with respect to the beam direction (“slant PET”). A small prototype of single-ring OpenPET
was produced, consisting of 4 layers (16x16 array) of Zr-doped GSO scintillators with a size
of 2.8x2.8x7.5 mm? read out by H8500 Hamamatsu PMs (Tashima et al. 2016), and tested at
HIMAC with radioactive !'C beam. The prototype can operate in open and closed mode, the
second only adapted for acquisition in beam-off condition, and easily arranged in the two con-
figurations. The tests, performed in the two modes, the spatial resolution and sensitivity were
2.6 mm and 5.1 % for the open mode and 2.1 mm and 7.3 % for the closed one. A rapid trans-
formation to a closed arrangement is foreseen by the authors immediately after irradiation in
order to minimize the decrease of resolution and sensitivity. After these encouraging results,
a full-size whole-body version of the single-ring OpenPET has been recently completed (Ya-
maya 2017). Extensive studies about PET monitoring have been and are being carried out
also in Italy. An in-beam prototype consisting of two planar heads made of Lutetium-Yttrium
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OxyorthoSilicate - Luy;_y)Y,,SiOs (LYSO) crystals (Vecchio et al. 2009), 5x5 cm? active area,
has been tested at the proton therapy center CATANA, in Catania, equipped with a 62 MeV
beam line for ocular tumor treatments (Cirrone et al. 2003). The measurements validated the
detector design (Attanasi et al. 2008), which has been called DoPET and also compared to the
in-beam system installed at GSI with simultaneous measurements of 8 activity induced in a
PMMA target (Attanasi et al. 2009), showing improved spatial resolution mainly due to the
smaller crystals. The field of view of the first prototype was a major issue, so that an extended
version with 10x 10 cm? active area per head has been realized and tested by the Italian collab-
oration at Centro Nagzionale di Adroterapia Oncologica, Italy (CNAO) (Kraan et al. 2015; Rosso
etal. 2013) and in Catania (Camarlinghi et al. 2014; Sportelli et al. 2014). The comparison of
the results with Monte Carlo simulated data showed good agreement; for treatment-like data
taking, the ability of the system to give valuable feedback on particle range on homogeneous
targets within 2 minutes after irradiation has been demonstrated, but the data collected dur-
ing beam-on time were not satisfactory. In the context of PET data taking during beam-on
time, several studies have been performed concerning short-lived isotopes, which has to be
included in the total activity evalutation in case of in-spill acquisitions. Already mentioned
in the DoPET related publications, they have been deeply studied experimentally. Defined as
positron emitters with half-life below 19 s, the ones significant for in vivo PET monitoring have
been identified in Dendooven et al. 2015: in particular, the author concludes that the contri-
bution to the B* activity given by '2N isotopes in the first tens of seconds after irradiation
can potentially lead to real-time range verification of proton therapy with the implementation
of optimized detectors, providing equal or superior information with respect to PG detection
(see sections 1.1.5.3 and 2.2.2). A proof-of-principle experiment for the detection of such
isotopes has been performed at the KVI-CART cyclotron with 90 MeV protons and a PET sys-
tem based on LYSO crystals coupled to digital Silicon Photo-Multipliers (SiPMs) (Buitenhuis
et al. 2017). A range shift of 5 mm could be measured with 3 mm accuracy using the 2N
activity profile. Another PET prototype based on SiPMs is the one developed by the Italian
Innovative Solutions for Dosimetry in Hadrontherapy (INSIDE) collaboration (Marafini et al.
2015), and described in (Bisogni et al. 2017). The design is based on fast pixelated Lutetium
Fine Silicate (LFS) scintillators coupled one-to-one to SiPMs. The readout electronics has
been developed to accept the count rate expected from synchrotron beams during the spill
phase (Rolo et al. 2013). The whole system also includes a charged particle tracker (“dose
profiler”), and its design has been studied for the installation on the CNAO beam line, where it
has been tested and is at present in operation. The first characterization tests performed with
PMMA and anthropomorphic phantoms demonstrated the capability of the system to operate
in both beam-on and -off condition, and the comparison between in-spill and interspill data
showed a substantial agreement in terms of distal fall-off. The results were also in agreement
with Monte Carlo simulated data. In December 2016, the INSIDE PET was also tested dur-
ing a patient treatment, and the possibility of online monitoring of proton therapy in clinical
conditions has been demonstrated (Ferrero et al. 2018). For carbon ion irradiation, in-spill
measurements have not been satisfactory due to the large amount of random coincidences,
but at treatment end, or at most 20 s afterwards, the range measurement has been verified
to be reliable within 1-2 mm, when comparing both different experimental sessions and data
with simulations (Pennazio et al. 2018). Digital photon counters have been the basis for the
development of TOF-PET prototypes, attractive solution for improved spatial reconstruction
capabilities in both full-ring and dual head solutions. Within the European project ENVISION,
two different configurations have been explored for in-beam TOF-PET imaging: one of them
relies on LYSO crystal read out by SiPM, and a TOF resolution of 235 ps Coincidence Resolu-
tion Time (CRT) FWHM have been obtained (Morrocchi et al. 2012). The alternative solution
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involved low-cost gas detectors (multigap Resistive Plate Chamber (RPC)), but it was less
performing in terms of time resolution (Watts et al. 2013). Another small prototype based
on LYSO crystal and digital photo-sensors, presented in (Degenhardt et al. 2012), has been
tested for TOF application in clinical conditions at HIT with protons. The acquisitions were
performed in the pauses between spills or after irradiation, providing relevant information for
a future development of a clinical size detector (Cambraia Lopes et al. 2016).

The development of an in-beam PET detector is also the objective of the Laboratoire de Physique
de Clermont, France (LPC) Application et Valorisation des Interactions Rayonnements-Matiére
(AVIRM) research group. The prototype, called Détecteur Pixélisé de Grande Acceptance (DPGA)
(French) or Large Area Pixelized Detector (LAPD) (English), is composed of 240 identical
13x1x315 mm? LYSO crystals glued to PMs, assembled in groups of four (“quartets”) with
similar gain PMs for the read-out on a custom Front-End (FE) board (Montarou et al. 2016).
The system has been first tested in a hospital in Clermont-Ferrand with a PMMA phantom
and Fluoro-Deoxy-Glucose (FDG) injected radiotracer (some tenth of MBq of activity), and
then with proton beams at HIT, in a reduced-size version. These first tests have been used
to validate and characterize the detector, but limited acquisition rate capabilities have been
verified with the preliminary VERSABUS Module Eurocard (VME)-based solution. The pro-
totype is now installed at the Centre Antoine Lacassagne, Nice, France (CAL) in Nice, on the
65 MeV line, and the new acquisition system based on Micro Advanced Telecommunications
Computing Architecture (u-TCA) is at the test stage.

PET is at present the only applied solution for ion range monitoring in clinical conditions (Ya-
maya 2018), and, as described, the research is ongoing to provide real-time control capabilities
with improved image quality. Its principle can also be applied to hybrid systems, investigated
in the last years and briefly mentioned in section 1.1.5.5, including the detection of 7 activity
in combination with PGs (see sections 1.1.5.3 and chapter 2.2.2) or additional single photon
emission. This implementation will probably imply compromises in the individual technique
performance, but their complementary information can open new perspectives for in vivo ion
range verification.

2.2.2 lon range monitoring with prompt-gamma radiation

As introduced in chapter 1, the high ballistic precision of particle therapy is advantageous
because it provides high dose selectivity while sparing the healthy tissues surrounding the
tumors, but at the same time it makes such a cancer care modality quite sensitive to any source
of uncertainty and deviation with respect to the treatment planning: patient mis-positioning,
organ motion or anatomical variations between fractions (such as tumor shrinking, weight
loss, cavity filling). A reduction of the safety margins presently applied to the Planned Target
Volume (PTV) to account for such uncertainties would be only possible with the availability of
a real-time range monitoring system. As the primary beam stops inside the patient, the range
control can be based on secondary radiations issued from nuclear reactions. In particular,
the work presented in this thesis is focused on range monitoring techniques relying on the
detection of PG rays.
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Figure 2.11: Emission vertices of secondary particles emerging from a cylindrical water target (15 cm
diameter, 40 cm length) irradiated by a 160 MeV proton beam (a) and a 310 MeV/u
carbon ion beam (b). An energy lower threshold of 1 MeV has been applied. In Krimmer
et al. 2017b.

2.2.2.1 Prompt-gamma emission during particle therapy

The PG range monitoring techniques rely on the emission of photons due to the relaxation of
excited nuclei within about one nanosecond after the nuclear interaction. The PGs are emitted
in the whole solid angle around the patient and in a wide energy range (from some hundreds
of keV up to 10 MeV). Such a prompt radiation has been demonstrated to be correlated to the
ion range for both protons and carbon ions. It can be exploited via single photon detection
systems to provide a real-time feedback in case of major deviations of the measured range
with respect to the planned one, and eventually trigger a treatment emergency stop.

Figure 2.11 shows the distribution of emission vertices of secondary radiation emitted by a PG spatial
homogeneous water phantom (cylinder of 15 cm diameter and 40 cm length) in the beam di- features
rection, together with the dose profile. The simulated data have been obtained by irradiating

the phantom with 160 MeV protons (Figure 2.11a) and 310 MeV/u carbon ions (Figure 2.11a),

having the same expected range in water. All the secondary particle vertex distributions are
correlated to the primary ion range, and in particular PGs appear as the best candidates for

range monitoring purpose, given the significant emitted statistics. Also neutrons are produced

in considerable fraction, mainly in carbon ion irradiation, but the spatial information about

their production vertex is hardly retrievable. The correlation between longitudinal PG and

dose profiles can be exploited for “imaging” monitoring approaches lo locate the Bragg peak

position. Physically and electronically collimated prototypes, used to access the spatial infor-

mation carried by the emitted photons, will be described in following sections. In addition

to the spatial information, also energy and timing PG specific features can be used as tools

to retrieve the Bragg peak position with the so-called “non-imaging techniques”. The wide

energy spectrum of the produced PG rays depends on the composition of the target material, PG energy
and it is characterized by discrete lines. In Figure 2.12a, the PG energy spectrum is shown distribution
for the simulated irradiation of Polyethylene (PE), PMMA and water targets with a 160 MeV

proton beam. The discrete spectroscopic lines are clearly visible: in particular, three lines
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Figure 2.12: In Krimmer et al. 2017b.

are highlighted, corresponding to the de-excitation of 0 (6.13 MeV), '2C (4.44 MeV), and
to the neutron capture by hydrogen (binding energy of deuterium = 2.22 MeV). The latter
is not correlated to the primary particle range. The comparison of the measured PG energy
spectrum to the expected one can be used to access information about the material traversed
by the primary beam and estimate the proton range: such a technique is referred to as Prompt
Gamma Spectroscopy (PGS) (Verburg et al. 2014), and will be further discussed in following
sections. To be noticed that the PG yields are not only depending on the traversed material
composition, but also on the beam energy; a global enhancement is observed as the energy
decreases (Krimmer et al. 2017b).

As mentioned, also time information can be used for range monitoring purposes. Figure 2.12b
shows the TOF distribution of PGs emerging from a PMMA target (15 cm diameter, 25 cm
length) irradiated with 65, 100 and 160 MeV proton beams. The influence of proton energy
(range) on the spectrum peak position, width and integral is clear, and is the basic idea for two
proposed monitoring techniques: Prompt Gamma Timing (PGT), which is based on the TOF
spectrum peak position and width (Golnik et al. 2014), and Prompt Gamma Peak Integral
(PGPI), additionally exploiting the TOF spectrum integral to verify beam position and total
dose, thus approaching in vivo dosimetry (Krimmer et al. 2017a).

All monitoring techniques based on PGs must commonly deal with some specific PG features.
As a starting point, PG production yields must be considered when designing monitoring pro-
totypes. Specific measurements are needed for particle therapy, with defined beam energies,
targets and irradiation fields, even if some data of PG production by proton and carbon ions
are available in the literature for general nuclear physics and astrophysics purposes (Dyer et al.
1981; Kiener et al. 1998). In Pinto et al. 2015 the authors studied the absolute PG produc-
tion yields in ten single-slit experiments with the irradiation of PMMA and water targets with
proton and carbon ion beams, and the results are shown in Figure 2.13 for proton (left) and
carbon ion beams (right) and summarized in table 2.2, reproduced from the same publication.
The detection energy threshold was set to 1 MeV.
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Figure 2.13: Absolute PG yields profiles for 160 MeV proton beams (a) and carbon ion beams at
various energies (95 MeV/u at Grand Accelerateur National d’lons Lourds, Caen, France
(GANIL), 310 MeV/u at HIT and 300 MeV/u at HIT) (b) irradiating PMMA and water
targets. The detection energy threshold was set to 1 MeV. In Pinto et al. 2015.

Table 2.2: Absolute PG yields (for PGs with energy higher than 1 MeV) measured in the first point
after the PG profile entrance rise. The energy range shows the energy range of the primary
particles inside the Field Of View (FOV) of the measurement point estimated in simulation.
Table reproduced from Pinto et al. 2015.

Material Energy range (MeV/u) Ion species Absolute yield [x10~° counts ion 'mm'sr']
PMMA [77 —90] Carbon ions 124 £ 0.7 gqF 30 gy

PMMA [272 - 310] Carbon ions 79 £ 2 g0t 23

Water [264 - 292] Carbon ions 1124 1 g F 22

PMMA [139-156] Protons 16 £ 0.07 gt 1 gy
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The comparison of PG yields for proton and carbon ion beam irradiation with the same range
in water, i.e. 160 MeV protons and 310 MeV/u carbon ions, shows a value approximately five
times greater for the latter with respect to the former. Such an increased emission is due to
the contribution of both projectile and target nuclei, while only the target nuclei can emit PGs
in proton irradiation. For carbon ions irradiation at different energies, an increased PG emis-
sion has been verified for the lowest energy ions, as expected from published cross sections.
Moreover, if comparing the PMMA and water targets for the same primary ion features, wa-
ter results in an enhanced prompt photon emission. Other experimental results are reported
in Agodi et al. 2012, 2013: the authors measured PG yields of 80 MeV/u carbon ions imping-
ing on a PMMA target considering the full ion range, while in Pinto et al. 2015 the results are
normalized to the path length unit (1 mm). The found yield is (2.3240.014,% 0.15 &) X
1073 counts ion™!sr~!, which is compatible to the results in Pinto et al. 2015 if the proper nor-
malization is considered. Higher energy carbon ion beams (220 MeV/u) and PMMA targets
have been employed to produce the results presented in Mattei et al. 2015. More recently, the
same authors studied the prompt photon production of “He, '2C and '°0O beams interacting in
PMMA target at HIT, showing good agreements with the aforementioned results (for carbon
ions), and providing additional information about new ion species (Mattei et al. 2017). Fur-
thermore, detailed information about specific PG spectroscopic lines are reported in Verburg
et al. 2013, 2014, and have been recently published in Kelleter et al. 2017.

In order to summarize the present knowledge about PG production and give reference values
for clinical applications, as reported in Krimmer et al. 2017b, a rough estimate of the PG yields
(for PGs with energy higher then 1 MeV) per projectile for 15 cm range in water is 0.05 per
proton and about 0.3 per carbon ion. These yields results to be similar to the one of the total
amount of 37 emitters (Pinto et al. 2015; Robert et al. 2013). However, secondary radiation
attenuation is another fundamental parameter to be considered, since only a fraction of the
emitted photons will be able to emerge from the patient body and, at the same time, keep the
information on the creation vertex. The higher energies of prompt photons (1 — 10 MeV) with
respect to positron annihilation ones (511 keV) lead to an improved transmission through the
patient body (factor 5), thus an increased expected detection rate (Moteabbed et al. 2011).
The available PG statistics for beam range monitoring can be assessed by considering the
absolute yields measurements presented above (including attenuation considerations) and the
average clinical beam intensities. In particular, 10'° protons per second and 10U7~#) carbon
ions per second are typical clinical values. For a monitoring on a single spot basis, which is
highly desirable, the most important spot (generally in the distal region of the PTV) can be
chosen as reference: the number of incident ions in such a spot is approximately 10® and 10°
for protons and carbon ions, respectively (Grevillot et al. 2012; Krdmer et al. 2000). For these
kinds of spots, in the whole solid angle, about 107 (for protons) and 10° (for carbon ions) PG
rays are emitted in the spot duration. This number is then reduced by the detection device
efficiency and FOV.

2.2.2.2 Simulation of prompt-gamma emission and detection

The general objective of PG control of particle therapy treatment is the ion range on-line
monitoring, which is performed via a comparison between measured and predicted PG distri-
butions, in accordance with the treatment planning. The prediction of PG emission profiles
relies on simulations, which are based on the experimental data described in the previous
paragraph, and must include the prediction of the detector response. Precision and accuracy
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of the physical models and the reference data are crucial in the simulation process, also given
the complex dependency of PG yields to parameters such as beam features (ion species, energy,
spatial distribution) and target composition.

Monte Carlo simulation is generally time consuming (Dedes et al. 2015; Robert et al. 2013;
Schumann et al. 2015), and several approaches are being studied to reduce the calculation
time and allow for direct translation to clinics. Graphics Processing Unit (GPU)-oriented im-
plementations highly improve the simulation efficiency, and some solutions have been suc-
cessfully tested. Clinically acceptable dose calculation accuracy has been achieved with few
tens of seconds of calculation time required, but electron and neutron transport have been
disabled in the code described in Qin et al. 2017. With respect to standard Monte Carlo
codes, an improvement in efficiency of three orders of magnitude is reported for the clinical
validation of the gPMC (GPU-based Monte Carlo (MC) code for proton dose calculation ) in Gi-
antsoudi et al. 2015. Alternative approximate methods are based on the Variance Reduction
Technique (VRT), already implemented, for example, for in-beam PET predictions (Sommerer
et al. 2009). It has been shown that computation time can be reduced by about three orders of
magnitude with respect to standard MC codes (El Kanawati et al. 2015; Huisman et al. 2016).
A full three-dimensional PG map can be obtained in about two hours on a single core com-
puter; this makes the clinical implementation possible, even if further improvements are still
needed. As a general remark, it must be noticed that MC tool-kits have not been conceived
for the energy range of interest in particle therapy, thus a fine tuning of the model parameters
is necessary. The comparison of different MC codes often results in large differences in the
PG simulated yields (Bohlen et al. 2010; Schumann et al. 2015; Verburg et al. 2012), and the
hadronic models still have to be improved, ideally with the availability of differential cross-
sections and PG yields further measurements in the clinical energy range (Newhauser et al.
2015). However, substantial enhancement have been achieved in the Quantum Molecular Dy-
namics (QMD) model (Dedes et al. 2014), and quantitative characterization of PG emission
yields have been performed (Pinto et al. 2016; Schumann et al. 2015).

In addition to MC-based approaches, also the implementation of analytic models is effi-
cient (Russo et al. 2016; Sterpin et al. 2015), even if they are based on pre-computed PG
profiles obtained with MC calculations, thus they suffer from the aforementioned uncertain-
ties. However, the comparison of simulated and measured PG profiles shows a very good
agreement in Sterpin et al. 2015 (calculation performed with the MCNPX MC tool, and PG de-
tection was performed with the knife-edge camera described in section 2.2.3.3 and in Perali et
al. 2014). Finally, the pre-computation of PG profiles is not required by filtering approaches,
which make use of the dose distribution maps, available form the treatment planning, and
directly get the expected PG distribution (Kroniger et al. 2015).

2.2.3 PG ion range monitoring devices: state of the art

The detection of PG rays for particle therapy monitoring has been proposed already in
2003 (Stichelbaut et al. 2003), and since then several approaches have been investigated
by developing adapted detection devices. The specificity of particle therapy range control
techniques based on PGs requires the design of dedicated detectors, adapted to a wide photon
energy spectrum and able to cope with the background level expected during particle therapy
treatments. Standard medical imaging cameras, like the Anger cameras employed for SPECT
examinations, cannot be adapted to such requirements. The explored solutions to create clini-
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cal prototypes can be classified, as proposed in Krimmer et al. 2017b and already mentioned in
this chapter, in imaging devices, based on the spatial information provided by each collected
prompt photon, and non-imaging ones, which exploit integrated prompt photon yields. In ta-
ble 2.3, reproduced from Krimmer et al. 2017b, the main features exploited by the developed
modalities are summarized.

Table 2.3: Characteristics of the PG monitoring modalities. The star symbol represents mandatory
measurements, the star in brackets means auxiliary but not mandatory measurements.
Table reproduced from Krimmer et al. 2017b.

PG Imaging systems Non-imaging systems

features | Physical Electronic PG timing PG peak integral PG spectroscopy
collimation collimation (PGT) (PGPI) (PGS)

Position * *

Energy () () () () *

TOF (*) (*) * * (*)

In the following sections, the state of the art of the various PG monitoring modalities is pre-
sented following the proposed classification.

2.2.3.1 Non-imaging prototypes

Non-imaging PG monitoring solutions are based on the integrated measurement of time or
energy resolved photon spectra, and exploit the indirect relation between the characteristics
of such spectra and the primary ion range to verify the conformity of the delivered treatment to
the planned one. The objective of such techniques is not to retrieve spatial information from
the collected photons, thus less demanding detectors are required with respect to imaging
solutions, and the footprint in the treatment room is minimized, as well as the device cost.

As the primary ion beams interacting in the patient during treatments cause nuclear excitation
and, thus, the emission of prompt photons, the width of the PG-TOF spectrum can be corre-
lated to the ion range. Such a monitoring method has been first proposed in 2014 by Golnik
and colleagues (Golnik et al. 2014) and tested with 150 MeV protons at the AGOR cyclotron,
KVI-CART. The proton beam irradiated a homogeneous graphite target (10x10x30 cm?, den-
sity 1.7 g cm ™), with an expected range of 10.3 cm; the target has been set in three different
positions (20 mm between each position), and the gamma detection has been performed with
a Cerium doped Gadolinium Aluminium Gallium Garnet (GAGG:Ce) cylindrical detector. The
setup is shown on the left side of Figure 2.14, and the resulting spectra are shown on the right
side.

The shift of the average spectrum position, corresponding to the target shift, is clearly visible.In
the same work, the authors also present the results of the irradiation with the same proton
beam (150 MeV) of PMMA target at increasing thickness, from 5 to 15 cm. The detection has
been performed with the same GAGG:Ce detector. The resulting TOF spectra are shown in
Figure 2.15.

The beam expected range was 13.6 cm, so that it stopped in the target only for 14 and 15 cm
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Figure 2.14: (Left) Setup for the irradiation of a graphite target with 150 MeV proton beams. The
target was set in three different positions, with successive 20 mm shifts. (RIght) Result-
ing PG-TOF spectra; the photon measurements has been performed with a GAGG:Ce
cylindrical detector. The experimental data are normalized to 10° incident protons.
In Golnik et al. 2014.
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Figure 2.15: Comparison of experimental and modeled PG-TOF profiles obtained with the irradiation
of PMMA targets with increasing thickness. The PG detection is performed with a
GAGG:Ce detector. In Golnik et al. 2014.
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thick PMMA blocks. Figure 2.15 shows the good agreement between simulated (solid lines)
and experimental data (histograms), and the shift and broadening of the PG-TOF spectra with
the increasing target thickness. Similar results have been also obtained by simulating proton
beams at increasing energies, from 50 to 230 MeV, corresponding to a range change in the
range [2 — 17] cm. Simulation studies also included the irradiation of heterogeneous targets,
and the experimental clinical verification was performed at the proton treatment center in
Essen, equipped with an Ion Beam Applications, Belgium (IBA) C230 cyclotron, with several
phantoms and detectors. The range variations in a stacked PMMA target, as well as the ef-
fect of air cavities and bone inserts have been verified, and the PGT-based range verification
showed the ability to detect 5 mm range shifts in heterogeneous targets for clinically relevant
doses, but the strong influence of the accelerator Radio-Frequency (RF) signal stability has
also been highlighted (Hueso-Gonzalez et al. 2015b). The TOF measurement was actually
based on the accelerator RF signal, and a phase variation on the time-scale of hours caused
shifts in the TOF spectrum equivalent to the one provoked by the shift of the target of a
few centimeters. The author pointed out the need for a beam monitoring system to provide
the time reference for the TOF measurement; such a beam monitor has been developed and
tested to characterize the bunch structure of the clinical C230 cyclotron of the Oncoray center
in Dresden (Petzoldt et al. 2016). In Figure 2.16 the authors show the ability of this moni-
toring method to detect range shifts due to target in-homogeneity for decreasing amount of
primary protons: shifts due to bone and air inserts in a homogeneous PMMA can be detected
for primary statistics down to 10® primary protons, with increasing uncertainty for decreasing
number of primaries.
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Figure 2.16: First three panels: PGTOF spectra obtained with the 230 MeV proton irradiation of a
homogeneous PMMA target and two targets with air and bone inserts are compared
for increasing number of primary protons. The PG detection is performed with a LaBr
detector (LO). The bottom right panel shows the shift of the spectra falling edge with
respect to the homogeneous target case as a function of the number of incident protons.
In Hueso-Gonzélez et al. 2015b.
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It has been estimated in Pausch et al. 2016 that 10* detected PG rays are needed to reveal a
5 mm range shift, with a bunch width of 2 ns. This is a fundamental requirement to be taken
into account when designing a prototype for this application, together with the expected data
throughput, which is significant given the absence of collimation system. However, with en-
ergy selected gamma rays of several MeV, a timing resolution of 200 ps has been obtained with
optimized detector configurations (Cerium Bromide (CeBr3) scintillators coupled to compact
U100 energy and timing spectrometer specifically developed for this application), and through-
put rates of about 600 kcps (kilo counts per second) have been handled Pausch et al. 2016.

The time resolved measurement of PG rays is also exploited in the PGPI monitoring method. PGPI
The integral of the PG peak in the TOF spectrum measured with various detectors located at
different positions around the target is used to control the ion range. After preliminary studies
at the in Arronax cyclotron in Nantes, experimental tests have been performed at the CAL in
Nice, following previous results published in Carnicer et al. 2012 and obtained with the same
accelerator. 65 MeV protons at an intensity of 3x10° protons per second have been used
to irradiate a homogeneous PMMA target, and the PG rays have been collected with LaBr,
scintillators read-out with a dedicated card developed at the Institut de Physique Nucléaire de
Lyon, France (IPNL). The accelerator RF signal or a beam monitoring system have to be used
to provide the time reference for the TOF measurement. For this first study, the data have been
synchronized to the positions of the modulator wheel used for passive beam delivery, provided
via a photosensor. In Figure 2.17 the PG spectra collected for two different positions of the
modulator (corresponding to the maximum thickness and the hole) are shown (Krimmer et al.
2017a). The integral is calculated after background subtraction and the selection of the TOF
proper window for the PG selection, and compared for different detectors in various positions.
The ratios of the integrals measured in different positions show few percent variations in the
PG emission rate, corresponding to few millimeter range deviations, with simple and quick
analytic data processing.

In the case of 65 MeV protons, such a method has been verified to be able to detect 3 mm
range shifts in PMMA for 10® incident protons. In addition, the authors also highlight that
absorption in the target can determine similar effects on the PG spectra, so that with the
combination of signals from several detectors placed around the target, its position can be
retrieved (Krimmer et al. 2017a).

As an alternative to time-resolved measurements, spectroscopic PG analysis can provide indi- PGs
rect information about the ion range in matter through the direct estimate of the target com-
position. Initial studies on the PG energy spectra have been performed in simulation and with
experimental measurements with germanium detectors (Polf et al. 2009a,b), and the relative
content of specific oxygen and carbon isotopes in a target could be identified via quantitative
analysis of the related spectroscopic lines (Polf et al. 2013). This principle was then devel-
oped by Verburg, preliminarily in simulation (Verburg et al. 2012), then experimentally with
a shielded cerium doped LaBr; detector: the composition of the target could be retrieved by
the energy spectrum obtained with a single detector placed close to the end of the ion range
(see Figure 2.18), and at the same time the residual proton range could be estimated (Ver-
burg et al. 2013, 2014). To do so, the energy dependence of the differential cross sections is
accurately modeled, and the data are compared to such models. The method is adapted to
both measuring the residual ion range, with an obtained accuracy of 1 mm, and to detecting
relative range shifts, with a precision below half a millimeter for 5x10® delivered protons.
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Figure 2.17: TOF spectra measured for two positions of the modulator wheel, corresponding to
the maximum thickness (0 °) and the hole (90 °). An energy threshold of 1 MeV has
been applied for the gamma detection. After background subtraction (red line), the
integral is calculated in the range delimited by the vertical dashed lines. In Krimmer

et al. 2017b.
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A full-scale clinical prototype based on eight LaBr; scintillators and an enhanced collimator
design has been recently developed (Hueso-Gonzdlez et al. 2018). The prototype has been
tested with phantom on a proton Pencil Beam Scanning (PBS) gantry, and satisfactory per-
formance has been obtained for a clinical beam current of 2 nA incident on the phantoms.
1.1 mm precision in the measurement of the absolute proton range is stated, and tests on a
ground-truth anthropomorphic head phantom (Wohlfahrt et al. 2018) are foreseen for final
validation.

Non-imaging devices represent cost-effective solutions for range verification in particle ther-
apy, and an extended clinical application of these methods can be expected in the next fu-
ture.

2.2.3.2 Imaging prototypes

With respect to non-imaging detection systems, imaging prototypes are more complex since
the objective is the direct measurement of the spatial information carried by the prompt pho-
tons about their emission point. Collimation strategies are needed to retrieve spatial informa-
tion, and the devices developed for particle therapy monitoring applications can be divided
into mechanically and “electronically” collimated cameras. In addition to this, image recon-
struction methods are needed, and are briefly presented in section 2.4.

2.2.3.3 Mechanical collimation

Collimated cameras provide direct information about the ion range, thus ensuring increased
robustness with respect to non-imaging techniques. Mechanical collimation systems are in-
tended to select the photons approaching the detector according to their direction, by absorb-
ing or scattering away the undesired ones. The spatial distribution of the PG emission points
is directly retrieved along the beam path in matter, according to the specific camera FOV. The
design is somehow similar to Anger cameras employed in nuclear medicine, but the collima-
tor design has to be adapted to the PG energy range, and the selection is generally made
on a single dimension, parallel to the beam direction. As for Anger cameras, the collimator
is generally coupled to high-density scintillator detectors read-out by photo-sensors. Several
collimator geometries, with various degrees of complexity, have been tested since the begin-
ning of the investigation of PG as a tool for particle therapy range monitoring. In the first
PG studies, which allowed to verify the correlation of the emission profile to the distal fall-
off region, simple scintillator detectors have been placed behind parallel slit collimators (Min
et al. 2006, 2007). The collimator is also effective in capturing fast neutrons, thus reducing
neutron background contamination, more pronounced with carbon-ion beams. In this case,
TOF information has been used during measurements performed by the IPNL group at GANIL,
in addition to the mechanical parallel slit collimation (E. Testa et al. 2009, 2008).

Parallel multi-slit configurations represent an improvement of such first approaches, but will Multi-slit colli-
require multiple or position sensitive detectors. As for Anger cameras, the presence of a pas- ™Mat's

sive selection system always imposes a trade-off between detection efficiency and spatial res-

olution, and dedicated simulation studies have been performed by the already cited groups to
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optimize multi-slit collimator designs (Min et al. 2012; Pinto et al. 2014). The collimator stud-
ied in Pinto et al. 2014 is available at the IPNL and composes, together with a BGO-detector
array, the collimated camera under development by the CLaRyS collaboration, object of this
thesis work and described in details in chapter 3. The first tests on beam of a basic camera
configuration has been recently performed at the CAL in Nice with 65 MeV proton beams, and
the results are presented in chapter 6.

Alternative designs include pinhole and knife-edge cameras. The pinhole design is directly
derived from classical optics, and consists in a thick collimator with a tiny hole, allowing for
two-dimensional imaging. The concept is adapted for the detection of PG rays, and the col-
limator must be customized for the PG energy range. Kim and colleagues designed via MC
simulations and constructed a pinhole camera based on thallium-doped Cesium Iodide (CsI)
scintillation detectors, which has been tested with 50 MeV proton beams irradiating a wa-
ter target (J.-W. Kim 2009). The camera aperture was located in proximity to the expected
end point of the proton range, and 1 mm proton range variations could be detected in water.
Such a collimation strategy strongly impacts the detection efficiency; for range monitoring,
mono-dimensional imaging in the beam direction is sufficient, and the pinhole aperture can
be extended to a knife-edge configuration, a single slit perpendicular to the beam direction
and parallel to the detector plane (Bom et al. 2012). A knife-edge camera prototype has been
optimized via MC simulations and developed (Smeets et al. 2012); the tests performed on
100 and 160 MeV proton beams showed few millimeters standard deviation in the range es-
timate for numbers of protons that correspond to doses in water at the Bragg peak as low as
15 c¢Gy at 100 MeV and 25 cGy at 160 MeV, assuming pencil beams with a Gaussian profile of
5 mm sigma at target entrance. Following these first studies, a second prototype with LYSO
scintillation slabs and SiPMs have been constructed by IBA. With such a device, shown in Fig-
ure 2.19, experimental studies have been performed with 100, 160 and 230 MeV protons on a
homogeneous PMMA target, with beam currents at the nozzle exit of several nA. If compared
to simulation expectations, the measured PG profiles were consistent and a precision of 20 in
retrieving 4 mm range shifts has been reported for 0.5x10%, 1.4x108 and 3.4x108 protons at
100, 160 and 230 MeV, respectively, with a PG energy selection in the range 3 — 6 MeV (Perali
et al. 2014). An extensive experimental study has also been performed to assess the cam-
era performance in presence of target in-homogeneity, by using tissue equivalent inserts in a
PMMA target to mimic ribs, lung air cavities and skin (adipose tissue). In most of the con-
sidered cases, the detectability of 2 mm shifts has been verified with approximately 2.6x 10!}
delivered protons, but the system failed in detecting range shifts in close proximity to large
density gradients (for example, near air cavities or low density lung tissue) (Priegnitz et al.
2015). The beam must stop more than 7 mm after the cavity to detect range variations.

The described study only included in-homogeneity in the beam direction, but laterally in-
homogeneous targets can lead to range mixing which further complicate the range detection.
As highlighted in Priegnitz et al. 2016, in such cases the detection of range deviations strongly
depends on the target composition. The combination of range deviation detection with an
analysis of the slope of the distal edge of the measured PG profile is proposed by the authors
to identify the origin of the range deviation if it is due to range mixing, because range mixed PG
profiles exhibit less steep distal slopes with respect to beams traversing laterally homogeneous
targets. In a further study aiming to test the clinical applicability of the knife-edge camera, it
has been showed that 2 — 5 mm range shifts can be detected also for passive beam delivery, with
the proper neutron background rejection based on non-collimated data acquisitions with water
targets (Priegnitz et al. 2016). The LYSO-SiPM detector composing the knife-edge camera
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Figure 2.19: LYSO slabs of the knife-edge camera (left) and complete camera with the knife-edge-
shaped slit collimator mounted on a trolley. In Priegnitz et al. 2015.

have been also tested with the IPNL multi-slit collimator (see chapter 3 and Pinto et al. 2014),
and comparison measurements of the two configuration have been performed at the West
German Proton Therapy Center Essen (WPE) with a C230 IBA cyclotron and a PBS-dedicated
nozzle. A PMMA target has been exposed to 100, 160 and 230 MeV proton beams, and PG
profiles have been collected with the two collimator setups. The knife-edge-shaped collimator
was found to be better adapted to the used camera device, because twice less protons were
needed to reach a given precision in the range measurement (Smeets et al. 2016). However,
it must be noticed that the slit width used for the multi-slit camera was not comparable to the
one of the knife-edge camera, thus degrading the multi-slit camera efficiency. The obtained
result was expected, and compatible configurations have not been experimentally compared
yet. All the presented study led to the first clinical implementation of the system and, more
generally, of a PG-based monitoring device (Richter et al. 2016). The knife-edge camera has
been used to monitor an head-and-neck tumor treatment with passive beam delivery, with the
setup shown in Figure 2.20a. In Figure 2.20b the PG profiles obtained for three iso-energy
layers of the treatment, corresponding to three steps of the modulator wheel, are shown. The
capability to derive spatial information of the proton range during a real treatment has been
demonstrated.

A second IBA prototype has also been tested with PBS, during 6 brain tumor treatment frac-
tion over three weeks. Although some limitations have been identified, mainly related to the
camera positioning, the possibility of spot-by-spot proton range verification has been demon-
strated, with a precision of the shift retrieval depending on the number of protons in each
spot. The capability of detecting range shifts below the range uncertainty margin applied in
the treatment plan was also confirmed (Xie et al. 2017).

A two-dimensional collimated imaging solution has been designed and realized by Ready and
colleagues (Ready 2016; Ready et al. 2016). It consists of a 4x4 array of Cerium-doped
Lutetium OxyorthoSilicate - Lu,SiO5(Ce) (LSO) crystals placed behind an arrangement of
knife-edge slit collimators. Experimental tests have been performed by irradiating PMMA tar-
gets with a 50 MeV proton beam at currents up to 2 nA, and PG rays have been selected in
the energy range 2 — 7 MeV. The two-dimensional PG emission distributions have been recon-
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Figure 2.20: In Richter et al. 2016.

structed via Maximum Likelihood Expectation Maximization (MLEM) algorithm and range
shifts of approximately 3 mm could be detected for 10® delivered protons.

2.2.3.4 Electronic collimation: Compton cameras

One of the main disadvantages of the previously described imaging system is the limited detec-
tion efficiency due to the presence of a physical collimator. In order to design imaging devices
with higher statistics, the mechanical collimation has to be replaced by a so-called “electronic”
collimation, which is based on Compton kinematics. In the PG energy range the Compton ef-
fect is dominant, as shown in Figure 2.7, thus can be exploited in combination with at least one
more interaction to perform a sort of “photon tracking”. Originally designed for astrophysics
applications, the potential of Compton cameras for medical imaging has been soon recog-
nized (Singh 1983; Todd et al. 1974) and then directly translated to the ion beam therapy
monitoring domain. Such a gamma detection system is generally composed of two sections:
a scatterer and an absorber. The scatterer is dedicated to the gamma Compton-scattering,
and should be designed to optimize the Compton scattering probability in the prompt gamma
energy range, while reducing the so-called Doppler broadening effect due to electron binding
and motion (Ordonez et al. 1997) (see section 2.1); in most cases, this leads to the choice
of a light material (low Z), segmented in several subsections. On the other hand, heavier
materials may be used to improve photon detection efficiency. The absorber finally intends
to capture the Compton scattered photons via photoelectric effect and is often composed of
segmented high-Z scintillating materials. Slightly different Compton camera configurations
can also achieve Compton electron tracking in the scattering detector, which results in ad-
ditional information for the reconstruction. From the interaction points and the deposited
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Figure 2.21: Adapted from Seo et al. 2010 (left) and in S. M. Kim et al. 2013 (right).

energies in the scatterer and the absorber, the emission point of the incident photon can be
constraint to the surface of a cone via Compton kinematics, as shown in Figure 2.21 for stan-
dard camera setups. Analytic or iterative algorithms use these cones to create the image of the
prompt gamma emission distribution, with intrinsic three dimensional capability (Kuchment
et al. 2016; McKisson et al. 1994; Wilderman et al. 1998).

The Compton interaction position in the scatterer provides the apex of the cone, and the cone
axis is given by the line connecting the interaction positions in scatterer and absorber. The cone
aperture is then calculated via equation 2.10, where E; is the energy deposited in the scatterer,
and E, is the energy deposited in the absorber. It is to be noticed that this relationship assumes
that the initial photon energy (E;) corresponds to E; + E,; this means that full absorption of
the photons is required for the application in PG detection, since the energy of the incident
photon is not known a priori.

m,c2E;

_— (2.10)
Ey(E; + Ey)

cosf =1—
with m,c? = 511 keV.

If at least three Compton interactions are collected in the camera, the full photon energy
absorption is not necessary for the cone reconstruction, as explained in (Kurfess et al. 2000).
The incident photon energy (E;) can be calculated analytically as in equation 2.11, where E;,
and E,, are the energy deposited in the two Compton scattering interactions and 6,, is the
Compton scattering angle related to the second interaction.

‘*Ez_mcz) @2.11)

1
Ey=FE +=| Eoc + \| E2. +
0 He 2( = \JZC 1—cos 0,,

However, the correct ordering of events is required, and limiting the data collection to multiple
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Figure 2.22: In Solevi et al. 2016 (left) and in Kishimoto et al. 2015 (right).

scattered events leads to an efficiency reduction of at least an order of magnitude (Roellinghoff
et al. 2011).

Several research groups have developed or are developing Compton camera prototypes, fol-
lowing different strategies, concepts and employing various detector types, such as scintilla-
tors, semiconductors and gaseous detectors, as well as their combination. The application is
not limited to the medical field; prototypes have been also developed for industrial monitor-
ing, homeland security and nuclear inspections (Martin et al. 1994; McKisson et al. 1994).
The field is in continuous progress, and in the following the state-of-the art of the prototypes
already tested or under construction is presented.

Three layers of monolithic LaBr; crystals (27.2x26.8 mm? and 32x36 mm? section and 5
and 10 mm thickness respectively) compose a Compton camera prototype developed in Va-
lencia and called MACACO (see Figure 2.22a), successfully used to reconstruct point-like
sources (Llosa et al. 2016) and able to detect range shifts within 10 mm for 150 MeV proton
beam (beam current 9x 107 protons/s) impinging on a water target (Solevi et al. 2016). The
final device followed preliminary prototypes based on a single LaBry coupled to SiPMs (Llosa
et al. 2012) and on the combination of LaBr; and LYSO crystals (Llosd et al. 2013).

A handheld Compton camera prototype based on GAGG:Ce scintillators has been devel-
oped (Kishimoto et al. 2015). The prototype is shown in Figure 2.22b. This device was
originally designed to measure radioactive isotopes such as *’Cs, that were released during
and after the Fukushima nuclear disaster in 2011. The device showed a spatial resolution in
the reconstruction of point-like source emissions below 7 mm (Kishimoto et al. 2015). Its ap-
plication to particle range monitoring has been tested with 70 MeV protons on water, PMMA
and Ca(OH), targets: significant uncertainties in the determination of the Bragg peak posi-
tion determined the planning of an improved performance version of the system (Taya et al.
2016).

With the aim of maximizing the ratio between Compton and photoelectric absorption probabil-
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ities in the scatterer and, at the same time, reducing the Doppler broadening effects, semicon-
ductor detectors have been considered in several prototypes, coupled to high-Z scintillators for
the absorber. The Compton camera developed by the CLaRyS collaboration, main object of this
thesis, is based on this idea and employs 7 Double-sided Silicon Strip Detectors (DSSDs) for
the scatterer stack, coupled to an array of BGO blocks as absorber (Fontana et al. 2018; Krim-
mer et al. 2015). A beam tagging hodoscope based on scintillating fibers is also included in the
development program (Krimmer et al. 2014). A complete description of the camera compo-
nents and the present status of the development is given in chapter 3. The most recent results
obtained in simulation studies concerning the application of this prototype to particle therapy
range monitoring and nuclear medicine are presented in chapter 4 and chapter 5, respectively.
The 2 mm thick silicon planes chosen for the scatterer section have been optimized to maxi-
mize the probability of stopping the Compton recoil electron within the same layer where the
photon Compton interaction took place. As mentioned, the tracking of the Compton recoil
electron gives additional information for the event reconstruction stage; the direction of the
incident photon can be confined from the full cone to an arch (Frandes et al. 2010). The pos-
sible exploitation of this imaging advantage is explored in the prototype developed in Munich
by Thirolf and colleagues. The design concept is similar to the one proposed by the CLaRyS
collaboration: a monolithic cerium-doped LaBr; scintillator crystal, 50x50x30 mm?, used as
absorber, is coupled to six DSSD layers 50x50x0.5 mm?. The reduced thickness allows for the
tracking of the recoil electron, with an increased escape probability. The absorber scintillator
is read out via a 256-fold segmented multianode PM; an energy resolution of 3.8 % FWHM has
been reported at 662 keV, with a timing resolution of 270 ps (Thirolf et al. 2016). An algorithm
based on the k-nearest neighbor method is implemented for the position reconstruction (Dam
et al. 2011), and its Categorical Average Pattern (CAP) version has been verified to provide
the best results (Aldawood et al. 2017). The algorithm is based on pre-determined spatially
dependent detector response, and has been recently further improved with artifact correction
capabilities; the new Categorical Gaussian Distributed Replacement (CGDR) algorithm has
been used to obtain a spatial resolution below 3 mm at 1.3 MeV (Liprandi et al. 2017). A
further electron-tracking Compton prototype based on a Silicon-On-Insulator (SOI) pixel de-
tector and a GAGG:Ce detector has been developed and is described in Yoshihara et al. 2017.
It has been conceived for the localization of contamination nuclides inside the Fukushima Dai-
ichi Nuclear Power Plant in Japan, and two dimensional imaging of a !3’Cs source has been
demonstrated. The application of such an imaging device in nuclear medicine has been sug-
gested by the authors, and its implementation in the monitoring on therapeutic beam range
is not excluded. Various Compton camera prototypes make use of Cadmium Zinc Telluride
(CZT) as alternative to silicon detectors. In Kormoll et al. 2011 the design study of a Compton
camera composed of a CZT detector as scatterer (20x20x5 mm?, 16 strips per plane) and
a streaked LSO crystal as absorber (52.7x52.7x20 mm?) is presented. The scatterer section
showed a time resolution of 2.8 ns FWHM, while a 0.6 ns resolution was reported as a result of
tests performed with bremsstrahlung photons (up to 13 MeV) at the ELBE electron accelerator
in Germany (Hueso-Gonzdlez et al. 2014). The same authors presented a direct comparison of
LSO and BGO detectors for the detection of photons in the PG energy range (Hueso-Gonzdlez
et al. 2015a); although less performing than LSO, BGO is an interesting alternative given the
absence of internal radioactivity which reduces the amount of fake events contributing to the
background (random coincidences). Moreover, its much lower price makes it suitable for com-
mercial devices. In addition to the CLaRyS collaboration prototype which includes BGO blocks
for the absorber section, a Compton camera coupling three BGO crystals (52.7x52.7x 20 mm?®)
and a CZT-based scatterer has been tested with 4.44 MeV photons (Golnik et al. 2016). The
BGO crystals have been calibrated in energy on a single pixel-basis, with a method presented
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Figure 2.23: In Thirolf et al. 2016 (left) and in H. R. Lee et al. 2017 (right).

in (Hueso-Gonzélez et al. 2015a), and an energy resolution of 27 % FWHM has been found.
Such a method has been refined and extended for the characterization measurements pub-
lished in (Fontana et al. 2018) and described in chapter 3 for the CLaRyS BGO blocks. A
different approach has been first studied in simulation by Kim and colleagues, referred to as
Gamma Electron Vertex Imaging (GEVI) (C. H. Kim et al. 2012a,b), and then translated into
a prototype. The concept relies on the passive conversion of PG rays to electrons, that are
then tracked. The developed prototype consists of a 1 mm thick beryllium plate to convert
the incident photons into electrons; the electron tracker is then composed of two DSSD layers,
50x50 mm? surface, 150 and 300 um thick, respectively. The kinetic energy of the electrons
is then collected by a plastic-scintillator calorimeter (H. R. Lee et al. 2017). A 29Sr source has
been employed to test the electron detection performance, replacing the beryllium converter;
a spatial resolution of 16 mm FWHM for the reconstruction of the point-like source has been
obtained. With the converter, photons from a ®*Co source have been used, and the obtained
spatial resolution was 35 mm FWHM. The present prototype is equipped with an acquisition
system with limited rate acceptance, and tests with 45 MeV protons impinging on a PMMA
target showed a very low sensitivity of 4x1078 (H. R. Lee et al. 2017).

Compton cameras completely based on semiconductor detectors have also been explored. Sim-
ulations studies have been published in (Peterson et al. 2010) and present the design optimiza-
tion of a three-stage Compton camera based on germanium detectors. In addition, different
materials have been investigated (D. Robertson et al. 2011), and the influence of Doppler
broadening has been analyzed in details (Mackin et al. 2013). Following the simulation re-
sults, a prototype only based on CZT detectors has been constructed, named Polaris-J Compton
Camera: it consists of four pixelated detectors with 20x20 mm? surface for 10 and 15 mm
thickness (McCleskey et al. 2015). The camera showed an absolute efficiency in detecting
gammas from a ®°Co source of 2.2x107> and 5.8x1077 for double and triple scatter events,
respectively. Clinical proton beams of 114 and 150 MeV on a water target have been used to
test the feasibility of range verification, and 3 mm range shifts could be detected with one-
dimensional profile analysis for approximately 1.7x10'° delivered protons (Polf et al. 2015).
The experimental setup is shown in Figure 2.24a.
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(a) Experimental setup for the beam tests (b) Schematic view of the prototype and
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Figure 2.24: In Polf et al. 2015 (left) and in (right).

Gaseous detectors can also be applied to Compton imaging. An electron tracking Compton Gaseous detec-
camera (ETCC) has been proposed by Takada and colleagues, originally for astrophysics appli- *'

cations in baloon experiments (Takada et al. 2011). A gaseous Time Projection Chamber (TPC)

(10x10x15 cm?, filled with 1 atm of a mixture of Argon and C,Hg) is devoted to the electron

tracking, and coupled to scintillator detectors (cerium-doped Gadolinium OxyorthoSilicate -

Gd,SiO5 (GSO) pixel scintillator array) read out by multi-anode PMs to detect the scattered

photons. A schematic view of the prototype is shown in Figure 2.24b. Such a prototype has

been used for test measurements with 140 MeV proton beam stopped in a water target, with

a reported efficiency of 3x 107°® (Kurosawa et al. 2012).

2.3 Gamma detection in nuclear medicine

The nuclear medicine diagnostics routine is mainly based on PET and SPECT. In the following
sections, the basic principle of these two techniques are described. In addition to this, the ther-
anostic approach coupling radiation therapy and diagnostic imaging with the use of custom
developed agents is addressed.

2.3.1 Positron Emission Tomography

PET systems rely on the detection of annihilation gamma rays that follow positron decay of the
radioisotope injected in the patient and consequent positron annihilation. The gamma rays
exiting the patient body are detected in coincidence by scintillating detectors surrounding the
patient, and the distribution of positron emitters is retrieved in vivo. Figure 2.25 shows the
principle at the basis of PET imaging.
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Figure 2.25: The B decay of '®F creates the stable isotope 20 and a positron, which travels short
distance (1 — 2 mm) before interacting with an electron. The consequent annihilation
produces two anticollinear 511 keV photons (a). The two photons are detected by
the PET scanner in time coincidence, and the two points of interaction defines a line
of response, then extended to a so-called “tube of response” which accounts for the
detector’s elements finite dimensions (b). In Vaquero et al. 2015.

The two annihilation photons are typically detected with time coincidence windows ranging
between 1 and 10 ns, depending on the specific features of the employed scanner. The spatial
resolution of PET imaging is intrinsically limited by the fundamental nature of positron anni-
hilation, if we consider that after its creation, the positron can travel a few millimeters and
follow a tortuous path through the tissue (mainly due to Coulomb scattering with electrons
which can occur at large angles given the fact that the rest mass of positron is the same as
the one of the electron) before reaching thermal energies and annihilating. In addition to the
positron range, also the fact that the positron is not fully at rest at the annihilation time leads
to a limitation of the spatial resolution of PET images. Indeed, this results in an angular uncer-
tainty in the direction of the two annihilation photons known as “noncolinearity”. Moreover,
significant limitations are linked to the employed detector: the coincidence detector-pair res-
olution is normally specified as the FWHM of the Point-Spread Function (PSF) obtained from
the convolution of the two individual detector PSFs. For a detector composed of small dis-
crete crystals, the interactions are generally assumed to take place at the center of individual
crystals, and the resulting FWHM of the coincident detector PSF is one-half the crystal size.
A further factor affecting PET imaging resolution is the parallax error, which results form the
uncertainty of the Depth Of Interaction (DOI) of the gamma rays in the crystal. Thus, unless
the DOI within a crystal can be accurately determined (dedicated designs are needed), an
incorrect Line Of Response (LOR) will be assigned to the interaction. A schematic represen-
tation of the parallax error is provided in Figure 2.26a. The parallax error is all the more
increased when the PET ring diameter is reduced of the thickness of the crystals is increased,
as the relative thickness of the detector increases.

Figure 2.26b shows the three kinds of coincidence events that a standard PET accepts:

* true coincidences: gamma rays are detected from a single decay that have not scattered
in the patient;

* scattered events: one or both gamma rays scatter within the patient;
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Figure 2.26: In Lewellen et al. 2004.

* random coincidences: two separate decays result in the detection of only one gamma
rays from each one and the two events are close enough in time to be in coincidence.

It is clear that increasing the number of true coincidences leads to less noise in the final image
and allows one to reconstruct the collected data with high spatial resolution, and the effect of
scattered coincidences can be corrected at the reconstruction stage, as well as the attenuation
effect in the patient. The random coincidences are hardly treated, but their number can be
reduced by decreasing the injected radiotracer activity.

The origin of the PET imaging modality dates back to the beginning of the 50s, when a sim-
ple brain probe was used to localize brain tumors by detecting photon coincidences with 2
opposing Nal(Tl) detectors at the MGH (Sweet 1951). In the same year, a similar approach
was published on Science by a second research group (Wrenn et al. 1951). The development
of reconstruction techniques for tomographic imaging started in the early 1960s (Kuhl et al.
1963), and in parallel to the first clinical trial for x-ray computed tomography the MGH physics
group developed the Filtered Back-Projection (FBP) technique (Chesler 1971). The first ring
tomograph was built in 1973 by Robertson of Brookhaven National Laboratory (BNL), and it
was composed of 32 detectors disposed in a circular array (J. S. Robertson et al. 1972). One
year later, the PETT I (Positron Emission Transaxial Tomography) tomograph prototype was
built at the Washington University by Michael E. Phelps: such a prototype was then upgraded
to a human-size system, called PET III, which included extended reconstruction not limited to
the transaxial plane. The system consisted of an hexagonal array with 48 Nal(Tl) detectors,
and of a gantry allowing for a 60-degree rotation. With this system, the first human PET im-
ages using the FBP algorithm were produced (Hoffmann et al. 1976), marking the beginning
of modern PET development. Following the PET III development, the first commercial PET
scanner, named ECAT II (Emission Computed Axial Tomograph), was designed and put on
the market; it was composed of 96 Nal(Tl) crystals, and it had a dedicated computer. The
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transition to commercial systems continued in the following years, and it boosted the estab-
lishment of worldwide PET research programs. Another fundamental step in the development
of the PET technology was the discovery of the BGO scintillator. The first scanners were all
based on Nal(T1), difficult to manufacture because of its hygroscopic nature, and with a low
density, thus limited efficiency in detecting 511 keV gamma rays. The luminescence features
of BGO were first studied by Weber at the University of California (Weber et al. 1973), and
Nester and Huang characterized the BGO scintillation properties in 1975 (Nestor et al. 1975).
These studies leaded to the first design and construction of a BGO-based PET scanner in 1978,
and right after to the commercialization of the NeuroECAT, the first commercial machine to
use BGO as scintillating material. Hundreds of BGO-based tomographs have been produced
since the first introduction. The availability of commercial valuable PET scanners was only
one of the factors determining the spread of this imaging technique: in parallel, the devel-
opment of optimized radiotracers was the second key point. Since the beginning of the PET
experience and until the second half of the 1970s, the images were obtained mainly using '*C-
glucose, *O-water and *N-ammonia for blood flow, >0O-oxygen for oxygen utilization, and
18F fluoride for bone scans. In addition, successful molecular imaging probe was derived from
the *C-deoxyglucose. The synthesis of 18F-tagged deoxyglucose was discussed already at the
beginning of the 1970s, and the Brookhaven group (Al Wolf and Joanna Fowler in particu-
lar), synthesized the first FDG (Ido et al. 1978). Refined synthesis methods were developed
in the following years, also thanks to the improvements of cyclotron accelerator technology,
allowing for a routine basis tracer production. Nowadays, a number of companies provide
small cyclotrons with various forms of automated chemistry for producing molecular imaging
probes, and FDG is still the most employed one for modern clinical PET imaging. During the
1980s, particular focus was dedicated to the detector side, with the development of the so-
called “block detectors”: the new optical multiplexing scheme permitted to use many small
scintillator pixels on a small number of PMs, and so provided high granularity (and spatial
resolution) with a limited number of read-out channels. Since 1985, the majority of PET tomo-
graphs used some form of block detectors, which also allowed for a reduction in the scanner
production cost. The introduction of this technology also increased the participation of the
major imaging companies in the PET experience: in 1986, Siemens began to distribute PET
scanners along with small cyclotrons for the production of radiotracers, and soon after also
General Electric (GE) entered the PET market by purchasing the tomograph business from
Scanditronix. PET machines and imaging techniques were soon introduced in the clinical
routine and approved by the main health-care systems. In the 1980s, research efforts have
been also dedicated to the introduction of DOI capabilities in the PET scanners to reduce
parallax errors. A combination of NaI(Tl) and BGO crystals has been used by Karp and col-
leagues (Karp et al. 1987), and the different decay time constants were used to retrieve DOI
information. Various techniques have been explored in the following years to develop DOI
detection capabilities, such as the introduction of multiple crystal layers in the perpendicular
direction (Liu et al. 2001) or the implementation of reflectors to create custom light-sharing
patterns (Murayama et al. 1998). Although the research is still active on this topic, it should
be considered that the effect of parallax error is small if compared with the overall resolution
of the PET scanner itself. Further improvements came with the discovery and first production
of LSO crystals, in 1989. BGO is very dense but has only 15 % of the light output of NaI(TIl)
and relatively slow decay time (300 ns). LSO has slightly lower density and effective atomic
number, but 5 times more light output than BGO. Moreover, the decay time is 7.5 times faster
than BGO (Melcher et al. 1992). The high refinement cost initially discouraged the use of
LSO for PET, but it soon decreased thanks to the development of cost-effective techniques, so
that the first LSO-PET tomograph, microPET, was designed and fabricated in 1997 (Cherry
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et al. 1997). It was designed for small animals, and commercially reproduced in 30 copies for
academic programs and pharmaceutical companies. In February 1999, the first human-size
LSO tomograph was delivered to the Max Planck Institute in Germany, while a combination
of LSO and Nal(T1) crystal was used for a PET-SPECT tomograph used in the Free University
of Amsterdam since March 2000. In addition to the higher light output of LSO with respect
to BGO, leading to better spatial and energy resolution, another major advantage of this scin-
tillator is the fast timing, which translates in lower detector dead time and in the capability
to measure the time difference between the arrivals of the two annihilation photons. This
TOF measurement provides positioning information which can localize the positron annihila-
tion within a few centimeters along the line of response. A schematic view of the TOF-PET
principle is provided in Figure 2.27.

With TOF

Detector

- " Field of view limit

Figure 2.27: Schematic view of the information provided by TOF measurement to the PET detection.
Without TOF, a flat probability is assigned to the reconstructed LOR (blue), while the
measurement of the arrival time difference between the two coincident photons is
translated into a distance from the LOR midpoint where the probability density function
should centered (red). In Vaquero et al. 2015.

This possibility was explored already in the 1980s with fast scintillators (Lewellen et al. 1988;
Ter-Pogossian et al. 1982), such as CsF and BaF,, which were anyway not suitable for clinical
PET application due to a low absorption efficiency. On the other hand, the BGO response was
too slow to perform TOF. With the introduction of LSO, it was also recognized that its very
good timing resolution (together with the one of the similar scintillator LYSO) could be uti-
lized in the development of TOF-PET systems (Moses et al. 1999), overcoming the limitation
of the early designs of the 1980s. In 2005 Siemens presented the results from a prototype that
achieved a timing resolution of 1.2 ns, and soon after the first TOF-PET machine was launched
by Philips (Philips Gemini TF) (Karp et al. 2008). Based on LYSO crystal, it provided 585 ps
FWHM single timing resolution. At present, all the main PET vendors offer TOF-PET solutions
with hundreds of ps timing resolution. Beyond PET detector designs using conventional PMs,
the arrival of SiPMs has led to a great interest in utilizing these new photosensors to achieve
improved timing resolution in TOF-PET scanners. Philips recently introduced the Vereos sys-
tem, which uses digital SiPMs for signal readout from individual LYSO crystals; such a machine
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provides a system coincidence timing resolution of approximately 310 ps (Miller et al. 2015).
In parallel GE developed the SIGNA TOF-PET/MRI system using a detector ring based on ana-
log SiPMs inserted in the magnet bore, thereby allowing simultaneous PET and MR imaging.
The reported system coincidence timing resolution of this system is 390 — 400 ps (Levin et
al. 2013). Hence, while scanners with detectors using conventional PMs are pushing closer
to 400 ps timing resolution, new SiPM technology indicates that system resolution close to
300 ps is achievable with the lutetium based scintillators. With the rapid improvements of
both scintillator and photosensor technology shown by recent results, a TOF resolution below
100 ps seems achievable in the next future (Lecoq 2017; Surti et al. 2016). Recent stud-
ies also investigated cost-effective solutions to achieve performance comparable to present
commercial systems. In particular, a whole-body PET scanner based on plastic scintillators
is being developed in Poland by the Jagiellonian University group. The J-PET is constructed
with axially arranged strips of plastic scintillators, aiming to detect the annihilation photons
via Compton interaction and read out on both sides by PMs. The position of interaction in
the scintillator is determined from the time difference of light signal arriving on each strip
end. A Time-Over-Threshold (TOT) technique is used instead of the charge measurement of
standard PET systems in order to take advantage of the superior timing properties of plastic
scintillators with respect to crystal detectors (LSO and BGO). Preliminary studies showed that
it is possible to achieve a coincidence time resolution of about 500 ps FWHM with simple time
measurements, coupled to a few millimeters spatial resolution (NiedZwiecki et al. 2017).

2.3.2 Single Photon Emission Computed Tomography

In SPECT tomographic images of the radionuclide distribution in the patient are generated
from the emitted gamma photons detected as singles with collimated scintillators. Planar
imaging reproduces a two-dimensional projection of the tracer distribution from a single view,
while the tomographic image is obtained by the reconstruction of several slices collected from
multiple camera positions. Both techniques are used in clinics: planar imaging is less de-
manding and only requires a single camera head, while multiple camera heads mounted on
a rotating gantry are generally used for tomographic imaging, and image reconstruction is
required.

Although many innovations have been made since the introduction of the first gamma camera
in 1958 by Hal Anger (Anger 1958), today’s clinical detectors share many of the essential
features of Anger’s early designs, and are often called Anger cameras. A standard SPECT
gamma camera is composed of an aperture or collimator which mechanically selects photons
traveling in specific directions, depending on the collimator configuration. The photons ap-
proaching the camera from directions different than those specified by the collimation system
are passively absorbed. The gamma photons with the selected direction then encounter a
scintillation detector coupled to photosensors. The related electronics and data acquisition
system are generally optimized to impose energy threshold in order to reject undesired pho-
tons, such as those which underwent scattering in the collimator section. A schematic view of
the main component of the SPECT camera is given in Figure 2.28a, while a simplified view of
the collimation principle is sketched in Figure 2.28b.

The most simple photon passive selection device is the pinhole aperture, but acceptable spatial
resolution can be only obtained at the expense of the system sensitivity. Improved, but always
limited overall sensitivity is provided by the introduction of collimators composed of arrays
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Figure 2.28: In Zeng et al. 2004.

of holes separated by septa. Collimator septa are composed of highly absorbing material with
high atomic number and high density. Alloys of lead, tungsten and gold are the most common
materials used for this purpose. Various hole shapes (circular, square, triangular or hexagonal)
are used in common collimators, but the hexagonal shape is the most common because it
provides the best efficiency. In addition to parallel hole patterns, also converging and diverging
collimators have been developed. Converging collimators magnify an image on a camera face
and thus can yield finer resolution and/or higher sensitivity images than those resulting from
used of parallel-hole collimators. Converging solutions are adapted to small-size objects with
respect to the camera FOV, while the image of large objects would result truncated (if part
of the object is outside the FOV of the camera) or distorted (because the magnification is
dependent on the distance from the collimator). The most spread parallel-hole collimators
find routine use in clinics in four configurations: Low Energy High Resolution (LEHR), Low
Energy General Purpose (LEGP), Medium Energy General Purpose (MEGP), and High Energy
General Purpose (HEGP). Each designation is adapted to a defined gamma energy range, and
thus to certain radioisotopes, and is also an indication of the trade-off between resolution and
sensitivity which are affected by the septal material, the hole size and length, and the septal
thickness. Collimator sensitivity is maximized by the thinnest possible septa, but thin septa
can lead to septal penetration which is extremely detrimental to diagnostic performance. The
aforementioned trade-off is then a crucial parameter to be considered when designing a SPECT
camera, and, together with the employed scintillator and photosensor features, completely
determine the overall system performance (Gunter 2004).

The origins of SPECT imaging can be identified with the invention of the Anger scintillation
camera in the late 1950s (Anger 1958, 1964); previously, scans were performed by manually
positioning a Geiger counter above the organ of interest, but with the Anger camera the en-
tire organ could be scanned at one time. During the 1960s, both longitudinal and transaxial
emission tomography were deeply studied. Crandall and Cassen developed a longitudinal to-
mographic scanner which used a highly focusing collimator placed on a large crystal-matrix
detector (Crandall et al. 1966), and in 1969, Anger invented a sophisticated longitudinal
tomograph that used a scanning scintillation camera (Anger 1969). Transaxial tomographs
were developed by Kuhl and colleagues between 1963 and 1976, and the final prototype
used discrete scintillator arrays (Kuhl et al. 1976). Discrete scintillation detectors have been
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also used for other scanners in the late 1970s, but the first investigators to explore the pos-
sible implementation of an Anger camera for transaxial tomography were Paul Harper and
colleagues at the University of Chicago. In the early stages, a rotatable chair was placed
in front of a single head fixed Anger camera (Muehllehner et al. 1971). In 1976, Jaszczak
and Keyes, independently developed a SPECT system that used an Anger camera mounted
on a rotating gantry (Jaszczak et al. 1977; Keyes et al. 1977). In the following years, the
first whole-body SPECT system was developed and clinically evaluated in 1978 at the Baylor
College of Medicine (Jaszczak et al. 1979). During the late 1970s and the 1980s, both rotating-
camera SPECT systems and stationary detector configurations were proposed and developed
in Europe and US (S. A. Larsson 1980; W. L. Rogers et al. 1988), and the bases for modern
machines were established. SPECT takes advantage of many years of experience and is now a
well-established imaging modality in nuclear medicine. Thanks to its cost-effectiveness, such
an imaging technique is widely employed in the clinical routine, and all the major medical
imaging companies offer a SPECT system, generally in dual-head configuration with rotating
gantry. At present, virtually all single-photon imaging in nuclear medicine relies on Anger-type
cameras, relatively simple and cost-effective, but limited in sensitivity and energy acceptance
given the presence of a mechanical photon selection system. Already in 1974 this limitation
was addressed by Todd and Nightingale who proposed the application of Compton imaging
methods to nuclear medicine (Todd et al. 1974). The Compton detection principle is described
in section 2.2.3.4. It is to be noticed that for the application in nuclear medicine, the detector
design is less constraint than in ion range monitoring, given the a priori knowledge of the inci-
dent photon energy. Starting from 1981, Singh and colleagues published a number of seminal
papers that described analytical and experimental results for Compton camera composed of
a pixelated germanium first detector and a standard Anger camera as second detector (Singh
1983; Singh et al. 1981, 1983). The investigation of such an imaging modality for the ap-
plication in single photon detection for nuclear medicine continued in the following years.
More recently, a prostate probe has been proposed and built by Llosa and colleagues, based
on Compton imaging exploited by a composition of silicon sensors (4x1 cm with 256 pads)
and Nal(T]) scintillators (16x16x1.27 cm®). The prototype has been tested with >’Co and
133Ba sources (Llosd et al. 2006), and a spatial resolution of 5 mm FWHM for the imaging of
a point-like’**Ba source has been reported (Llosd et al. 2008). After a first prototype essen-
tially developed for high-energy astrophysics observations (Takeda et al. 2007), a Japanese
group optimized a Compton device based on silicon and Cadmium Telluride (CdTe) detectors
for high spatial resolution, and proposed its application in nuclear medicine (Takeda et al.
2009). The prototype, then optimized for biomedical application and described in Takeda et
al. 2012, consists of a 2.56x2.56-cm DSSD and four layers of pixelated CdTe detectors. The
thickness of each detector is 0.5 mm. The device has been tested with rats and the resulting
spatial resolution in the three dimensions was 8x8x10 mm (Suzuki et al. 2013), similar to
the one of clinical SPECT systems, but poorer with respect to PET machines (Madsen 2007).
However, improvements and spatial resolution similar or superior with respect to standard
PET are expected. Notwithstanding the highlighted limitations, the capability of three dimen-
sional image reconstruction in clinical condition has been verified. DSSD layers and Nal(T1)
crystals are also the basic components of a double-scattering Compton camera developed by
a Korean research group. First studied in MC simulations (Seo et al. 2007), the system is
composed of two identical 50x50x1.5 mm? silicon layers and a Nal(TI) scintillator crystal,
3 inches diameter x 3 inches height. Preliminary tests with a point-like 22Na source showed
a spatial resolution of 9.0 and 4.8 mm for 511 kev and 1275 keV photons, respectively (Seo
et al. 2010). The device has also been tested with gamma sources placed inside anthropomor-
phic phantoms: in particular, ??Na and *”Cs have been used, and a spatial resolution below
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15 mm has been showed in both cases (Seo et al. 2011). The application of such a prototype to
ion beam range verification has also been envisaged. The performance of a Compton camera
based on pixelated germanium detectors have been evaluated and are presented in (Alnaaimi
etal. 2011). Although the camera demonstrated the ability to image distributed sources, some
limitations in acquisition and image processing time have been highlighted. The ETCC cam-
era (Kabuki et al. 2007) presented in section 2.2.3.4 has been also tested for nuclear medicine
applications with the imaging of nuclear medicine common reagents (Kabuki et al. 2009). The
camera has also been used for phantom and small animal tests: in particular, the brain of mice
has been imaged with FDG tracer, and the comparison with conventional PET data showed a
good agreement. In addition, the camera also succeeded in imaging multiple tracers (FDG and
1317 isotope) (Kabuki et al. 2010). The field is still today actively explored: in particular, the
availability of new high-energy tracers could provide advantages in terms of dose and spatial
accuracy, but high-energy photons are hardly collimated with mechanical passive system. The
electronic collimation exploited by Compton cameras can be the solution for high-sensitivity
and high-resolution SPECT examinations. More details can be found in in chapter 5 of this
thesis, where the described topic has been addressed with simulation studies. The presented
results have been recently published in (Fontana et al. 2017a) and (Fontana et al. 2017b).

2.3.3 Theranostics

The theranostics approach in nuclear medicine couples diagnostic imaging and cancer therapy
using the same molecule or at least very similar drugs, given in different dosages. For exam-
ple, the combination of Iodine-131 31 (gamma emitter) and Lutetium-177 (*”7Lu) (beta
emitter), is used for both imaging and therapy. Furthermore, different isotopes of the same
elements (for example Iodine-123 (*2°I), *I and the newer terbium isotopes - Tb) can also
be used for theranostics given the multiple associated emissions (3 and y, y rays at different
energies, a and y) (Alzahrani et al. 2012; Gerard et al. 2002; Muller et al. 2012). During the
treatment, theranostics can be applied in monitoring the therapy course and estimating the
potential response and eventual toxicity. The safety of high cumulative doses of radioactive
agents after multiple repeated cycles is, however, a cause of concern. Anyway, remarkable im-
provements have been obtained in targeted therapies, which have proven to be effective with
favorable safety profiles (Baum et al. 2012; Kwekkeboom et al. 2008; Strosberg et al. 2017).
The diagnostic part of theranostics can be performed with both PET and SPECT machines,
depending on the employed radioisotope emissions. Most therapeutic radiopharmaceuticals
are labeled with 8™ -emitting isotopes, having a tissue penetration of only few millimeters and
so adapted to spare the healthy tissues surrounding the tumor. The first theranostic radio-
pharmaceutical in nuclear medicine history was radioiodine, used for therapy and imaging in
thyroid diseases (B. Hertz 2016). Iodine is taken up by the thyroid gland for the production
of hormones, vital for the development of the brain, normal growth and metabolic balance.
In 1937, Hertz developed the idea of administrating radioactive iodine in patients with thy-
roid diseases, and few years of preclinical studies at the Massachusetts Institute of Technology
(MIT) (where the first cyclotron for medical use had been built) followed this first proposal.
In 1941, the first patient was treated with radioiodine (S. Hertz et al. 1942). To date, 31 is
the gold standard for certain therapeutic indications, given its low cost and the advantageous
combination of 3~ and gamma emission. The electron radiation targets the thyroid from the
inside, while the organ can be visualized using a gamma camera.

Since its first proposal, the use of theranostic agents has been consistently increasing: the
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combination of targeted cancer imaging and therapy is a considerable contribution to person-
alized medicine and may play an important role in the future with the implementation of new
chemical agents and the continuous improvement of imaging systems (Yordanova et al. 2017).
For the context of this thesis it is worth to notice that, as for diagnosis SPECT, high-energy
gamma emitters can be applied in theranostics, and Compton camera can be implemented for
the imaging task. This point is further discussed in chapter 5.

2.4 Image reconstruction

Regardless of their specific application, imaging-related data sets have to be reconstructed in
order to obtain the desired image. Nuclear medicine and PG detection devices share the basic
reconstruction approaches, and dedicated algorithms have been developed for each applica-
tion. In particular, image reconstruction approaches can be classified in analytic and iterative
methods. Analytic algorithms are generally based on back-projections, with further steps of fil-
tering and regularization that could be added to the reconstruction process in order to provide
enhanced accuracy. In the particular case of nuclear medicine, tomographic reconstruction al-
gorithms are used in PET and SPECT to obtain three-dimensional information. Improvements
over the analytic approach are usually provided by the iterative one, able to profit from a more
realistic model of the system as well as to account for image noise components. This better
performance comes at the expense of algorithm complexity and calculation time. Iterative
methods start from a model of the final image, generally corresponding to a regular geomet-
ric surface/volume divided into a defined number of equivalent pixels/voxels. The system is
modeled in order to connect the image to the collected data: each element of the model rep-
resents the probability that the emission of a given collected gamma ray is related to a specific
pixel/voxel. In order to model the data, since the gamma detection is Poisson distributed, a
Poisson approach is implemented to describe in statistical terms the relationship between the
value of the measurements and the expected value of the measurements. Modified Poisson
statistical models and Gaussian models are also used, given the fact that after physical data
corrections (attenuation, scatter, randoms, etc.) the data sets could diverge from a Poisson
distribution. Once this first definition steps are accomplished, a principle governing the pro-
cess iterations must be defined to converge to the “best image”. The Maximum Likelihood
approach is probably the most intensively studied and used, at present, in medical imaging,
but alternative methods are available. Finally, an algorithm must be created to find the best
image according to the defined models and iteration principle. The Expectation Maximization
algorithm is the most common one, and can be adopted in several variations according to the
specific application and objectives.

In the following sections, the two algorithms used during this thesis work to reconstruct the
CLaRyS Compton camera data are described in more details.

2.4.1 Line-cone analytic reconstruction

The analytic reconstruction of Compton camera collected data gives, for each event, a cone
surface on which the gamma emission point must lie. In the particular case of the Compton
camera application in ion range monitoring, the a priori knowledge of the beam direction can
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be included in the reconstruction point: the intersection of each reconstructed cone with the
beam line results in two single points per event. The mono-dimensional distribution of the
gamma emission points can be then reconstructed in the beam direction. This is the basic
principle of the line-cone analytic reconstruction, which is used to reconstruct the Compton
camera data; reconstructed profiles obtained with simulated data are shown in chapter 4.
Alternative analytic reconstruction methods are proposed in other studies (Basko et al. 1998;
Cree et al. 1994; Hirasawa et al. 2003; Maxim et al. 2009; Parra 2000).

2.4.2 lIterative reconstruction of Compton camera data

The iterative reconstruction approach allows to account for image background components
and include the detector energy and spatial resolutions, and results in a three-dimensional
image. Several algorithms have been proposed for the reconstruction of Compton events,
based on the main points listed above (Andreyev et al. 2011; Gillam et al. 2011; Huang et
al. 2018; Mackin et al. 2012; Schone et al. 2017, 2010; Taya et al. 2017; Zoglauer et al.
2011). The data related to the CLaRyS Compton camera have been reconstructed with a List
Mode-Maximum Likelihood Expectation Maximization (LM-MLEM) algorithm, a version of
the MLEM method based on the list of detected events. It has been developed by the Centre
de Recherche en Acquisition et Traitement de 'Image pour la Santé, Lyon, France (CREATIS)
group, which is actively working in this field in collaboration with the IPNL (Hilaire et al.
2014; Lojacono et al. 2013; Maxim et al. 2009). The first step is to define the volume which
includes the origin of the prompt gamma ray detected. This volume is divided into equal
voxels and the emission intensity is assumed homogeneous for each voxel j, with a Poisson
distribution of parameter )L (a vector of the emissions intensities of all the voxels). The
algorithm is based on a system matrix T composed of the coefficients ¢;; which represent the
probability that a photon produced in the voxel j is detected in c01nc1dence by the Compton
camera as an event i. The probability for a gamma detected in coincidence to be emitted
from the voxel j is denoted as s;. The LM-MLEM algorithm starts with an initial value JLE.O),
which can be the simple back-projection reconstruction. The iterations rely on the recurrence
relation in equation 2.12.

2D N,
(ZH)_—ZtU (1)’ with P(l) Ztulm (2.12)

where N, is the number of detected events and N, is the number of voxels in the image.

For each detected photon, the coefficients in column i are calculated by taking into account
the uncertainties on the angle between the source and the involved scatterer plane and the
angle between the scatterer plane and the absorber involved module. The matrix elements t;;
are calculated as in equation 2.13.

ti =K(/5i:Etot)

s(O 0
cos(6y,y, ) f |cos( VlM)lhi(M)dV: (2.13)

A% VM2
Mev;

where f3; is the Compton scattering angle, V; the interaction position in the scatterer, V, the
interaction position in the absorber, h; the spatial kernel which models the uncertainties on
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the Compton angle for each voxel M, K(f3;, E;,,) the differential cross section and v; the re-
constructed volume.

In order to simplify and speed up the calculation of the t;; matrix, the voxels located far
from the reconstructed cone are set to zero. The distance between the cone and the voxel is
calculated by taking the voxel center as reference point. For each iteration, the matrix T is
stored and the reconstructed image can be produced.

The algorithm has been used to reconstruct the simulated data produced to test the CLaRyS
Compton prototype for particle therapy monitoring and nuclear medicine, and the results are
presented in chapter 4 and chapter 5, respectively.
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CLaRyS prototypes

The characterization method and the results presented in section 3.2.2 of this chapter have
been published in Fontana et al. 2018.
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Following the highlighted limits of ion beam therapy (see chapter 1), a collaboration of five
French research institutions was established in 2010 with the aim of exploring different exper-
imental solutions for the ion range online monitoring. The research group originally involved
the Institut de Physique Nucléaire de Lyon, France (IPNL), the Centre de Physique des Particules
de Marseille, France (CPPM), the Laboratoire de Physique Subatomique et Corpuscolaire, Greno-
ble, France (LPSC), the Laboratoire de Physique de Clermont, France (LPC) and the Centre de
Recherche en Acquisition et Traitement de l'Image pour la Santé, Lyon, France (CREATIS). The
collaboration focuses on the investigation of methods and detection solutions for the online
monitoring of ion beam range during ion beam therapy treatment, and is so called Contrdle
en Ligne de Uhadronthérapie par Rayonnements Secondaires (CLaRyS).

The main goal of the collaboration is the parallel development of three gamma detection
systems to be employed for ion range online monitoring purpose in the ion beam therapy field:
a Positron Emission Tomography (PET) detector called Détecteur Pixélisé de Grande Acceptance
(DPGA), a multi-collimated gamma camera and a Compton camera.

The design and development of the PET system is managed by the LPC group, which left the
collaboration in 2017, and this detection system is not treated in this thesis work.

In this chapter the two gamma cameras (multi-collimated and Compton) prototypes are de-
scribed in details, and the present status of the instrumental development is presented. A
complete overview of the detector development carried out in the past years is presented for
the sake of completeness, and my personal contributions are listed and detailed in the final
section 3.4. In the following, an entire chapter (chapter 6) is dedicated to the tests of the
detectors performed with proton beams.

3.1 CLaRyS gamma camera components

The two gamma cameras under development by the CLaRyS collaboration are devoted to the
detection of prompt-gamma rays emitted during ion beam treatments (see chapter 2). The
design of the two cameras has been optimized by different Monte Carlo simulation studies for
what concerns both the detector components and the geometrical setup.

As already mentioned, a Compton camera is usually composed of two detector sections, a
scatterer and an absorber: the CLaRyS prototype respects the standard design. In the scat-
terer, described in section 3.1.1, the prompt-gamma incoming ray is deflected by Compton
interaction and the interaction position and deposited energy are stored. The scattered pho-
ton reaches then the absorber section, where its energy is ideally totally deposited and stored,
again with the interaction position. This configuration is used to provide what is usually de-
fined as “electronic collimation”, but a mechanical collimation is still an option for photon
detection and localization. The scatterer section can be replaced by a mechanical collimator,
described in section 3.1.2, which selects the parallel incoming photons then absorbed by the
same absorber detector (a geometrical setup adaptation is possible to optimize the detection
performance and will be discussed in the following). The mechanically collimated system is
called multi-collimated camera, due to the collimator multi-slit structure.

As underlined in chapter 2, the prompt-gamma measurements are affected by several sources
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(a) Scheme of the multi-collimated cam- (b) Scheme of the Compton camera with
era with the beam tagging hodoscope. the beam tagging hodoscope.

Figure 3.1: Schematic view of the two CLaRyS gamma camera prototypes: the multi-collimated
camera (a) and the Compton camera (b), both coupled to the beam tagging hodoscope.
The ion beam is represented by the red line, and some beam bunches has been highlighted.
The detection principle is also sketched for the two detectors: the tungsten collimator
select the parallel incoming photons for the multi-slit collimated camera (a), while the
Compton cone is reconstructed with the two interactions in scatterer and absorber in the
Compton camera (b).

of background: in particular, the signals detected by the two cameras can come from secondary
particles other then prompt-gammas, like photons from positron annihilation, neutrons and
protons (for beam of ions heavier then protons). One of the possible solutions for background
rejection is the use of Time-Of-Flight (TOF) information, requiring a further detection section
dedicated to the beam tagging. A beam tagging hodoscope is being developed in parallel and
can be coupled to both the gamma cameras for TOF measurements; its description is presented
in section 3.1.4.

A schematic view of the two prototypes is given in Figure 3.1.

3.1.1 Scatterer

The scatterer stack is one of the components of the Compton camera prototype. Dedicated
to the photon Compton scattering, its design has been studied to fulfill the camera require-
ments.

The Compton events reconstruction strongly relies on the measurement of the energy de-
posited by the photon in its Compton interaction, mandatory to properly calculate the Comp-
ton scattering angle, which is then the aperture of the resulting Compton cone. The camera
accuracy is then strictly dependent on the scatterer energy resolution. At the same time, the
camera efficiency is dominated by the balance between Compton interaction and photoelectric
absorption probability in the scatterer detector.

Given the need for at least two interactions for a proper event reconstruction (a Compton
scattering in the scatterer section and an ideally complete absorption in the absorber section,
described in 3.1.3), the material choice and the geometrical configuration play a fundamental
role in the camera operation. The setup must be tuned in order to define the best trade-off
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between Compton and photoelectric interaction probability and to optimize, as mentioned,
the detector energy resolution.

Given the fact that the Compton interaction probability linearly increases with the material
atomic number (Z), while the photoelectric absorption depends on Z" with n varying between
4 and 5 according to the photon primary energy (Knoll 2000), a low Z material is preferred
to optimize the Compton probability with respect to the photoelectric one. Considering now
the detector energy resolution, it must be noticed that it is strongly governed by the so-called
“Doppler spread”, which affects the relationship between deposited energy and Compton scat-
tering angle. The Compton angle reconstruction formula in equation 2.3 neglects the initial
recoil electron state, which is considered unbound. The energy state of the electron adds un-
certainty on the reconstructed deposited energy, and so in the Compton angle calculation, with
a relatively increasing contributions for decreasing incident photon energy. Given its direct
dependence on the recoil electron binding energy, the “Doppler spread” is reduced for low Z
materials. For a given material, the effect is larger for large scattering angles and it decreases
with increasing energy of the incident photon. Following the described theoretical considera-
tions, silicon detectors are the most coherent choice. This choice was mainly governed by the
better energy resolution offered by silicon with respect to other materials (diamond, germa-
nium, Cadmium Zinc Telluride (CdZnTe), scintillators), and it has been verified in simulation,
where a silicon scatterer has been compared to competitor materials; the result are included
in the Monte Carlo study presented in chapter 5.

Dedicated Monte Carlo simulation studies have been performed in order to define the
most suitable geometrical configuration for the Compton camera, including the scatterer
stack (Richard 2012). As a trade-off between detection efficiency and total cost, 10 layers
were included in the original scatterer design. Concerning the layer size, about 10x10 cm?
of active area in the transverse plane have been identified as the most convenient choice,
also considering the absorber size (see section 3.1.3) and the distances between the detection
sections required by the TOF measurements and imposed by the detector rate acceptance in
clinical conditions (see appendix A). Moving to the layer thickness, its choice is governed by
the definition of the camera operation. The CLaRyS Compton camera does not aim to track
the Compton recoil electron, which must be then absorbed inside the same scatterer layer
where the Compton interaction took place. This requirement is necessary to well reconstruct
the Compton interaction angle, which needs the whole transferred energy as parameter; in ad-
dition to this, a recoil electron escaping the involved detection layer can interact in a different
layer causing false coincidences which affect the camera efficiency and imaging accuracy. In
order to minimize the recoil electron escape probability, relatively thick detectors are needed.
On the contrary, thin layers are required to measure precisely the depth of interaction, and
thus the scattering angle. A good compromise was obtained with 2 mm thick slabs.

The technological choice of the collaboration was oriented to silicon Double-sided Silicon
Strip Detectors (DSSDs), provided by the Norwegian company SINTEE A schematic view of
the detector principle is given in Figure 3.2a. The silicon crystal is doped with negative (n)
and positive (p) charge carriers on the two opposite sides, creating diodes which are then
reverse biased. A polarization voltage is applied to the two opposite sides of the crystal, and a
depletion region with no free charges is created. A ionizing particle interacting in the depletion
region generates electron-hole pairs in number proportional to the deposited energy. The
generated charges drift towards anode (electrons) and cathode (holes) and are converted
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p+ strip side /|

(a) Schematic view of a standard DSSD (b) Scatterer silicon layer with its Front-
(from Takeda et al. 2008) and sketch End (FE) card in the thermal regulated
of the signal generation. The actual box (described in section 3.1.1.2).

implantation scheme can slightly dif-
fer from the one present on the em-
ployed detectors.

Figure 3.2: Overview of the scatterer layers, with its working principle (a) and a picture of the
detector connected to the Front-End (FE) card in the thermal regulated box (b).

into electrical signals. The read-out is ensured by the implanted strips, which transfer the
charges outside the detection region.

Each layer has an active volume of 96x96x2 mm?, segmented with 64 strips per detection
plane. The strip pitch is 1.41 mm, for a strip width of 1.31 mm. The applied bias voltage is
nominally — 750 V (applied to the p-side while the n-side is set to ground), and it is uniformly
shared on the whole surface to obtain a homogeneous depletion region. A guard ring, com-
posed of 23 strips surrounding the read-out ones on the p-side, ensures the desired voltage
gradient. The more internal strip of the guard ring on the p-side is connected to the high
voltage, while the n-side has a single strip for the guard ring in peripheral position and con-
nected to the ground. The p and n read-out strips are then connected to the Front-End (FE)
electronics via bonding cables.

The FE electronics card has been developed by the Institut de Physique Nucléaire de Lyon,
France (IPNL) electronics group and is described in details in section 3.1.1.1. The silicon
detector is directly plugged on the card, and the mechanical support for the scatterer stack
has been studied according to the card size, as shown in Figure 3.2b.

Among the 10 received DSSDs, only 7 fulfilled the requirements imposed by the Compton cam-
era application, mainly in terms of noise level (leakage current); 3 layers have been rejected,
so that the final prototype scatterer is composed of 7 silicon planes.

The 7 selected layers have been characterized with a temporary acquisition system in terms
of leakage current at different temperatures. The results of these measurements can be found
in Ley 2015. The measurements enabled one to verify the producer specifications in terms of
bias voltage to be applied for a complete detector depletion, as well as to identify the noisy
strips and create a complete characterization database. In addition to this, they highlighted
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the need to cool the detectors down with respect to the room temperature (25 °C) in order to
reduce the leakage current to acceptable levels, and so reducing the total noise level, affecting
the detector performance. In order to accomplish the cooling task a thermal regulated box
based on cold air pump has been designed and produced. It operates as the scatterer stack
mechanical support, and it is described in section 3.1.1.2.

3.1.1.1 Scatterer front-end card

As mentioned in the previous paragraph, the main requirement for the scatterer detector mod-
ules is a very good energy resolution. The desired working performance can be quantified as
follows:

* 1 keV Full Width at Half Maximum (FWHM) energy resolution;
* 1.41 mm spatial resolution (corresponding to the strip pitch);
e 15 ns FWHM time resolution.

The scatterer FE card has been developed by the IPNL electronics group in order to achieve
this performance. It is composed of two well separated sections, analog and digital, which
must be kept separated in the card layout in order to minimize the contribution of the digital
noise on the treatment of the analog signals. Moreover, in order to reduce the electronic noise,
the analog section must be placed as close as possible to the detector, to minimize the signal
path length.

At first, a dedicated Application-Specific Integrated Circuit (ASIC) has been designed and
developed to treat the signals directly coming from the DSSD (Dahoumane et al. 2014). Each
ASIC processes 8 detectors channels, so that 8 ASIC per plane are required for the read-out
of a complete silicon layer. This section represents the core of the analog stage. The ASIC
has been designed and tested to achieve the desired performance in terms of Equivalent Noise
Charge (ENC), which must be lower than 118 electrons Root Mean Square (RMS) in order to
obtain the 1 keV FWHM energy resolution, signal dynamics and accepted detection rate. The
analog raw signal first passes through a Charge Sensitive Amplifier (CSA), which returns an
analog amplified signal. This pulse can be further amplified with a Slow Shaper (SHS) based
on a Capacitor Resistor - Resistor Capacitor (CR-RC) filter, which filters and shapes the signal
in about 1 us, or via a fast amplifier (with 15 ns shaping time). The first mode is used for a
refined charge (deposited energy) measurement and can be employed for detector tests and
characterization, while the second is the standard working one which allows for fast energy
and time measurements. The amplified signal finally passes through a discriminator, which
gives a digital output. Analog (from CSA or SHS) and digital signals are then sent to the
digital stage of the card for the measurement of time, position and energy.

The digital stage is mainly composed of one Analog-to-Digital Converter (ADC) module per
ASIC and two Field Programmable Gate Arrays (FPGAs). The analog signal from the ASIC
is processed by the ADC, which is a 12-bit module with 8 channels, with a sampling rate of
100 Mega Sample Per Second (Msps). Each ADC returns 16 Low-Voltage Differential Signaling
(LVDS) pairs (2 per channel), which are sent to the FPGAs together with two clock signals (two
LVDS pairs) and the 8 digital outputs of the ASIC. So, 44 input channels of the FPGA are used
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for the acquisition of 8 read-out channels (one ASIC). Two FPGAs Altera Cyclone III (Altera
2012) are installed on the card to handle the signals coming from the whole detector (128
channels, 64 per detection plane): both of them are equipped with a Time-to-Digital Converter
(TDQ) for the time measurement.

A third FPGA (Altera StratixII GX (Altera 2009)) is finally installed on the card to handle the
processed data collection and the communication with the acquisition system, described in
section 3.1.5, via a 3 Gbit/s link.

The ASIC has been developed in three versions, and the cards have been optimized during the
development process and produced in its final version (shown in Figure 3.3a) in the Spring
2017. The 7 cards are now available and the development of the FPGA firmware is ongoing.

More details about the card layout, components and operating principle, as well as a de-
scription of the tests performed during the development can be found in Chen 2017 and Da-
houmane et al. 2012.

3.1.1.2 Scatterer thermal regulated box

The results of the leakage current tests performed on the silicon detectors showed the need of
cooling the detector down to achieve the required performance in terms of noise, which affects
the spatial, time and energy resolutions. The leakage current has been studied in temperature
cycles in the range — 40 — +40 °C, and an overall consistent behavior has been observed both
on N and P strips of the detector. The leakage current slightly increases in the range — 40 - 0 °C,
with values in the range 0 — 8 nA for the analyzed strips, and then drastically increases beyond
0 °C, with peaks of more then 80 nA at +40 °C. The complete description of the performed
measurements and the detailed results can be found in Ley 2015.

A cooling system is needed for the silicon detectors operations: it must be able to keep the
temperature constant and below, at least, 0 °C, preferably around — 20 °C where the leakage
current is more stable in case of small temperature variations. The clinical environment limita-
tions must be considered to design such a cooling system (portability, gas, noise level), as well
as the material budget and the mechanical integration with the other camera components.

The implemented solution consists in the thermal regulated box shown in Figure 3.2b, together
with one of the silicon layers. The size of the box is 490x490x300 mm?, and the structure
is composed of 2 mm of aluminum and three insulation layers of 10 mm of silica aerogel
Spaceloft® (Aspen Aerogels 2011), for an equivalent thickness of 2 mm of silicon (0.7 % of
interaction probability for 1 MeV photons). The cooling is performed via an electric air pump,
which is able to keep the temperature inside the box at — 20 °C with a 400 W heat evacuation
power. The heat power produced by the 7 silicon FE cards in operation must be verified,
but the estimate confirms the effectiveness of the thermal box nominal performance. Once
card and detector will be fully operational, a test will be performed to check the temperature
stability inside the box and possible issues like water condensate/freezing, thermal dilatation,
vibrations.

The FE cards and the silicon layers are fixed inside the box via a mechanical support designed
and produced by the IPNL mechanics group. The support, which ensures a millimeter position
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I/O CONNECTORS

(a) Final version of the scatterer FE card (b) Scheme of the scatterer stack thermal

with the silicon detector layer. The box and internal mechanical support.
main components are highlighted.
Three FPGAs are present on the board,
one (close to the I/O connectors) used
to collect and send the data processed
by the other two. 8 ASICs and 8 ADC
per detector plane surround the sili-
con detector, connected in the center
of the board.

Figure 3.3: Scatterer silicon layers equipment: final version of the FE card (a) and scheme of the
detector integration in the thermal regulated box (b).

accuracy, is fixed on metal rails which allow to easily handle each detector layer. A scheme of
the thermal box and the internal support is shown in Figure 3.3b.

3.1.2 Collimator

The multi-collimated camera is equipped with a multi-slit collimator, with tungsten alloy slabs
(97 % tungsten, nichel and iron for the remaining components - density 18.5 g/cm?) of
1.5x120x170 mm?3. Its design has been extensively studied in Monte Carlo simulations (Pinto
et al. 2014), and it can be easily adapted to different geometrical configurations of the ab-
sorber detector and to various monitoring requirements. In particular, the distance between
neighboring slabs can be modified, as well as the number of total slabs, in order to find the
best trade-off between detection efficiency and spatial resolution; this depends on the distance
patient-collimator, on the required extension of the field of view and on the desired monitor-
ing time. Two identical collimators of 30x14x 17 cm?® have been produced, in order to be able
to set several absorber configurations in the transverse direction (extended version along the
beam axis or in the perpendicular direction). In Figure 3.4a a picture of the tungsten collima-
tor is presented, while in Figure 3.4b we show a schematic view of a possible multi-collimated
camera configuration.
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(a) Multi-slit tungsten collimator. (b) Scheme of the multi-slit collimated
camera configuration.

Figure 3.4: Tungsten collimator and its setup in the multi-slit collimated camera. Two identical
collimators are available, with 1.5x120x170 mm? tungsten slabs and a pitch of 5.5 mm.
The two tungsten multi-slit collimators are placed in front of a 6x5 Bismuth Germa-
nium Oxide - Bi;,GeO,, (BGO) block absorber setup in its mechanical support (see
section 3.1.3). Both the single collimator setup (size and pitch) and the two collimators
configuration can be easily modified to adapt the system to specific applications.

3.1.3 Absorber

The Compton and multi-collimated camera absorber was initially conceived as a very large
surface plane composed of 96 BGO blocks recovered from a dismantled PET system HR+ by
SIEMENS, documented in (Adam et al. 1997; Brix et al. 1997).

BGO is one of the most used scintillators for gamma detection applications, thanks to a fair
energy resolution and an optimal gamma detection efficiency, given the high effective atomic
number (75) and high density (7.12 g/cm®) (Elftmann et al. 2015) which maximize the
photo-electric probability. Moreover, the absence of internal radioactivity which characterizes
other scintillator materials employed in the same field (i.e. Lutetium-Yttrium OxyorthoSili-
cate - Luy(;_y) Y9,SiO5 (LYSO), Cerium-doped Lutetium OxyorthoSilicate - Lu,SiO5 (Ce) (LSO)),
makes it suitable for low noise detectors, required by a Compton camera to reduce the amount
of random coincidences, one of the main sources of background for the application in ion
beam therapy monitoring (Ortega et al. 2015). As highlighted in (Hueso-Gonzdlez et al.
2015a), LYSO and LSO show overall better performance with respect to BGO for what concerns
mainly energy and time resolution, due to an about 4 times higher light yield, but the gap is
reduced for the detection of gamma rays in the prompt-gamma energy range (especially be-
yond 1 MeV). The limited cost of BGO with respect to LSO and the comparable performances
in the prompt-gamma energy range make it an optimal solution for prompt-gamma camera
prototypes, provided fast timing and spectroscopy are not the main requirements.

Each BGO block composing the gamma camera absorber has an area of 3.5x3.8 cm?, with a
thickness of 3.0 cm. The mono-block BGO crystal is streaked in a 8 x8 pseudo-pixel matrix;
a reflecting material is inserted between the pseudo-pixels to improve the light collection
and optimize the spatial information accuracy via pixel separation. The read-out is achieved
via four Photo-Multiplier (PM) tubes per block, composing a quartet, coupled to the block
back surface. Thanks to the internal streaked structure of the block, the scintillation light
is shared between the four PMs depending on the pseudo-pixel where the interaction takes
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place (in case of multiple interactions more than one pseudo-pixel can be involved). The
streaks have a different thickness according to their position in the block: they fully cover
the block thickness on the block borders and they progressively shorten towards the block
center, with a mono-block structure in the central block section on the entrance face. Note
that the crystal dimension and streaked structure were optimized by the manufacturer for the
detection of 511 keV photons, therefore it is not a priori obvious that such blocks could keep
their performance above 1 MeV. The reconstruction of the position of interaction is done via
Anger logic, i.e. with a center of gravity calculation.

The whole set of recovered blocks was supposed to undergo a “reconditioning” process, in-
cluding the PM removal, the crystal back surface polishing with diamond-based abrasive tool,
the single PMs gain characterization and grouping in quartets with similar gains, the final
re-coupling of the PMs and block shielding.

A set of “reconditioned” blocks has been tested with the method described in section 3.2 and
their performance has been compared to a set of original blocks. An overall degradation of
the detection performance has been verified on all the tested “reconditioned” blocks, which
showed lower amplitude output signals probably linked to a reduction of the collected scintilla-
tion light. Various correction methods have been tested, with unsatisfactory results. According
to the outcome of these tests, summarized in Sandjong et al. 2017, the collaboration finally
opted to adapt the camera design for the use of original, “non-reconditioned” BGO blocks.

Thirty original blocks are now available to compose the absorber detector. In addition to the
already presented features, it must be noticed that the lateral faces of the original blocks, as
well as the half of the PM length, are covered with a reflecting material which ensures the
complete collection of the scintillation light. This is probably a component which was not
well reproduced during the reconditioning process. The whole structure is then protected by
a 1 mm thick aluminum foil, which also isolates from external light contamination.

Figure 3.5a shows one BGO block before the coupling to the PM quartet: the streaked structure
is clearly visible, as well as the white reflecting material separating the pseudo-pixels and the
one surrounding the block lateral sides. As mentioned, the same material also covers part of
the photo-multiplier tubes, as shown in picture 3.5b, where the four PMs are glued to the block
back surface. The described aluminum cover is visible in Figure 3.5¢, while in Figure 3.5d a
scheme of a block together with the related PM quartet is given. The spatial reconstruction
logic is also reported in the same figure.

3.1.3.1 Absorber front-end and read-out cards

A custom front-end card has been designed and produced by the LPC research group Ap-
plication et Valorisation des Interactions Rayonnements-Matiére (AVIRM) and is used for the
read-out of each BGO block. The card is equipped with four voltage modulators which divide
the provided high voltage on the four PM tubes. The voltage sent to each PM can be tuned via
screw-potentiometers on these modules. A + 5 V low voltage is applied to the cards as supply
for the differential amplifier modules, one per PM. Differential output channels are used to
send the PM signals to the read-out card, called Analog Sampling Module (ASM) board, via
flat cables. A picture of the FE card is given in Figure 3.6a. To be noticed that four analog out-
put channels have been added on some cards in order to allow laboratory tests with a signal
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(a) BGO block with its pseudo-pixel inter- (b) BGO crystal coupled to PM quartet and

nal structure. The block is in “poor” covered with white reflecting mate-
state after the uncoupling from the rial.
PMs.
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(c) BGO complete module with aluminum (d) Scheme of a BGO block and its spatial
cover. reconstruction logic.

Figure 3.5: Components of an absorber module and its working principle.
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4 analog outputs have been added for tors. Each board performs the read-
test purpose. out of 6 blocks.

Figure 3.6: Absorber read-out electronics: FE card (a) and ASM board (b).

treatment based on standard electronics modules, as described in section 3.2. These outputs
retrieve the signal before the differential amplification stage, so that the low voltage supply is
not needed for this read-out configuration.

The PM signals amplified by the FE card (differential outputs) are received by the ASM
boards. Developed by the LPC AVIRM group, it is based on the VERSABUS Module Eurocard
(VME) standard and designed for the application in the Détecteur Pixélisé de Grande Acceptance
(DPGA) PET system, equipped with LYSO mono-crystals, grouped in quartets and read-out by
the same FE card described above. The adaptation to the gamma camera application, so that
for the BGO modules signal treatment, involves only the firmware part. Each board has 24
differential inputs and it is so able to read the signals from 6 BGO blocks; a total of 5 boards
are then needed for the complete read-out of the gamma camera absorber (30 blocks). The
incoming signals are treated by three intermediate cards equipped with a Domino Ring Sam-
pler (DRS)4 chip (Ritt 2009), designed and developed at the Paul Scherrer Institut, Villigen,
Switzerland (PSI), with 8 sampling channels at a maximum frequency of 5 Giga Sample Per
Second (Gsps) (200 ps period) for 1024 samples, and an ADC 12 bit-20 MHz module. The
sampling frequency of the DRS4 can be modified to fit with the specific application: in par-
ticular, the BGO blocks produce wider signals with respect to the LYSO crystals of the DPGA,
therefore the sampling is reduced to 1 GHz for our application. A FPGA Altera Cyclone IV
GX (Altera 2015) receives and handles the digital outputs of the three intermediate cards and
is in charge of sending the data to the acquisition system via a 3 Gbit/s optical link. The
FPGA also governs the generation of the pre-trigger signal which is sent to an auxiliary board
called Trigger et HORloge (THOR) in order to start the acquisition of the gamma cameras, as
detailed in section 3.1.5.

During the development of the final camera acquisition system based on the Micro Advanced
Telecommunications Computing Architecture (u-TCA) equipment, which required a dedicated
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(a) Altera development card for the ab- (b) Example of acquisition software inter-
sorber BGO detectors. face for the absorber ASM card ac-
quisition based on the Altera devel-
opment card. The interface shows the
collected raw signals from each PM of
a maximum of six blocks (correspond-
ing to 24 channels, read-out by one
single ASM board).

Figure 3.7: Details of the temporary absorber acquisition based on the Altera development card.

firmware development ad testing process, a temporary acquisition system has been set for the
absorber BGO blocks, mainly dedicated to the test and characterization of the ASM boards. It
is based on a commercial development card, provided by Terasic (Altera University Program),
equipped with an FPGA Altera Cyclone V (Terasic 2015). The FPGA card can be programmed
for the needed tasks, and it is directly connected to an acquisition PC via Ethernet cable. Three
High-Speed Mezzanine Card (HSMC) connectors allow for the connection to an expansion
board SFP-HSMC (Terasic 2009), again by Terasic, provided with a second FPGA and with
optical fiber input/output connectors for the interface to the ASM boards. A single optical
input is configured for this acquisition setup, with the firmware developed by the AVIRM group
in LPC and adapted at the IPNL; one single ASM card can be connected to the board, so that
a maximum of 6 BGO blocks can be read-out at the same time. A picture of the development
card connected to the mezzanine is given in Figure 3.7a. Figure 3.7b shows an example of the
user interface and data visualization of the C++ based acquisition software developed and
provided by the AVIRM group.

3.1.3.2 Absorber mechanical support

A first mechanical structure for the absorber detector was initially conceived by the LPC group
in order to hold up to 100 modules, foreseen by the original camera design. The reduction of
the number of available blocks caused by the “reconditioning” process failure made necessary
an adaptation of such a support. The new design has been carried out by the mechanics group
of the IPNL in order to be compact and flexible in terms of detection modules setup. Figure 3.8
displays both a picture and a scheme of the absorber configuration with its mechanical support.
The two lateral sides are built with Poly-Methyl-Metacrylate (PMMA) boards connected by
metal bars, and the BGO blocks can be arranged in up to 5 rows of variable size, ranging from
3 to 7 blocks. Each block row is supported by a thin metal foil, designed to reduce at minimum
the blocks separation and to respect the original ring geometry deriving from the SIEMENS
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(a) Picture of the absorber detector in its (b) Scheme of the absorber detector with
mechanical support. its mechanical support.

Figure 3.8: Absorber front view with the BGO block lines arranged in the mechanical support (a).
Scheme of the BGO absorber with its mechanical support (b).

PET system. The blocks composing a row are then laterally pressed via two screws on the two
sides of the structure, which can also be used to adapt the relative row position horizontally.
On the back side, a metal bar is added to avoid undesired movements, and the FE cards are
fixed with plastic pillars. The realized support results to be versatile, compact and adapted to
the prototype tests for both the Compton camera (where a squared setup is preferred) and the
multi-collimated one (where the collimator geometry must be fit by the absorber geometrical
configuration).

3.1.4 Beam tagging hodoscope

A beam tagging hodoscope is being developed in parallel to the two gamma cameras, mainly
for background rejection and reconstruction optimization purposes. As already mentioned,
the detection of prompt-gammas (with mechanical or “electronical” collimation), is affected
by the presence of other secondary particles produced during the ion beam irradiation, mainly
neutrons. This background source can be efficiently identified and reduced by applying TOF
selection windows to the data acquisition. The TOF measurements can be performed using
the accelerator radio-frequency signal as reference for cyclotron accelerators, while a direct
beam detection results to be more accurate for synchrotron-based treatments. An auxiliary
detector is then needed before the beam interaction in the patient.

The CLaRyS hodoscope prototype is designed to provide space and time information about
the incoming primary beam, particle by particle or bunch by bunch, depending on the beam
intensity and detector efficiency and rate acceptance which must be characterized. In addi-
tion to the already explained use of the time information, a space primary particle tagging
can be used to improve the reconstruction accuracy and constraint the possible reconstructed
emission vertex in case of analytic reconstruction approach for both the multi-collimated and
Compton cameras (see chapter 2).

The detector under development is based on squared 1 mm? polystyrene scintillating fibers
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BCF-12, 140 mm in length, provided by Saint Gobain (Saint Gobain 2017). A picture of the ho-
doscope on its mechanical support (detailed in the following) is presented in Figure 3.9. The
fibers are arranged into two perpendicular planes for a two-dimensional spatial information:
each plane is composed of 128 fibers, for a total active area (for 2D measurements in coinci-
dence) of 128 x128 mm?. The active detector surface is completely covered with black tape,
which shields from external light. The scintillation light produced in the fibers by a ionizing
particle depositing energy is transported to the read-out system via FORETEC optical fibers
(1.55 cm diameter, 1 m length), which are connected to the scintillating fibers thanks to a
custom mechanical support and to a proper gluing process (see Figure 3.10a). Each scintillat-
ing fiber is read-out on both sides to optimize the detector efficiency and to improve the time
resolution, which does not depend on the interaction position along the fiber with this con-
figuration; the total number of read-out channels is then 512. The signal read-out is ensured
by 8 multi-anode PMs Hamamatsu H8500 (Hamamatsu 2006) shown in Figure 3.10c. The
optical fibers are connected to the PM anode surfaces through a plastic custom mask, shown
in Figure 3.10d. The PMs are equipped with custom black boxes which operate as mechani-
cal support and external light protection (see Figure 3.10a). In order to provide further light
isolation, the whole PM boxes are covered with black tape.

The optical fibers are connected to the 8 PMs with a logic aiming to increase the maximum
counting rate. 4 PMs are dedicated to the read-out of the horizontal fibers, and 4 to the vertical
ones, and the neighboring fibers are connected to different PMs. An active area of 4x4 mm?
on the two planes is then read-out by all the 8 PMs. Moreover, the two sides of the same
scintillating fiber are connected on the same PM. This fiber connection logic also improves the
detector robustness; in case of problem on one PM, only 1 mm each 4 mm is lost on a single
plane, so that the detection of the beam is still possible on the whole active area.

Each PM is connected to a single custom FE card. The hodoscope FE cards have been devel-
oped by the IPNL electronics group: their design is described in section 3.1.4.1. 8 FE cards are
then used for the read-out, and the collected data are sent to the acquisition system described
in section 3.1.5.

3.1.4.1 Hodoscope front-end card

The hodoscope is designed to tag in space and time the incoming beam ions, so that the signal
read-out must be optimized to provide accurate time measurements and a high detection rate
acceptance, with reduced dead time and detection efficiency close to 100 %. In particular, the
design requirements include a maximum counting rate acceptance of 10® Hz per detection
plane, with a time resolution of 1 ns (Krimmer et al. 2014). The hodoscope FE card shown
in Figure 3.11a has been developed by the IPNL electronics group to fulfill the listed require-
ments. The Hamamatsu PM is connected to the 64-channel connector (4 connectors of 16
channels each) and two custom ASICs are dedicated to the data first treatment (32 channels
each).

A first version of the FE ASIC has been developed in 2012 by the group Micro-électronique
RHoéne AUvergne (MICRHAU) for the read-out of 8 channels (designed for the 32+32 fiber
hodoscope prototype described in section 3.1.4.3). The input part is composed of a current
conveyor, and the output one has two sections: a current discriminator and a charge pre-
amplifier for the charge measurements in test mode (Deng et al. 2012, 2013). In addition,
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Figure 3.9: 1284128 scintillating fiber hodoscope on its 2-dimensional moving stand.

the ASIC gain can be tuned channel by channel, so that the response of each PM output channel
can be fine tuned with respect to the others.

The second version of the ASIC includes all the features of the first version, with the addition
of a TDC based on a 160 MHz clock for a more accurate time tagging of the detected events.
Moreover, a Delay Locked Loop (DLL) is installed to divide the main clock in 32 intervals:
for each event, the DLL state is stored in a 32 bit register and then encoded in a 5-bit Gray
decoder. As a result, the TDC has a 6.25 ns dynamics, with a sampling step of 195 ps and a
time resolution of 58.8 ps RMS, for a maximum accepted rate of 10® Hz (Deng 2012).

The third and final ASIC version, called HODOPIC, is adapted to the big size hodoscope (512
read-out channels), with the extension to 32 channels and with the TDC implemented on the
second version. An external ADC is used for the charge measurement in test mode for a single
channel, selected via slow control. All the ASIC outputs are sent to a FPGA installed on the
card for the actual time measurement and data decoding. The FPGA finally handles the data
transmission to the acquisition system, depending on the card version.

A first card has been developed to test the first ASIC version with the 32+32 fiber hodoscope.
It is based on a FPGA Altera Cyclone III (Altera 2012) and on 9 ASICs, with a LabVIEW acqui-
sition. A single card is enough for the read-out of the complete small hodoscope prototype.
This first setup has been tested on beam at Grand Accelerateur National d’Ions Lourds, Caen,
France (GANIL) and Heidelberg Ion Therapy Center, Germany (HIT), and a sub-ns time reso-
lution has been verified, together with the expected 1 mm spatial resolution on the two fiber
planes and an efficiency of more then 90 % at a 10° acquisition rate.

The second prototype of the card, shown in Figure 3.11a, has been adapted to the 512-channel
hodoscope described in the previous section and to the gamma camera acquisition system
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Figure 3.10: Details of the scintillating fiber hodoscope setup.

(a) Hodoscope FE card. (b) Hodoscope mechanical support scheme.

Figure 3.11: HODOPIC board (a) and scheme of the beam-tagging hodoscope two-dimensional
moving stand (b).
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described in 3.1.5: each card has two HODOPIC ASICs, 32 channels each, so that it is designed
for the read-out of a single 64-anode PM. 8 cards are then needed for the read-out of the
whole hodoscope. This version is based on a FPGA Altera StratixIl GX (Altera 2009), and
the connection to the acquisition is ensured by a 3 Gbit/s optical link. 4 digital input-output
channels are installed for test and validation purpose, together with an Ethernet port.

Further details about the different card versions and the applied validation tests can be found
in Chen 2017.

The hodoscope card firmware has been developed in 2017 and tested in simplified versions
on beam, as detailed in chapter 6.

3.1.4.2 Hodoscope mechanical support

The beam tagging hodoscope is set between the beam nozzle and the patient and requires a
dedicated mechanical support. In order to profit from the large active area and to be able to
remotely control the hodoscope position in the beam transverse plane, the detector is mounted
on a 2-dimensional moving table (see the picture in Figure 3.9), which also supports the FE
cards. Detector and FE cards are then integral and translate together. A scheme of the moving
table is given in Figure 3.11b.

The 2-axis table is provided by Beijing Winner Optical Instruments; it is composed of two
motorized linear stages, connected via a right angle bracket. The two stages have a moving
range of 30 cm each and the stepper motors have a step resolution of 20 pm. The employed
motor controller is a Newport XPS-Q8 (Newport 2017), equipped with 8 channels for the
simultaneous control of a maximum of 8 motors. The movements are steered with an online
interface or with a LabVIEW-based program, which will be integrated in the final setup of the
slow control software under development with the cameras.

3.1.4.3 Small hodoscope prototypes

Before the production of the large active surface hodoscope prototype described in sec-
tion 3.1.4, two smaller prototypes have been produced and tested in order to assess the po-
tential of such a kind of detector for the required application. The first and simplest version
consisted of one single scintillating fiber per plane, and the readout was performed with two
PM tubes directly coupled to the scintillating fibers, without optical fibers. A picture of this
prototype is given in Figure 3.12a. This simple version of the detector has been used as a
demonstrator of the basic detection principle.

A second small size version of the final detector has been produced with almost the same
features as the large area prototype but with simplified read-out logic. It is equipped with
two perpendicular planes of 32 1 mm? scintillating fibers each (Saint Gobain BCF-10 (Saint
Gobain 2017)), with a length of 4 cm and a total active area for a 2D read-out of 32x32 mm?.
As in the big hodoscope, the scintillating fibers are coupled to FORETEC optical fibers which
transfer the scintillation light to 4 Hamamatsu H8500 PMs. 16 channels per PM are used, so
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(a) Hodoscope small prototype, 1+1 scin- (b) Hodoscope small prototype, 32+32

tillating fibers. scintillating fibers, connected to the
HODOPIC FE board.

Figure 3.12: Hodoscope small prototypes.

that 2 PMs are dedicated to the horizontal fibers and 2 to the vertical ones, and the signal read-
out is performed on a single side of the scintillating fibers (2 adjacent fibers are read by two
different PMs). As the total number of read-out channels is 64, a single FE card is sufficient for
the whole detector. In Figure 3.12b the 32+32-fiber hodoscope prototype is shown together
with its FE card; 4 connections cables (16 channels each) are used to couple the PMs to the
FE card.

The 32+32-fiber hodoscope prototype has been tested in 2014 on proton and carbon ion
beams (at the GANIL - 75 MeV/u *3C, HIT - protons and carbon ions at various energy, Institut
de Physique Nucléaire d’Orsay, France (IPNO) - 25 MeV protons) with the first version of the
FE card (see section 3.1.4.1): an efficiency of more than 90 % has been retrieved, with a time
resolution of 1 ns FWHM (timing measurements performed with respect to the accelerator
high frequency signal). Some more details about this beam tests results are given in chapter 6.
The final version of the FE card has been also tested with this detector, and the test description
and results are presented in chapter 6.

3.1.5 Camera acquisition system

The TOF gamma cameras developed by the CLaRyS collaboration are composed of various
detection sections: beam tagging hodoscope and BGO absorber for the multi-slit collimated
camera, with the addition of the silicon scatterer stack for the Compton camera. The acqui-
sition system must be able to handle the data flux from the different components, for a total
of 20 FE cards (7 for the silicon scatterer, 8 for the hodoscope and 5 for the absorber), select
the events according to the chosen trigger logic and create and send the data packets with the
right format to the acquisition PC.
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The system is based on the w-TCA standard; originally conceived as an adaptation of the
Advanced Telecommunications Computing Architecture (ATCA) systems used in the telecom-
munication field for high-flux data transfers, it is employed for relatively simpler tasks and
adopted in the particle physics domain since less than ten years (Abellan et al. 2013; Ca-
chemiche et al. 2012). A standard w-TCA crate equipped with a p-TCA Carrier HUB (MCH)
(shown in Figure 3.13a) is used as general purpose support for the Advanced Mezzanine
Card (AMC), which is the section adapted for each specific application. An AMC40 has been
developed for high energy physics applications, in particular for the Large Hadron Collider
beauty (LHCb) experiment at Conseil Européen pour la Recherche Nucléaire, Geneva, Switzer-
land (CERN), and has been adapted for the gamma camera acquisition system by the CPPM
research group (see Figure 3.13b). This card includes a FPGA Altera Stratix V (Altera 2016),
24 optical inputs at 4.8 Gbit/s and 12 at 9.6 Gbit/s, a 1 Gbit/s Ethernet output for the connec-
tion to the acquisition PC. In addition to the u-TCA based components, two intermediate cards
in VME format complete the acquisition system. The so-called THOR cards (see Figure 3.13c),
developed in VME format at LPC in parallel to the ASM card, are used to generate and share
the clock signal (40 MHz) common to the whole electronics cards for synchronization purpose
(first card) and to govern the pre-trigger and trigger signals (second card) as explained in the
following.

For both cameras, the acquisition starts in case the absorber section detects an interaction:
the ASM involved card deals with the creation of a pre-trigger signal, which corresponds to
the digital output signal and contains a time stamp (see the ASM card description in sec-
tion 3.1.3.1). The pre-trigger is sent to the THOR card that governs its sending to the AMC40
card. To be noticed that the ASM card should in principle be able to handle both pre-trigger
and data packets, but for this first prototype, the THOR card enables one to avoid conflicts in
the ASM card signal handling. The acquisition process is easier and safer with the THOR card
interaction.

In the multi-slit collimated camera, the pre-trigger signal directly operates as a trigger validat-
ing the data collection from absorber and hodoscope. In the Compton camera, the AMC40
receives the pre-trigger from the THOR card and sends it to the scatterer FE cards, which ex-
plore their buffer looking for events in the coincidence time window; if a coincidence is found,
a trigger signal is generated by the scatterer FE card and sent to the acquisition system, which
then starts the data read-out from all the detectors. A simplified graphical overview of the
complete acquisition system and logic is given in Figure 3.14.

The AMC40 card makes use of a buffer for each FE card of the three detector sections, where
the collected data are stored until the creation of packets of the selected size to be sent to
the acquisition PC. The data transfer is achieved via a 1 Gbit/s Ethernet link, and the chosen
standard is the User Datagram Protocol (UDP). The data format has been frozen at the camera
conception stage and slightly modified following the electronics developments; it is deeply
described in the appendix A, which also reports the expected data flow obtained in previous
simulation studies.

In addition to the already explained functions, the u-TCA is also in charge of handling the slow
control signals for the configuration of the detector FE cards. The chosen format is in this case
the Transmission Control Protocol (TCP), which is more reliable and ensures a feedback in case
of communication failure. The possible slow control signals are detailed in appendix A.
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(a) p-TCA crate with the AMC40 board. (b) AMC40 board.

(c) THOR card.

Figure 3.13: Acquisition system components: u-TCA crate (a), AMC40 board (b) and THOR card
(o).
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Figure 3.14: Schematic view of the Compton camera acquisition system. For the multi-collimated
camera, the trigger and pre-trigger signals are the same.

3.1.6 Camera acquisition, monitoring and slow control software

The UDP data packets sent by the u-TCA acquisition system via Ethernet link are received by
the acquisition PC thanks to a C++ based acquisition software, developed at the IPNL. The
software decodes the data packets and builds the events by grouping the data from the two
(for the multi-slit collimated camera) or three (for the Compton camera) detection sections ac-
cording to the time stamp. During the decoding process, the software also verifies the received
data format and can highlight problems in the data encoding by the p.-TCA; this feature is used
during the test phase to check the functionality of the AMC40 firmware. The reconstructed
events are then stored in binary files with the structure presented in appendix A. The data
file size can be selected by fixing the number of events stored per run in the acquisition run,
knowing that each event can be composed by a slightly variable number of bits, according to
the amount of detector modules involved. The file collection corresponding to the same run
will be then grouped at the analysis stage. The number of events per file must be tuned taking
care of the available Random Access Memory (RAM) (32 Gb), where the data are temporarily
stored before the writing process on the hard-disk. In Figure 3.15a the minimal graphical
interface developed for the acquisition software is shown.

A monitoring software has been developed in order to have a direct real-time feedback on
the camera data acquisition. The software can show some information about the ongoing
data collection, and it is at present designed to work on a single detector section (hodoscope,
scatterer or absorber) or for the coupled acquisition of absorber and hodoscope (collimated
camera). It is based on ROOT (Brun et al. 1997) with the following working logic: during
the acquisition, it continuously searches for new data files in the storage folder, and analyses
in the desired way a selected number of events per file, directly from the binary format. An
example of the visualized output for an hodoscope monitoring is shown in Figure 3.15b. This
picture corresponds to an acquisition performed during a beam test at the Centre Antoine
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Figure 3.15: Software tools: user interface of the acquisition C++ software (a) and example of
the ROOT (Brun et al. 1997) monitoring software visualization for the beam tagging
hodoscope 32+32 fiber prototype.

Lacassagne, Nice, France (CAL), where the 32+32-fiber hodoscope has been tested, together
with the monitoring software. More details about the beam tests are given in chapter 6.

As mentioned, the present version of the software is not yet adapted to the monitoring of the
whole Compton camera, even if it can handle the three detector components with minor modi-
fications. In addition to this, it is not automatically synchronized with the acquisition software,
and not optimized in terms of needed calculation time. In the next future the planned upgrade
will slightly modify the working logic by directly connecting the monitoring to the acquisition:
the acquisition software will automatically send a selected fraction of events to the monitoring
output during the acquisition, so that the search for data files would not be anymore neces-
sary. This will drastically reduce the monitoring dead time and calculation time, achieving an
actual online control.

Acquisition and monitoring software has been tested thanks to a data simulator developed in
C++, which is able to create data UDP packets with the correct format and send them on the
same Ethernet port used for the data collection, simulating a server-client communication.

As mentioned in section 3.1.5, the u-TCA handles both the data collection and transfer and
the slow-control of the whole system, including the configuration of all the electronics cards
(discriminator thresholds, channel gains, ASIC reset signals, working mode, etc.) and the read-
out of the feedback signals. The development of the slow-control software is ongoing at the
IPNL: it is designed in LabVIEW and includes all the needed controls in a single user interface.
A dedicated PC is foreseen for this task, connected to the u.-TCA via TCP protocol. The slow-
control software will also govern the high and low voltage suppliers for the detectors and
acquisition electronics boards, the scatterer thermal box temperature setup and control, the
steering of the 2D positioning table dedicated to the hodoscope, and the steering of the camera
moving table, described in the next section. All the listed instruments will be connected to a
patch panel, and a local network will be created for the camera equipment.
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3.1.7 Camera integration and mechanical support

In order to setup the two camera configurations (multi-slit and Compton), the described com-
ponents, together with the related mechanical supports, must be assembled in an integrated
system, with the exception of the beam tagging hodoscope which has its own dedicated me-
chanical support, being placed between the beam nozzle and the target. A general mechanical
structure is then needed to support the camera; it is required to be movable, as compact as
possible but at the same time robust and large enough to support absorber and scatterer (or
collimator), for a total maximum weight of about 100 kg. In addition to this, it should be
possible to remotely control the position of the various camera components in order to adapt
their position in 3D with respect to the beam line and to the target. The present system is not
dedicated to clinical operation. However, it should cope with a versatile use with horizontal
beams, including the use with anthropomorphic phantoms at clinical accelerators.

The realized solution is shown in Figure 3.16b. It is composed of two sections: a positioning
table on wheels, designed and provided by Rose & Krieger, equipped with 4 telescopic feet,
and a 4-axis moving table installed on it, developed by Kinetic System. The wheels allow to
first position the camera, and the 4 telescopic feet are used to regulate with 1 mm precision
the whole system height, in the range 630 — 1280 mm from the ground, to be adapted to
the specific beam line. The feet are expected to be able to support a maximum weight of
150 kg. The telescopic feet are not connected to the slow-control but are controlled by a
remote controller on the table itself. On the top surface of the table, 1200x750 mm?, the
4-axis moving table is fixed and allows to adapt the camera position in 3D (distance camera-
target, height, direction parallel to the beam line) with a 100 um resolution and a range of
40 cm. In addition to this, a fourth axis allows to adjust the distance between the two detector
components in the direction perpendicular to the beam line, in a range of 30 cm (to be noticed
that this range is reduced by the size of the scatterer thermal box). The four axes are connected
to the positioning table patch panel, which is directly controlled by the slow-control program
in LabVIEW. Finally, a further manual control allows to rotate the whole system with respect
to the table axis, in a range of & 10 degrees.

In Figure 3.16a we present the mechanical scheme of the complete positioning table, with the
Compton camera installed on it.

In Figure 3.17 we show a view of the three detectors composing the Compton camera, with one
scatterer layer installed in the thermal box and the absorber mounted on the positioning table,
and the beam tagging hodoscope on the right side on its dedicated mechanical support.

3.1.8 Data analysis and image reconstruction

All the data collected at the detector characterization stage (in standalone working mode) are
analyzed via ROOT (Brun et al. 1997) and Python custom developed codes. Further details
are given in section 3.2, where the performed characterization measurement on the three
detector section are described. Concerning the data analysis for the complete systems (multi-
collimated and Compton camera), automatic ROOT-C++ based programs will be developed
in order to achieve an online data treatment for both tests and clinical application purposes.
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(a) Schematic view of the Compton cam- (b) Gamma camera position table.
era integration on the positioning ta-
ble.

Figure 3.16: Details of the gamma camera integration and mechanical support.

Figure 3.17: View of the Compton camera assembly with the beam tagging hodoscope on the devel-
oped mechanical supports.
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The raw collected data samples must be adapted to the image reconstruction codes, needed
to retrieve the final image for both camera configurations.

The multi-collimated camera is designed to provide 1-D information about the prompt-gamma
emission distribution along the beam direction: the required data treatment is then relatively
simple, and based on the chosen geometrical configuration of collimator and absorber. The
detected events are spatially assigned to the BGO block pseudo-pixel where the gamma in-
teraction took place, by means of center of gravity calculation with the four signals provided
by the involved block and then with an automatic algorithm developed for test purposes and
detailed in section 3.2.2.3. Knowing the block position within the whole absorber setup, the
prompt-gamma emission profile can be reconstructed assuming a photon path perpendicular
to the absorber entrance face. This simple approach can be refined thanks to the spatial in-
formation given by the beam tagging hodoscope. The detected beam position can constrain
the reconstructed emission position to a point, so that a 3-D emission profile can be obtained.
This solution is being explored to improve the reconstruction performance of the algorithm
presently available for the camera.

Concerning the Compton camera, the image reconstruction requires the detection of coinci-
dences in the scatterer and absorber sections: position and deposited energy information in
the two detectors allow for the reconstruction of the emission cone via Compton kinematics,
as explained in details in chapter 2. The photon emission profile (prompt-gamma for the
ion beam therapy application, gamma emitted by the radio-tracer for the nuclear medicine
approach) is then obtained via the overlap of several reconstructed cones. As described in
chapter 2, analytic and iterative algorithms have been proposed and developed to reconstruct
the final image given by a Compton camera, which intrinsically transport a 3-D information.
In particular, the image reconstruction of the CLaRyS Compton camera relies on a line-cone
analytic algorithm based on back-projection and on the code developed by the CREATIS group
for the iterative method (Hilaire et al. 2014; Lojacono et al. 2013; Maxim 2014).

The analytic line-cone reconstruction is only applicable in ion beam therapy monitoring and is
based on the intersection of each reconstructed emission cone with the beam direction infor-
mation given by the beam tagging hodoscope. This method assumes that the prompt-gammas
are generated along the beam path, considered as a straight line, and limits to two points the
possible emission position for each detected event. The overlap of several events will then
allow for the emission distribution definition in 3-D. The Compton camera performance has
been tested for the application in ion beam therapy monitoring, and this reconstruction code
has been employed to treat the simulated data: the results are given in chapter 4, where we
usually refer to this reconstruction method as “line-cone”.

The iterative algorithm is called List Mode-Maximum Likelihood Expectation Maximization
(LM-MLEM) and is able to include in the calculations the space and energy resolution of the
involved detectors, leading to the reconstruction of a 3-D image. It requires the definition of
a reconstruction volume, which is divided in a given number of voxels, and the list of coinci-
dence events. Starting from the simple event back-projection, it defines the probability that a
given photon detected in the Compton camera has been emitted from the voxels in the defined
volume. For every iteration, this probability is re-computed taking into account the results of
the previous iteration, converging to the most likely emission distribution. The number of
iterations is fixed by the user and must be a trade-off between reconstruction accuracy and
calculation time. This method has been used with ion beam therapy monitoring simulated
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data (see chapter 4), as well as for the reconstruction of point-like sources simulated for the
application of the camera in nuclear medicine, presented in chapter 5. To be noticed that,
concerning the reconstruction of prompt-gamma emission distribution in ion beam therapy
application, the spatial information about the beam given by the beam tagging hodoscope is
still not included in the employed version of the code. An upgrade is under study and is at
present at the preliminary test stage.

3.2 Camera component characterization and development status

As detailed in the previous sections, the CLaRyS TOF gamma cameras are equipped with var-
ious detector components with very different features. Each part must be separately studied
in order to characterize its behavior and allow the final camera integration and operation.

I mostly worked on the beam tagging hodoscope and on the BGO absorber, and in the next
paragraphs the performed measurements are described in details. Concerning the scatterer
stack, the results achieved before the beginning of my PhD thesis are briefly described for the
sake of completeness.

The results presented in this section also introduce the following one (3.3), where all the
development steps still needed for a clinical implementation of the cameras are explained.

3.2.1 Scatterer silicon layer characterization

The 7 DSSDs selected for the application in the Compton camera system among the 10 pro-
vided by the producer have been characterized in terms of leakage current. The measurements
have been performed by colleagues before the beginning of my PhD thesis. The extended de-
scription of the employed test-bench, the performed tests and the results are presented in Ley
2015.

The leakage current is an evaluation of the systematic uncertainty expected on each read-out
channel, corresponding to a background current detected without an energy deposit in the
depletion region. The 7 layers have been tested at the complete depletion voltage of -750 V
with a test-bench developed at the IPNL specifically for these measurements. It is composed of
a custom electronics card which is used to supply the detector with the depletion voltage and
to the current read-out via the connection to a nano-ammeter (Nuclear Instrumentation Mod-
ule (NIM) module with 0.1 nA resolution). Moreover, temperature variations in the range —40
— +40 °C have been applied with an automatic system, with the detectors and read-out card
placed in a temperature programmable chamber Weiss WTL 64 (WeissTechnik 2017). The
temperature variations, the channel selection and the data acquisition are handled by a Rasp-
berry Pi. The temperature step has been fixed to 5 °C. Finally, temperature cycles have been
carried out in order to study the detector response to rapid temperature variations and the
time required to stabilize the leakage current at the working temperature, with temperature
steps between —-20 °C (working temperature) and +25 °C (room temperature).

The leakage currents measured at room temperature (+25 °C) are homogeneous on all the
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strips, with some local exceptions. The average detected value is about 20 nA. Concerning the
measurements at —40 °C, the average value for the n strips is close to O nA, while a current of
3 — 4 nA is still detected on the p strips. On each layer, a maximum of 3 strips show higher
leakage current values; this is acceptable for the final application in the Compton camera.
Moving from —40 °C to +40 °C, the leakage currents respect, on average, the expected trend
defined by equation 3.1 (Spieler 1998).

1,(T) o< T? x ¢ a7 3.1

where I,,(T) is the leakage current as a function of the temperature, T is the temperature
in Kelvin, E the silicon energy gap energy in eV k; the Boltzmann constant (8.617x10° eV
K.

The leakage current is generally stable or is slightly increasing for temperatures below 0 °C,
with values always below 10 nA. Beyond 0 °C, it rapidly increases reaching some tens of nA
at 40 °C, depending on the specific strip. This observation justifies the need of the described
thermal regulated box, which is able to maintain a constant temperature of —20 °C during the
detector operation, placing them in a minimum and stable leakage current regime.

The application of quick temperature variation steps between —20°C and +25°C allowed to
estimate the time required by the detector to re-establish the working regime with minimal
leakage current. When moving from —-20 °C to +25 °C, the leakage current increases rapidly
up to the values already detected during the slow temperature variations, with a transition
time of the order of less than ten minutes. Approximately the same time is required to stabilize
the leakage current after the cooling down to —20 °C.

In addition to the described leakage current measurements carried out with the 7 10x10 cm?
DSSDs, a small silicon layer prototype (8+8 strips) has been tested with the first version of
the FE card ASIC. The first version of the card allowed for the read-out of 8 channels, so that
the 8 p strips have been characterized with this read-out system, while the n strip data have
been collected with NIM modules. The data treatment has been performed thanks to VME
modules.

The detector has been exposed to Sodium-22 (?2Na) and Cobalt-57 (°”Co) radioactive sources:
the #?Na source, producing two back-to-back 511 keV gammas as a result of the 3" annihi-
lation, has been used for timing measurements in coincidence with a Lanthanum Bromide
(LaBr;) crystal, while the 122 keV photons of the *’Co source are used to characterize the
energy response by photoelectric absorption.

The detected time resolution has been estimated to be in the range 13 — 23 ns FWHM for the p
strips, and between 30 and 80 ns FWHM for the n strips (knowing that the “hole” drift time is
about 3-4 times more than the electron one). The energy resolution is between 10 and 20 %
FWHM for the tested strips. This test also allowed to verify the first version of the card and
move forward with the development of the second and third version at present available for
the final detector.

Thanks to the summarized measurements, a calibration database is available for the 7 silicon
layers, which showed overall stable and acceptable performance. The final version of the card
must be tested in order to check these results, validate the board behavior and move to the first
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detector tests on beam. All the details concerning the next development steps are presented
in section 3.3.1.

3.2.2 Absorber BGO blocks characterization

The BGO modules composing the Compton and multi-collimated camera absorber have been
recovered from a SIEMENS PET system: they have been originally optimized for the detection
of 511 keV photons from positron annihilation, and they have to be tested for the new gamma
detection system, which must be able to deal with photons in the prompt-gamma energy range,
i.e. from about 100 keV to approximately 10 MeV.

Each block must be characterized in terms of spatial and energy response, and the read-out
PMs have to be calibrated to obtain a uniform response on the whole block surface (see sec-
tion 3.1.3 for the detector description). The employed method relies on the work presented
in J. G. Rogers et al. 1994 and Tornai et al. 1994 and on the calibration process described
in Golnik 2015 and Hueso-Gonzdlez et al. 2015a, and has been extended with more refined
features.

The measurements are performed with the irradiation by gamma sources, emitting photons at
defined energies: in particular, we used 511 keV and 1275 keV photons from a 22Na source,
and the two photons emitted by a Cobalt-60 (®°Co) source, at energies of 1173 keV and
1332 keV.

The employed ??Na source is a cylindrical source with an active diameter of 4 mm, and an
activity of about 400 kBq: it has been placed at a distance of about 5 cm from the block
entrance surface, with the center of the source facing the center of the block transverse surface.
The ®°Co source has been installed in a lead cylindrical container (12 c¢cm radius and 35 cm
height), equipped with three different apertures: point-like (2x2 mm?), linear (2x50 mm?)
and square (50x50 mm?). The design of the lead container has been studied in simulation to
ensure the proper radiation protection, and produced according to the specifications defined
by the IPNL mechanics group. The activity of the %°Co source is about 1.7 MBq, and the square
shape has been used to obtain an homogeneous irradiation of the BGO block, with the block
set with the center of the entrance surface corresponding to the source position, at a distance
of 12 cm.

The signals produced by the four PMs of each block are collected via four analog outputs on
the FE card (see Figure 3.6a). The four retrieved signals per event are treated via standard
NIM modules in order to be adapted to the acquisition systems and measurement purposes.

Two different acquisition systems have been used for this characterization work. First, the
PXlIe described in section 3.2.3 with its two flash ADC read-out modules, 8 channels each,
is used for the spatial and energy characterization and calibration of the tested blocks. A
scheme of the acquisition setup for this part of the calibration is given in Figure 3.18. The
raw signals coming from the four PMs are amplified and shaped via NIM modules (quad
shaping bipolar amplifiers), which were fine-tuned via a pulse generator in order to adapt the
amplification factor of each channel (an amplification factor of about 50 has been applied to
the raw signals). The amplified signals are then split in order to be treated for trigger purpose.
The trigger for the acquisition is based on the sum of the four signals, and a fixed threshold
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is applied for background rejection. The employed discriminator provides the logical trigger
signal, which is sent to the trigger input of the ADC modules on the PXI. The four amplified
signals, conveniently delayed, are sent as inputs to the ADC modules on the PXI, together
with the sum signal which is used for experimental verification of the acquisition setup. A
LabVIEW-based acquisition software, developed for this particular application at the IPNL,
provides real time event visualization together with a partial, on-line spatial reconstruction of
the events, and stores them in text files for further analysis. A second threshold can be set at
the software level in case particular selections are needed during the acquisition, otherwise
the event selection is performed at the analysis stage.

22Na/6OCO —
source fL;fr‘;?] r
fan/out

Linear
SUM pul ( .
pulse fan/in
fan/out
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TRIGGER acquisition
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Figure 3.18: Scheme of the spatial and energy characterization test-bench.

Concerning the timing characterization measurements, an eight-channel signal digitizer at
3.2 GS/s has been employed for high time resolution acquisitions. The so-called WaveCatcher,
shown in Figure 3.19a, has been developed by the Laboratoire de UAccélérateur Linéaire, Paris,
France (LAL) in Orsay and the Institut de Recherche sur les lois Fondamentales de U'Univers, Paris,
France (IRFU) in CEA-Saclay, and its features are detailed in Breton et al. 2014. The digitizer
is connected to the acquisition PC via Universal Serial Bus (USB) port, and the data read-
out and storage are performed thanks to a custom acquisition software. The measurements
are based on the coincidence detection of back-to-back 511 keV photons emitted by a **Na
radioactive source, in order to be able to compare the time response of the tested BGO block to
a reference fast timing scintillator. An external trigger is then provided to the WaveCatcher by
treating the BGO block and reference scintillator signals with logic coincidence NIM modules,
after proper discrimination. Further details are given in section 3.2.2.4, while a scheme of the
acquisition setup is given in Figure 3.19b.

3.2.2.1 Space and energy calibration and characterization

The space and energy calibration process is mainly divided into three stages:
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Figure 3.19: Details about the BGO block time response characterization.

¢ PM gain equalization (**Na): the block is irradiated with the ?2Na source and the raw
ADC distributions for the four PMs are retrieved. The upper-energy falloff in the raw
ADC spectra are taken as reference to equalize the distributions. Four energy calibration
factors are extracted and used to the data correction; this correction corresponds to the
PM gain equalization.

* Pixel identification (°°Co): once the calibration factors are extracted thanks to the *2Na

irradiation data, the block is exposed to the ®*Co source. The collected data are analyzed
as in the previous step and calibrated according to the already calculated correction fac-
tors. The energy spectrum, the mono-dimensional spatial projections and the flood map
are produced. The custom algorithm briefly described in the following section 3.2.2.3
has been developed to identify the pseudo-pixel positions on the flood map. It is applied
to the ®°Co irradiation data and the pseudo-pixel position map is stored.

e Pixel energy calibration: the 22Na irradiation data are re-analyzed in this last calibration
step in order to assign each interaction to a single pseudo-pixel according to the pixel
position map obtained with the ®*Co data. Then, the energy spectrum of each pixel can
be produced and the two identified peaks (corresponding to the two photon energies
emitted by the 22Na source - 511 keV and 1275 keV) can be used to equalize the pseudo-
pixel response. The sum of all the pixels spectra produces the block energy spectrum. At
this stage, the ADC channel values are calibrated to obtain the absorbed energy values
in keV.

It is worth noticing that the °Co irradiation is useful for the pixel identification given the high
energy and narrow energy range of the emitted photons. The equalization factors obtained
with the 22Na source irradiation have been verified to be consistent with the ®°Co irradiation
data, as expected. The whole method results to be robust.
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3.2.2.2 Qualitative test of spatial reconstruction accuracy

Specific acquisitions have been devoted to the test of the block spatial accuracy potential. The
detector is expected to be able to locate the collected interaction on the pseudo-pixel grid, but
the possible sub-pixel accuracy can be tested with a collimated source scan of the block surface.
The ®°Co source has been employed for this purpose, with the linear and point-like aperture.
The block has been placed on a moving table with no distance between its entrance surface and
the collimator aperture. The whole surface has been irradiated with horizontal and vertical
movements of 1 and 2 mm per step with the linear collimator aperture. Concerning the point-
like aperture test, only part of the block surface has been irradiated for further verification
of the spatial accuracy results, with horizontal 1 mm step movements of the table in 1 mm
vertically separated lines. The collected data have been calibrated with the factors obtained
with the homogeneous ?*Na irradiation, as explained in the previous section. We present and
qualitatively discuss the results in section 3.2.2.6.

3.2.2.3 Pixel identification and energy calibration algorithm

Subsequent to that gain equalization process, an automatic iterative algorithm has been de-
veloped to identify the block pseudo-pixel positions. Integrated mono-dimensional spatial
projections are computed along rows and columns of the calibrated flood map in order to
derive the peak and valley positions in the distributions with the ROOT (Brun et al. 1997)
methods included in the TSpectrum class and simple analytic calculations. With the resulting
valley positions, a first rectangular grid of pseudo-pixels is initialized. The projection of each
identified pseudo-pixel row (respectively column) is re-analyzed using the same integrated
1-D spatial projections along columns (respectively rows) looking for peaks and valleys as
before. A refined grid is then produced, distorted from the initial rectangular one, and this
process is iterated until a complete 8 x 8 pseudo-pixel grid is obtained.

Once the pseudo-pixels grid is fixed, the maximum of each pseudo-pixel region is automatically
identified with a bin per bin scan in the defined area and its position defines the pseudo-pixel
center relative position in the map.

The event data are then assigned to the pseudo-pixels with the application of the following
process, illustrated in Figure 3.20. The dual pseudo-pixel grid is created rows- and columns-
wise to get the mid points on the pseudo-pixel edges. The even data assignment is then done by
calculating the minimal distance between a column and a row average point with respect to the
reconstructed event and then calculating two outer products, between the vector connecting
the reconstructed point and closest column (row) average point and the vector connecting this
average point to the previous or next one on the same column (row). The sign of the products
defines the column (row) where to assign the interaction. Knowing the relative position of
the interaction point with respect to the two minimal distance points on row and column,
the correct pseudo-pixel is identified. A more simple approach could have been used, using
the search of the minimal distance between the reconstructed event position and the pseudo-
pixels centers, but it proved to be more liable to some assignment discrepancies due to the grid
distortions. These distortions are mainly caused by the detection principle that relies on the
pseudo-pixel separation via reflecting material, and can be corrected in event post-treatment
with the a priori geometrical knowledge of the block pseudo-pixel structure.
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Figure 3.20: Logic for the event assignment to a single pixel. The dual pseudo-pixel grid is displayed:
in white the mid points on the pseudo-pixel edges along rows (middle of lines in vertical
direction), in red along columns (middle of lines in horizontal directions). The sign of
the outer products detailed in the legend are used to define the column and row (so
that the pseudo-pixel) where to assign the reconstructed event.

3.2.2.4 Time response characterization method

The test-bench for the time response characterization has been set as shown in Figure 3.19b.
A Barium Fluoride (BaF,) mono-block scintillator, read-out by a single photo-multiplier tube,
has been used as reference detector. Its excellent time resolution makes it suitable for relative
timing measurements in comparison to the BGO blocks. The reference scintillator and the
BGO block under test have been set at arbitrary distances from the 22Na source with the aim
of detecting in coincidence the two 511 keV back-to-back photons resulting from the positron
annihilation. The four raw signals coming out from the BGO block are summed with a NIM
linear fan-in/fan-out module, and the resulting signal is sent to a leading edge discriminator
and converted to a logic signal according to a fixed threshold. The single signal emerging
from the reference detector passes through a selected threshold and is converted to logic
signal. The two digital pulses, 100 ns width, are then sent to a coincidence module to create
the trigger input for the WaveCatcher acquisition system described in section 3.2.2. The four
BGO output raw signals, the reference scintillator raw output signal and the sum of the four
raw BGO signals are sent to the WaveCatcher for digitization. An example of the collected
raw signals from the studied BGO block is shown in Figure 3.21: the 4 output signals of
each single PM are shown together with the resulting sum signal. The four signals exhibit a
noisy feature that could be observed using the fast sampling acquisition, with a 80 — 100 MHz
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oscillatory behavior. At the present stage we did not infer the sources of this noise, that would
be canceled by appropriate lower frequency filtering.
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Figure 3.21: Reference BGO block raw signals collected with the Wave Catcher acquisition system.
The four outputs of the single PMs are shown together with the sum signal.

For each coincidence event, the six collected signals are analyzed with focus on the signal
rising edge. The time corresponding to the amplitude maximum and to 20, 30, 50 and 80 %
of the maximum is retrieved for constant fraction discrimination tests. In addition to this, a
fixed threshold is used for fixed value discrimination.

Different comparison methods have been tested in order to identify the more robust one for
the definition of the time resolution of the blocks. The noisy structure of the single BGO raw
signals (see Figure 3.21) leads to very variable results depending on the defined threshold,
and the more stable results are given by the comparison of the sum of the four BGO signals
and the reference scintillator with the arrival time identified by a fixed tuned threshold. With
this method, the arrival time of each signal can be defined and the time difference distribution
of the two signals can be produced.

The same analysis has been applied to a data set obtained with two identical BaF, detectors
exposed to the 22Na source in coincidence. This data set allowed for the definition of the
reference scintillator time resolution.

The resulting BGO time resolution is defined as the FWHM of arrival time difference distri-
bution between BGO block and reference scintillator, with the subtraction of the reference
scintillator contribution via uncertainties composition calculation.
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Figure 3.22: PM signal amplitude spectra before (a) and after (b) the PM gain equalization.
3.2.2.5 Results: PM gain equalization

Figures 3.22 and 3.23 show the effect of the PM gain equalization on the ADC count spectra
and on the integrated mono-dimensional spatial distributions, while Figures 3.24 and 3.25
show the effect of the PM gain equalization on the block energy spectrum and two-dimensional
spatial event distribution. All these results refer to the data collected with the reference BGO
block irradiated with the *Na source.

In particular, Figures 3.22a and 3.22b show the raw and equalized ADC profiles of the four
read-out photo-multipliers (the peaks above 3000 ADC counts in Figure 3.22a correspond
to the saturation of the NIM linear fan-in/fan-out module used to handle the data read-out;
these values are rejected during the equalization stage). Figures 3.23a and 3.23b show the
projection on the two axes of the position of interaction reconstructed via Anger logic, before
(left) and after (right) the PM gain equalization. Figures 3.24a and 3.24b show the ADC event
spectrum, obtained by the sum of the ADC values of the four PMs, before (left) and after (right)
the PM gain equalization. Figures 3.25a and 3.25b show the two dimensional event position
map (this will be called “flood map” in the following) , before (left) and after (right) the PM
gain equalization; the interaction position is reconstructed via Anger logic (see Figure 3.5d
for details).

As shown by Figures 3.22 to 3.25, the PM gain equalization performed in this first calibration
step is mandatory to optimize the spatial and energy response of the tested block. Figure 3.23b
highlights the better definition of the pseudo-pixels ensured by the gain equalization: the peak-
to-valley ratio is increased, in particular for the most external pixels. The spatial response
improvement is also reflected in a better energy response (from about 46 % down to 35 % at
511 keV and from approximately 40 % down to 30 % at 1275 keV), as shown in Figure 3.24b,
where the two energy peaks of the 22Na source are narrower with respect to those obtained
with the raw data. The obtained energy response is still not satisfactory, and the next steps
of the calibration process are dedicated to its improvement. The flood map in Figure 3.25b
shows how the gain equalization and the offset tuning allow to arrange the position map over
the whole block surface; the borders are better defined and the pseudo-pixels on the block
limits (especially on the corner) are better separated.
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Figure 3.23: 1D integrated position distribution on the two transverse dimensions before (a) and
after (b) the PM gain equalization. In the two sub-figures, left side for the horizontal
dimension, right side for the vertical one.
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Figure 3.24: Block energy spectrum before (a) and after (b) the PM gain equalization.
3.2.2.6 Results: block spatial precision

Figure 3.26 shows four consecutive steps of the ®°Co source collimated irradiation, with a
2-mm step movement from left to right and the linear aperture (2x50 mm?) set in vertical
position. A qualitative analysis is enough to appreciate the block spatial precision limitation.
The presented four points of the scan irradiated a total of three pseudo-pixel columns, moving
from the left geometrical border of one column to the center of the next one. As shown
by Figure 3.26b and 3.26d, as the collimator aperture position is in front of the center of a
pixel column, the whole pseudo-pixel surface is reconstructed: no difference is observed with
respect to the same column in Figure 3.25b, obtained with the homogeneous irradiation. In
case the aperture faces the border between two pixel columns (Figure 3.26a and 3.26c), the
events are shared between the two. This could show a possibility of sub-pixel resolution for
integrated measurements, which is anyway not reproducible on a single event basis. The same
behavior has been verified with a vertical scan (shown from Figure 3.27a to Figure 3.27d);
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Figure 3.25: 2D reconstructed position map before (a) and after (b) the PM gain equalization.

the collimator and table configurations has been kept unchanged, while the block has been
turned of 90 °. To be noticed that the slit position reported in the presented figures is the
geometrical one, while the two-dimensional maps represent the response of the tested block:
the spatial reconstruction distortions lead to the mismatch with respect to the real position,
which will be corrected at the data treatment stage.

In order to further confirm these results and test the possibility of a sub-pixel resolution, a
scan with reduced step size (1 mm) has been performed with the same collimator aperture,
and no modifications are visually observed in the spatial distribution of events for the steps
centered on the same pseudo-pixel column. As before, when the collimator aperture faces the
limit between two pseudo-pixels columns, the events are equally distributed on the two. 9
measurement positions for this 1 mm scan are shown from Figure 3.28a to Figure 3.28i.

Figure 3.29 shows the superposition of the mono-dimensional position profiles integrated
along the vertical axis for 5 positions of the 1-mm line-aperture scan: the differences between
the distribution peaks related to neighboring positions of the aperture are of the order of
10 — 20 %, and demonstrate how a sub-pixel position accuracy is achievable for integrated
measurements, even if it was not evident on the two-dimensional maps.

This result has been also tested with a point-like collimation scan of part of the studied block
surface, with 1 mm step movements. The flood maps in Figure 3.30 show 6 reference points
of the scan with the point-like aperture, during an horizontal movement from left to right
of the table and the center of the aperture vertically centered on one pseudo-pixel line. The
reported movement represents the transition from the center of a pseudo-pixel to the right
limit of the next one. The aperture physical position is not highlighted on the maps in order
to better show the event position distribution.

As for the linear aperture test, the mono-dimensional integrated distributions, reported in
Figure 3.31, better show the differences between the various scanned point, approximately in
the range 5 — 20 %. As before, these distributions verify how a millimeter accuracy is possible
with the integrated analysis of sufficient event statistics.
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Figure 3.26: 2D reconstructed position maps during a 2-mm step scan performed with the ®°Co source

with the line aperture from the left to the right size of the block surface. 4 reference
measurements points, the position of the aperture is shown by the semi-transparent

yellow band.
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Figure 3.27: 2D reconstructed position maps during a 2-mm step scan performed with the ®°Co source

with the line aperture from the bottom to the top side of the block surface. 4 reference
measurements points, the position of the aperture is shown by the semi-transparent
yellow band.

143



3 CLaRyS prototypes

Relative Y position

-1

Relative Y position

-1

Relative Y position

i o e
-1-0.8-0.6-04-02 0 0.2 0.4 0.6

Relative X position

(a) Aperture center re-
lative X position:
—-0.400

=
B L

-1-0.8-0.6-0.4-0.2 0 0.

Relative X position

(d) Aperture center re-
lative X position:
-0.227

Relative X position

(g) Aperture center re-
lative X position:
-0.055

Relative Y position

Relative Y position

Relative Y position

Relative Y position
o o o o

-1

11208060402 0 0.2 04 0.6 1

Relative X position Relative X.DOSIﬁDn
(b) Aperture center re- (c) Aperture center re-
lative X position: lative X position:
-0.342 -0.285

Relative Y position

1

1108060402 0 0204 06

Relative X position Relative X.posmon
(e) Aperture center re- (f) Aperture center re-
lative X position: lative X position:
-0.170 -0.112

Relative Y position

L e 7 "
-1-0.8-0.6-04-0.2 0 0.2 0.4 0.6 0.8 1
Relative X position

IR
-1-0.8-0.6-0.4-0.2 0 0.2 0.4 0.6 0.

Relative X position

(h) Aperture center re- (i) Aperture center re-
lative X position: lative X position:
0.003 0.061

Figure 3.28: 2D reconstructed position maps during a 1-mm step scan performed with the ®°Co
source with the line aperture. 9 reference measurements points, the position of the
aperture is shown by the semi-transparent yellow band.
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Figure 3.29: Superposition of the event reconstructed position profiles integrated along the ver-
tical axis for 5 points of the 1-mm step scan performed with the ®*Co source with
the line aperture. The 5 positions correspond to the two-dimensional maps in Fig-
ures 3.28a, 3.28b, 3.28c¢, 3.28d, and 3.28e.

In conclusion, all these sets of data verify that the spatial reconstruction accuracy of the em-
ployed blocks is limited by the pseudo-pixel size, and a sub-pixel resolution is not achievable
on a single event basis. However, with integrated analysis a millimeter position accuracy can
be obtained with both linear and point-like irradiation of the block.

3.2.2.7 Pixel identification

The results of the pixel identification algorithm described in section 3.2.2.3 are shown in
Figure 3.32. Figure 3.32a shows the identified average values of the pseudo-pixels positions
on the two transverse dimensions. As already detailed in the description section, starting from
these average positions, the single pseudo-pixels positions in rows and columns are extracted
and the “valleys” between neighboring pseudo-pixels are used to define the grid shown in
Figure 3.32b together with the pseudo-pixel center position map.

3.2.2.8 Pixel energy calibration

Once the pseudo-pixel positions and the related grid are defined, each interaction can be
assigned to a single pixel. The energy spectrum of each pixel is then separately studied in
order to equalize the energy response on a pixel basis.

The assignation method described in section 3.2.2.3 makes use of the dual pseudo-pixel posi-

tion map shown in Figure 3.33. The position assignment scheme to pseudo-pixels is shown in
Figure 3.34: a color has been given to each reconstructed point according to the pseudo-pixel
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Figure 3.30: 2D reconstructed position maps during a 1-mm step scan performed with the ®°Co
source with the point-like aperture. 6 reference measurements points, the relative
X position of the aperture is reported in the caption of each figure. In the vertical
dimension, the aperture is centered on the center of the pseudo-pixel line.
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Figure 3.31: Superposition of the event reconstructed position profiles integrated along the ver-
tical axis for 6 points of the 1-mm step scan performed with the ®*Co source with
the point-like aperture. The 6 positions correspond to the two-dimensional maps in
Figures 3.30a, 3.30b, 3.30c, 3.30d, 3.30e, and 3.30f.

region where it has been assigned by the described method. The method robustness is verified
by the comparison of this map to the grid in Figure 3.32b and 3.33.

In Figure 3.35 the results of the pseudo-pixel energy calibration are shown. Figure 3.35a (left)
shows the overlap of the energy spectra for 60 pseudo-pixels before the energy calibration and
equalization. The 4 pseudo-pixels on the corners show a very different energy response and
are not included in this picture. This is probably due to a non-complete light collection. The
different response of each pixel to the two energy peaks is clearly visible. For each spectrum
the low energy peak is assigned to 511 keV, and the high energy one to 1275 keV. In this way,
the spectra are linearly calibrated and equalized, as shown in Figure 3.35a (right). For the 4
corner pseudo-pixels, the calibration is based only on the 1275 keV peak, while the 511 keV
reference peak is substituted by the null ADC value.

Once the single pixel energy responses are equalized and calibrated, the whole block energy
spectrum can be derived with the sum of all pixels. In Figure 3.35b (left) the ADC spectrum
is shown before the equalization process, while in Figure 3.35b (right) the calibrated energy
spectrum is presented. In Figure 3.35b (left) the energy spectra related to three reference
positions on the block surface are reported: this makes possible to appreciate the different
contributions to the non-calibrated spectrum and the behavior of different block sections. The
block peripheral pixels show an overall lower light collection and a lower efficiency in detect-
ing high energy photons (reduced peak integral with respect to the center and mid-center
pseudo-pixels). Concerning the central pixels, the slight in-homogeneity is probably due to
the streaked structure which guides less than on the borders the scintillation photons.

The two spectra are represented in logarithmic scale in order to better appreciate the calibra-
tion effect: it allows for the optimization of the energy response on the two spectroscopic lines
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Figure 3.32: 1D integrated position distributions on the two transverse dimensions with the re-
trieved position of the pseudo-pixel average center (a). Reconstructed 2D map with the
identified pseudo-pixels positions and surfaces.
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Figure 3.33: Auxiliary position map used for the assignment of the reconstructed events to a single
pixel. The highlighted points represent the “valleys” between neighboring pixels on
their separation borders.

of the #?Na source. At this stage, the energy resolutions of the block can be defined as the
FWHM of the two energy peaks.

In Table 3.1, the energy resolutions derived after the calibration process are compared to the
raw ones, obtained by the non-calibrated data.

The results reported in Table 3.1 show the need for the implemented calibration process, which
allows to optimize the BGO block spatial and energy response.
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Figure 3.34: 2D map of the reconstructed event assignations to pseudo-pixels.

Table 3.1: Comparison of the block energy resolutions at the two reference energies of 511 keV and
1275 keV before and after the calibration process.

Energy resolution Energy resolution
@ 511 keV @ 1275 keV
FWHM [%] FWHM [%]
Before equalization 46.12 39.43
After equalization 23.03 18.04
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Figure 3.35: Single pseudo-pixels (a) and whole block (b) energy spectra with the 22Na source before
(left) and after (right) the calibration process. The whole block spectra are reported in
logarithmic scale. Three non calibrated spectra of pixels in reference positions (border,
mid-center and center area) on the block are also reported with the non calibrated
spectrum (a normalization factor has been applied for visualization purpose).
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Figure 3.36: Relative number of entries for each pseudo-pixel as a function of the pixel relative
position, represented by the row and column numbers (O to 8 from left to right and
bottom to top of the block surface). Figure(a) shows the entries in a selected energy
window around 511 keV, Figure(b) in an energy window around 1275 keV. All the
entries are normalized to the maximum collected number of entries, corresponding to
511 keV events in the central section of the block.

Thanks to the assignment of each reconstructed event to a single pseudo-pixel, the relative
efficiency can be evaluated on a single pseudo-pixel basis. The two color maps in Figure 3.36
show the number of events collected by the 64 pseudo-pixels during the ?*Na source homoge-
neous irradiation, with an energy selection performed on the two photon energies emitted by
the source (511 keV events in Figure 3.36a and 1275 keV events in Figure 3.36b). The entries
are normalized to the maximum number of entries in a pseudo-pixel, detected for a 511 keV
energy selection.

Figures 3.36a and 3.36b show that the expected homogeneous distribution of events over the
whole block surface is confirmed for the central pseudo-pixels of central lines (2 to 7), while
the block borders present a factor 2 — 3 lower detection efficiency. In particular, the pseudo-
pixels on the 4 corners (line 1 and 8, pseudo-pixels 1 and 8), have an efficiency of a factor
between 5 and 6 lower with respect to the center of the block surface. This effect is partially
due to geometrical factors, given the fact that the side pseudo-pixels are slightly smaller with
respect to the central ones (as also shown by the reconstructed 2D map in Figure 3.32b). In
addition to this, the light collection is probably less performing in case of photons interacting
on the block borders, causing the loss of events. Moreover, a solid angle effect is also possible
given the limited distance between source and tested block (12 cm) with respect to the block
size. By comparing the two maps, an overall reduced efficiency for the detection of photons
beyond 1 MeV is verified. This is expected given the factor ~2 difference in the photopeak
efficiency of BGO at 511 keV and 1275 keV (Saint Gobain 2016). Moreover, the reduced effi-
ciency in the central block area for 1275 keV photons can be related to the photo-multiplier
tubes round geometry, which determines a dead space in the center of the block back sur-
face (Uribe et al. 2003). The effect of the dead area is diminished by the light sharing effect
at low energy, but it becomes considerable in case of deep-penetrating higher-energy photons.
In order to fully understand the relative and absolute efficiency of each block section, an irra-
diation with a collimated source scanning the whole active area is foreseen. This will allow
one to precisely define the detection rate variations on the block active area.
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Figure 3.37: Distribution of arrival time differences between reference scintillator (a BaF, mono-
block detector with 1 ns FWHM time resolution) and BGO block.

3.2.2.9 Time characterization

Figure 3.37 shows the distribution of arrival time differences between the reference BaF,
detector and the tested BGO block. The time resolution is defined as the FWHM of this distri-
bution.

3.2.2.10 Results for the 30 blocks

In Table 3.2 the results obtained for the calibration and characterization of a set of 30 blocks
are listed. The characterized blocks show very uniform results, with an average energy resolu-
tion of 25 % FWHM at 511 keV and 20 % FWHM at 1275 keV and an average time resolution
of 4.42 ns FWHM tested with coincidences of 511 keV photons. Both the energy and time
resolutions are expected to be improved for the detection of photons in the prompt-gamma
energy range, in particular above 1 MeV.

The last five blocks in the list of Table 3.2 showed detection problems, due to very low signal
level on the read-out PMs or a poor spatial reconstruction accuracy with one missing pseudo-
pixel on the two-dimensional map, probably due to crystal aging. The blocks with PMs issues
will not be employed in the final absorber configuration, while the other two will be probably
placed in the peripheral area in order to keep a wide active detection surface.

All the characterization measurements and tests described in the previous paragraphs have
been performed with temporary acquisition system, because the final camera acquisition was
still not optimized for the absorber blocks. The first tests with the final acquisition have been
recently performed in order to characterize the BGO block response. In addition, 6 blocks
have been tested on beam in a first configuration of multi-collimated cameras, coupled to the
beam tagging hodoscope. The results are presented in chapter 6.
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Table 3.2: Calibration and characterization results for the whole set of tested BGO blocks.

BGO block Energy resolution Energy resolution Time
ID @ 511 keV @ 1275 keV resolution
FWHM [%] FWHM [%] FWHM [ns]
Ref. block

7627 23 18 4.0
3166 27 24 4.4
3171 23 18 4.4
3184 24 20 4.3
3232 24 20 3.6
3280 24 19 4.3
3322 25 20 4.2
3972 25 21 5.2
4368 25 20 5.3
5243 25 19 3.9
7130 24 21 4.9
7218 25 21 2.1
7240 25 20 6.7
7258 26 19 4.9
7369 23 19 4.3
7424 25 21 4.9
7581 26 23 4.1
7586 26 24 4.4
7601 24 19 4.1
7612 23 19 4.1
7624 22 19 3.9
7651 24 20 3.9
7657 24 19 2.7
14676 25 19 5.1
31210 25 21 4.8
3252 problem with PM 0

3375 1 pseudo-pixel missing 6.4
6823 1 pseudo-pixel missing 1.7
7644 problem with PM 2

7653 1 pseudo-pixel missing 2.3
21097 problem with PM 2

Complete set 25+1 20+ 2 45+09
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3.2.3 Hodoscope PM characterization

The beam tagging hodoscope read-out is performed via 8 multi-anode PMs, Hamamatsu
H8500 (Hamamatsu 2006), shown in Figure 3.10c. In order to guarantee a uniform response
of the whole detector active area, composed of 256 scintillating fibers, the PMs must be pre-
viously characterized in terms of gain with a light source of fixed and known wave-length
and intensity. The source selected for the measurements is a blue Light Emitting Diode (LED)
(Hewlett-Packard HLMP-CB), installed on the test-bench shown in Figure 3.38a and described
in the following. The test-bench has been developed by the LPC AVIRM group (see Gaglione
2013) and adapted at the IPNL to a different acquisition system.

The goal of the characterization measurements is to trace a gain map of the whole PM surface,
with the aim of storing calibration data to be used to both tune the PM working parameters
(supply voltage and threshold) and correct the collected data. This is achieved by scanning the
PM photo-cathode surface with the LED. The LED is so mounted on a motorized double-axis ta-
ble, controlled by two G203V stepper modules provided by GeckoDrive Motor Controls (Geck-
oDrive 2010). The two axes have a total range of 20 cm each, and the step resolution achieved
by the controllers is 20 um. A metal support is set on the table in order to fix the LED. It pro-
duces light pulses synchronized with a pulse generator, which is also used as trigger signal
for the acquisition system, as detailed later. The light pulse produced by the LED is split into
two pulses with a 45 °C mirror: one pulse is sent to the H8500 PM to be tested via optical
fiber, in order to obtain a light beam perpendicular to the cathode surface (FWHM beam width
estimated in 0.5 mm), the second one is detected by an Hamamatsu R5600 PM (Hamamatsu
1995), used as reference for the correction of temperature fluctuations. The PM under tests is
fixed below the optical fiber output with a plastic support, not connected to the moving table.
The whole described system is contained in a black box for external light shielding.

The output signals from the H8500 PM are initially amplified by custom pre-amplification
cards: 8 cards are available and have been characterized in terms of amplification gain. Once
amplified, the signals of the H8500 PM, together with the output of the reference PM, are
sent to the acquisition system composed of a National Instrument PXI Express 1082 (National
Instruments 2010) equipped with two 8-channel flash ADC modules (NI PXI-5105) and a two-
channel ultra-fast digitizer (NI PXI-5154). The flash ADC modules have a maximum sampling
rate of 60 MHz and are used for the read-out of the H8500 PM signals, while the ultra-fast
digitizer, able to sample at a frequency up to 1 GHz, is used for the reference PM.

The acquisition and control software is developed with LabVIEW (2009) installed on the PXT;
a picture of the software user interface is shown in Figure 3.38c. The PXI receives the signals
from the two PMs and is also connected to the table stepper modules, so that the LabVIEW
software can handle and synchronize data acquisition and table movements. The table move-
ments can be automatized via LabVIEW macros, where step size, number and direction are
stored and then used for the acquisition. The acquisition trigger, as mentioned, is given by
the pulse generator which also controls the light pulses of the LED; in this way, a fixed num-
ber of pulses per table position can be recorded, and the measurement process is completely
automatic. During the acquisition, the LabVIEW software automatically corrects the collected
data according to the reference PM signal amplitude and to the pre-amplification card gain.

Given the limited number of flash ADC channels, only 16 PM pixels can be characterized per
acquisition; four acquisitions are needed to scan the complete PM surface.
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(a) Overview of the test-bench setup for the Hamamatsu PM characterization.
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(b) National Instruments PXIe acquisition (c) Example of LabVIEW software inter-

system. face for the Hamamatsu PMs charac-
terization.

Figure 3.38: Test-bench and tools for the characterization measurements performed on the Hama-
matsu PMs of the beam tagging hodoscope.
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Figure 3.39: Details of the hodoscope PMs and of the performed characterization measurements.

Each performed acquisition is set to scan a matrix of 4x4 PM pixels, and safety margins are
arranged on the PM sides in order to ensure a complete surface irradiation. As shown in the
schematic view of the PM in Figure 3.39a, the total PM size is 52x52 mm?, for an active area
of about 49x49 mm?. The active area of the pixels on the borders is slightly wider than the
central ones. In order to optimize the measurement process, a preliminary analysis has been
done for the definition of the needed step length, and the details are reported in Coudurier
2015. A trade-off between measurement accuracy, required time and stored data file size
has been found with a step of 800 um, so that each pixel is scanned with approximately 64
measurement points and the transition between neighboring pixels can be appreciated. A
schematic of a table reference movement is presented in Figure 3.39b. To be noticed that
for each irradiated point, 100 LED pulses are sent to the detector and the average amplitude
value is calculated and collected.

The 8 Hamamatsu PMs have been completely scanned without the optical fiber mask used in
the hodoscope and shown in Figure 3.10d, and the results are shown here for one reference
PM. Some tests have been also performed with the fiber mask, in order to test the PM response
mainly in terms of expected cross-talk between neighboring pixels. A complete result database
has been created for calibration purpose.

Figure 3.40a shows the two-dimensional maps of a reference PM response for a complete
irradiation, obtained with four separated acquisitions without the plastic fiber mask. Fig-
ure 3.40b shows the response of the same PM with the plastic fiber mask fixed on its surface.
The reported signal amplitude has been normalized to the reference PM Hamamatsu R5600
for temperature oscillation correction.

In Figure 3.41 the two-dimensional response map for the 8 PMs are shown. In order to obtain
a visual uniformity, the amplitude values have been normalized to the maximum value of each
PM. We can observe response dis-uniformity on each PM surface, estimated in a factor ranging
between 2 and 3. The retrieved response of each pixel will be useful for the calibration of the
hodoscope final acquisition chain, in particular for what concerns the electronics FE settings
(threshold and gain of each channel). In addition to this, these calibration measurements will
allow for a proper data correction at the analysis stage.
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Figure 3.40: Two-dimensional response maps of one of the Hamamatsu PMs for the scintillating
fiber hodoscope readout, obtained with the irradiation with a blue LED. The signal
amplitude is normalized to the reference PM response.

The irradiation performed with the fiber plastic mask is also used to study the signal cross-
talk between neighboring pixels, which is expected to be negligible according to the provider
specifications, given for similar measurements and shown in Figure 3.42a. The analysis results
for one of the studied PMs are shown in Figure 3.42b as reference.

The retrieved cross-talk is more important with respect to the provider specifications (to be
noticed that the measurement conditions are slightly different), but always below 3 % for
the tested anodes. This cross-talk level is negligible and can be easily suppressed by a proper
threshold setting.

3.2.4 Hodoscope fiber test with electron source

After the complete characterization of the Hamamatsu multi-anode PMs, they have been in-
stalled in the black boxes connected to the optical fibers of the hodoscope prototype, and
the complete detection chain has been qualitatively tested to check the scintillating fiber light
transmission to the optical fibers and to the read-out PMs. The observations have been per-
formed by directly checking the pre-amplified PM output signal (with the same custom cards
mentioned in the previous section) on an oscilloscope. A mechanical intervention has been
necessary to fix some of the optical fibers not properly pasted to the plastic mask on the PM
surface. In addition to this, a layer of black silicone has been added on the plastic mask sur-
face to improve the light isolation on the only side where it is impossible to place the isolating
black tape.

Then the hodoscope prototype has been tested with a beta source (°°Sr) for verification, and
the obtained signal distributions (retrieved as before with an oscilloscope acquisition after
signal pre-amplification) have been compared to simulation study performed by an internship
Master 1 student (Vallois 2016). He tested by simulation the irradiation of the whole ho-
doscope surface with an equivalent °°Sr source to retrieve the deposited energy distribution
on the scintillating fibers. This distribution can be compared to the collected signals ampli-
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IEEEC
ETT T 1]

= - ) N (%)

=} @ 1= a 1=}

1=} o 1= o 1=

1=} =3 1= 1=} 1=

S S S S S
=

._
bl i
-

B
CELTT

0
o
2

K

c
-
=
@
o
(=3
>
.
=}
]
S
o
=
k|
o
4

Sl (=il .

—30000 —25000 —20000 —15000 —10000 5000
Relative table X position [steps]

(b) PM 2 2D map without fiber mask.

©
oL
c
6.2
5%
13

—30000 —25000 —20000 —15000 —10000 -5000
Relative table X position [steps]

(d) PM 4 2D map without fiber mask.

a
o
=3
=]

s]
%)
S
S
=]
S

N
a
o
=]
S

osition [steps

Relative table Y pi
= pry N
(%)) o (%)) o
(=] (=] (=] (=]
o o o o
(=] =] (=] =]

s]
%)
S
S
=]
S

N
a
o
=]
S

osition [steps

Relative table Y p.
= pry N
(%)) o o o
(=] (=] (=] (=]
o o (=3 o
(=] =] (=] =]

—30000 —25000 —20000 —15000 —10000 -5000
Relative table X position [steps]

(f) PM 6 2D map without fiber mask.
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Figure 3.41: Two-dimensional response maps of the Hamamatsu PMs for the scintillating fiber
hodoscope readout, obtained with the irradiation with a blue LED. The signal amplitude
is normalized to the reference PM response and then to each PM maximum detected

amplitude.
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Figure 3.42: Cross-talk study on neighboring PM pixels. The experimental results obtained with the
irradiation with a blue LED through the plastic fiber mask on a reference PM (right) are
compared to the specifications provided by the producer, measured in similar conditions
(left). The cross-talk is expressed in % with respect to the irradiated anode, which is
represented by the light-blue cell with 100 % of the signal.
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tude distribution obtained with the experimental tests, in order to calibrate the relationship
signal amplitude-deposited energy. The distance between the source and the fiber was set to 3
mm in the simulation code, to reproduce the gap created by the plastic box of the real source,
which was directly on the fiber for the experimental measurements. In Figure 3.43 the results
for a reference fiber are shown. The distribution entries have been normalized to the total
number of events for visualization purpose.
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Figure 3.43: Comparison of the simulated distribution of energy deposited by electrons from the °Sr
source on a single hodoscope fiber to the experimental signal amplitude distribution
from a scintillating fiber irradiated with the *°Sr source.

The comparison presented in Figure 3.43 can be useful as estimate of the expected signal for
a given energy deposited by an ionizing particle (about 50 mV for about 200 keV of energy
deposited). Knowing the applied amplification factor (given by the per-amplification card
characterization) and the relative gain of each PM pixel, the expected raw signal integral can
be estimated.

A complete characterization of the hodoscope acquisition chain will be necessary on proton
and carbon beams in order to verify the beam primaries energy deposit in the scintillating
fibers and tune the working parameters. In particular, the increased energy deposit expected
for proton and carbons with respect to electrons should allow for a reduction of the high volt-
age applied to the PM. With reduced voltage, the detection rate capability would be improved.
All these assumptions will be tested on beam soon.

A preliminary study of the hodoscope acquisition chain characterization has been performed
by developing an automatic parameter scanning system, which has been tested for background
characterization. The code is able to loop on each acquisition channel by testing its response
to increasing threshold and gain values, in the range allowed by the electronics FE board.
This work has been performed with the collaboration of a bachelor internship student, and
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the results are presented in (Colléaux et al. 2018). Such a method will be applied during tests
with proton and carbon beams to optimize the hodoscope acquisition parameters on a single
channel basis.

3.3 Summary and perspectives

The CLaRyS collaboration is developing in parallel two gamma cameras for ion beam therapy
monitoring and nuclear medicine applications. At present, the detector components are be-
ing tested separately for characterization purposes at the IPNL. I presented in this chapter a
complete description of the detector components with the related FE electronics, mechanical
support, acquisition system and software tools, together with all the characterization measure-
ments I performed on the various detector sections. In the following, in addition to a short
summary of the present status of the instrumental development of each camera component,
I list the main tasks to be accomplished for the final integration a complete operation of the
whole camera.

3.3.1 Silicon scatterer

Among the 10 DSSD layers provided by the seller, only 7 respected the design requirements
and have been selected for the use in the Compton camera prototype. The 7 selected layer
have been characterized in terms of leakage current with an acquisition system specifically de-
veloped for this purpose. Temperature cycles have been performed in order to precisely define
the cooling performance needed to obtained the required noise level. These measurements
allow to fix the working temperature to —20 °C and lead to the conception and production of
a thermal regulated box, working with cold air and so adapted to the clinical use. A modular
mechanical support has been fixed inside the camera to sustain the silicon layers with their
FE cards. The FE card has been designed and tested at the IPNL, and includes a custom ASIC
which has been optimized with three different developed versions. The final version of the
whole board has been produced in 7 copies in 2017 and they are now available for the next
test stages.

The development of the FE board firmware is at present ongoing at the IPNL, and the first
tests of data collection with a temporary acquisition system and injected charges have been
performed. A further verification and optimization of the code will be carried out in the next
future, and the silicon layers will be tested with their FE cards by the end of 2018 with the
u-TCA acquisition system. The present AMC40 firmware performance has never been tested
with the scatterer detectors before; some modifications can then be foreseen to optimize the
data taking process, for what concerns both the stand-alone test mode and the operation
within the complete system.

Moving to the thermal regulated box, its cooling performance has been tested without the
detectors, so that a test with the power consumption of the seven operational detectors and
boards has still to be performed. Dry air or nitrogen will be tested and used for the final setup.
Additionally, the box has to be adapted to arrange the incoming and outgoing cables (power
supply and data). Outside the box, a patch-panel will be also realized in order to properly
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set all the needed connections. The patch panel will be conceived to be integral to the box
and adapted to the camera moving table, where the box will be installed for the final camera
integration.

Once the acquisition will be fully operational, laboratory measurements with gamma sources
are foreseen to characterize the detector response. Low energy gammas will be employed to
test the DSSD energy resolution with full gamma absorption on a single strip basis, on p and n
sides, while higher energy gamma irradiation is foreseen to study realistic detection conditions
and verify efficiency, time and spatial performance (time resolution, average cluster size as a
function of the energy). In addition, we will also infer 3D position capability by comparing
p and n signals. Once a full characterization of each channel of the 7 layer will be achieved,
tests on beam with prompt-gammas are planned in stand-alone operation and, finally, with
the complete Compton camera.

3.3.2 BGO absorber

As mentioned in the detector description section, the original camera design included 96 BGO
blocks recovered from a dismantled SIEMENS PET system. The reconditioning process aimed
to re-polish the crystal surfaces, test the PMs with a light source and group them in quar-
tets with compatible gains. As reported, the reconditioned block prototypes didn’t show the
expected improved performance, but on the contrary an overall signal degradation has been
observed, probably due to a worsened light collection. Several configurations have been tested
with non satisfactory results, so that the present camera is set up with 30 original blocks, which
have been deeply studied and characterized at the IPNL, as detailed in section 3.2.2. The cal-
ibration and characterization methods developed for the BGO block can be applied to similar
detectors and represent an extension of previous studies (Golnik 2015; Hueso-Gonzalez et al.
2015a; J. G. Rogers et al. 1994; Tornai et al. 1994). Some of the features developed for the
characterization tests, such as the automatic research of the pseudo-pixel position and the
pseudo-pixel assignation algorithm, will be used in the final camera at the data analysis stage,
with simple adaptation to the camera acquisition system and data format. The complete set of
characterization measurements described in this chapter has been performed with commercial
acquisition systems and the required raw data treatment was performed with commercial NIM
modules. The ASM read-out boards are at present under test at the IPNL, and their firmware
must be optimized for the u-TCA acquisition. A first, non-optimized version of the complete
acquisition chain has been tested, including the pre-trigger logic with the THOR board, the
u-TCA data collection and communication to the acquisition PC, and used for the beam test
described in chapter 6.

With a fully operational absorber, test with prompt-gammas (and so on proton and carbon
beams) will be performed to test the block behavior in the prompt-gamma energy range, where
an overall performance improvement is foreseen (in terms of space, time and energy resolu-
tion). Some tests performed at the GANIL in 2014, with an original block and an acquisition
similar to the one employed for the characterization tests, showed promising results: in partic-
ular, a 2 ns FWHM time resolution was achieved with prompt-gammas (see Ley 2015). These
results have to be confirmed with all the camera BGO blocks. In addition to this, with proton
and carbon beams the absorber geometry (in terms of block arrangement in the mechanical
support) will be tested to obtain the optimal configuration with the minimization of dead ar-
eas between the blocks. it is to be noticed that different geometrical setup can be foreseen for
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Compton and multi-collimated camera, and for the desired measurement (detection of the all
ion range, test of prompt-gamma distribution in the plane parallel to the beam line, etc.).

Concerning the mechanical support, it is finalized and already prepared for the integration on
the moving table. As for the scatterer, a patch panel will be realized to arrange all the cables
which have to be connected between FE and ASM cards. The 5 needed ASM cards will be
placed in a dedicated VME crate, which will be integral to the table. Its setup will be fixed in
order to minimize the interference with the table movements.

3.3.2.1 Absorber upgrade

One of the already identified main limitations of the Compton camera for the application in ion
beam therapy monitoring at clinical beam intensity is the relevant background due to random
coincidences. As already mentioned, the random coincidences can be created by secondary
particles different from prompt-gammas, or, less likely, by two prompt-gammas in the same
time window. The TOF solution has been verified to be efficient in reducing the first kind of
random coincidences, and the background subtraction performance ensured by this method
strongly relies on the detector time resolution. An improvement in the camera component
time resolution would allow for a reduction of the coincidence window, further increasing the
amount of rejected random coincidences. A challenge concerning the absorber, if we keep
the actual architecture, would be an improvement of the timing and efficiency (with 3 cm
thickness the probability of full absorption is reduced). An additional layer of LYSO would
improve the performance; replace PMs by Silicon Photo-Multipliers (SiPMs), replace VME
acquisition by on-board or u-TCA dedicated cards, these would be necessary steps in view of
a broader diffusion of a Compton camera for Single Photon Emission Computed Tomography
(SPECT) application and Prompt-Gamma (PG) detection.

A possible change of the absorber architecture has already been considered for a second ver-
sion of the Compton camera prototype, and involves a commercial detector provided by Dama-
van Imaging, called Temporal Delta Compton. It is based on a scintillation LYSO or Cerium
Bromide (CeBr;) crystals coupled to very fast Philips DPC3200 Tile sensors (based on SiPMs),
with a Single Photon Time Resolution (SPTR) of the order of 100 ps (Brunner et al. 2016).
This excellent time resolution allows for a direct measurement of the scintillation light shower
development within the crystal, resulting in the possibility to retrieve a 3D spatial information
in parallel to a time resolution in the hundred of ps scale. This solution will be further dis-
cussed in the future and can be applied for a second prototype of the Compton camera.

3.3.3 Scintillating fiber hodoscope

Three prototypes of scintillating fiber hodoscope are available at the IPNL: 141 fiber, 32432
fibers and the large size version with two planes of 128 fibers. The 1+1 fiber has been studied
at the beginning of the development process as proof of concept, and the employed technol-
ogy has been transferred to the two final prototypes with the required improvements. The
increased size of the 1284128 fiber one lead to the addition of the two-side fiber read-out, for
efficiency optimization and improved timing performance. All the other features are common
to the two, including the installed multi-anode PMs (Hamamatsu H8500) and the related FE
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card. The advantage of the 32+32 hodoscope is the possibility to perform a complete read-out
of the active surface with a single FE card, so that no synchronization features are required
in the card and acquisition firmwares. This is the main reason why the first beam test per-
formed on the hodoscope have been carried out with the small version (see chapter 6 for the
description and the results of the beam tests). The FE card firmware is at present at the op-
timization stage, and the performed test allowed to define the needed improvements, mainly
connected to the time measurements capabilities. In addition to this, the synchronization of
the 8 cards used for the read-out of the 128+128 fiber prototype still has to be achieved. The
first acquisition tests performed during the proton beam exposure allowed to validate the ac-
quisition software and the u-TCA firmware in a simple version, but additional trigger features
must still be added to integrate the hodoscope in the final camera configuration. Concerning
the detector performance, the optimization of the working parameters (gain and threshold
of each read-out channel) required the development of an automatic measurement system,
which will be employed on beam to perform similar characterization in presence of proton
induced signals. Finally, the mechanical support is fully operational: the motor steering must
be integrated in the slow-control software.

The overall development is at the final stage, and the integration of the 32+32-fiber hodoscope
in a first multi-slit collimated camera configuration has been tested on beam in September
2018, in order to perform preliminary tests of TOF capabilities. The obtained results are
shown in chapter 6.

Previous measurements with discrete electronics lead to counting rate capability up to 10’
counts/s on a single multi-anode PM H8500. However, this count rate capability needs to be
more systematically studied with the large hodoscope with the sharing of channels among PMs,
as a function of the energy deposit (incident particles), PM bias and detection threshold. A
larger size hodoscope may also be envisaged in order to cope with particle therapy irradiation
fields. A more general issue concerns the use of additional > 2 mm water equivalent thick
material upstream of the patient. A clinical integration of such a hodoscope would require the
optimization of the material budget (possibly thinner fibers) and a redesign of the holder.

3.3.3.1 Hodoscope upgrade

As already explained concerning the absorber possible upgrade, the main direction for an im-
proved camera prototype is the optimization of the detector timing capability. The LPSC group
in Grenoble is developing high time resolution diamond detectors, which can be considered
for a new version of the beam tagging hodoscope. The MoniDiam project aims to develop a
diamond based hodoscope prototype with the related fast electronics to enable a time reso-
lution of a few tens of ps. In addition to this, the diamond based detectors are intrinsically
affected by a very low noise level and allow to overcome the radiation hardness limitation
imposed by the present scintillating fiber prototype, together with further extending the rate
capabilities to an expected 100 MHz acquisition rate without splitting the readout channels
to several acquisition cards. Some tests of small diamond detector prototypes have already
been performed with pulsed beams at the European Synchrotron Radiation Facility, Grenoble,
France (ESRF) in Grenoble and with 95 MeV/u carbon beam at the GANIL, with promising
results: a polycristalline detector, 5x5x0.3 mm?®, exposed to the 95 MeV/u GANIL carbon
beam, showed a time resolution of 37 ps RMS coupled to an energy resolution of the order
of 7 % RMS for 25 MeV of deposited energy (see Gallin-Martel et al. 2016). Similar measure-
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ments performed with diamond crystal with different sizes showed compatible results, with
a time resolution between 20 and 90 ps RMS and an energy resolution between 7 and 9 %
RMS (Gallin-Martel, M.-L. et al. 2018). Although sufficiently large area diamonds are not yet
available, a mosaic assembly of several diamonds (with a total area of 15x15 cm?) is expected
to be tested in 2019-2020 and is a good candidate for a improved version of the Compton and
multi-collimated cameras.

3.3.4 Acquisition and software

The acquisition u-TCA based system development is managed by the CPPM research group,
and frequent tests has been performed at the IPNL to verify and integrate its functionality to
the read-out detector cards. As reported in the description, it should be able to receive and
treat the trigger signal generated by the absorber for the multi-collimated camera or by the
silicon scatterer for Compton one, collect the data flow from all the detectors, group them
into UDP packets with the proper format and send them to the acquisition PC. The main tasks
(data collection, packet creation and communication to the PC) have been already verified on
beam for a single detector and a single FE board, so that now the trigger treatment capabilities
and the ability to handle all the detectors components have to be developed in the AMC40
firmware and tested with the final system. Moreover, the u-TCA must also be able to transfer
the slow control signals sent by the LabVIEW software to the selected read-out cards; this
feature is still at the debug stage.

Concerning the acquisition software, it has already been tested and validated with a data sim-
ulator, with a maximum achieved acquisition rate of about 300 Mb/s, sufficient to manage
the data from the complete camera (see appendix A). It will be tested step by step with the
increasing number of FE boards involved in the measurements. In parallel, the monitoring
software is now available and operational for each single detection section, but an optimized
version allowing for an on-line visualization of the whole camera acquisition must still be
studied. Finally, the slow control software development is ongoing; all the required working
parameters can already be controlled by various pieces of software, which must be integrated
in a complete user interface and tested with the u-TCA for what concerns the FE cards config-
uration. All the parameters related to the moving table motors (for camera and hodoscope),
detector and card low and high voltage, have already been tested and do not require the w-TCA
intervention.

3.4 Conclusions

During the three years of my PhD thesis, the instrumentation development of the single detec-
tor components, as well as of the two cameras, saw an important advancement, thanks to the
synchronized effort of the whole collaboration. In this chapter, the advancements achieved
in the last years have been described in details, including, in addition to my personal con-
tributions, results obtained before the beginning of my PhD thesis or in parallel by CLaRyS
collaborators.

I personally characterized the hodoscope PMs as described in section 3.2.3, following the pre-
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liminary internship work of a master student (Coudurier 2015) and using an instrumental
setup already created by a previous PhD student (Gaglione 2013). During the first months
of my work, I adapted the acquisition system in order to perform automatic scans of the ho-
doscope PM surfaces, I acquired data for the whole set of available PMs and I performed the
complete data analysis to produce the results presented in the description section. In parallel,
I studied in simulation the design of the lead collimator produced to host the ®°Co high activity
source described in section 3.2.2. The source was originally foreseen to be employed for the
characterization of the scatterer silicon layers, so that I optimized the design of the three aper-
tures (point-like, linear and squared) in order to obtain the desired irradiation of the DSSDs
layer surfaces. The collimator structure is designed, in collaboration with the radiation pro-
tection IPNL expert, to allow the source usage in a “public” area, so that the geometrical
configuration is imposed by these constraints. The collimator production has been performed
by an external company, and I directly participated in the source positioning inside the colli-
mator, as well as to the radiation tests in its final location. Since the Spring 2016, I focused my
efforts on the hodoscope, starting from the 128+128-fiber prototype mounting (I installed the
characterized PMs) and testing with a simple acquisition, in order to verify the optical fiber
and scintillating fiber connection. I identified the defective channels and participated in the
fixing process with the mechanics IPNL group. After that, with the help of a master student, I
performed a first characterization of the complete read-out chain for each channel, and com-
pared the results of the irradiation with a beta source to simulation, for a preliminary detector
calibration (see section 3.2.4 and Vallois 2016). In the following months I mainly focused on
the simulation works presented in chapters 4 and 5, participating in parallel to the electronics
development advancements. In particular, I collaborated with the IPNL electronics group to
the characterization of the scatterer FE card in terms of electronic noise, by analyzing and
discussing the collected data. Since the beginning of 2017, my attention was directed to the
absorber components. As described in section 3.1.3, the whole set of original recovered block
should have been “reconditioned” in order to be adapted and optimized to the new application
in the CLaRyS gamma camera, and I directly worked on the test and characterization of the
first reconditioned blocks received by the LPC group. With the help of a master student work-
ing for its internship, we developed an acquisition system based on the BGO block acquisition
card, commercial NIM modules and the PXI described in section 3.2.3, and we tested several
blocks reconditioned with different methods, in comparison to a reference original block. The
test results are reported in Sandjong et al. 2017 and were not satisfactory, so that we decided to
move to the application of original, “non-reconditioned” blocks, with a reduced size absorber
configuration. The acquisition system we developed to characterize the reconditioned blocks
has been used to test the original ones, which I completely characterized starting from Septem-
ber 2017. During the characterization process, I optimized, with the participation of a master
student, the test method and developed the analysis and performance optimization process
described in section 3.2.2 and published in Fontana et al. 2018. Concerning the mechani-
cal supports, I participated in the design and realization of the reduced-size camera absorber
support, in the final configuration of the hodoscope moving table, with particular focus on
the setup of the patch panel for the cable connections, and to the first cooling tests involving
the thermal regulated chamber to be employed with the scatterer layers. Moreover, I worked
with IPNL colleagues to develop the LabVIEW based remote control of the camera moving
table described in section 3.1.7 and shown in Figure 3.16b, which is still under test. Moving
to my contribution to the camera software, I personally developed all the analysis code used
to produce the results presented in this chapter, with the exception of the scatterer layer tests.
Furthermore, I developed the camera monitoring software described in section 3.1.6, and I
always participated in the optimization of the acquisition software, coded by the IPNL comput-
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ing group, as well as in the design of the different acquisition card firmwares. Finally, I tested
the hodoscope on beam during three tests campaigns, described in details in chapter 6.

The project is now reaching the final stage, where all the performed laboratory test and devel-
opment studies will be transferred to the multi-collimated and to the Compton camera, which
is foreseen to be tested on beam before the end of 2019. The next two years will be funda-
mental to estimate the potential of the developed detectors in realistic conditions and to plan
the first clinical tests, final goal of the entire project.
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beam therapy monitoring

The results presented in this chapter will be submitted for publication on the journal Physics
in Medicine & Biology.
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4.1 Introduction

Ion beam therapy is a cancer treatment technique which is rapidly gaining importance in the
global tumor therapy panorama. In addition to the already operational 70 clinical facilities,
with more than 175000 patients already treated by the end of 2017, several new centers have
been designed and approved for construction worldwide (Particle Therapy Cooperative Group
2017). The favorable feature of this treatment technique is connected to the characteristic
energy deposition profile of charged particles as a function of depth in matter. As first observed
by Bragg (Bragg et al. 1904), the depth-dose profile of charged particles shows a maximum
close to the end of their range in matter; in addition to this, a strong enhancement of the
Relative Biological Effectiveness (RBE) is observed for ions heavier than protons in the region
of the Bragg peak (Elsésser et al. 2004; Weyrather et al. 1999), which further enhances the
dose ratio between target and healthy tissues.

The maximum of the dose is deposited in the Bragg peak region in the patient and must be
tuned to cover the target volume (defined via Computed Tomography (CT) scan) and, at the
same time, spare the surrounding healthy tissues. Treatment planning and delivery uncer-
tainties limit the tumour targeting capabilities, like uncertainties in the material composition
determination, CT units conversion to ion stopping power, patient mis-positioning, organ mo-
tion or morphological changes between treatment fractions. These uncertainties force the
clinicians to fix relatively large safety margins around the planned treatment volume, up to
3.5 % + 3 mm (Paganetti 2012b). Ion-range verification is one of the conditions required for
a broader usage of ion beam therapy and for its further development. With the goal of fully
exploiting the ion beam therapy dosimetric potential, the monitoring should be in real-time
and ideally in 3 dimensions, in order to detect important deviations between the planned and
delivered dose to the target volume or to surrounding organs, in particular in case of proximity
to Organ At Risk (OAR). This capability would allow for a reduction of the above mentioned
safety margins and for a better tumor targeting; in addition to this, it could permit the use of
new irradiation fields with OAR downstream with respect to the tumor position (Knopf et al.
2013).

Several range verification techniques have been considered worldwide for twenty years. Most
of them rely on the detection of secondary radiation generated during the slowing down pro-
cess of incident ions, in particular during nuclear reactions. Among these secondary radiations,
positron emitters have been deeply studied in order to exploit Positron Emission Tomography
(PET) machines for treatment monitoring. The only available and functional range monitor-
ing systems in a clinical center are based on this technique (Enghardt et al. 2004; Yamaya
2018), which is anyway affected by physical and technical limitations (Parodi 2015).

In addition to positron annihilation products, the relaxation of excited nuclei also produces
secondary photons in a wide energy range, between some hundreds of keV till about 8 —
10 MeV. After the first idea proposal published in 2003 (Stichelbaut et al. 2003), these sec-
ondary products of particle treatment have been deeply investigated and the correlation of
this gamma radiation to the ion depth-dose profile has been confirmed by several research
groups, starting from Min et al. 2006 for protons and E. Testa et al. 2008 for carbon ions. The
so-called Prompt-Gamma (PG)-rays have the advantage to be emitted almost instantaneously
after the beam interaction in the tissue, making them more adapted than PET 511 keV gam-
mas for real-time monitoring. Moreover, as shown in (Robert et al. 2013), the emission rate
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is comparable or superior to the one of the annihilation gammas for both protons and car-
bon beams. Consequently, different techniques have been proposed to exploit this signal for
treatment monitoring purpose, with the related detection systems. More details on PG mon-
itoring can be found in chapter 2. In the same chapter, in section 2.2.3, the methods and
devices developed for the detection of PG rays with the purpose of monitoring the ion range
during particle therapy treatments are described. In particular, Compton camera prototypes
have been studied and developed by several groups. Several sources of uncertainty and signal
background are connected to the Compton camera detection method. The reported Compton
kinematics formula (equation 2.10) assumes valid the relation in equation 4.1:

EO - El + Ez. (4.1)

where (E, is the energy of the incident photon, (E; and (E, are the energies deposited by the
detected photon in scatterer and absorber, respectively. Since the initial photon energy is not
known a priori, a complete photon energy absorption is needed for the cone calculation, or at
least three photon interactions are required in a single event. An under-estimation of the total
initial energy (caused by a photon non-complete absorption in the absorber section or by the
Compton electron escape from the scatterer section), leads to a mis-estimation of the Comp-
ton angle, so to a Compton cone reconstruction uncertainty. If triple scattered photons are
selected, the initial photon energy can be calculated analytically so that a complete absorption
is not mandatory (Kurfess et al. 2000). In addition to this, the Compton formula considers
the Compton scattering electron initially at rest, and its energy configuration creates a blur
in the Compton angle reconstruction, resulting in the already cited Doppler broadening ef-
fect (Ordonez et al. 1997). Furthermore, the detection principle is based on time coincidences
between the two detector sections, therefore the time structure of the incoming particles plays
an important role. The final image accuracy suffers from random coincidences generated by
two prompt gammas interacting within the same time window or by background contami-
nation of secondaries, mainly neutrons and protons. The effect of random coincidences can
be reduced by high detector time resolution or background rejection methods (Draeger et al.
2017). Energy selections can be applied to the collected coincidences (Hilaire et al. 2016;
Polf et al. 2009a) or the homogeneous neutron background can be reduced via time-of-flight
information (M. Testa et al. 2010).

Ortega and colleagues (Ortega et al. 2015) presented a detailed analysis of the noise sources
for Compton imaging in proton therapy monitoring, and the clinical application of this method
for detecting range shifts was tested for the setup under development in Valencia, Spain. The
simulation study showed the relative expected rate of prompt gammas and neutrons, and the
resulting rate of random coincidences ranging from 19 % to more than 60 % depending on the
beam energy and the coincidence time window. This amount of fake events leads to complex
reconstruction scenarios, where the identification of a 3 mm range shift is not clear for all
cases.

Starting from these results, we studied with Monte Carlo simulations the Compton camera
prototype developed by the CLaRyS collaboration based on semiconductor and scintillator de-
tectors (see chapter 3 and Fontana et al. 2018; Krimmer et al. 2015). The camera performance
is studied with respect to the gamma energy in the prompt gamma energy range. Furthermore,
the feasibility of its clinical application as depth-dose profile monitor during ion beam therapy
clinical treatment is analyzed. After a preliminary study with point-like gamma sources irra-
diation focused on detector efficiency measurements as a function of the source position and
gamma energy, clinical proton and carbon beams impinging on an homogeneous Poly-Methyl-
Metacrylate (PMMA) phantom are simulated to reproduce treatment conditions and analyze
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Figure 4.1: Scheme of the simulation setup (not at scale): a PMMA cylindrical phantom is set in
front of the Compton camera prototype. The Compton camera is composed of a stack
of 7 DSSDs (scatterer) and a plane of 100 single BGO blocks. The set distances are
realistic for clinical conditions. This geometrical configuration has been used for all the
simulations presented in this work.

the prompt gamma detection resulting scenario. The ratio between true and background coin-
cidences is studied as a function of the beam intensity. Two kinds of reconstruction algorithms,
a line-cone analytic method and a Maximum Likelihood Expectation Maximization (MLEM)
iterative one, are applied to the collected data in order to compare the imaging results. Finally,
the precision with which the dose profile fall-off can be detected with the Compton camera is
reported for the line-cone reconstruction method.

4.2 Material and methods

4.2.1 Simulation setup

The monitoring system modeled in this simulation work is the Compton camera prototype
under development within our collaboration. The detectors detailed characteristics can be
found in chapter 3, and are here briefly recalled.

The scatterer consists of seven parallel planes of silicon detectors (Double-sided Silicon Strip
Detectors (DSSDs)), 9x9x0.2 cm?, with 1 cm distance between the centers of two neighboring
planes, while the absorber is composed of an array of 10 x 10 Bismuth Germanium Oxide -
Bi;;,GeO,, (BGO) blocks (3.5%3.5%3.0 cm? each) placed behind the silicon layers at a distance
which can be tuned according to the requirements.

The silicon detectors have a strip pitch of 1.4 mm, for a total of 64 strips per side (double-sided
readout based on electron and hole pairs collection). Regarding the BGO blocks, their entrance
surface is streaked in a 8x8 matrix of pseudo-pixels, 4.4 x 4.4 mm? size, and the readout is
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performed via 4 Photo-Multiplier (PM) tubes. The position reconstruction is achieved via
Anger logic.

A scheme of the simulation setup is given in Figure 4.1. The ion beam interacts with a cylin-
drical PMMA phantom (15 cm diameter and 20 cm length) placed in front of the Compton
camera as target. It is placed 20 cm far from the first silicon plane (center-to-center distance)
which seems a realistic distance in clinical conditions. The distance between the last silicon
layer and the absorber array (center-to-center) is set to 40 cm in order to enable Time-Of-Flight
(TOF) measurements (see section 4.2.4).

The silicon detector strips are not reproduced in the simulation code, and the spatial resolution
in the detector plane is set to 0.9 mm Full Width at Half Maximum (FWHM) at the reference
energy of 1 MeV, according to preliminary measurements performed on smaller detector pro-
totypes. In the plane of the detectors (xy in Figure 4.1), interactions are defined as localized
energy deposits, and the events presenting multiple hits separated by a distance beyond 3-strip
equivalent are rejected. For the accepted multiple-hit interactions, the interaction position in
the detector plane is defined as the center of gravity of the hits, weighted with the hit energy
deposit. Concerning the direction perpendicular to the detector plane (z axis in Figure 4.1),
the interaction position is set to the center of the involved silicon plane. A mono-block crystal
is simulated for the absorber for simplicity. The events are selected to be limited to a single
block component based on the interaction localization, and, as for the scatterer layers, the
interaction position is reconstructed via center of gravity calculation if multiple interactions
occur within the same block. An uncertainty contribution, randomly extracted from a Gaus-
sian of 5 mm FWHM (corresponding to an overestimation of the geometrical resolution given
by the pseudo-pixel matrix, set to reproduce not yet tested experimental conditions), is added
to the reconstructed position to mimic the pseudo-pixel-based readout. Concerning the z di-
rection, given the fact that the employed BGO blocks do not have Depth Of Interaction (DOI)
reconstruction capabilities, the interaction position is fixed to the center of the mono-block
crystal.

The energy resolution of the silicon detector is set to 5 keV FWHM for an energy deposit of
200 keV according to the design expectations, and linearly varies with 1/E; (see equation 5.1).
The energy resolution of the BGO blocks was estimated in preliminary measurements and is
accordingly set to 20 % FWHM at the reference energy of 667 keV (a '*’Cs source has been
used for the measurements).

The time resolution is set to 15.0 ns FWHM for the silicon slabs and to 3.0 ns FWHM for the
BGO blocks, according to preliminary measurements performed on test detector modules at
the Grand Accelerateur National d’Ions Lourds, Caen, France (GANIL) center in France.

The detector spatial, energy and time resolutions play an important role in the Compton cam-
era performances. The spatial and energy resolutions of scatterer and absorber influence the
position of the axis orientation of the Compton cone and its aperture angle. The time resolu-
tion impacts the coincidence window between the absorber and the scatterer, and therefore
the detectors ability to distinguish between true and background coincidences.

The CLaRyS project also includes the development of a beam tagging hodoscope, composed

of scintillating fibers read out by multi-channel PMs. This detector is used to synchronize the
beam time and space structure to the PM detection in order to tune the detection window
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reducing the background contamination. In addition to this, the spatial localization of the im-
pinging beam bunch can be included in the event reconstruction algorithm to add constraints
to the obtained solutions (see section 4.2.5). The hodoscope is not included in the simulation,
but its spatial and time resolution have to be taken into account for the TOF discrimination
(see section 4.2.4) and events reconstruction. They are set to 1 ns and 1 mm FWHM, respec-
tively. The detector’s spatial, energy, and time resolutions are summarized in table 4.1.

Table 4.1: Estimations of reachable resolutions with the detectors. Those resolutions are applied
during the simulations.

Resolution (FWHM) at 1 MeV Scatterer Absorber Hodoscope

spatial [mm] 0.9 5 1
energy 5 keV 17 % /
timing [ns] 15 3 1

The Monte Carlo simulation is performed with the Geant4 toolkit, version 9.6.02. The particle
interactions in matter are described in this work by means of the models listed in table 4.2.
Additionally, the Doppler broadening and the photon polarization effects are included.

4.2.2 Beam structure

4.2.2.1 Beam structure measurements at HIT

Our group performed a set of measurements to characterize the beam time structure of the
synchrotron installed at Heidelberg Ion Therapy Center, Germany (HIT), Germany (Peters et
al. 2008). This set of measurements extends the results reported in Peters et al. 2008 and is
then used to reproduce a realistic beam in the simulation.

The beam characterization has been performed for 200 MeV/u and 400 MeV/u primary ion
energy with a two-fiber hodoscope (basic prototype of the one at present under development -
see chapter 3) and the spill signal was given by the accelerator. Figure 4.2 shows the results for
carbon ions at 400 MeV/u. The pulses have a spill period of 150.2 ns (At) and each bunch has
a width of approximately 21.5 ns FWHM. The mentioned measurements have shown that the
spill phase changes during the extraction: this implies that the Radio-Frequency (RF) signal
from the synchrotron can not be used to trigger the pulses, so that the use of an additional
beam time stamp system like the hodoscope seems required for TOF background rejection
purposes.

Table 4.2: Hadronic models used in the Geant4 simulations.

Process Protons Ions Neutrons
Electromagnetic standardpons
Inelastic G4BinaryCascade G4QMDReaction G4BinaryCascade
(G4lonsShenCrossSection) + G4NeutronHPInelastic (<19 MeV)
Elastic G4LElastic G4LElastic G4LElastic + G4NeutronHPElastic (<19 MeV)
Fission / / G4LFission + G4NeutronHPFission(<19 MeV)
Capture / / G4LCapture + G4NeutronHPCapture (<19 MeV)

Radioactivedecay / G4Radioactivedecay /
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Figure 4.2: Beam time micro-structure measured from a carbon ion beam at 400 MeV/u delivered
at HIT (time difference between two crossed-scintillating fibers). The pulses have an
extraction period of 150.2 ns (At) and the bunches have a width of 21.5 ns FWHM. On
the x axis the time has been measured with a two-scintillating-fiber hodoscope, with 1 ns
FWHM time resolution.

4.2.2.2 Beam modeling

The two main beam particles used in clinics are considered in the simulation: protons and
carbon ions. The beam range of interest is 15.2 cm in the PMMA phantom, and the associated
energy is 160 MeV for protons and 305 MeV/u for carbon ions.

The beam transverse dimension is modeled with a Gaussian distribution with a standard de-
viation of 5 mm for protons at 160 MeV and 3.5 mm for carbon ions at 305 MeV/u. The
number of incident ions for a spot in Pencil Beam Scanning (PBS) mode is 10® for protons
(distal spot - upper intensity limit) and 10° for carbon ions (average spot intensity) (Grevillot
et al. 2011; Kramer et al. 2000; Smeets et al. 2012). In the simulation, the beam intensity is
modeled by an average number of particles per bunch. The exact number of particles in each
bunch is given by a random extraction from a Poisson distribution, where the mean value is
the selected beam intensity.

The beam time structure is applied at the data analysis stage. Two different time structures
have been considered for this study, related to two kinds of accelerators used in clinical prac-
tice: the Ion Beam Applications, Belgium (IBA) C230 cyclotron for protons (used in 16 clin-
ical centers worldwide) and the HIT synchrotron for carbon ions. For protons at 160 MeV,
the primary particles are grouped in bunches of 2 ns (this value may vary also according to
the distance between the cyclotron and the treatment room, and energy spread selection) at
a frequency of 106 MHz (9.42 ns) (Roellinghoff et al. 2014). The clinical beam intensity
is 3.2 nA which corresponds to about 200 protons per bunch. Concerning the carbon ion
beam at 305 MeV/u, the simulated time structure refers to the measurements presented in
section 4.2.2.1. We used 30 ns duration bunches at a frequency of 5.9 MHz (170 ns period).
The clinical beam intensity for carbon ions is 5 x 107 ions/s during extraction, corresponding
to about 9 ions per bunch. The macro-structure (50 % duty cycle with [1,5] ns period) is not
considered.
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The coincidence window (between scatterer and absorber events) is set to 40 ns, centered on
each absorber detected interaction. This value is adapted to the detectors time resolutions. At
the simulation stage, each interaction in the detector layers is collected with the related local
time. The beam time structure is then applied to each single hit, and the selected coincidence
window is used to retrieve scatterer-absorber coincidence events.

Table 4.3 summarizes the presented beam time structures and coincidence reconstruction fea-
tures.

Table 4.3: Description of the two beam structures studied: the IBA cyclotron C230 for protons and the
synchrotron installed at the HIT center in Germany for carbon ions. The macro-structure
of the synchrotron, at the second time scale, is not considered here. The beam structures
are applied to the simulation data.

Protons Carbon ions
Facility IBA Cyclotron C230 Synchrotron at HIT
Clinical features Clinical intensity 2x 10 p/s 5 x 107 ions/s
Energy 160 MeV 305 MeV/u
Bunch time [ns] 3.2 30
Beam structure Period [ns] 9.4 170
Primaries/bunch 217 9
Detectors Coincidence window [ns] 40 40
Time resolution (FWHM) [ns] Si: 15 and BGO: 3

4.2.3 Compton camera events

The Compton detection principle is based on the time coincidence of at least one scatterer
and one absorber gamma interaction, where an interaction is defined as an energy deposit
in a detector module, with the spatial selections detailed in section 4.2.1. As discussed in
section 4.2.2, the coincidence reconstruction relies on a defined time window, fixed according
to the detector resolution. In a simulation environment, different kinds of coincidence events
can be distinguished and studied:

- true coincidences, created by a single photon first interacting in the scatterer stack and
then in the absorber block array;

- quasi-simultaneous interaction of two secondary particles (photons — random coinci-
dences — or massive particles), from the same incident ion of from different incident
ions;

- double interaction of the same particle, not a photon (e.g. protons, neutrons).
A scheme representing the different kinds of Compton camera events is sketched in Figure 4.3.
All the events not identified as true coincidences contribute to the signal background, and will

be referred to background coincidences in the following.

Also in the single detector sections, different kinds of events can be identified in a simulation
environment. As described in section 4.2.1, the simulation setup selects events with absorber
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Figure 4.3: Diagram showing the different definitions of coincidences in the Compton camera. The
energy deposits are selected in the silicon scatterer to be limited to neighboring strips (3
strips maximum), and in the absorber blocks the events are selected to be limited to a
single block.
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interactions limited to a single BGO block. Focusing on the scatterer section, among the true
coincidences (same photon interacting in scatterer and absorber), three different kinds of
events can be identified:

- gamma undergoing one or more interactions in a single silicon layer, with no other layers
hit;

- gamma undergoing interactions in more than one silicon layer;

- Compton electron escape events: gamma undergoing Compton interaction in one layer
and providing enough energy to the recoil electron to make it escape the layer where it
has been created and interact in one or more of the next ones.

As mentioned in the introduction, events involving more than one photon interaction in the
scatterer layers are advantageous since the total absorption of the detected prompt gamma is
not required to reconstruct the Compton cone. However, the actual selection of such kind of
events with respect to background interactions in real conditions is hardly achievable.

On the other hand, Compton electron escape events can be in principle identified and ex-
ploited. They are characterized by two or more scatterer layers involved: if the first Compton
interaction in one layer provides enough energy to the recoil electron, it can escape the silicon
plane and be detected by one (or more), neighboring planes. Thus, such events can be iden-
tified by the electron tracking, and carry additional information with respect to a Compton
interaction with no electron escape. The electron tracking allows to reduce the reconstructed
Compton cone to an arch of the cone, by the overlap of the cone with the electron tracking
plane.
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4.2.4 TOF and energy based data selection

In an experiment the collected data contain a certain number of the background coincidences
(see Figure 4.3), which cannot be experimentally distinguished from true coincidences. Such a
background level depends on the detector time resolutions, the fixed time coincidence window
and the beam time structure, the phantom composition and the camera prototype setup. Ad-
hoc filtering methods are applied to reduce the above described contamination.

* Time-Of-Flight: it has been demonstrated that a time-of-flight discrimination is possible
and effective in reducing the background generated by massive particles interactions (M.
Testa et al. 2010). The massive particles approach the detector at a lower speed with
respect to photons. The time information provided by the hodoscope and the absorber
can be combined to fix a detection time window and reject all the events outside the
window. The time elapsed between the incident particle detection in the hodoscope and
the secondary particle detection in the absorber is considered as the TOF. In order to
define the appropriate time window, the TOF spectra of the collected events resulting
from the irradiation of the PMMA target with 10% 160 MeV protons have been produced
for true gamma coincidences and background events, taking into account the detector
resolutions. The result is shown in Figure 4.4. For this study, no time structure have been
applied to the primary protons, thus only independent events have been considered. The
TOF spectrum resulting from the simulation shows that:

— the coincidences of interest (produced by prompt-gamma rays) are included in a
window between 0 and 8 ns;

- in the TOF window a comparable amount of true coincidences and background
events is observed. Since we consider only independent events, this means that
such background events are due to random coincidences between two prompt gam-
mas directly or indirectly induced by the same incident ion. The background events
outside the TOF window are due to massive particle interactions in the camera.

It is worth to stress that the simulation results shown in Figure 4.4 do not include back-
ground coincidences created by prompt photons or massive particles emitted as a result
of the interaction of different primary ions, and room background, mainly due to neu-
trons. Both components contribute to the background spectrum. In the case of the
C230 cyclotron accelerator, the room background has been measured and showed a flat
distribution in time (Pinto et al. 2014).

When the beam time structure is applied to the simulated data (including the detector
time resolutions), the lists of time-ordered interactions in hodoscope and absorber are
produced. For each coincidence event, we look for the first hodoscope event in the 8 ns
time window preceding the absorber interaction time. All events with no hodoscope
coincidence in the time window are rejected.

* Energy selection: energy thresholds are defined for the event detection. 50 keV and
100 keV are set as lower threshold for the energy deposited in a single silicon layer and
BGO block, respectively. For a complete event, a total absorbed energy lower limit is set
to 1 MeV. In addition to the effect of background rejection, this selection also reduces
the impact of partially absorbed photons.
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Figure 4.4: Time of flight spectra of true gamma coincidences (blue) and background events (red)
obtained with 10® independent incident protons at an energy of 160 MeV.

Further energy selections, assuming for instance E; + E, equal to one of the strong
gamma lines, have been applied by other authors (Draeger et al. 2017). Also, filters
checking the possibility of reconstructing a Compton cone could be used. At this stage
we did not consider such approaches in order to cope with simple considerations on
signal to noise on raw data.

4.2.5 Reconstruction algorithms

Once the coincidences are defined and selected according to the fixed physical cuts, the dis-
tribution of the PG emission points has to be reconstructed. This can be done via analytic or
iterative algorithms based on the Compton kinematics. Both are presented in the following
sections.

4.2.5.1 Line-cone algorithm

The reconstruction via line-cone algorithm exploits the beam spatial information provided by
the hodoscope in addition to the energy deposit and position information collected by the
camera. The deposited energies in the detectors and the interaction positions define a cone
surface via the Compton equation 2.10. Figure 4.5 shows a sketch of the reconstruction prin-
ciple. The interaction position in the scatterer gives the cone apex and the line connecting
the interaction positions in scatterer and absorber gives the cone axis. We assume that all the
initial energy of the gamma ray is deposited in the camera. This assumption has been investi-
gated and the results are shown in section 4.3.1. In order to constrain the reconstruction, the
beam direction is used to limit the possible solutions (lying on the reconstructed cone surface)
to two points (intersection of the beam direction and the reconstructed cone). At this stage
we do not consider the lateral beam spread in the target, produced by multiple scattering. The
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Figure 4.5: Scheme of the reconstruction principle for Compton events. For line-cone reconstruction
methods, two points are extracted for each event (diamonds in the figure), provided by
the intersection between the reconstructed Compton cone and the beam line. The result
is a mono-dimensional profile.

set of all the reconstructed points gives the emission source distribution. The final result is an
estimated of the mono-dimensional projection of the prompt gamma emission profile.

4.2.5.2 LM-MLEM algorithm

Iterative methods allow to get a three-dimensional image reconstruction, potentially by tak-
ing into account the spatial and the energy resolutions of the detectors. Several iterative
algorithms have been developed for Compton image reconstruction (Andreyev et al. 2011;
Gillam et al. 2011; Huang et al. 2018; Mackin et al. 2012; Schone et al. 2017, 2010; Taya
et al. 2017; Wilderman et al. 1998; Zoglauer et al. 2011).

The List Mode-Maximum Likelihood Expectation Maximization (LM-MLEM) algorithm is a
MLEM version which enables one to reconstruct the image directly from the list of detected
events. The features of the LM-MLEM algorithm used for this study are detailed in Hilaire
et al. 2014.

4.2.6 Performance study

In this section the factors studied to assess the camera performance are explained. The study
is mainly divided into four sections:

* the detection efficiency of the various types of true coincidences defined in section 4.2.3
is studied by means of mono-energetic irradiation with point-like sources as a function

of the incident gamma energy;

* the absolute camera efficiency for the detection of events with a single scatterer layer
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involved is studied by means of mono-energetic irradiation with point-like sources as
a function of the incident gamma energy and the source position with respect to the
camera. The absolute efficiency is defined as the ratio between the number of selected
true coincidences and the total number of emitted gammas (see equation 4.2.6.2);

* the rate of background coincidences (for events with a single scatterer layer involved)
is studied as a function of the beam intensity, with proton and carbon beams impinging
on the PMMA phantom;

* the camera precision, defined as its capability of identifying the fall-off of the prompt-
gamma emission profile, is tested (for events with a single scatterer layer involved) with
the analytic line-cone reconstruction algorithm.

4.2.6.1 Detection efficiency of various types of true coincidences

The efficiency is crucial for the Compton camera performances and for its possible application
in treatment monitoring. An efficient monitoring system should be ideally in real time, in
order to allow for a treatment adaptation or interruption in case of severe issues detected in
the delivered dose profile with respect to the planned treatment. In order to achieve an on-
line detection of such deviations, given the limited prompt gamma emission rate per incident
ion (Ortega et al. 2015), a high detection efficiency is required to perform a monitoring on,
ideally, a beam spot basis. In addition to this, the absolute detection efficiency directly affects
the image reconstruction quality, which is in general increased for increased statistics.

The efficiency in the detection of various kinds of true coincidence events (including the detec-
tor geometrical acceptance and detection efficiency), with specific interaction patterns in the
scatterer section, detailed in section 4.2.3, has been studied with the irradiation from point-
like mono-energetic gamma sources. The setup is the same as Figure 4.1, with the exception
of the PMMA phantom which is removed to leave the gamma source in air. Different energies
have been tested to mimic different prompt gamma lines: 300 and 500 keV, and 1, 2, 4 and
6 MeV. No time structure is reproduced for this part of the study. In addition, the rate of events
with an almost full primary energy absorption has been studied for the various kinds of coin-
cidences as a function of the primary gamma energy. The threshold for the energy absorption
has been set to 90 % of the primary gamma energy. The results of this preliminary study (see
section 4.3.1) determined the choice to limit the next investigations to events with a single
scatterer plane involved; all events with more than one scatterer layer hit have been rejected
for the analysis described from section 4.2.6.2 and the results presented from section 4.3.2.

4.2.6.2 Absolute detection efficiency

The absolute efficiency e for the detection of coincidences with a single scatterer plane hit is

defined as:
_ NYcoinc

- >
N Y total

with Ny ine the number of gamma events corresponding to the selected true coincidences,
NY ora the total number of emitted gammas.

€ (4.2)
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In addition to its dependence on the gamma energy in the range 300 keV — 6 MeV (see sec-
tion 4.2.6.1), the absolute efficiency has been also studied as a function of the point-like source
position. The source is set in the range —300 mm to +300 mm (with the center of the camera
transverse section set in the position 0), and moved with variable length steps, up to 1 cm.
The movement followed the transverse axis of the camera.

4.2.6.3 Rate of background coincidences

As the Compton detection principle relies on time coincidences, in addition to the main impor-
tance played by the detectors energy resolutions, the beam intensity and time structure are
important parameters to be studied in order to assess the possible clinical implementation of
a Compton detection based monitoring of ion beam treatment. The ability of the detection
system to distinguish between true and background coincidences, i.e. the resulting signal over
noise ratio, strongly depends on the beam time structure. The number of true and background
coincidences is studied as a function of the beam intensity, before and after data reconstruc-
tion via line-cone algorithm (see section 4.2.5). The events reconstructed outside the volume
are indeed rejected. To be noticed that, following the results of the efficiency study (see sec-
tion 4.3.1), only events with one single scatterer layer hit are selected.

The range of intensities is defined in order to cover a wide range of operation: from a very
low beam intensity to a realistic clinical particle rate. Therefore, for proton and carbon ions,
the lowest beam intensity is set to 0.1 particles per bunch on average, while the upper limit
is set to 217 protons or 70 carbon ions per bunch. All the simulations are performed with a
total of 10® primary protons and 2 x 10° primary carbon ions (see section 4.2.2.2). For the
analysis of the results, the coincidence yields are scaled to the number of incident ions and
the beam intensity to the average number of ions per bunch.

4.2.6.4 Camera precision

The camera precision is defined as the difference between the predicted PG Fall-Off Position
(FOP) (according to the treatment planning) and the detected one. It has been studied with
proton beams. A preliminary reconstruction test has been performed with the two algorithms
(line-cone and LM-MLEM) and 10® incident protons, at two beam intensities: the clinical
intensity — 200 protons per bunch — and a reduced intensity of 1 proton per bunch. For the
LM-MLEM reconstruction, the volume is set to 20 x 40 x 1 cm® around the expected FOP, with
a 101 x 201 x 5 voxel matrix. To be noticed that the two reconstruction methods produce
different results: the line-cone method is based on the beam direction information, so that it
naturally returns a mono-dimensional profile as result, while the LM-MLEM method is able to
reconstruct the PG emission distribution in three dimensions. A mono-dimensional projection
along the beam direction is used for the fall-off identification and for a direct comparison with
the line-cone method. As shown in section 4.3.4, as a result of this preliminary evaluation, the
camera precision is evaluated with a beam intensity of 1 proton per bunch, with the analysis
described in the following paragraphs.

A reference profile has been defined as the line-cone reconstructed distribution of emission po-
sitions at high statistics (10'° incident protons). The SmoothKern method, with the Nadaraya-
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Watson regression (Nadaraya 1964; Watson 1964), is used to smooth such a reference profile
in order to reduce relative statistical fluctuations. A Region Of Interest (ROI) ranging from
y =0 mm to y = +100 mm is defined around the expected FOP, located at y = +50 mm
in the phantom. The reference profile is modeled in the ROI by a linear combination of Non-
Uniform Rational Basis Splines (NURBS) (D. E Rogers 2001). The retrieved FOP is used as
reference and compared to the ones at lower statistics: the reference profile is indeed normal-
ized in order to obtain lower statistics distributions, in the range 1x10% to 5x10? incident
protons. Statistical fluctuations, randomly extracted following a Poisson law, are generated
on the obtained PG profiles to mimic realistic reconstructed distributions. This method is used
to reduce the analysis time.

For each chosen incident proton statistics, 1000 PG profiles are generated and a custom mini-
mization method is applied to deduce the minimal shift between the reference profile and the
one at lower statistics. The minimization algorithm shifts the reference profile in a 60 mm
range, between —30 mm and +30 mm with respect to the initial position, with a step of
0.1 mm, and for each position it compares its position to the low statistics profile by calculat-
ing the y? as follows:

Nbin

Xz = Z (ysample,i - yNURBS,i)z, (4.3)

i=1

where for every bin i, Ysmple is the number of events in the low statistics profile, yyygss
is the number of events for the reference profile NURBS (scaled at the same low statistic).
The described approach is robust and allows to avoid artifacts at low statistics. The global
minimum of all the calculated y? is then retrieved and the shift associated to this value is
added to the shift distributions. The standard deviation of the distribution resulting of the
thousand results gives the precision of the camera for a given number of incident protons.

4.3 Results

The possible implementation of the CLaRyS Compton camera as a monitoring system for ion
beam therapy has been investigated. The camera has been exposed to point-like gamma
sources to study the detection efficiency. A PMMA cylindrical phantom has been simulated
and exposed to proton and carbon beams at increasing intensities for an analysis of the prompt
gamma detection environment (background, random coincidence contamination). The cam-
era precision in the identification of the fall-off of the prompt gamma emission profile has
been investigated. In this section we show the obtained results.

4.3.1 Detection efficiency of various types of true coincidences

Figure 4.6 shows the Compton camera efficiency in detecting the various kinds of true coin-
cidence events described in section 4.2.3, as a function of the gamma energy in the prompt-
gamma energy range (between 300 keV and 6 MeV). The results show how the single events,
consisting in the coincidence between an energy deposit in a single scatterer layer and in one
single absorber block, decreases at increasing energy, in favor of an increase in the number of
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electron escape events (consisting in one primary photon Compton interaction in one scatterer
layer, at least one interaction of the Compton escaped recoil electron in a different scatterer
layer, and one primary photon interaction in one single absorber block). At the maximum in-
vestigated primary gamma energy, the amount of electron escape collected events is more than
35 %. However, the single events represent more than 60 % of the total amount of collected
events in all the explored energy range, so that the results in the following paragraphs are
focused on this kind of events (with the other kinds of events rejected at the analysis stage),
as first approach for a feasibility study. The amount of 3 or more photon-interaction events is
limited and negligible over the whole energy range.
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Figure 4.6: Compton camera efficiency as a function of the gamma energy for the different kind of
possible coincidence events (see section 4.2.3), as a function of the gamma energy.
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Figure 4.7: Ratio between coincidence events with more than 90 % of the primary photon energy
absorbed in the detector layer and all detected coincidences as a function of the gamma
energy. The curves shown the results for the different kind of possible coincidence events
and for the all collected coincidences.

Figure 4.7 shows the rate of events with more than 90 % of the primary gamma energy de-
posited in the detector layers. The rate of 90 % absorbed events is reported for the different
kinds of detected coincidences. As expected, the rate of almost fully absorbed events de-
creases as the energy increases, in a range between more than 80 % and 40 % for 300 keV
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and 6 MeV primary photon energy, respectively. The most of the 90 % absorbed events are sin-
gle events, with the electron escape and multiple ones negligible for primary gamma energies
above 1 MeV. At lower energy, the Compton recoil electron is often able to exit the scatterer
layer where the Compton interaction takes place, but can be lost without further interactions,
so that this kind of events is considered as single with an energy absorption below 90 %. This
can explain the decrease of single almost full absorption at 300 keV. If the electron interacts
with a scatterer layer, it is generally absorbed at low energy, explaining the increasing electron
escape absorbed events below 1 MeV. As mentioned, these results led to the choice of limiting
the further analysis (from section 4.3.2) to events with a single scatterer layer involved, as
first approach.

4.3.2 Absolute detection efficiency

Figure 4.8 shows the absolute gamma detection efficiency as a function of the gamma source
position with respect to the center of the camera in the transverse plane. On the left side, we
show the results achieved with an ideal detector (i.e. without energy detection threshold).
On the right side realistic energy thresholds (50 keV for the scatterer layers and 100 keV for
the absorber) are applied on each detector section.
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Figure 4.8: Absolute Compton camera efficiency as a function of the gamma source position for
different gamma energies, in the range between 300 keV to 6 MeV. The left side shows the
camera efficiency with no detection energy threshold. In the right side, detection energy
thresholds are applied to reproduce a realistic scenario (lower limit of 50 keV for the
scatterer, 100 keV for the absorber). These values can change for the final configuration,
according to the detector energy resolutions achieved.

As expected according to the interaction probability energy dependency, the efficiency is
higher for low gamma energies, and it lies in the range 4 x 10~* at 300 keV and 1.5 x 10™*
at 6 MeV at the center of the camera. Moreover, it can be noticed how the efficiency drops
as the point source is shifted away from the camera center: efficiency reductions of a factor
approximately 4 and 8 at 500 keV and 4 MeV, respectively, are detected with the source
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at 300 mm distance from the camera center, with respect to the value detected in central
position. This effect is more important for high energies, for which the incident gamma is less
deflected in the scatterer for the same energy deposited compared to a low energy gamma.
Figure 4.8b shows the effect of realistic camera detection thresholds as opposed to ideal
detection. The gamma detection efficiency drops of a factor ranging from about 1.25 to more
than an order of magnitude for the central detection area for energies in the range 300 keV
to 2 MeV respectively. The effect is reduced at increasing distance of the source from the
center of the camera. Negligible effects are detected for positions with a distance greater than
200 mm from the center of the camera, and for any distance at energies above 2 MeV, while
the efficiency is reduced in the central area of the camera for energies below 4 MeV.

4.3.3 Rate of background coincidences

In Figure 4.9, the different components of the signal resulting from the PMMA exposure to
proton and carbon ion beams are shown as a function of the beam intensity. The true coin-
cidences represent scatterer-absorber time coincidences generated by the same gamma ray
(only events with hits in a single scatterer layer). All the other coincidence types compose
the background (see section 4.2.3). The collected data sets are reported with and without the
applied time-of-flight discrimination, mainly employed for neutron rejection, as mentioned in
section 4.2.4.
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Figure 4.9: Coincidences yield for protons (left) and carbon ions (right) as a function of the beam
intensity. The intensity is reported as number of incident particles per bunch. The filled
markers correspond to the collected data without time-of-flight discrimination, while
this cut is applied to the data reported with empty markers. Moreover, the yields are
given before and after the profile reconstruction with the line-cone algorithm, which
rejects events reconstructed out of the target volume.

Nu1mber of carbon1|8ns per bunch

In Figure 4.9(a) and (b) the amount of true gamma coincidences and background events are
reported before and after reconstruction via line-cone algorithm as a function of the beam
intensity for proton (a) and carbon ion (b) beams. In addition to this, for each curve realized
with the complete collected data set, the related one obtained after time-of-flight selection of
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events is sketched (empty symbols). All the curves have been normalized to the number of
incident ions.

The amount of background events (mainly random coincidences — due to quasi-simultaneous
interactions of different gammas) increases with the increasing beam intensity: a factor of
about 30 with respect to true gamma events is obtained for proton beams at the intensity of
200 protons per bunch with no event selection, while a factor more than two times higher is
reported for carbon ions in the same conditions. The TOF selection can slightly improve the
Signal-to-Noise Ratio (SNR) by reducing the amount of background events. The amount of
true gamma events and background events becomes similar at the intensity of about 1 proton
per bunch. As expected by the observation of Figure 4.4, for intensity values below 1 proton
per bunch, the ratio between true and background events remains stable.

4.3.4 Camera precision

The camera precision in the fall-off identification is investigated with proton beams. A data
set corresponding to the irradiation of the PMMA phantom with a mono-energetic 160 MeV
proton beam spot (108 protons) has been collected and analyzed at the clinical intensity of 200
protons per bunch and 1 proton per bunch on average (where we obtained a ratio between true
and background coincidences of approximately 1). Figure 4.10 shows the results of the line-
cone and LM-MLEM reconstructions of the simulated data for the two beam time structures
applied at the analysis stage.

The results obtained for a clinical intensity of 200 protons per bunch qualitatively show how
the fall-off of the PG profile cannot be retrieved with the two applied reconstruction methods,
due to the contamination of background events. The fall-off can be identified at the reduced
intensity of 1 proton per bunch for both line-cone and MLEM reconstructed data. The line-
cone algorithm is able to give a prompt feedback on the ion range, and eventually trigger
treatment emergency stop in case of major deviations of the retrieved range with respect to the
treatment planning, while the LM-MLEM algorithm requires long calculation time. For these
reasons, the camera precision is studied with the line-cone algorithm at the reduced intensity
of 1 proton per bunch on average, at which a comparable rate of true and background events
is expected, following the results shown in section 4.3.3. The iterative reconstruction method
can in principle provide enhanced spatial response in the fall-off identification, so that the
result obtained with the analytic approach can be considered as the lower limit for the camera
precision. A total of 10'° protons has been simulated to define the reference PG profile, with a
beam intensity of 1 proton per bunch on average, and then different low statistics profiles have
been produced for the precision estimate as explained in section 4.2.6.4. The high statistics
profile reconstructed via line-cone algorithm is shown in Figure 4.11a with the related NURBS
fit. A NURBS fit of a low statistics sample (10® incident protons) is shown in Figures 4.11b.
Poisson extracted fluctuations have been generated on the profile in the range 30 — 70 mm,
where the fall-off position is expected to be located. The retrieved optimal shift distribution
is shown in Figure 4.12 for 10® incident protons as well.

The analysis method described in section 4.2.6.4 is applied to the different PG obtained pro-
files to retrieve the camera precision in the fall-off identification. The results are shown in
Figure 4.13.
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Figure 4.10: Line-cone and LM-MLEM reconstruction for a 160 MeV proton beam, 108 total incident

protons. In the left column, the beam intensity is 200 proton per bunch on average;
in the right one, the beam intensity is 1 proton per bunch on average. The Compton
camera is centered at the expected Bragg peak position, y = +50 mm. The time-of-flight
event selection is applied on the collected data set. 20 iterations are performed for
the MLEM reconstruction. The top row shows the MLEM reconstructed distribution
two-dimensional projections in the plane (x, y), parallel to the camera entrance surface.
The position x = 0 mm corresponds to the center of the PMMA phantom and the y
direction corresponds to the beam axis, with the target entrance at y = —100mm and
the target end at y = +100 mm. The center row shows the mono-dimensional profiles
along the y axis. The expected profile fall-off is located at y = +50 mm. The bottom
row shows the profiles obtained by means of the line-cone algorithm for the same
time-of-flight selected data.
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Figure 4.11: (a) Line-cone reconstructed reference profile (blue histogram) for 10'° incident protons,
at a beam intensity of 1 proton per bunch, with the NURBS related curve (green solid
line). (b) NURBS curve (green) obtained after the normalization to a 108 incident
protons statistics and the profile realization with the Poisson generated statistical
fluctuations (red); the curves are centered on the expected FOP at 50 mm.
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Figure 4.12: Distributions of the fall-off position deviation with respect to the fall-off position of the
high statistics reference profile for 1000 realizations with 10® primary protons, obtained
with line-cone reconstruction. The Root Mean Square (RMS) of these distributions
represents the Compton camera precision for the selected statistics.
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Figure 4.13: Fall-off Retrieval Position (FRP) with the line-cone reconstruction algorithm as a function
of the total number of incident protons, in the range 1 x 108 to 5 x 10°.

A linear behavior with a slope of —1/2 (in log-log scale), highlighted by the performed linear
fit of the obtained curve, is verified with increasing number of primary protons, starting from
the single spot scale of about 10® primaries, up to 5 x 10° protons, which can correspond to
the monitoring of a group of spots with the same planned range. As expected, 