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Chapter 1

Introduction

1 Research activities

My PhD project concerned mathematical studies of phase transition and alloy solidifica-
tion. The goal was to incorporate to existing models the effect of shrinkage due to bigger
density in the solid phase than in the liquid. The shrinkage is causing pressure drop and
induces fluid flow in the domain and can result in physical defects in alloys. The ap-
proach considered belongs to a class of so called phase field models, where the phase field
function varies smoothly from one in solid to zero in liquid through a slightly diffused
interface. Alloy solidification itself is driven by temperature (assumed to be constant)
and a local species concentration. The proposed model consisted of coupled set of PDEs:
Navier-Stokes equations for fluid flow in the melt coupled with the phase field, non lin-
ear anisotropic phase field evolution equation coupled with the species concentration and
species conservation equation coupled with both velocity field and phase field variable. In
addition, the phase field functions varies smoothly from zero to one through an interface
of thickness several orders of magnitude smaller than the size of the computational do-
main. This makes adaptive mesh refinement mandatory for numerical simulations. We
introduced an adaptive algorithm based on a posteriori error estimation in order to build
successive triangular meshes with high aspect ratio that ensure that the H1-error of the
solution is close to some prescribed tolerance. The results are presented in publications
[84, 83, 85].

The goal of this report is to present my research activities posterior to my PhD the-
sis and strongly diverging from the above mentioned work. Two different axes can be
distinguished. The first concerns numerical methods for strongly anisotropic elliptic and
parabolic equations and is exposed in Chapter 2. It covers publications [25, 26, 30, 72,
31, 82] and collaboration with Pierre Degond, Fabrice Deluzet, Alexei Lozinski, Claudia
Negulescu and Maurizio Ottaviani. The direct motivation for this work were numeri-
cal simulations related to plasma physics, were strong magnetic field is a source of the
anisotropy in the system. The motion of magnetized particles is characterized by a fast
gyration around magnetic field lines. The number of collisions in the plane perpendicular
to the field is much more important than in the direction of the field. As a result, the
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ratio between parallel and perpendicular diffusion coefficients can be very high achieving
values as big as 1010. Numerical resolution of such equations is a very delicate problem,
as the discrete system can suffer from a very bad matrix conditioning impacting preci-
sion and convergence speed of iterative solvers. This is a direct result of the fact that
the initial problem can become singular in the limit of infinite anisotropy, depending on
boundary conditions. Above of that the locking phenomenon occurs when discrete mesh
is not aligned with anisotropy direction. That is to say, the numerical solution tends to
zero as the anisotropy in the system increases. This effect is caused by the polynomial ap-
proximation of the discrete solution: in the limit of infinite anisotropy the only polynomial
that is constant in the privileged direction is constant on the mesh elements not aligned
with the anisotropy. Taking into account the homogeneous Dirichlet boundary conditions,
this polynomial is identically equal to zero. For those reasons any direct discretization of
the anisotropic problem would fail to provide reliable results. Chapter 2 presents several
methods conceived to overcome those difficulties. They all rely on a so called Asymptotic
Preserving reformulation, where the initial problem is rewritten in an equivalent form with
strong anisotropy removed from the equations. The resulting system does not suffer from
bad conditioning nor from locking. The cost of this reformulation is addition of auxiliary
variable(s). The methods are presented within the finite element framework, but are not
limited to FEM and work equally well under finite difference or finite volume discretization.

The second axis of my research concentrates around fast numerical schemes for Boltz-
mann equation. It covers publications [34, 35, 81] and collaboration with Giacomo Dimarco,
Raphaël Loubère and Thomas Rey. We are interested in kinetic description of gases, where
the state of the system is described by so called distribution function. This function is de-
fined in seven independent dimensions: three in physical space, three in velocity space and
the time. This curse of dimensionality makes numerical simulations extremely resource
consuming and not fitted for simple desktop stations due to memory limitations. Above of
that the collisions between particle are modeled by multidimensional integrals that have
to be evaluated at every time step and in every cell of space mesh. The existing methods
are very time consuming, especially in seven dimensions. In order to perform realistic
simulations one need to resort to high performance computing. Chapter 3 is devoted to
development of efficient parallel methods for kinetic equations. Efficient parallelization
strategies presented there in allow to perform complex full seven dimensional parallel sim-
ulations on wide range of systems: shared memory multi processor computational servers,
GPU based systems and large distributed memory supercomputers, providing an efficient
tool for rarefied gas modeling.

Finally, Chapter 4 briefly presents research not related to the main axes: a contribution
to the multiscale finite element method for advection-diffusion and Stokes problems in
perforated domain (in collaboration with P. Degond, A. Lozinski and Bagus Putra Muljadi)
and a contribution to simulations of pedestrian flow (in collaboration with P. Degond,
Jérôme Fehrenbach et al. ).
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Chapter 2

Asymptotic-Preserving methods for
strongly anisotropic elliptic and
parabolic equations

The first part is devoted to the numerical resolution of strongly anisotropic equations. Such
problems are often encountered in many fields of application, for example flow in porous
media [5, 60], semiconductor modeling [75], atmospheric or oceanic flows [103]. The initial
motivation of this work was related to plasma physics: atmospheric plasma [64, 66], internal
fusion plasma [9, 28] or plasma thrusters [1]. In this context, the anisotropy direction is
defined by a direction of magnetic field, where the gyration of magnetized particles around
field lines is causing a large number of collisions in a plane perpendicular to the field. On
the other hand, the motion in the direction of the field is rather undisturbed. This explains
the difference in the mobility of particles in parallel and perpendicular directions. The ratio
of those two values, denoted as 1/ε, can be as high as 1010. The resulting problem becomes
singular when ε approaches zero and the direct discretization of the equations leads to very
badly conditioned systems. Resolution of those systems is unfeasible for small values of ε.
Moreover, the anisotropy rate may change in the computational domain so that any method
designed to work for strong anisotropy only would fail in isotropic regions. Therefore there
is a need for a robust and accurate scheme that cover wide range of anisotropies.

Numerical methods for anisotropic equation have been extensively studied and many
approaches have been proposed: for example finite volume methods with suitably chosen
fluxes [42, 69, 105], finite difference schemes [57, 71, 94, 104], slope limiters for finite el-
ements [68], domain decomposition [55, 67] and multigrid methods [54, 86]. Numerical
integration along the anisotropy direction was considered in [21, 98]. Anisotropic problems
in toroidal geometries were studied in [22, 93, 95]. The goal of this chapter is to present nu-
merical methods to address this difficulty developed with Pierre Degond, Fabrice Deluzet,
Alexei Lozinski, Claudia Negulescu and Maurizio Ottaviani in [25, 30, 31, 72, 73, 82].
The methods are based on the so called Asymptotic Preserving reformulation introduced
initially in [63].

The chapter is divided into two parts: the first presents the prototype elliptic anisotropic
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equation together with Asymptotic Preserving numerical methods. In the beginning, the
Duality Based Asymptotic Preserving scheme (DB) [25] is introduced. It relies on an or-
thogonal decomposition of the solution to the initial problem into two parts: its mean
part computed in the direction of the anisotropy and the L2-orthogonal to the mean part
complement of average zero along the anisotropy direction carrying information about os-
cillations. Those two functions belong to the spaces which are difficult to discretize for a
general direction of anisotropy. This problem is overcome by a Lagrange multiplier tech-
nique and a system o five equations is finally obtained. Next the AP scheme based on the
Micro-Macro decomposition (MM) is presented [30]. In the MM method the decomposition
is no longer required to be orthogonal. The resulting scheme is a significant improvement
over the DB method: the obtained system consists of only two equations. The field of
application of both DB and MM schemes is however limited only to simple topologies
of the anisotropy, where no closed field lines are allowed. This limitation has been first
overcome for the parabolic problems in [82] by introduction of the stabilization term in-
spired by stabilization techniques for the Stokes problem. This Micro Macro scheme with
Stabilization (MMS) was studied in more detail in [73] for elliptic equations. Both MM
and MMS schemes have a matrix conditioning proportional to 1/h4 at best, with h being
the mesh size. Moreover, the particular saddle point structure makes it difficult to find
an efficient preconditioner, practically ruling out iterative solvers. This inconvenience has
been eliminated in the last presented scheme for elliptic equations: an iterative regularised
method [31], which relies on an iterative resolution of a mildly anisotropic equation. The
main advantage of this method is that the problem solved in each iteration is a diffusion
equation with conditioning proportional to 1/h2 and very well studied in literature. The
second part of this chapter deals with parabolic problems: linear and non-linear heat equa-
tion, where the MM and MMS schemes are coupled with second order time discretization
scheme. In particular [72] shows the existence, uniqueness and positivity of the solution
to a non-linear heat equation supplied with Robin boundary conditions and encountered
in the plasma physics. This equation is reformulated with the MM method. The proposed
time discretization schemes include the first order implicit Euler, Crank-Nicolson and a di-
agonally implicit second order Runge Kutta methods. It is shown, that the Crank Nicolson
scheme breaks the Asymptotic Preserving property of the method. It is argued, that the
time discretization scheme that preserves the desired asymptotic should be L-stable. That
is to say the numerical solution of a test problem y′ = ky should approach zero in just
one iteration whenever |k∆t| tends to infinity. This is not the case for the Crank Nicolson
scheme. Finally, the [82] introduces first the stabilized MMS scheme in the context of
linear heat transfer equation and presents some numerical results of the so called magnetic
island (a region of closed field lines) moving in the computational domain, the test case
inspired by magnetic filed lines reconnection encountered in plasma physics.
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1 Elliptic equation

The mathematical problem we are interested in is given by
−∇ · Aε∇uε = f in Ω,

n · Aε∇uε = 0 on ΓN ,

uε = 0 on ΓD ,

(2.1)

where Aε is an anisotropic matrix defined as

Aε =
1

ε
A‖b⊗ b+ (Id− b⊗ b)A⊥(Id− b⊗ b) . (2.2)

Let b ∈ (C∞(Ω̄))d be a smooth vector field in a domain Ω ⊂ Rd, with d = 2, 3 and
|b(x)| = 1 for all x ∈ Ω. Let us also decompose the boundary Γ = ∂Ω into two parts: ΓD
parallel to b and its complement ΓN . That is to say:

ΓD = {x ∈ Γ | b(x) · n = 0}, ΓN = Γ \ ΓD, (2.3)

where n is the outward normal to Ω.
Let us also decompose vectors v ∈ Rd, gradients ∇u, with u(x) a scalar function, and

divergences ∇ · v, with v(x) a vector field, into a part parallel to the anisotropy direction
and a part perpendicular to it:

v‖ := (v · b)b , v⊥ := (Id− b⊗ b)v , such that v = v‖ + v⊥ ,

∇‖u := (b · ∇u)b , ∇⊥u := (Id− b⊗ b)∇u , such that ∇u = ∇‖u+∇⊥u ,

∇‖ · v := ∇ · v‖ , ∇⊥ · v := ∇ · v⊥ , such that ∇ · v = ∇‖ · v +∇⊥ · v ,
(2.4)

where we denoted by ⊗ the vector tensor product.

1.1 Singular Perturbation problem

Using the above introduced notation, the initial problem (2.1) can be restated as: find uε

such that 
−1
ε∇‖ ·

(
A‖∇‖uε

)
−∇⊥ · (A⊥∇⊥uε) = f in Ω,

1
εn‖ ·

(
A‖∇‖uε

)
+ n⊥ · (A⊥∇⊥uε) = 0 on ΓN ,

uε = 0 on ΓD ,

, (2.5)

with b such that n · b = 0 on ΓD and n · b 6= 0 on ΓN . We assume that the source term and
diffusion coefficients fulfill the following hypothesis.
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Hypothesis 1 Let f ∈ L2(Ω) and
◦

∂ΩD 6= ∅. The diffusion coefficients A‖ ∈ L∞(Ω) and
A⊥ ∈Md×d(L

∞(Ω)) are supposed to satisfy

0 < A0 ≤ A‖(x) ≤ A1 , f.a.a. x ∈ Ω, (2.6)

A0||v||2 ≤ vtA⊥(x)v ≤ A1||v||2 , ∀v ∈ Rd and f.a.a. x ∈ Ω. (2.7)

Please note that instead of Neumann boundary condition one could consider the peri-
odic boundary conditions. This problem is singular in the limit of ε→ 0. Indeed, when ε
is set to 0, the problem reduces to

−∇‖ ·A‖∇‖u0 = 0 in Ω,

n‖ ·
(
A‖∇u0

)
= 0 on ΓN ,

uε = 0 on ΓD ,

(2.8)

which admits infinite number of solutions as any function that is constant in the direction
of anisotropy solves this problem. The correct limit of the solution can be found by
multiplying (2.8) by a test function in

G = {v ∈ H1(Ω) | ∇‖v = 0 , v|ΓD = 0}, (2.9)

the space of functions that are constant in the direction of anisotropy and has a zero trace
on ΓD. This leads to the following, well posed problem: find u0 ∈ G such that∫

Ω
(A⊥∇⊥)u0 · ∇⊥v =

∫
Ω
fv , ∀v ∈ G. (2.10)

The philosophy of the Asymptotic Preserving schemes relies on a suitable reformulation
of the initial equation (valid for all values of ε) in such a way, that for ε → 0 the correct
limit problem is obtained.

Another problem encountered when dealing with numerical resolution of anisotropic
problems is the locking phenomenon [6, 7]. It is particularly visible when unstructured grid
and/or variable anisotropy direction and low order numerical method is considered. Let us
again consider the reduced problem (2.8). If discrete space does not contain functions that
are constant in the direction of the anisotropy, than the solution of this problem is equal
to 0. That is the case for example for unstructured triangular grid with P1 finite elements
or for rectangular Cartesian grid with variable anisotropy direction. This phenomenon is
not related to the fact that the reduced problem is ill posed on continuous level. For small
non zero values of ε big enough that the matrix related to the discretized version of the
(2.5) problem does not suffer from bad conditioning the locking phenomenon is manifested
in the discrete solution converging to zero as ε gets smaller. Especially when first order
approximation is used and the discrete grid is rather coarse.
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1.2 Duality Based Asymptotic Preserving scheme

One of the remedies to the above mentioned problems is a decomposition of the solution
into two parts: a part that is constant in the direction of the anisotropy and a part
carrying information about fluctuations. The most evident decomposition is to express u,
the solution to the original singular perturbation problem as sum of its average along the
direction of anisotropy pεDB and the fluctuating part qεDB of average zero in the direction of
the anisotropy:

uε = pεDB + qεDB. (2.11)

The mean part pεDB belongs to the previously defined space G, subspace of V while qεDB
belongs to its L2-orthogonal complement A defined by

A := {q ∈ V |(q, p) = 0 , ∀p ∈ G} . (2.12)

This kind of decomposition was already studied in the case of anisotropy aligned with
coordinate system in [27] for diffusion equation and in [16] for the Euler-Lorentz equa-
tions. In [25] I have contributed to the generalization of this method to the case of variable
anisotropy direction. The key idea of this method is to make use of three Lagrange multi-
pliers to ensure the orthogonality of the decomposition and that the function pεDB belongs
to the space G. The resulting system consists thus of five equations: two for pεDB and qεDB
and three for Lagrange multipliers. The description of the method follows.

We suppose that the following hypothesis holds.

Hypothesis 2 The Hilbert-space V admits the decomposition

V = G ⊕⊥ A, (2.13)

with G given by (2.9) and A given by (2.12) and where the orthogonality of the direct sum
is taken with respect to the L2-norm. Denoting by P the orthogonal projection on G with
respect to the L2 inner product:

P : V → G such that (Pu, p) = (u, p) ∀u ∈ V, p ∈ G , (2.14)

we shall suppose that this mapping is continuous and that we have the Poincaré-Wirtinger
inequality

||u− Pu||L2(Ω) ≤ C||∇‖u||L2(Ω) , ∀u ∈ V . (2.15)

We note that this kind of decomposition is not self evident but us typically satisfied
for domains of interest.

Let us also define the operator

Q : V → A , Q = I − P . (2.16)
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Each function u ∈ V can be decomposed uniquely as u = pDB + qDB, where pDB = Pu ∈ G
and qDB = Qu ∈ A. Let us now reformulate the original singular perturbation problem:
find (pDB, qDB) ∈ G ×A such that{

a⊥(pεDB, v) + a⊥(qεDB, v) = (f, v), ∀v ∈ G,

a‖(q
ε
DB, w) + εa⊥(qεDB, w) + εa⊥(pεDB, w) = ε(f, w), ∀w ∈ A.

(2.17)

This system, contrary to the original problem, does not degenerate when ε goes to zero.
Indeed, putting explicitly ε = 0 yields the following limit problem: find (p0, q0) ∈ G × A
such that {

a⊥(p0
DB, v) + a⊥(q0

DB, v) = (f, v), ∀v ∈ G,

a‖(q
0
DB, w) = 0, ∀w ∈ A,

(2.18)

which has a unique solution with p0
DB being the unique solution of the limit problem

and q0
DB ≡ 0. Moreover, for any positive ε, the functions uε, pεDB and qεDB are bounded

independently of ε in the H1-norm. Furthermore, they converge to the solution of the
limit problem when ε→ 0. This is stated in the following theorem.

Theorem 1 For every ε > 0 the Asymptotic Preserving formulation (2.17), under Hy-
potheses 1 and 2, admits a unique solution (pεDB, q

ε
DB) ∈ G × A, where uε := pεDB + qεDB is

the unique solution in V of the Singular Perturbation model (2.5).
These solutions satisfy the bounds

||uε||H1(Ω) ≤ C||f ||L2(Ω) , ||qεDB||H1(Ω) ≤ C||f ||L2(Ω) , ||pεDB||H1(Ω) ≤ C||f ||L2(Ω) ,
(2.19)

with an ε-independent constant C > 0. Moreover, we have

uε → u0, pεDB → u0 and qεDB → 0 in H1(Ω) as ε→ 0 , (2.20)

where u0 ∈ G is the unique solution of the Limit model (2.10).

We have proven this theorem in [25]. The existence and uniqueness of a solution to the
Singular Perturbation problem (2.5) follows from the Lax-Milgram theorem. Uniqueness of
the decomposition uε = pεDB + qεDB yields the existence and uniqueness of a solution to the
Asymptotic Preserving reformulation (2.17). The bound on uε is obtained by a standard
elliptic argument and since pεDB and qεDB are L2-orthogonal projections of uε on the spaces
G and A respectively, they are also bounded in the H1 norm. Finally, we observe that pεDB

and qεDB weakly converge to p0
DB = u0 and q0 ≡ 0. The strong convergence is obtained after

subtracting the first equation of the limit problem (2.18) from the first the Asymptotic
Preserving reformulation (2.17), adding the second equation of (2.17) with suitably chosen
test functions and application of Poincaré-Wirtinger and Young inequalities.

The spaces A and G are difficult to discretize in the general setting, i.e. when the
anisotropy direction is not aligned with the coordinate system and varies in the computa-
tional domain. In order to overcome this difficulty one can resort to the Lagrange multiplier
technique.
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The first step is to avoid discretization of the A space by remarking that it is a L2

orthogonal complement to the G space in V. The Asymptotic Preserving reformulation is
therefore reformulated as follows: find (pεDB, q

ε
DB, l

ε) ∈ G × V × G such that
a⊥(pεDB, v) + a⊥(qεDB, v) = (f, v) ∀v ∈ G,

a‖(q
ε
DB, w) + εa⊥(qεDB, w) + εa⊥(pεDB, w) + (lε, w) = ε(f, w) ∀w ∈ V,

(qεDB, χ) = 0 ∀χ ∈ G.

(2.21)

The constraint (qεDB, χ) = 0, ∀χ ∈ G is forcing the solution qεDB to belong to A, and this
property is carried over to the limit ε → 0. We have thus circumvented the difficulty of
discretizing A by introducing a new variable and enlarging the linear system.

In [25] we prove the following proposition.

Proposition 1 Problems (2.17) and (2.21) are equivalent.

We observe that if (pεDB, q
ε
DB) ∈ G × A is the unique solution of (2.17) then (pεDB, q

ε
DB, 0)

solves (2.21). Reciprocally, if (pεDB, q
ε
DB, l

ε) ∈ G ×V ×G is a solution of (2.21) then the last
equation of (2.21) implies that qεDB ∈ A. Choosing a test function w ∈ G in the second
equation and combining with the first equation leads to (lε, w) = 0 for all w ∈ G and hence
lε ≡ 0.

In order to eliminate G from the equation we first note that

p ∈ G ⇔

{
∇‖p = 0

p ∈ V
⇔


∫

Ω
A‖∇‖p · ∇‖λ dx = a‖(p, λ) = 0, ∀λ ∈ Lin

p ∈ V ,
(2.22)

where Lin is a functional space that should be chosen large enough so that one could find
for any p ∈ V a λ ∈ Lin with ∇‖λ = ∇‖p. On the other hand, the space Lin should be not
too large in order to ensure the uniqueness of the Lagrange multipliers in the unconstrained
system. A space that satisfies these two requirements can be defined as

Lin := {λ ∈ L2(Ω) | ∇‖λ ∈ L2(Ω) , λ|∂Ωin = 0} , with ∂Ωin := {x ∈ ∂Ω | b(x) · n < 0} .
(2.23)

The above, together with the characterization of G, allows to reformulate the initial
Singular Perturbation problem as: Find (pεDB, λ

ε, qεDB, l
ε, µε) ∈ V × Lin × V × V × Lin

such that

(DB)



a⊥(pεDB, η) + a⊥(qεDB, η) + a‖(η, λ
ε) = (f, η) , ∀η ∈ V ,

a‖(p
ε
DB, κ) = 0 , ∀κ ∈ Lin ,

a‖(q
ε
DB, ξ) + εa⊥(qεDB, ξ) + εa⊥(pεDB, ξ) + (lε, ξ) = ε (f, ξ) , ∀ξ ∈ V ,

(qεDB, χ) + a‖(χ, µ
ε) = 0 , ∀χ ∈ V ,

a‖(l
ε, τ) = 0 , ∀τ ∈ Lin .

(2.24)
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In this formulation the original problem is replaced by a set of five differential equations.
The advantage of this scheme is that it is Asymptotic Preserving as (2.21) but it does
not require discretization of the spaces A and G. Moreover, no change of coordinates is
required to guarantee the property that pεDB is constant along the b-field and qεDB is of
average zero. This is particularly important in the context of evolutive problems, where
the direction of b can change in time. This formulation will be called the Duality Based
Asymptotic Preserving method (DB).

1.3 Asymptotic Preserving method based on Micro-Macro decomposi-
tion

The above presented reformulation presents one inconvenience: four additional unknowns
are introduced resulting in a system of five equations required to solve the original singular
perturbation problem for solely one unknown. In order to reduce the number of equations
and solve the problem without resorting to expensive Lagrange multiplier technique I have
proposed a different kind of decomposition. Instead of taking uε = pεDB + qεDB, with pεDB

and qεDB being L2 orthogonal, let us write uε = pεMM + εqεMM with pεMM ∈ G constant in the
direction of anisotropy (as in the DB scheme) and qεMM this time belonging to the space of
functions vanishing on the inflow part of the boundary (b ·n < 0), namely qεMM ∈ Lin. The
novelty of this kind of Micro-Macro decomposition lies in the fact that the oscillating part
qεMM caries not only information about the fluctuations but contains also some information
about the part constant in the direction of anisotropy. Contrary to the Duality Based
scheme, the decomposition is not orthogonal and pεMM is not the average of uε in the
anisotropy direction. There is no need to discretize the space orthogonal to G in this
new decomposition. Moreover, suitable reformulation allows to eliminate pεMM from the
equations and the discretization of G is no longer necessary. This idea is presented in [30]
together with some theoretical investigations obtained in collaboration with Pierre Degond,
Alexei Lozinski and Claudia Negulescu.

Plugging the decomposition uε = pεMM + εqεMM into the original problems yields the
following equation:

a⊥(pεMM + εqεMM, v) +
1

ε
a‖(p

ε
MM + εqεMM, v) = (f, v) ∀v ∈ V, (2.25)

which becomes

a⊥(uε, v) + a‖(q
ε
MM, v) = (f, v) ∀v ∈ V, (2.26)

after switching back to uε in the first term and using the fact that∇‖pεMM = 0 in the second.
In order to close the system a relation coupling uε and qεMM is added taking the parallel
Laplacian of the ansatz: −∇‖ · A‖∇‖uε = −∇‖ · A‖∇‖ (pεMM + εqεMM) = −ε∇‖ · A‖∇‖qεMM.
This yields the following Asymptotic Preserving reformulation: find (uε, qεMM) ∈ V × Lin,
solution of

(MM)

{
a⊥(uε, v) + a‖(q

ε
MM, v) = (f, v), ∀v ∈ V

a‖(u
ε, w)− εa‖(qεMM, w) = 0, ∀w ∈ Lin .

(2.27)
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System (2.27) is an equivalent reformulation (for fixed ε > 0) of the original P-problem
multiplied by ε:

(P ) a‖(u
ε, v) + εa⊥(uε, v) = ε(f, v) , ∀v ∈ V . (2.28)

Indeed, if uε ∈ V solves (2.28), then we can construct a unique qεMM ∈ Lin such that
∇‖qεMM = (1/ε)∇‖uε. This, in weak form, gives the second equation of (2.27). Replacing
then ∇‖uε by ε∇‖qεMM inside (2.28), we see that (uε, qεMM) solves also the first equation in
(2.27). Conversely, if (2.27) has a solution (uε, qεMM) ∈ V × Lin then the second equation
implies ε∇‖qεMM = ∇‖uε, which inserted in the first one, leads to the weak formulation
(2.28).

This leads to another derivation of the MM scheme. Instead of plugging the ansatz
uε = pεMM +εqεMM with qεMM being equal to zero on the inflow part of the boundary one could
proceed in a following way. Let us first remark that the main source of numerical issues
in the resolution of the initial Singular Perturbation problem is the dominant derivative
in the direction of the anisotropy. In order to overcome this difficulty, a new variable qεMM

is introduced. This variable fulfils the following relation: ε∇‖ · A‖∇‖qεMM = ∇‖ · A‖∇‖uε.
This operation allows to eliminate the 1

ε terms from the equation. The additional variable
is not unique, as it is defined up to any function constant in the direction of anisotropy.
One method allowing to provide uniqueness is to fix the value of qεMM on every field line,
for example setting it to zero on the inflow part of the boundary.

The MM-formulation (2.27) has a unique solution (uε, qεMM) ∈ V ×Lin for all ε > 0 and
f ∈ L2(Ω), where uε ∈ V is the unique solution of the P-problem (2.28). The advantage of
(2.27) over (2.28) consists in the fact that taking formally the limit ε→ 0 in (2.27) leads to
the correct limit problem (2.10). Indeed, setting ε = 0 in the MM-formulation (2.27), we
obtain the following problem (referred hereafter as the L-model): Find (u0, q0

MM) ∈ V×Lin
such that

(L)

{
a⊥(u0, v) + a‖(q

0
MM, v) = (f, v), ∀v ∈ V,

a‖(u
0, w) = 0, ∀w ∈ Lin .

(2.29)

Remark that (2.29) is formally an equivalent formulation of the Limit problem (2.10). In
particular, if (u0, q0

MM) ∈ V × Lin is a solution of (2.29), then u0 ∈ G, where G is defined
in (2.9) and u0 solves (2.10). The additional unknown q0

MM serves here as a Lagrange
multiplier responsible for the constraint u0 ∈ G. The existence of this Lagrange multiplier
q0
MM ∈ Lin is not completely straight-forward to prove, since we do not have an inf-sup
property for the bilinear form a‖ on the pair of spaces V × Lin. Fortunately, we can
prove the existence assuming f ∈ L2(Ω), cf. Theorem 2, thus establishing rigorously the
equivalence between (2.10) and (2.29), at least for f ∈ L2(Ω). This shall be part of the
aim of the next subsection. The uniqueness is given by

Lemma 1 Suppose that Hypothesis A is satisfied, in particular that f ∈ L2(Ω). Then the
solution to (2.29), if it exists, is unique.

Proof.It is sufficient, due to linearity, to consider f = 0. Let thus (u0, q0
MM) ∈ V × Lin

be the solution of (2.29) for f = 0. Taking then test functions v ∈ G, we get immedi-
ately u0 = 0, implying a‖(q0

MM, v) = 0 for all v ∈ V. By density arguments one gets then
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q0
MM = 0.

Let us now study the asymptotic behaviour of the MM scheme as ε → 0. We shall
suppose that the computational domain Ω is a tube made of field lines of b

Hypothesis 3 There exists a smooth coordinate system (ξ1, . . . , ξn) on Ω with (ξ1, . . . , ξn−1) ∈
D, ξn ∈ (0, 1), D being a smooth domain in Rn−1, such that the field lines of b are given
by the coordinate lines (ξ1, . . . , ξn−1) = const. Moreover, Γin is represented by ξn = 0,
(ξ1, . . . , ξn−1) ∈ D; Γout is represented by ξn = 1, (ξ1, . . . , ξn−1) ∈ D and ΓD is represented
by ξn ∈ (0, 1), (ξ1, . . . , ξn−1) ∈ ∂D.

Supposing that the Hypotheses 1 and 3 hold, we prove in [30] following theorem.

Theorem 2 Let Hypothesis 1 and 3 be satisfied and moreover suppose that A⊥ ∈Md×d(W
2,∞(Ω))

and A‖ ∈ W 2,∞(Ω). Then the MM-problem (2.27) admits a unique solution (uε, qεMM) ∈
V × Lin for any ε > 0, where uε is the unique solution of problem (2.28). There exists
also a unique solution (u0, q0

MM) ∈ V × Lin of the L-problem (2.29), where u0 ∈ G solves
problem (2.10). Moreover, we have the following convergences as ε→ 0

uε → u0 in V , qεMM ⇀ q0
MM in Lin ,

and the following bounds hold

||∇⊥uε −∇⊥u0||L2 ≤ C
√
ε||f ||L2 , ||∇‖uε||L2 ≤ Cε ||f ||L2 and ||∇‖qεMM||L2 ≤ C||f ||L2 .

with a constant C > 0 independent of ε and f .

The proof of this theorem makes use of following lemmas (again proven in [30]).

Lemma 2 For any u ∈ H1(Ω) and ε > 0, there exists a unique qMM ∈ Lin satisfying
ε∇‖qMM = ∇‖u almost everywhere. Moreover, if u ∈ H2(Ω) then qMM ∈ H1(Ω) and if
u ∈ V ∩H2(Ω) then qMM ∈ V.

Lemma 3 Let Hypothesis 1 and 3 be satisfied and moreover suppose that A⊥ ∈Md×d(W
2,∞(Ω))

and A‖ ∈W 2,∞(Ω). Then the solution u0 ∈ G of (2.10) belongs to H2(Ω) and satisfies the
estimates

||u0||H2 ≤ C||f ||L2 , (2.30)

with a constant C independent of f .

We prove the first lemma by observing that qMM is obtained by subtracting from u its
value on the inflow boundary on each field line and dividing the result by ε. The second is
proven by noting that u0 is constant along the field lines, rewriting the limit problem 2.10
the coordinate system of Hypothesis 3 and integrating over ξn. The resulting equation is a
weak formulation of an elliptic problem for u0 on D with homogeneous Dirichlet boundary
conditions on ∂D. The result is obtained from regularity results for elliptic equations.
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In order to prove bounds in Theorem 2 we first subtract the Limit problem (2.29) from
the MM formulation (2.27). We observe that for any v ∈ G:

a⊥(uε − u0, v) = 0. (2.31)

Thanks to Lemma 2, qεMM ∈ V and we can choose v = uε − εqεMM − u0 ∈ G obtaining

a⊥(uε − u0, uε − εqεMM − u0) = 0 (2.32)

and hence

a⊥(uε − u0, uε − u0)− εa⊥(uε, qεMM) = −εa⊥(u0, qεMM). (2.33)

Choosing v = εqεMM in the first equation of the MM reformulation yields

a⊥(uε − u0, uε − u0) + εa⊥(qεMM, q
ε
MM) = −εa⊥(u0, qεMM). (2.34)

Thanks to Lemma 3, u0 ∈ H2(Ω) and a⊥(u0, qεMM) can be integrated by parts. Following
estimate can be obtained

−εa⊥(u0, qεMM) ≤ C||u0||H2(Ω)

(
||qεMM||2L2(ΓN ) + ||qεMM||2L2(Ω)

)
(2.35)

The Poincaré-Wirtinger and trace inequalities finally allow to prove first the bound on
||∇‖qεMM||L2(Ω) and then the estimates on ||∇‖uε||L2(Ω) and ||∇⊥uε − ∇⊥u0||L2(Ω). The
complete proof can be found in [30].

Some H2-regularity results for the unique solution uε ∈ V of the P-problem (2.28) can
be proven for a simplified geometry: Ω := (0, Lx)× (0, Ly) and b = (0, 1) assumed constant
and aligned in the y direction. Let us thus study the system

−1
ε∂y(Ay∂yu

ε)− ∂x(Ax∂xu
ε) = f , in Ω

∂yu
ε = 0 , for y = 0, Ly

uε = 0 , for x = 0, Lx .

(2.36)

Theorem 3 Take Ω := (0, Lx)× (0, Ly), b = (0, 1), suppose that Hypothesis A is satisfied
and moreover that Ax = (A⊥)11 ∈ W 2,∞(Ω) and Ay = A‖ ∈ W 2,∞(Ω). Then uε, the
unique solution of (2.36), belongs to H2(Ω) and we have the estimates

||∂xuε||2L2 +
1

ε2
||∂yuε||2L2 ≤ C||f ||2L2 , (2.37)

||∂xxuε||2L2 +
1

ε
||∂xyuε||2L2 +

1

ε2
||∂yyuε||2L2 ≤ C||f ||2L2 , (2.38)

with C > 0 a constant independent of ε and f .

We prove this theorem in [30]. Moreover, we show in [73] the matrix conditioning of the
MM scheme is proportional to 1/h4.
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1.4 Stabilized Micro-Macro scheme

The MM scheme relies on the elimination of the dominant part in the original problem
by a suitable substitution ∇‖ · A‖∇‖uε = ε∇‖ · A‖∇‖qεMM. This kind of substitution is
of course not unique, in the MM scheme qεMM is chosen such that its trace on the inflow
part of the boundary is equal to zero. This limits the application of the scheme to only
simple topologies of the anisotropy field: no closed field lines can be present in the domain.
In order to overcome this limitation a stabilized scheme has been developed, inspired by
stabilization methods for Stokes or Navier Stokes equations.

It is well known that the naive finite element discretization of the Stokes equation leads
to a discrete system that does not fulfill the inf-sup condition. In order to overcome this
difficulty several methods based on a suitable choice of discrete spaces have been proposed,
for example nonconforming finite elements (Crouzeix-Raviart) or P2-P1 finite elements.
A different and much simpler from practical point of view approach is the stabilization
technique. The core idea of this method is to modify the ∇ · u = 0 constraint in suitable
manner so the bilinear form associated with the Stokes problem becomes coercive and the
convergence order of the scheme is conserved. This technique has been successfully applied
during my PhD thesis to Navier-Stokes equations for simulations of flows and pressure
variation during the solidification process [83, 84, 85]. The method proposed for strongly
anisotropic elliptic equations is inspired by penalty stabilization for the Stokes problem
[15] and was first introduced for anisotropic diffusion in the parabolic context in joint
publication with Maurizio Ottaviani [82] in order to simulate anisotropic heat transfer in
the domain containing so called “magnetic islands” — regions where anisotropy follows
closed field lines.

In the stabilized version the auxiliary variable is no longer required to have a zero trace
on the inflow part of the boundary. In order to guarantee uniqueness of the solution, the
second equation is modified. A small penalty term, proportional to the mesh size is added
to the second equation yielding it invertible. This penalty introduces some small additional
error to the system, the convergence rate of the method is however conserved.

The stabilized method reads: find (uεMMS, q
ε
MMS) ∈ V × L such that

(MMS)

{
a⊥(uεMMS, v) + a‖(q

ε
MMS, v) = (f, v), ∀v ∈ V

a‖(u
ε
MMS, w)− εa‖(qεMMS, w)− σ(qεMMS, w) = 0, ∀w ∈ L ,

(2.39)

with the L being a Hilbert space of functions with no constraint on the inflow part of the
boundary:

L = {ξ ∈ L2(Ω) | ∇‖ξ ∈ L2(Ω)} , (u, v)L := (u,w) + (∇‖u,∇‖w) (2.40)

and σ is a small penalization parameter, independent of ε and mesh dependent. In order
to preserve the convergence rate of the numerical method σ is set to hk, where k is the
order of the method.
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α = 0 α = 2, m = 1 α = 2, m = 10

Figure 2.1: The limit solution for different values of α and m.

1.5 Numerical tests: comparison of the DB, MM and MMS schemes

Let us now compare in 2D numerically the above presented schemes. Let us start from
constructing a numerical test case. First, we choose a limit solution

u0 = sin
(
πy + α(y2 − y) cos(mπx)

)
, (2.41)

where α is a numerical constant aimed to control the variations of b and m is an integer
describing the number of oscillation periods of the limit solution in the computational
domain. For α = 0, the limit solution is constant in the direction of the X axis. The limit
solutions for different values of α and m are shown in Figure 2.1. Since u0 is a limit
solution, it is constant along the b field lines. Therefore we can determine the b field using
the following implication

∇‖u0 = 0 ⇒ bx
∂u0

∂x
+ by

∂u0

∂y
= 0 , (2.42)

which yields for example

b =
B

|B|
, B =

(
α(2y − 1) cos(mπx) + π
mπα(y2 − y) sin(mπx)

)
. (2.43)

Note that the field B, constructed in this way, satisfies divB = 0, which is an important
property in the framework of plasma simulations. Furthermore, we have B 6= 0 in the
computational domain. Now, we choose uε to be a function that converges, as ε → 0, to
the limit solution u0, for example

uε = sin
(
πy + α(y2 − y) cos(mπx)

)
+ ε cos (2πx) sin (πy) . (2.44)

Finally, the force term is calculated, using the equation, i.e.

f = −∇⊥ · (A⊥∇⊥uε)−
1

ε
∇‖ · (A‖∇‖uε).
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h
ε = 1, α = 0 ε = 10−10, α = 0 ε = 10−10, α = 2

MM MMS MM MMS MM MMS
0.1 5.39× 10−3 5.39× 10−3 1.19× 10−3 1.19× 10−3 2.81× 10−3 2.18× 10−3

0.05 6.97× 10−4 6.97× 10−4 1.49× 10−4 1.49× 10−4 3.16× 10−4 2.87× 10−4

0.025 8.79× 10−5 8.79× 10−5 1.86× 10−5 1.86× 10−5 3.77× 10−5 3.53× 10−5

0.0125 1.10× 10−5 1.10× 10−5 2.33× 10−6 2.33× 10−6 4.57× 10−6 4.31× 10−6

0.00625 1.38× 10−6 1.38× 10−6 2.91× 10−7 2.91× 10−7 5.60× 10−7 5.29× 10−7

0.003125 1.72× 10−7 1.72× 10−7 3.64× 10−8 3.64× 10−8 6.89× 10−8 6.52× 10−8

0.0015625 2.15× 10−8 2.15× 10−8 5.51× 10−9 4.78× 10−9 1.07× 10−9 8.05× 10−9

Table 2.1: Comparison of the L2 relative precision ||uε − uεh||L2/||uεh||L2 of MM and MMS
schemes in both isotropic and anisotropic regimes for different mesh sizes and stabilization
constant set to σ = h3.

The numerical tests were performed with m = 1 and α = 0 (constant direction of the
anisotropy) or α = 2 (mildly oscillating anisotropy direction). All methods give comparable
precision regardless of the anisotropy strength ε. The relative L2 error as a function of
mesh size for ε = 10−10 for MM and MMS schemes is shown on the Table 2.1. All three
methods enjoy the theoretical order of convergence, which is three for the Q2-FEM. The
error as a function of ε is plotted on Figure 2.2.
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Figure 2.2: Absolute L2 errors for the DB scheme, the Limit problem and the singular
perturbation method with anisotropy aligned with coordinate system (α = 0) on the left
and for variable anisotropy direction (α = 2, m = 1) on the right. The error is plotted as
a function of the parameter ε for mesh size h = 0.005

1.6 Regularized iterative scheme

The MM scheme in both variants, inflow and stabilized, has a serious drawback related to
the matrix conditioning. Indeed, the matrix condition number scales as 1/h4 in the former
case and as 1/h2+k (k being the order of the method) in the latter. Also, no efficient
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preconditioner for this kind of problem has been found so far. This makes iterative iterative
methods (GMRES, CG) converge extremely slow and in practice the only efficient method
to find a numerical solution is application of a direct LU decomposition. This method works
very well when 2D problems are considered and allows to obtain a relative L2 precision
of the order of 10−10 on a laptop computer. However, if three dimensional simulations
are required, the LU decomposition is no longer an option even for moderate size meshes
(1003). This is due to the memory footprint of the inverted matrix, much larger than in
two dimensions for the matrices of the same size.

In order to overcome this inconvenience, I have proposed in [31] a regularized and
iterative scheme, where the initial strongly anisotropic matrix Aε is replaced by Aε0 , a
matrix with the same direction of anisotropy, but with a much smaller ratio between
coefficients. This only slightly anisotropic problem will be solved in a iterative manner
with a suitable right hand side providing the convergence to the solution of the original
problem. Typically ε0 is taken as small, as possible. That is to say, ε0 is chosen such
that the initial problem is not yet singular and the numerical resolution does not suffer
from locking. This value is of course b dependent as well as method dependent. Usually
higher order methods are more locking-prone and smaller value of ε0 can be employed.
The joint work [31] with Fabrice Deluzet presents the derivation of this scheme together
with theoretical justification on continuous level.

Let us now describe a two step iterative method to solve the singular perturbation
problem (2.5). Let us consider ε̃0 smaller than one but big enough so that the singular
perturbation problem for ε = ε̃0 is not yet singular nor the discretized system suffers from
locking. Let us define ε0 = max{ε̃0, ε} so that ε0 is never smaller than ε.

Let us now present a short derivation of the regularized iterative schemes. The idea
behind the herein proposed scheme relies (as in the MM method) on the introduction of
an additional variable that fulfils the following relation: ε∇‖ ·A‖∇‖q = ∇‖ ·A‖∇‖u. This
operation allows to eliminate the 1

ε terms from the equation. The system becomes:{
−∇‖ ·A‖∇‖q −∇⊥ ·A⊥∇⊥u = f,

−∇‖ ·A‖∇‖u = −ε∇‖ ·A‖∇‖q,
(2.45)

supplied with corresponding boundary conditions, which will be specified later. This sys-
tem does not have unique solution as q is defined up to a function constant in the direction
of the anisotropy; the second equation is not invertible without any restriction imposed
on q. In the iterative scheme the above system is reformulated. The goal is to obtain a
slightly anisotropic problem for u and an invertible problem for q. The first equation of
(2.45) is used to express the perpendicular diffusion of u as a function of f and q. It is
than rescaled and combined with the second yielding an anisotropic problem allowing to
compute u if q is known. The first equation is used again to express the parallel diffusion
of q as a function of f and u. The scheme is then rewritten in an iterative manner: initial
value of q allows to compute a first approximation of u. This approximation is then used
to update q, with the uniqueness of q assured by addition of the perpendicular diffusion to
the both sides of the equation. The operation is repeated until convergence.

Let us now present the derivation of the scheme in more detail. Let us multiply the
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first equation of (2.45) by ε0 and add it to the second:

−∇ · ε0Aε0∇u = ε0f + (ε0 − ε)∇‖ ·A‖∇‖q, (2.46)

allowing to find u uniquely if q is known. The next step is to decouple the problem and
solve the two resulting equations in the iterative manner, finding first an approximation to
u using q computed in the previous step, then recompute q and repeat until convergence:{

−∇ · ε0Aε0∇un+1 = ε0f + (ε0 − ε)∇‖ ·A‖∇‖qn,
−∇‖ ·A‖∇‖qn+1 = f +∇⊥ ·A⊥∇⊥un+1.

(2.47)

The second equation of this iterative scheme is not yet invertible. Let us now add the term
−ε0∇⊥ ·A⊥∇⊥qn+1 to the left hand side and subtract its equivalent for qn from the right
hand side. The resulting problem for qn+1 has a unique solution for given qn and un+1.
Finally, the two step iterative method is defined in the following way:

−∇ · ε0Aε0∇un+1 = ε0f + (ε0 − ε)∇‖ ·A‖∇‖qn in Ω,

n · ε0Aε0∇un+1 = −(ε0 − ε)n ·
(
A‖∇‖qn

)
on ΓN ,

un+1 = 0 on ΓD ,

(2.48)


−∇ · ε0Aε0∇qn+1 = f +∇⊥ · (A⊥∇⊥)(un+1 − ε0q

n) in Ω,

n · ε0Aε0 = −n ·
(
A⊥∇⊥

(
un+1 − ε0q

n
))

on ΓN ,

qn+1 = 0 on ΓD ,

(2.49)

where qn+1 is the intermediate step of the method, un+1 is the approximation to uε and
we choose u0 = q0 = 0. The variational formulation of the iterative scheme reads: find
(qn+1, un+1) ∈ V2 such that

a‖(u
n+1, v) + ε0a⊥(un+1, v) = ε0(f, v)− (ε0 − ε)a‖(qn, v), ∀v ∈ V, (2.50)

a‖(q
n+1, w) + ε0a⊥(qn+1, w) = (f, w)− a⊥(un+1 − ε0q

n, w), ∀w ∈ V. (2.51)

In this method, the original strongly anisotropic elliptic problem associated with the matrix
Aε is replaced by set of two only mildly anisotropic equations. Moreover, the matrix to
be inverted in the first step of the iterative method is the same as in the second step,
the only difference is in the right hand side of the equation. That is to say, the matrix
has to be inverted only once, the rest of the iterative scheme is a fast triangular solve if
a direct solver (LU/LLT) is employed. This method does note require any discretization
of the space G of the functions constant in the direction of the anisotropy, which can be
complicated for generic field b.

The next theorem shows, that the iterative scheme converges and that this limit solution
solves the original Singular Perturbation problem.

Theorem 4 Let the initial values q0, u0 ∈ V. Than the series (qn, un) defined by the
iterative method (2.48-2.49) converges to a solution (q̄, ū). Moreover, the stationary point ū
of the iterative scheme (2.48-2.49) solves uniquely the initial singular perturbation problem
(2.5). Finally, the iterative scheme solves the correct limit problem (2.10) when ε = 0.
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We prove this theorem in [31]. The proof is based on the spectrum of the iteration
matrix for the series auxiliary variable qn. Let us first define the following operators
∆ε0 = ∆‖ + ε0∆⊥ with ∆‖ = ∇‖ · A‖∇‖ and ∆⊥ = ∇⊥ · A⊥∇⊥. Note, that ∆ε0 is
invertible for the boundary conditions supplied to the iterative scheme. Than the series qn

is defined as follows

qn+1 = AIq
n + ∆−1

ε0 ∆‖∆
−1
ε0 f (2.52)

with the iteration matrix AI given by

AI = Id− ε

ε0
∆−1
ε0 ∆‖ −

ε0 − ε
ε0

(
∆−1
ε0 ∆‖

)2
. (2.53)

It is then argued that the spectrum of AI is contained between 0 and 1, but the modes
corresponding to the biggest eigenvalues are not present in qn.

Remark 1 The stationary point (q̄, ū) is one of the solutions of the following problem:
find (q, u) ∈ V2 such that{

a⊥(u, v) + a‖(q, v) = (f, v) ∀v ∈ V
a‖(u,w)− εa‖(q, w) = 0 ∀w ∈ V . (2.54)

The above system does not admit a unique solution. Indeed, if (q, u) solves this problem,
than (q + g, u) also does for any function g ∈ G. However u is unique. The stationary
point q̄ of the iterative process depends on the value of q0.

Remark 2 For any n ≥ 1 and q0 = 0 the function qn is orthogonal to the space of
functions constant in the direction of anisotropy with respect to the H1 seminorm. Let us
take w ∈ G in (2.51):

ε0a⊥(qn+1, w) = (f, w)− a⊥(un+1, w) + ε0a⊥(qn, w) , ∀w ∈ G. (2.55)

But a⊥(un+1, w) = (f, w) thanks to (2.50) with v = w ∈ G. So finally

a⊥(qn+1 − qn, w) = 0 , ∀w ∈ G, (2.56)

so the difference between qn+1 and qn is orthogonal to G with respect to the H1 seminorm.
Finally

a‖(q
n, w) + a⊥(qn, w) = 0 (2.57)

for all n since q0 = 0. If q0 6= 0 than the projection of qn on the space of functions constant
in the direction of anisotropy does not change in the iterative process.

As matrix −∇·ε0Aε0∇ is invertible regardless on the anisotropy direction b, the method
is well defined for all aniostropy topology. Moreover, the conditioning is not only ε inde-
pendent, but it also scales as 1/ε0h

2.
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1.7 Numerical tests: regularized iterative scheme

Let us now study the numerical convergence of the iterative scheme. The analytical solution
is again given by (2.44). The simulations were performed with Q2 FEM method and the
aniostropy direction in the domain was constant (α = 0), mildly variable (α = 2, m = 1)
and rapidly oscillating (α = 2, m = 10). The tests were performed for mesh size varying
from h = 0.1 (10 points in each direction) to h = 0.00078125 (1280 points in each direction)
and for ε0 equal 10−1, 10−2, 10−3 or 10−4. The anisotropy strength was set to ε = 10−20.
The relative L2 error is presented on Figures 2.3, 2.4 and 2.5. Let us first discuss the aligned
anisotropy direction case. The iterative scheme converges relatively fast to the stationary
point regardless of the value of ε0. The slowest convergence is obtained for ε0 = 10−1

and the finest mesh (1280 points in each direction), where 10 iterations are required. The
fastest convergence is obtained for the smallest value of ε0, where merely 2 iterations are
enough to reach the stationary point. The h of the stationary point convergence is optimal
except for the finest meshes and ε0 = 10−4. In the latter case the matrix conditioning
(proportional to 1/ε0h

2) is to large and the numerical solution diverge when increasing
the number of discretization points from 320 to 640 and than to 1280. Similarly the small
divergence is present for 1280 points and ε0 = 10−3. Nevertheless, the iterative scheme is
10 to 100 more precise for the finest mesh than the MM scheme (except for ε0 = 10−4)
— see Table 2.2. This lack of accuracy of the MM scheme can be explained by the large
matrix conditioning of the second scheme, which is proportional to 1/h4. For the mildly
variable anisotropy direction, the large value of ε0 yield the slow convergence rate for fine
meshes, but are rather fast and precise for coarse and intermediate meshes. For the fine
mesh the best convergence rate is obtained for ε0 = 10−4, however for this choice the
method diverges for the coarsest mesh due to the locking phenomenon. The precision
of the converged solution is comparable with those of the MM scheme. Finally, for the
rapidly oscillating anisotropy direction the method diverges for all values of ε0 for the
coarsest mesh of 10 points in each direction. This is not surprising since the number of
points is far from sufficient to reflect the variations of the anisotropy direction. For fine
meshes the best precision is obtained for ε0 = 10−3 and the best convergence rate for 10−4.
The stationary point exhibits a superconvergence in the tested range indicating that the
locking affects the precision of the solution. The iterative scheme is less precise than the
locking-prone MM scheme.

2 Parabolic equations

Let us now apply the ideas developed for elliptic problem to the parabolic equations: non
linear temperature balance equation with open field lines and to the heat equation in the
presence of closed field lines.
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Figure 2.3: Relative L2 error for anisotropy direction aligned with coordinate system (α =
0) for different values of ε0 and Q2-FEM.

α = 0 α = 2, m = 1 α = 2, m = 10

method L2 # H1 # L2 # H1 # L2 # H1 #
MM 9.68 10−8 8.52 10−5 1.47 10−9 1.46 10−6 4.31 10−7 1.36 10−4

ε0 = 10−1 6.85 10−10 8 8.98 10−7 6 4.11 10−6 - 2.86 10−5 - 1.72 10−3 - 4.84 10−3 -
ε0 = 10−2 9.36 10−10 5 8.98 10−7 3 6.28 10−8 - 1.74 10−6 - 1.19 10−5 - 1.52 10−4 -
ε0 = 10−3 7.11 10−9 3 8.98 10−7 3 1.23 10−9 12 1.42 10−6 4 1.81 10−6 5 1.36 10−4 3
ε0 = 10−4 1.23 10−7 2 9.07 10−7 2 1.74 10−9 3 1.43 10−6 2 1.78 10−5 2 1.38 10−4 2

Table 2.2: Comparison of the smallest relative numerical error for different values of ε0

with the MMAP scheme for Q2-FEM on the 1280 × 1280 mesh together with number of
iterations needed for convergence (“-” meaning that the method has not converged in 30
iterations).
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Figure 2.4: Relative L2 error for slowly varying anisotropy direction (α = 2, m = 1) for
different values of ε0 and Q2-FEM.

2.1 Non linear temperature balance equation

In this section we are interested in the heat diffusion in a magnetically confined plasma,
expressed by a following nonlinear parabolic equation

∂tu−∇‖ · (κ‖(u)∇‖u)−∇⊥ · (κ⊥∇⊥u) = 0 , (2.58)

where the convection and turbulence effects are neglected. The diffusion in the direction
perpendicular to the magnetic field lines is usually slow since the charged particles move
mostly along the field lines. The corresponding diffusion coefficient κ⊥ can be taken tem-
perature independent. On the other hand, the coefficient describing the diffusion in the
direction parallel to the magnetic field lines, κ‖, is normally much larger and strongly
temperature dependent and follows the Spitzer-Härm law κ‖(u) = κ0u

5/2 [107]. Moreover,
plasma temperatures are extremely high, so that this diffusion coefficient can become very
big. Passing to non-dimensional variables, we shall write therefore the law for κ‖ as

κ‖(u) =
1

ε
u5/2, (2.59)
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Figure 2.5: Relative L2 error for rapidly varying anisotropy direction (α = 2, m = 10) for
different values of ε0 and Q2-FEM.

where ε is a small parameter, 0 < ε � 1. Due to the non linearity of parallel diffusion
coefficient, the effective anisotropy in the system can vary strongly in the computational
domain by several orders of magnitude. That is why an efficient and robust numerical
scheme working for all values of ε is needed.

Let Ω ⊂ Rd, d = 2, 3 be a sufficiently smooth, bounded domain. Its boundary Γ can
be decomposed as

Γ‖ := {x ∈ Γ / b(x) · n(x) = 0} ,
Γin := {x ∈ Γ / b(x) · n(x) < 0} , Γout := {x ∈ Γ / b(x) · n(x) > 0} ,

and Γ⊥ = Γin ∪ Γout. The vector n is here the unit outward normal on Γ. We can now
introduce the mathematical problem, we are interested to study. We are searching for the
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particle (ions or electrons) temperature u(t, x), solution of the evolution equation

(P )



∂tu− 1
ε∇‖ · (A‖u

5/2∇‖u)−∇⊥ · (A⊥∇⊥u) = 0 , in [0, T ]× Ω ,

1
εn‖ · (A‖u

5/2(t, ·)∇‖u(t, ·)) + n⊥ · (A⊥∇⊥u(t, ·)) = −γ u(t, ·) , on [0, T ]× Γ⊥ ,

∇⊥u(t, ·) = 0 , on [0, T ]× Γ‖ ,

u(0, ·) = u0(·) , in Ω .

(2.60)

The coefficient γ is zero for electrons and γ > 0 for ions [97, 107]. The problem (2.60)
describes the diffusion of an initial temperature u0 within the time interval [0, T ] and its
outflow through the boundary Γ⊥. The parameter 0 < ε � 1 can be very small and is
responsible for the high anisotropy of the problem.

A numerical first order in time implicit Euler scheme based on a Micro-Macro decom-
position for this problem was already proposed by Mentrelli and Negulescu in [76]. The
nonlinearity was resolved by fixed point iterations. In [72] we have showed that if one
needs a higher order discretization in time than a L-Stable method should be used, oth-
erwise the Asymptotic Preserving property will be lost. The nonlinearity is treated by a
linear extrapolation commonly used for Navier Stokes simulations similar to one already
employed by myself in [83, 84, 85] for solidification problem.

Putting formally ε = 0 in (2.60) leads to the following ill-posed problem, admitting
infinitely many solutions

−∇‖ · (A‖u5/2∇‖u) = 0 , in [0, T ]× Ω ,

n‖ · (A‖u5/2(t, ·)∇‖u(t, ·)) = 0 , on [0, T ]× Γ⊥ ,

∇⊥u(t, ·) = 0 , on [0, T ]× Γ‖ ,

u(0, ·) = u0(·) , in Ω .

(2.61)

Indeed, all functions which are constant along the field lines, meaning ∇‖u ≡ 0, and
satisfying moreover the boundary condition on Γ‖, are solutions of this problem. From a
numerical point of view, this ill-posedness in the limit ε→ 0 can be detected by the fact,
that trying to solve (2.60) with standard schemes leads to a linear system, which is very
ill-conditioned for 0 < ε� 1, in particular with a condition number of the order of 1/ε.

The correct Limit problem can be found similarly as in the elliptic case. It is sufficient
to multiply the initial formulation by a test function belonging to the space of functions
constant in the direction of anisotropy and then integrate by parts. The resulting vari-
ational formulation is well posed in the limit ε → 0 and reads: : find u(t, ·) ∈ G such
that

(L) 〈∂tu(t, ·), v〉V∗,V +

∫
Ω
A⊥∇⊥u(t, ·) · ∇⊥v dx+ γ

∫
Γ⊥

u(t, ·)v dσ = 0, ∀v ∈ G (2.62)

for almost every t ∈ (0, T ).
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Mathematical properties

The existence, uniqueness and positivity of the nonlinear heat equation can be shown for
a more general equation

(Pm)



∂tu−∇‖ · (A‖|u|m−1∇‖u)−∇⊥ · (A⊥∇⊥u) = 0 , in [0, T ]× Ω ,

A‖|u|m−1n‖ · ∇‖u+A⊥n⊥ · ∇⊥u = −γ u , on [0, T ]× Γ⊥ ,

∇⊥u = 0 , on [0, T ]× Γ‖ ,

u(0, ·) = u0(·) , in Ω ,

(2.63)

for any m ≥ 1. We obtain the particular case (2.60) by setting m = 5/2 + 1 and redefining
A‖ as 1

εA‖ for any ε > 0. Equations of the type (2.63) are rather well studied in the
literature. We refer to the classical works [40, 41, 70] as well as to the more modern
literature on “The porous medium equation" as reviewed in [4, 106]. However, all these
references normally treat only an isotropic version of the problem above, i.e. the non-
linearity of the type um−1 is present in front of all the derivatives of u. An anisotropic
equation of the form (2.63) is studied in [62], but only in the case m < d+1

d−1 , so that the
value of m pertinent to our application is not covered. Another feature of our setting,
which is not sufficiently covered in the existing literature, is the prescription of Robin
boundary conditions.

In order to show the existence, uniqueness and positivity the concept of weak solution
of problem (2.63) is introduced.

Definition 1 (Weak solution) Let u0 ∈ L∞(Ω) and

W := {u ∈ L∞(Q∞), such that ∀T > 0

∇⊥u ∈ L2(QT ) , |u|m−1∇‖u ∈ L2(QT ) , ∂tu ∈ L2(0, T ; (H1(Ω))∗)}

where QT := (0, T ) × Ω denotes the time-space cylinder for any finite T > 0 or T = ∞.
Then u ∈ W is called a weak solution of problem (2.63), if u(0, ·) = u0 and if for all T > 0
one has∫ T

0
〈∂tu(t, ·), φ(t, ·)〉(H1)∗,H1 dt+

∫ T

0

∫
Ω
A‖|u|m−1∇‖u · ∇‖φdxdt (2.64)

+

∫ T

0

∫
Ω
A⊥∇⊥u · ∇⊥φdxdt+ γ

∫ T

0

∫
Γ⊥

uφ dσ dt = 0, ∀φ ∈ D

where D = L2(0, T ;H1(Ω)).

In [72] we state and prove the following theorem.

Theorem 5 (Existence/Uniqueness/Positivity) Let m ≥ 1 and u0 ∈ L∞(Ω) satisfy
0 < β ≤ u0 ≤ M < ∞ on Ω, for some β > 0. Under hypothesis 1, there exists a unique
weak solution u ∈ W of (2.63), which satisfies ce−Kt ≤ u ≤ M a.e. on Q∞, with some
sufficiently small c > 0 and some sufficiently large K > 0.
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Semi-discretization in space

Let us write the variational formulation of the singular perturbation problem (2.60): find
u(t, ·) ∈ V := H1(Ω) such that

(P ) 〈∂tu(t, ·), v〉V∗,V +
1

ε

∫
Ω
A‖u

5/2∇‖u(t, ·) · ∇‖v dx (2.65)

+

∫
Ω
A⊥∇⊥u(t, ·) · ∇⊥v dx−

∫
ΓN

gN (t, ·)v = 0, ∀v ∈ V

In order to solve numerically the initial singular perturbation problem, the method
similar to the MM scheme is adopted. That is to say, the dominant part of the problem is
replaced by an auxiliary variable q ∈ Lin such that∇‖ ·

(
A‖u

5/2(t, ·)∇‖u(t, ·)
)

= ∇‖ ·A‖∇‖q.
The reformulated problem, called in the sequel the Asymptotic-Preserving reformulation
(AP-problem) reads: find (u(t, ·), q(t, ·)) ∈ V × Lin, solution of

(AP )


〈∂u
∂t
, v〉V∗,V +

∫
Ω

(A⊥∇⊥u) · ∇⊥v dx+

∫
Ω
A‖∇‖q · ∇‖v dx+ γ

∫
Γ⊥

uv ds = 0,

∀v ∈ V∫
Ω
A‖u

5/2∇‖u · ∇‖w dx− ε
∫

Ω
A‖∇‖q · ∇‖w dx = 0, ∀w ∈ Lin ,

(2.66)
System (2.66) is an equivalent reformulation (for fixed ε > 0) of the original P-problem
(2.65). Putting now formally ε = 0 in (AP) leads to the well-posed limit problem

(L′)


〈∂u
∂t
, v〉V∗,V +

∫
Ω

(A⊥∇⊥u) · ∇⊥v dx+

∫
Ω
A‖∇‖q · ∇‖v dx+ γ

∫
Γ⊥

uv ds = 0,

∀v ∈ V∫
Ω
A‖u

5/2∇‖u · ∇‖w dx = 0, ∀w ∈ Lin ,

(2.67)
which is equivalent to problem (2.62). Note that q acts here as a Lagrange multiplier
for the constraint u ∈ G, which provides the uniqueness of the solution. Hence the AP-
reformulation permits a continuous transition from the P -model to the L-model, which
enables the uniform accuracy of the scheme with respect to ε.

Let us now choose a triangulation of the domain Ω with triangles or quadrangles of
order h and introduce the finite element spaces Vh ⊂ V and Lin,h ⊂ Lin of type Pk or Qk on
this mesh. The finite element discretization of (2.66) writes then: find (uh, qh) ∈ Vh×Lin,h
such that

(AP )h



∫
Ω

∂uh
∂t

vh dx+

∫
Ω

(A⊥∇⊥uh) · ∇⊥vh dx+

∫
Ω
A‖∇‖qh · ∇‖vh dx+ γ

∫
Γ⊥

uhvh ds = 0,

∀vh ∈ Vh∫
Ω
A‖u

5/2
h ∇‖uh · ∇‖wh dx− ε

∫
Ω
A‖∇‖qh · ∇‖wh dx = 0, ∀w ∈ Lin,h .

(2.68)
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Remark that this system is continuous in time and also nonlinear, so that one has to develop
now a procedure for the linearization and the discretization in time. This procedure has
to be chosen carefully, such that the AP-property developed so far, is not destroyed. This
is the aim of the next section.

Semi-discretization in time

Let us test three types of time discretization: the first implicit Euler scheme, the second
order Crank-Nicolson method and the second order Diagonally Implicit L-stable Runge
Kutta method.

Implicit Euler scheme Introducing the form

a‖nl(Ψ,Θ, χ) :=

∫
Ω
A‖Ψ

5/2∇‖Θ · ∇‖χdx , (2.69)

allows us to write the first order, implicit Euler method in the compact notation: Find
(un+1
h , qn+1

h ) ∈ Vh × Lh, solution of

(EAP )

 (un+1
h , vh) + τ

(
a⊥(un+1

h , vh) + a‖(q
n+1
h , vh) + γ

∫
Γ⊥
un+1
h vh ds

)
= (unh, vh)

a‖nl(u
n
h, u

n+1
h , wh)− εa‖(qn+1

h , wh) = 0 ,

,

(2.70)

where the non linear term (un+1
h )5/2 was replaced by a first order approximation in τ :

(un+1
h )5/2 = (unh +O(τ))5/2 = (unh)5/2 +O(τ). (2.71)

A slightly different first order AP-scheme was introduced in [76] for the resolution of the
same temperature balance problem. There, the (P)-problem was firstly discretized in time
(implicit Euler), then linearized by a fixed point mapping, and finally the AP reformulation
applied. The numerical results obtained in [76] are similar to the present ones.

Crank-Nicolson scheme To construct a scheme, which is second order in time, one
can come to the idea to employ the Crank-Nicolson scheme: Find (un+1

h , qn+1
h ) ∈ Vh ×Lh,

solution of
(un+1
h , vh) + τ

(
a⊥(u

n+1/2
h , vh) + a‖(q

n+1
h , vh) + γ

∫
Γ⊥
u
n+1/2
h vh ds

)
= (unh, vh)

a‖nl(u
n+1/2
h , u

n+1/2
h , wh)− εa‖(qn+1

h , wh) = 0 .

(2.72)

As one can observe, we have to deal for each fixed n, with a nonlinear equation. In the linear
terms, one can set un+1/2

h = 1
2

(
un+1
h + unh

)
. To linearize the term a‖nl(u

n+1/2
h , u

n+1/2
h , wh)
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however, we shall use the standard linear extrapolation method. In other words, the non-
linearity in this last formula, (u

n+1/2
h )5/2, will be replaced by a linearized second order

approximation in τ :

(u
n+1/2
h )5/2 =

(
unh +

1

2

(
unh − un−1

h

)
+O(τ2)

)5/2

=

(
unh +

1

2

(
unh − un−1

h

))5/2

+O(τ2).

(2.73)

The resulting linear system reads finally: Find (un+1
h , qn+1

h ) ∈ Vh × Lh, solution of

(CNAP )



(un+1
h , vh) + τ

2

(
a⊥(un+1

h , vh) + γ
∫

Γ⊥
un+1
h vh ds

)
+ τa‖(q

n+1
h , vh)

= (unh, vh)− τ
2

(
a⊥(unh, vh) + γ

∫
Γ⊥
unhvh ds

)
,

1
2a‖nl

(
1
2

(
3unh − u

n−1
h

)
, un+1

h , wh
)
− εa‖(qn+1

h , wh)

= −1
2a‖nl

(
1
2

(
3unh − u

n−1
h

)
, unh, wh

)
.

(2.74)

Unfortunately this method is not Asymptotic-Preserving. For small values of ε one
expects that the solution will immediately fall into the space of functions almost constant
in the direction of the anisotropy, no matter what initial condition was imposed. In the
case of the Crank-Nicolson scheme for large time steps compared to ε/(unh)5/2, the second
equation in (2.74) will constrain the numerical solution to oscillate if the initial condition
is not already in the suitable space. This requires the restrictive choice of a time step of
the order of ε/(unh)5/2, which yields the method inapplicable in general cases. In other
words, the Crank-Nicolson scheme is unable to model diffusion processes for large ∆t, due
to the inadequate approximation of the damping processes.

This is closely related to the notion of A-stability and L-stability for stiff equations
(see for example [59]). Let us consider a test problem y′ = ky. Runge-Kutta methods
applied to this problem can be expressed as yn+1 = φ(kτ)yn with φ being a stability
function. A method is A-stable when a numerical solution to the test problem approaches
0 as t→∞ for all k > 0. A method is L-stable if it is A-stable and if its stability function
goes to zero as the time step goes to infinity. The AP property is strongly related to the
L-stability. Indeed, if a method is A-stable and not L-stable, the numerical solution of
the test problem still converges to zero for k > 0, but rapidly decaying components are
damped very slowly since the stability function is not zero and therefore a scheme cannot
be Asymptotic Preserving. The Crank-Nicolson scheme is A-stable but not L-stable and
thus not suitable for small values of ε and large values of ∆t.

L-stable Runge-Kutta method As we are interested in an AP-scheme, which is second
order accurate in time, we propose now a two stage Diagonally Implicit Runge-Kutta
(DIRK) second order scheme, which does not suffer from the limitations of the Crank-
Nicolson discretization. The scheme is developed according to the following Butcher’s
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diagram:

λ λ 0
1 1− λ λ

1− λ λ

(2.75)

with λ = 1− 1√
2
.

Remark 3 (Butcher’s diagram) The coefficients of the s-stage Runge-Kutta method are
usually displayed in a Butcher’s diagram:

c1 a11 · · · a1s
...

...
...

cs as1 · · · ass
b1 · · · bs

. (2.76)

Applying this method to approximate to following problem

∂u

∂t
= Lu+ f(t) , (2.77)

reads: For given un, being an approximation of u(tn), the un+1 is determined accordingly
to:

ui = un + τ
s∑
j=1

aij(Luj + f(t+ cjτ)), (2.78)

un+1 = un + τ

s∑
j=1

bjuj . (2.79)

If bj = asj for j = 1, . . . , s than un+1 = us.

The scheme (2.75) is known to be L-stable, thus providing the Asymptotic Preserving
property. The scheme writes: Find (un+1

h , qn+1
h ) ∈ Vh × Lh, solution of

(RKAP )


(un+1

1,h , vh) + τλ
(
a⊥(un+1

1,h , vh) + γ
∫

Γ⊥
un+1

1,h vh ds+ a‖(q
n+1
1,h , vh)

)
= (unh, vh)

a‖nl

(
unh + λ(unh − u

n−1
h ), un+1

1,h , wh

)
− εa‖(qn+1

1,h , wh) = 0


(un+1

2,h , vh) + τλ
(
a⊥(un+1

2,h , vh) + γ
∫

Γ⊥
un+1

2,h vh ds+ a‖(q
n+1
2,h , vh)

)
= (unh, vh) + 1−λ

λ

(
un+1

1,h − u
n
h, vh

)
a‖nl

(
unh + (unh − u

n−1
h ), un+1

2,h , wh

)
− εa‖(qn+1

2,h , wh) = 0

un+1
h = un+1

2,h , qn+1
h = qn+1

2,h ,

(2.80)
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h
L2-error ε = 1

P EAP RKAP

0.1 1.60× 10−3 1.60× 10−3 1.60× 10−3

0.05 2.02× 10−4 2.02× 10−4 2.02× 10−4

0.025 2.55× 10−5 2.55× 10−5 2.55× 10−5

0.0125 3.2× 10−6 3.2× 10−6 3.2× 10−6

0.00625 4.0× 10−7 4.0× 10−7 4.0× 10−7

h
L2-error ε = 10−10

P EAP RKAP

0.1 7.3× 10−1 1.47× 10−3 1.47× 10−3

0.05 7.3× 10−1 2.04× 10−4 2.04× 10−4

0.025 7.3× 10−1 2.65× 10−5 2.65× 10−5

0.0125 4.9× 10−1 3.3× 10−6 3.3× 10−6

0.00625 1.04× 10−1 4.2× 10−7 4.2× 10−7

Table 2.3: The absolute error of u in the L2-norm for different mesh sizes and ε = 1 or
ε = 10−10, using the singular perturbation scheme (P )hτ and the two proposed AP-schemes
for a time step of τ = 10−6s and at instant t = 10−4, with Tm = 1.

with un+1
1,h (respectively un+1

2,h ) being the solution of the first (respectively second) stage
of the Runge-Kutta method. The terms unh + λ(unh − un−1

h ) and unh + (unh − un−1
h ) are

respectively the second order time-approximations of uh(t + λτ) and uh(t + τ), used to
linearize the problem.

For each time step we have therefore to assemble and solve two linearized problems.
This method is two times slower than the Crank-Nicolson scheme, with the advantage
however of maintaining the AP-property of the scheme, advantage which is crucial for
0 < ε� 1.

Numerical results

The scheme was first tested on a case with known analytical solution, given by

u0 =
(
cos
(
πy + α(y2 − y) cos(πx)

)
+ 4
)
Tme

−t (2.81)

q = (u0)−3/2 sin(3πx)/3π (2.82)

uε = u0 + εq. (2.83)

In order to show numerically that the scheme has a correct order of convergence in
space, we have fixed a time step to a small value such that the time discretization error
is much smaller than the space discretization error. The simulations were than performed
for 100 time steps and the numerical solution was compared with the analytical one for
different mesh sizes. The results for ε = 1 and ε = 10−10 are summarized in the Table 2.3
showing that the schemes enjoy the theoretical order of convergence.

Next, we have chosen small mesh size such that the space discretization error was
smaller than the time discretization. Than we have performed numerical simulations until
the fixed final time was reached. The Table 2.4 presents the L2 error obtained at the end
of the simulations for ε = 1 and ε = 10−4. The correct time convergence rate (one for the
implicit Euler, two for the DIRK scheme) is observed.

Finally the evolution of the initial Gaussian peak was investigated. The initial condition
is given by

u(t = 0) =
Tm
2

(
1 + e−50(x−0.5)2−50(y−0.5)2

)
, (2.84)
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τ
L2-error ε = 1

P EAP RKAP

0.1 1.57× 10−2 1.57× 10−2 2.52× 10−3

0.05 8.28× 10−3 8.28× 10−3 1.93× 10−4

0.025 4.25× 10−3 4.25× 10−3 2.62× 10−5

0.0125 2.37× 10−3 2.37× 10−3 6.54× 10−6

0.00625 1.08× 10−3 1.08× 10−3 1.50× 10−6

0.003125 5.44× 10−4 5.44× 10−4 4.08× 10−7

0.0015625 2.76× 10−4 2.76× 10−4 2.07× 10−7

τ
L2-error ε = 10−10

P EAP RKAP

0.1 6.14× 10−1 1.57× 10−2 2.90× 10−4

0.05 6.30× 10−1 8.22× 10−3 7.21× 10−5

0.025 6.92× 10−1 4.22× 10−3 1.80× 10−5

0.0125 7.08× 10−1 2.36× 10−3 4.91× 10−6

0.00625 7.26× 10−1 1.08× 10−3 1.15× 10−6

0.003125 7.42× 10−1 5.40× 10−4 3.43× 10−7

0.0015625 6.42× 10−1 2.74× 10−4 2.05× 10−7

Table 2.4: The absolute error of u in the L2-norm for different time step using the singular
perturbation scheme (P )hτ and two proposed AP-schemes for mesh size 200× 200 at time
t = 0.1s with Tm = 1.

where Tm = 105K is the maximal temperature in the domain and the anisotropy direction
is given as in the previous tests. We perform numerical experiments with the choice of
ε = 1. Note that a strong anisotropy is still present in the system due to large value
of u(t = 0). In fact one could rescale the problem and look for ũh = uh/Tm. In this
case the initial condition ũ(t = 0) would be of the order 1 and the rescaled anisotropy
strength would be ε̃ = T

−5/2
m = 10−12.5. We choose the time step τ = 0.01 and perform

numerical simulations on a fixed 50×50 grid with the final time set to 15s. The results are
presented on Figure 2.6. The time step is big compared to the time scale induced by the
initial condition. After just one iteration of the algorithm the numerical solution is almost
constant in the direction of the anisotropy. As temperature decays during the simulations,
the anisotropy becomes weaker and finally, when temperature drops below 1, its direction
inverses and the numerical solution aligns with the direction perpendicular to b.

2.2 Asymptotic Preserving scheme for arbitrary anisotropy direction

We are interested in a resolution of an anisotropic, two or three dimensional and this time
linear heat problem defined on a domain Ω. Let the anisotropy direction be given by a
smooth and normalized vector field b, |b| = 1 and let the computational domain Ω be
a bounded and sufficiently smooth two or three dimensional subset of Rd with d = 2, 3.
The domain Ω is equipped with a boundary Γ, which is decomposed accordingly to the
boundary conditions into two parts: ΓD and ΓN = ∂Ω\ΓD with the Dirichlet and Neumann
boundary condition imposed respectively. The boundaries ΓN and ΓD this time are not
linked to the anisotropy.

The mathematical problem we are interested in reads: find the particle temperature
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(a) t = 0 (b) t = 0.01

(c) t = 4.5 (d) t = 4.75

(e) t = 5 (f) t = 6

Figure 2.6: Numerical solution at different time steps for the Gaussian peak experiment,
for Tm = 105 and ε = 1. Time step is τ = 0.01s and a mesh size of 50× 50.
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u(t, x), solution of the evolution equation

(PH)



∂tu− 1
ε∇‖ · (A‖∇‖u)−∇⊥ · (A⊥∇⊥u) = 0 , in [0, T ]× Ω ,

1
εn‖ · (A‖∇‖u(t, ·)) + n⊥ · (A⊥∇⊥u(t, ·)) = gN (t, ·) , on [0, T ]× ΓN ,

u(t, ·) = gD(t, ·) , on [0, T ]× ΓD ,

u(0, ·) = u0(·) , in Ω .

Again, putting formally ε = 0 in (PH) leads to the following reduced problem

−∇‖ · (A‖∇‖u) = 0 , in [0, T ]× Ω ,

n‖ · (A‖∇‖u(t, ·)) = 0 , on [0, T ]× ΓN ,

u(t, ·) = gD(t, ·) , on [0, T ]× ΓD ,

u(0, ·) = u0(·) , in Ω

,

which may be ill-posed, depending on boundary conditions and the anisotropy field b. For
example, when some field lines of b are closed in Ω the system would admit infinitely
many solutions as any function constant along the closed lines of b (meaning ∇‖u ≡ 0)
and satisfying the boundary conditions, solves the reduced problem. The same problem
occurs when the field lines are open but do not pass through a boundary supplied with
the Dirichlet conditions. This argument applies also to the case, where periodic (instead
of Neumann) boundary conditions are imposed on ΓN . This is the case in the numerical
simulations related to the tokamak fusion plasma, where the computational domain is
topologically equivalent to a torus. Numerical discretization of the original (PH) problem
in the limit ε → 0 can therefore lead to a very badly conditioned linear systems. In fact,
the condition number is proportional to 1/ε.

This problem was addressed in joint publication with Maurizio Ottaviani [82] where we
were interested in developing a method capable of simulating more complicated aniostropy
field topologies than open field lines. This is particularly important in numerical simula-
tions related to plasma physics, where regions of closed field line may appear in a domain
as a result of magnetic field reconnection. In this publication we introduce for a first time
the stabilized AP scheme based on Micro-Macro decomposition presented before for the
elliptic problem.

2.3 Semi-discretization in space

Let us consider for simplicity a homogeneous Dirichlet case gD = 0, the non homogeneous
case being a simple extension. Let us write the variational formulation of the singular
perturbation problem (PH): find u(t, ·) ∈ V := H1(Ω) such that

〈∂tu(t, ·), v〉V∗,V +
1

ε

∫
Ω
A‖∇‖u(t, ·) · ∇‖v dx (2.85)

+

∫
Ω
A⊥∇⊥u(t, ·) · ∇⊥v dx−

∫
ΓN

gN (t, ·)v = 0, ∀v ∈ V
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for almost every t ∈ (0, T ). When dealing with non homogeneous Dirichlet boundary the
variational formulation is written for a function w = u − g̃, where g̃ is a suitably chosen
function such that g̃ ∈ V and g̃|ΓD = gD and hence w|ΓD = 0. The weak formulation (2.85)
is then obtained with additional terms including g̃ and test functions v added to the right
hand side.

As already discussed in the previous section, taking the formal limit of ε→ 0 leads to
an ill-posed problem: ∫

Ω
A‖∇‖u(t, ·) · ∇‖v dx = 0

with any function belonging to the vector space of functions constant in the anisotropy
direction:

G := {p ∈ V | ∇‖p = 0 in Ω}

being a solution.
A correct Limit problem can be established by seeking a solution in the subspace

G instead of V. In this case the leading order term (containing the parallel gradient)
is eliminated from the equation and we are left with the following Limit problem: find
u(t, ·) ∈ G such that

(L) 〈∂tu(t, ·), v〉V∗,V +

∫
Ω
A⊥∇⊥u(t, ·) · ∇⊥v dx−

∫
ΓN

gN (t, ·)v = 0, ∀v ∈ G (2.86)

for almost every t ∈ (0, T ).
Let us now again apply the MM strategy in order to eliminate the terms of order O(1/ε)

from the variational formulation. The uniqueness of q is provided by setting q = 0 on a
part of the boundary Γin defined by

Γin := {x ∈ Γ / b(x) · n(x) < 0} ,

i.e. the part of the boundary, where the field lines enter the domain. The following
reformulated problem, called in the sequel the Asymptotic-Preserving reformulation (AP-
problem) is proposed: find (u(t, ·), q(t, ·)) ∈ V × Lin, solution of

(AP )


〈∂u
∂t
, v〉V∗,V +

∫
Ω

(A⊥∇⊥u) · ∇⊥v dx+

∫
Ω
A‖∇‖q · ∇‖v dx−

∫
ΓN

gNv ds = 0,

∀v ∈ V∫
Ω
A‖∇‖u · ∇‖w dx− ε

∫
Ω
A‖∇‖q · ∇‖w dx = 0, ∀w ∈ Lin ,

(2.87)
where

Lin := {q ∈ L2(Ω) |∇‖q ∈ L2(Ω) and q|Γin = 0}.
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The AP-problem is equivalent for fixed ε > 0 to the original P-problem (2.85). Moreover,
putting formally ε = 0 in (AP) leads to a well-posed problem

(L′)


〈∂u
∂t
, v〉V∗,V +

∫
Ω

(A⊥∇⊥u) · ∇⊥v dx+

∫
Ω
A‖∇‖q · ∇‖v dx−

∫
ΓN

gNv ds = 0,

∀v ∈ V∫
Ω
A‖∇‖u · ∇‖w dx = 0, ∀w ∈ Lin ,

which is equivalent to the correct Limit problem (2.86). In this case, the auxiliary variable
q acts as a Lagrange multiplier forcing u to be constant along b.

The drawback of this method is the choice of the space for the auxiliary variable.
Imposing q|Γin = 0 provides uniqueness of a solution but limits the application of the
scheme to the case where all field lines are open. Indeed, fixing a value of q on the inflow
boundary does not provide uniqueness of q on field lines which does not intersect with
the inflow boundary (i.e. on closed field lines). In order to overcome this restriction we
propose an approach based on requirement of the zero average of q along the field lines
rather than on fixing the value of q on one of the boundaries.

Instead of demanding the auxiliary variable q to have a zero trace on the inflow part of
boundary, let us require q to have average zero in the direction of the anisotropy. That is
to say, let q ∈ A. An asymptotic preserving method relying on this kind of decomposition
reads: find (u(t, ·), q(t, ·)) ∈ V ×A, solution of

〈∂u
∂t
, v〉V∗,V +

∫
Ω

(A⊥∇⊥u) · ∇⊥v dx+

∫
Ω
A‖∇‖q · ∇‖v dx−

∫
ΓN

gNv ds = 0,

∀v ∈ V∫
Ω
A‖∇‖u · ∇‖w dx− ε

∫
Ω
A‖∇‖q · ∇‖w dx = 0, ∀w ∈ A ,

(2.88)
This reformulation is equivalent to the original singular perturbation problem (2.2). Indeed,
if (u, q) is a solution of (2.88) than choosing v ∈ G ⊂ V in the first equation yields

〈∂u
∂t
, v〉V∗,V +

∫
Ω

(A⊥∇⊥u) · ∇⊥v dx−
∫

ΓN

gNv ds = 0, ∀v ∈ G (2.89)

which is nothing else than the weak formulation of the original problem for test functions
in G. Similarly, if a test function of average zero is chosen in the first equation of (2.88),
i.e. v = w ∈ A ⊂ V then dividing the second equation by ε and adding it to the first leads
to the variational formulation of the original problem for test functions in A:

〈∂tu(t, ·), v〉V∗,V +

∫
Ω
A⊥∇⊥u(t, ·) · ∇⊥v dx+

1

ε

∫
Ω
A‖∇‖u(t, ·) · ∇‖v dx

−
∫

ΓN

gN (t, ·)v = 0, ∀v ∈ V

The difficulty of discretizing the A space for arbitrary b can be overcome by a penalty
stabilization and relaxation of the ∇‖q = 1

ε∇‖u relation. This procedure allows to replace
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the vector space A by easy to discretize one by the cost of some small additional error.
This method shares some analogies with a penalty stabilization used for Stokes problem
[15], where the ∇ · u = 0 constraint is replaced by ∇ · u = h2∆p yielding the coercivity
of the bilinear form associated with a finite element formulation of the problem and hence
the uniqueness of the solution. The reason of stabilization is quite different in the case of
the AP method since the uniqueness of the solution to (2.88) is already guaranteed. The
goal is to develop a scheme which is easy to discretize in a general setting.

A new method is obtained by addition of a small penalization term to the second
equation of (2.88). The APS-scheme reads: find (uα(t, ·), qα(t, ·)) ∈ V × V, solution of

〈∂u
α

∂t
, v〉V∗,V +

∫
Ω

(A⊥∇⊥uα) · ∇⊥v dx+

∫
Ω
A‖∇‖qα · ∇‖v dx−

∫
ΓN

gNv ds = 0,

∀v ∈ V∫
Ω
A‖∇‖uα · ∇‖w dx− ε

∫
Ω
A‖∇‖qα · ∇‖w dx− α

∫
Ω
qαw = 0, ∀w ∈ V ,

(2.90)
where α is a positive stabilization constant. Note that we are looking for qα in V, a vector
space which is not linked to the anisotropy direction and is easy to discretize. Let us
observe however that the stabilization term ensures that the auxiliary variable qα belongs
in fact to the space A for any non zero α. Indeed, choosing w ∈ G in the second equation
of (2.90) yields ∫

Ω
qαw = 0 ∀w ∈ G. (2.91)

That is to say, qα is unique. In the stabilized scheme the relation ∇‖uα = ε∇‖qα is however
no longer fulfilled as a perturbation proportional to α is added. If α is too big then the
stabilization procedure introduces too much error. On the other hand, in the limit of
α → 0 the solution of the (2.90) method converges to the one of (2.88). The formulation
(2.88) is therefore the limit problem of (2.90) with respect to α. But if α is put to 0 than
the uniqueness of qα is lost. This suggests that in practice one should choose α to be of
the order of truncation error so that the introduced error does not alter the convergence
rate of the scheme and the solution remains unique.

Let us now choose a polygonalization of the domain Ω with polygons of the diameter
approximately equal to h and introduce the finite element space Vh ⊂ V. The finite element
discretization of (2.90) writes then: find (uh, qh) ∈ Vh×Vh , the approximation of (uα, qα)
such that



∫
Ω

∂uh
∂t

vh dx+

∫
Ω

(A⊥∇⊥uh) · ∇⊥vh dx+

∫
Ω
A‖∇‖qh · ∇‖vh dx−

∫
ΓN

gNvh ds = 0,

∀vh ∈ Vh∫
Ω
A‖∇‖uh · ∇‖wh dx− ε

∫
Ω
A‖∇‖qh · ∇‖wh dx− hk+1

∫
Ω
qhwh = 0, ∀wh ∈ Vh .

(2.92)
Remark that in order to ensure convergence rate in L2-norm we have put α = hk+1, where
k is the order of finite element method.
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2.4 Semi-discretization in time

One should be extremely careful when discretizing in time the (2.92) scheme as not all
numerical schemes conserve the AP property. In fact a chosen method should be L-stable.
That is the reason why we have chosen the standard first order implicit Euler scheme and
a second order, L-stable Runge-Kutta method.

Implicit Euler scheme

Let us write the first order, implicit Euler method in more compact notation: Find
(un+1
h , qn+1

h ) ∈ Vh × Vh, solution of

(EAPS)

 (un+1
h , vh) + τ

(
a⊥(un+1

h , vh) + a‖(q
n+1
h , vh)−

∫
ΓN

gN (tn+1)vh ds
)

= (unh, vh)

a‖(u
n+1
h , wh)− εa‖(qn+1

h , wh)− hk+1(qn+1
h , wh) = 0 ,

.

L-stable Runge-Kutta method

In order to obtain a second order accurate in time scheme, we choose to implement a two
stage Diagonally Implicit Runge-Kutta (DIRK) second order scheme already presented for
the nonlinear problem. The second order AP-scheme writes: find (un+1

h , qn+1
h ) ∈ Vh × Vh,

solution of

(RKAPS)


(un+1

1,h , vh) + τλ
(
a⊥(un+1

1,h , vh) + a‖(q
n+1
1,h , vh)

)
−
∫

ΓN
gN (tn + λτ)vh ds

= (unh, vh)

a‖

(
un+1

1,h , wh

)
− εa‖(qn+1

1,h , wh)− hk+1(qn+1
1,h , wh) = 0


(un+1

2,h , vh) + τλ
(
a⊥(un+1

2,h , vh) + a‖(q
n+1
2,h , vh)

)
−
∫

ΓN
gN (tn + τ)vh ds

= (unh, vh) + 1−λ
λ

(
un+1

1,h − u
n
h, vh

)
a‖

(
un+1

2,h , wh

)
− εa‖(qn+1

2,h , wh)− hk+1(qn+1
2,h , wh) = 0

un+1
h = un+1

2,h , qn+1
h = qn+1

2,h ,

with un+1
1,h and un+1

2,h denote the solutions of the first and the second stage of the Runge-
Kutta method.

Numerical tests show that the scheme is truly Asymptotic Preserving and that the
optimal order of convergence is achieved in both time and space either for the formulation
based on the MM method or for the stabilized version.
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Figure 2.7: Magnetic island for A = 0.01

Magnetic island The stabilized scheme, contrary to the MM-based, can be successfully
applied when the anisotropy direction field contains closed lines. This particular property
is important in simulations related to the tokomak plasma, where anisotropy is driven by
a magnetic field, which may form so-called “magnetic islands”. Let us consider a square
computational domain Ω = [−0.5, 0.5]× [−0.5, 0.5] and a field b given by

b =
B

|B|
, B =

(
−A2π sin(2π(y − ωt))

π sin(πx)

)
,

where A is some small constant. This field describe a topology with a magnetic island
initially localized in the center of the domain and moving in time with a velocity ω. The
island’s width is given by w = 4A1/2/π. This is the largest distance between the two
branches of the separatrix, the line that divides the domain into regions of open and closed
field lines. The two branches meet at the X-point, the saddle point of the vector potential.
The island center, an extremum of the vector potential, is referred to as the O-point. If
A = 0 the obtained field is aligned with the Y axis and points upwards (downwards) for
x > 0 (x < 0). For A > 0 the magnetic island consisting of closed field lines appears in
the region around x = 0. An example of magnetic island is given on Figure 2.7.

Simulations were performed with periodic boundary conditions applied on the top and
bottom boundaries and with Dirichlet conditions on the left and right boundaries and for
strong anisotropy (ε = 10−10). The initial condition correspond to the stationary solution
with no island present. That is to say, u0(x, y) = −x + 1

2 . Temperature profiles and x
component of its gradient through the axis Y = 0 at different time steps are shown on
Figure 2.8. Numerical solution show the so called “profile flattening”: the temperature is
constant inside the magnetic island.

Finally, we have investigated the influence of the magnetic island rotation velocity for
smaller anisotropy (ε = 10−3). The rotation velocity changed from 103 to 106. The results
are presented on Figure 2.9. For the 103 case the results does not deviate from a stationary
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t = 0.1 t = 0.15

Figure 2.8: Temperature profiles along theX axis for a moving island (A = 0.01, ω = 10) in
the first row, x component of temperature gradient in the second row and a corresponding
anisotropy field in the last row for different time steps for the Dirichlet BC.

case for a given time step. For large velocities the temperature profile on the line crossing
the island’s center is only slightly affected. However, when the profile is taken outside
the island it becomes strongly rotation dependent. For a stationary island this profile is a
straight line, but when the rotation speed increases, the profiles starts to flatten and for
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the biggest value of ω this profile becomes the same as on the line crossing the island’s
center. The profile becomes homogeneous, i.e. independent of Y .

(a) (b)

Figure 2.9: Comparison between temperature profiles along the X axis for the stationary
and rotating islands. The profile across the island center (Y = YC) on the left and away
from the center (Y = YC ± 0.5) on the right. Please note that temperature profiles for
ω = 106 and ω = 105 are superposed.



Chapter 3

Efficient simulations of the
Boltzmann equation

The goal of this chapter is to present the work done with Giacomo Dimarco, Raphaël
Loubère and Thomas Rey concerning kinetic modeling and efficient numerical simulations
of rarefied gases. It covers articles [34], [35] and [81].

In the kinetic theory of rarefied gases, the state of the system is described by a non
negative distribution function f(x, v, t) [20, 39]. This distribution function describes a
density of particles moving with the velocity v ∈ R3 at the position x ∈ R3 at time t. The
evolution of the system is governed by the six dimensional Boltzmann equation

∂tf + v · ∇xf = Q(f, f), (3.1)

where the operator Q(f, f) is the collision operator and describes the effect of the particle
collisions on the system. The macroscopic characteristics (density, momentum and energy)
are obtained by integrating the distribution function multiplied by 1, v or |v|2 over the
velocity space:

U =

 ρ
ρu
E

 =

∫
R3

φ(v)fdv,

where the vector φ(v) is given by (1, v, 1
2 |v|

2)T . Typically, the collision operator conserves
the macroscopic quantities of the system, i.e. the collisions preserve mass, momentum and
energy. This is expressed as ∫

R3

φ(v)Q(f, f)dv = 0

and hence the components of the vector φ(v) are referred to as collision invariants.
Multiplying the Boltzmann equation (3.1) by collision invariants and integrating over

the velocity space yields a system of equations for evolution of macroscopic conservative
variables

∂

∂t

∫
R3

fφ(v)dv +

∫
R3

v · ∇xfφ(v)dv = 0. (3.2)

47



48 CHAPTER 3. EFFICIENT SIMULATIONS OF THE BOLTZMANN EQUATION

This system is not closed as the second term involves higher order moments. However, when
the system is at thermal equilibrium, the collision operator Q(f, f) = 0. The equilibrium
is characterized by a local Maxwellian distribution

M [f ] =
ρ

(2πT )3/2
e−

(u−v)2
2T ,

where u denotes a mean velocity, ρ is a density and the temperature T is related to the
difference between the total and kinetic energy by the following relation:

3

2
ρT = E − 1

2
ρ|u|2.

Replacing the distribution function f in (3.2) by the Maxwellian distribution M [f ] yields
a closed system — a set of Euler equations

∂

∂t
ρ+∇x · (ρu) = 0,

∂(ρu)

∂t
+∇x · (ρu⊗ u+ pI) = 0,

∂E

∂t
+∇x · ((E + p)u) = 0,

with the pressure following the ideal gas law p = ρT .
The simplest collision operator providing the desired properties (conservation of colli-

sion invariants and vanishing at equilibrium) is the Bhatnagar-Gross-Krook (BGK) oper-
ator [10]

QBGK(f, f) = ν(M [f ]− f),

where the inter-particle collisions are modelled as a relaxation process towards local equi-
librium. The parameter ν = ν(x, t) defines the collision frequency.

The classical Boltzmann collision operator is a multiple integral over the whole velocity
space and all possible relative angles:

QB(f, f) =

∫
R3

∫
S2

B(|v − v?|, θ)
(
f(v′)f(v′?)− f(v)f(v?)

)
dωdv?, (3.3)

where v, v? are velocities before collision, v′, v′? the velocities after collision and θ the angle
between v − v? and v′ − v′?. The post collision velocities are given by

v′ =
1

2
(v + v? + |v − v?|ω) , v′? =

1

2
(v + v? − |v − v?|ω),

with ω being a vector on a unitary sphere S2. The collision kernel B depends only on the
relative velocity before collision and the deflection angle and has the form

B(|v − v?|, θ) = |v − v?|σ(|v − v?|, θ),
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with σ being the scattering cross section. If the inverse k-th power forces between particles
are considered, σ is given by

σ(|v − v?|, θ) = bα(θ)|v − v?|α−1 (3.4)

with α = (k − 5)/(k − 1). In the framework of the so called variable hard spheres model
(VHS) [11] bα(θ) is constant: bα(θ) = Cα.

One of main challenges in numerical simulations of the Boltzmann equation is the
dimensionality of the problem. The distribution function f depends at each instant of time
on six independent variables: three space and three velocity coordinates. As a consequence,
stochastic Monte Carlo methods are often applied [11, 17, 18, 61, 80]. They prove to be
efficient in terms of computational cost, but are affected by stochastic fluctuations and slow
convergence. On the other hand deterministic methods, such as finite volume schemes [77,
87, 88, 101, 111] or semi-Lagrangian approach to the transport part [23, 24, 46, 47, 56, 96],
can reach higher order of accuracy but are much more resource demanding.

1 Fast Kinetic Schemes

Let us now present the Fast Kinetic Scheme (FKS) introduced by Dimarco and Loubère in
[32, 33] for solving the Boltzmann equation (3.1). The FKS is a semi-Lagrangian scheme
[23, 24, 48] which employs Discrete Velocity Model (DVM) [12, 77] approximation to the
original problem.

Let us start by truncating a velocity space. Next we introduce a cubic grid of Nv

equally spaced points in three dimensions and assume for simplicity that the grid step ∆v
is equal in every direction. Please note however that the FKS is not restricted to Cartesian
grids in the velocity space. In fact the method rests unchanged even if unstructured and
anisotropic velocity grids are taken into account. Let us now define an approximation of
the continuous distribution function f(x, v, t):

f̃k(x, t) ≈ f(x, vk, t),

that is to say, continuous f is replaced by a vector f̃ and the following system of Nv

equations is obtained:

∂tf̃k + vk · ∇xf̃k = Qk(f̃ , f̃), (3.5)

where Qk(f̃ , f̃) is a suitable approximation of the collision operator for the discrete velocity
point vk. This set of equations is coupled only by the collision term.

Let us now discretize the physical space with a Cartesian grid consisting of Ns equally
spaced points with a grid step ∆x that is equal (for simplicity) in all three directions. Let
us also introduce a time discretization with ∆t being a time step and tn = t0 + n∆t for
any n ≥ 0.

In the FKS framework, the equation (3.5) is solved with a first order splitting technique.
First the transport step exactly solves the left hand side of the problem, then the collision
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step introduces the interaction using the result of the transport step as a starting point:

Transport stage −→ ∂tf̃k + vk · ∇xf̃k = 0, (3.6)
Collisions stage −→ ∂tf̃k = Qk(f̃ , f̃).

Please note that higher order splitting techniques may also be considered.

Transport step

Let fnj,k be a point-wise approximation of the distribution function at time tn, position xj
and velocity vk: fnj,k = f(xj , vk, t

n). The main idea behind FKS is to solve the transport
step (3.6) exactly. Let us define a piecewise constant in space approximation f̄nk (x) of the
function f̃k(x, t

n) such that f̄nk (x) = f(xj , vk, t
n) if x ∈ Ωj where Ωj = [xj−1/2, xj+1/2]

belongs to the space cell centered on xj . The exact solution to the transport step at time
tn is therefore given by

f̄?,n+1
k = f̄nk (x− vk∆t).

The function f̄nk is advected with a velocity vk during a time step ∆t. The discontinuities
of f̄?,n+1

k do not coincide with space cell boundaries after the transport step.

Collision step

During the collision step the amplitude of the distribution function f̄ is modified. The
collision operator is solved locally on the space grid points and then extended to the whole
domain Ω. The following equations (ordinary differential or integro-differential) are solved:

∂tfj,k = Qk(fj,·, fj,·),

where fj,k = f(xj , vk, t) for all space and velocity grid points j = 1, . . . , Ns and k =
1, . . . , Nv and fj,· is a Nv dimensional vector representing the distribution function at the
space cell j composed of fj,k. The initial data for this equation is provided by the transport
step performed before. The time discretization chosen in this work is the first order explicit
Euler scheme

fn+1
j,k = f?,n+1

j,k + ∆tQk(f?,n+1
j,· , f?,n+1

j,· ), (3.7)

where f?,n+1
j,k = f̄?,n+1

k (xj) is the value of transported distribution function at grid point
xj and f?,n+1

j,· is a vector composed of f?,n+1
j,k . Please note that other type of time inte-

grators can be successfully implemented instead of this forward scheme. In particular the
special care must be taken in the stiff limit, see Dimarco and Pareschi [37, 38] for further
information.

Equation (3.7) furnishes a modified value of the distribution function at grid points xj
for velocity points vk at time tn+1. In order to obtain the value of f at every point of the
domain a new piecewise constant function Q̄k is defined for every discrete velocity vk:

Q̄n+1
k (x) = Qk(f?,n+1

j,· , f?,n+1
j,· ) , ∀x such that f̄?,n+1

k (x) = f?,n+1
j,k ,
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that is to say, the collision operator at every point of Ω is approximated by a piecewise
constant function with discontinuities located at the same points as the piecewise constant
function that approximates the distribution function after the transport step. Thanks to
this assumption, the spatially reconstructed distribution function after the collision step
reads

f̄n+1
k (x) = f̄?,n+1

k (x) + ∆tQ̄n+1
k (x).

This completes the description of the Fast Kinetic Scheme.

1.1 Collision operator

BGK approximation

If particle interaction is modeled by relaxation towards local equilibrium, the collision term
Qk(f?,n+1

j,· , f?,n+1
j,· ) becomes simply ν(Ej,k − fj,k), where Ej,k is a suitable approximation

of the Maxwell distribution for the velocity vk at the grid point xj . As the Maxwellian
distribution depends on the macroscopic characteristics of the system that are unchanged
during the relaxation step (since they are collision invariants), the relaxation step (3.7)
becomes completely decoupled. In particular, Qk depends only on one velocity point vk
and not on the others.

Boltzmann operator

If the Boltzmann operator is considered, the collision operator Qk(f?,n+1
j,· , f?,n+1

j,· ) in-
volves integration over whole velocity space for every point xj on the space grid. The
relaxation step is solved by means of Fast Spectral Scheme (FSS) and requires mul-
tiple Fourier transforms to be computed at every time step and at every space cell.
The Fourier techniques for solving the Boltzmann integrals were first introduced by L.
Pareschi and B. Perthame in [89] and by A. Bobylev and S. Rjasanow in [13]. Since
then they have become a method of choice and are widely applied by many authors
[2, 13, 14, 44, 45, 51, 52, 53, 90, 91, 92, 108, 109, 110]. We have chosen to implement
the Fast Spectral Scheme (FSS) described in [78, 45] which has a complexity of the order
of O(Nv log(Nv)). This method relies on the so-called Carleman representation [19] of
the Boltzmann integral (3.3), introduction of the discrete number of reflection angles and
identification of the convolution structures.

Let us present a particle interpretation of the FKS. Every point of the velocity grid
represents a particle moving with velocity vk. Every space cell Ωj centered on the space grid
point xj contains exactly the same set of particles at exactly the same relative positions.
Therefore one needs to store the particle position and velocity only in one generic cell and
not in the whole domain. This reduces the memory requirements by a factor of seven: only
mass of the particles is stored for every point of the 6D grid. While only three components
of particle position and velocity vectors are only required for the generic reference cell.
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The distribution function is related to particle masses by

f(x, v, t) =

Ns,Nv∑
j,k=1

mj,k(t) δ(x− xj,k(t))δ(v − vj,k(t)), vj,k(t) = vk,

where xj,k(t) is the particle position, vj,k(t) is its velocity and mj,k(t) particle mass. In
the FKS the particle velocity is unchanged and the position is altered during the transport
step:

xj,k(t+ ∆t) = xj,k(t) + vj,k(t)∆t.

The transport step moves the particles in the reference cell. The motion of particles in the
remaining cells is identical. If a given particle escapes the generic cell, another one with
the same velocity (but different mass) enters the cell from the opposite side.

The collision step modifies the particle masses in every space cell:

mj,k(t+ ∆t) = mj,k(t) + ∆tQk(vj,·),

where Qk(vj,·) is the approximation of the collision (BGK or Boltzmann) operator in the
center of the cell.

The macroscopic variables at time tn are defined on the space grid only and are com-
puted as a sum over particles in the given cell j:

Unj =

Nv∑
k=0

φ(vj,k)m
n
j,k(∆v)3.

As the collision step does not change the macroscopic conservative variables, they can be
efficiently computed at time tn+1 after the transport step by adding the contribution from
the particles leaving and entering the given cell j to the values at the previous time step.
If a particle (j, k) is transported to the cell j+ δ during the transport step, there is a sister
particle entering the cell j from j− δ. A suitable contribution has to be added to from the
conservative variables in the cell j :

Un+1
j = Unj +

∑
k, xn+1

j,k ∈Ωj+δ, x
n
j,k∈Ωj

(mn
j−δ,k −mn

j,k)φ(vj,k)(∆v)3 (3.8)

Finally, the primitive variables (density, velocity and temperature) are computed from
Un+1
j =

(
Un+1
j,1 , Un+1

j,2 , Un+1
j,3

)
:

ρn+1
j = Un+1

1 , (3.9)

un+1
j = Un+1

2 /Un+1
1 , (3.10)

Tn+1
j =

2

3

(
Un+1

3 − ‖U
n+1
2 ‖2

2Un+1
1

)
/Un+1

1 . (3.11)
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The most expensive part in the algorithm is the collision operator. Even in the case
of the relatively simple BGK approximation the computation of the relaxation term takes
90% of the computational time on serial machines [34]. The cost of the Boltzmann integral
is substantially greater, even if the Fast Spectral Scheme is employed. Indeed, a number
of FFTs must be performed for every space cell and for every discrete angle in order to
compute convolutions. If 16 discrete angles are considered, this number equals 96 and
even if the size of those transforms is relatively small, this represents the main compu-
tational burden. Evaluation of the Boltzmann operator represents more than 99% of the
computational time on serial machines. Fortunately the collision operator is in some sense
decoupled from the FKS framework: it can be implemented independently of the FKS. This
suggest a following strategy for the parallelization on distributed memory systems. On the
upper level, the FKS is parallelized with MPI over available computational nodes. On the
collision level, a suitable operator is implemented on the available node architecture: using
the classical OpenMP type parallelism or the SIMD (Single Instruction, Multiple Data)
programming model on GPUs or on the Intel Many Integrated Core (MIC) hardware. The
implementation details of the collision operator does not influence the MPI scalability of
the algorithm.

1.2 Sequential algorithm for FKS

We consider particle positions Xn
p and massesmn

j,p known at time tn as well as conservative
Fnj and primitives variables (ρ,U , T )nj . Then, one step of the algorithm reads:

1. Transport of particles. Displace N3
v particles, produce a list of Nout particles escap-

ing the generic cell and store the δs determining the destination and provenance of
associated sister particles.

2. Update conservative variables. If the particle has escaped the generic, add contri-
bution to conservative variables. Reassign its mass and position with the ones of
incoming sister particle.

3. Update primitive variables.

4. Relaxation step. Compute masses of N3
v particles after collisions, store them in an

array of the size N3
v ×N3.

The transport step is a simple particle position update computed for N3
v particles in

the reference cell only. The second step updates the conservative variables in every space
cell accordingly to (3.8). It has to be executed for every space cell and every particle
leaving the reference cell. The third step computes the primitive variables accordingly to
(3.9)-(3.11) and is executed in every space cell. The most demanding part of this algorithm
is clearly the last step, where the expensive collision operator has to be evaluated for every
particle in every space cell. It takes up to 99% of computational time, depending on the
collision kernel employed.

The sequential algorithm is not suitable for full 3D/3D simulations due to two reason.
The first is the size of the problem: required amount of memory largely exceeds capacity
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of modern desktop stations, even for moderate size meshes. The second reason is related
to computational complexity of collision kernel: runtime on single processor would be
measured in months or years. That is why the need for efficient parallelization strategies
arises and several approaches were proposed, including GPU computations [49, 50, 74] or
OpenMP/MPI algorithms [3, 8, 58, 99, 100].

2 OpenMP and CUDA parallelization

Let us now present a parallelization scheme for shared memory systems, developed in
collaboration with Giacomo Dimarco and Raphaël Loubère in [34].

Thanks to the particle interpretation of the scheme the parallelization becomes almost
straightforward. The passage of information between the cells is only due to the transport
part and for the particle-like interpretation it is then only due to the passage of particles
between the different spacial cells. All the other steps of the kinetic scheme are local on
the spacial mesh.

Let us now explore two parallelization for shared memory systems: a classical CPU
parallelization using OpenMP (Open Multi-Processing) with shared memory, and Graphic
Processing Unit (GPU) under CUDA (Compute Unified Device Architecture) parallel com-
puting platform.

Classical parallel architecture: Open-MP

The modified algorithm reads:

1. Relaxation step. Divide the number of spatial cells by the number of processors.
Compute in parallel the masses of N3

v particles after collision step, parallelization is
performed on the loop over the number of mesh points in the physical space. This
computation is local on the space mesh.

2. Transport of particles. Move in parallel N3
v particles. This step is done in only one

space cell. The motion of particles in the other cells is the same.

3. Update conservative variables. Test in a parallel loop over the number of mesh points
in the physical space if a particle has escaped from the generic cell. If so, add a
contribution to Fn+1

j for every space cell. Update the particle position and exchange
particle mass with the associated sister particle.

4. Update primitive variables in a parallel loop over the number of mesh points in the
physical space.

Note that this algorithm is almost non-intrusive as only few omp pragma are needed to
create such code.
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Graphic Processing Unit (GPU) architecture: CUDA

The GPU parallelization demands more work. In fact one of the main drawbacks of the
GPUs is the low level of memory capacity. Thus, it turns to be impossible to store on a
single GPU the masses of all particles mn

j,p which is a vector of size N3×N3
v . Therefore we

have chosen to group steps 1. to 3. in one sequential loop over all particles. Inside this loop
we perform a parallel relaxation step (for one particle velocity and N3 cells) using CUDA,
then the transport step and (if particle has escaped from the generic cell), parallel update
of the conservative variables. Finally, the update of primitive variables is performed on
GPU.
This parallelization design can be summarized in the following algorithm.

1. Copy from CPU to GPU. Copy to the GPU memory all primitive and conservative
variables.

2. Loop over N3
v particles

(a) Copy from CPU to GPU. Copy the mass array corresponding to a given velocity
vk to the GPU memory.

(b) Relaxation step Compute relaxed masses of particles for every space cell using
CUDA. Store the result on GPU.

(c) Transport step Move every N3
v particle and test if it has escaped the generic

cell. If so, store the provenance cell of the sister particle.

(d) Update conservative variables. If the particle has escaped the generic cell, add
contribution to conservative variables. Reassign its mass and position with the
ones of the incoming sister particle.

(e) Copy from GPU to CPU. Copy the resulting mass array from the GPU memory
to the CPU memory.

3. Update primitive variables in parallel on GPU.

4. Copy from GPU to CPU. Write to the CPU memory the updated conservative and
primitive variables.

Observe that this relatively simple algorithm can be further improved to fit to multi
GPU architectures. In this case one device is responsible for a subset of the velocity space.
The above algorithm is well suited for the BGK collision kernel, which does not involve
integrals over velocity space.

3 MPI parallelization

In this section we propose a parallelization strategy for distributed memory systems. The
method presented herein is a subject of [81]. There are two possible approaches: the first
one is similar to the algorithm for GPU systems. The velocity space decomposed and
distributed over computational nodes keeping all spatial degrees of freedom at every node
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This strategy was also chosen in [99] for the MPI implementation. Every computational
node performs computations of a relaxation for a subset of velocity grid. Then the partial
moments are evaluated. The total moments are obtained from gathering all contributions
from all computational nodes. This approach is well suited for collision kernels that are
local, e.g. for the BGK approximation, where the collision computed for a given position in
physical and velocity space depends only on the distribution function at the same position
and on total moments. In particular, the collision kernel should not require any additional
information from neighbouring cell in the velocity mesh. As every node contains all spatial
degrees of freedom, no particle escapes given computational node and no particle mass
is exchanged with neighbouring nodes. The MPI communication is limited only to the
partial moments. Another advantage is that even if a complicated domain is considered
i.e. containing perforations, no complicated domain decomposition or load balancing tech-
niques are required to ensure equal workloads across computational nodes. However, any
collision kernel that is non-local would generate huge amount of communication between
all processors. Boltzmann collision operator involve a double integral over velocity space
meaning that at every iteration every node must have access to the whole velocity space.
This approach is therefore not well suited for the Boltzmann operator.

The alternative possibility, adopted herein in view of Boltzmann collision kernel sim-
ulations, is to distribute spatial degrees of freedom over computational nodes, keeping on
every mode a complete velocity space. Since the update of conservative variables (density,
momentum and energy) requires an exchange of particle mass with neighbouring spatial
cells (and does not involve any summation over whole physical space), the internodal mem-
ory transfer is limited to merely cells located on a boundary of a subdomain. Moreover, the
information is exchanged with neighbouring nodes only and not with every node reserved
for the computation. Comparison of the two approaches can be found in [100].

The spatial domain is decomposed into equally sized non-overlapping cuboids, pencils
or slabs with ghost layers. Depending on the choice, every node has to communicate with 2
(for slabs), 8 (for pencils) or 26 (for cuboids) neighboring nodes. Cuboids usually minimize
the size of ghost layers but have the biggest MPI overhead as they require more calls to
MPI in order to communicate with all neighbors. Thus, the cuboid domain decomposition
strategy is not always optimal and better results can be sometimes obtained when using
pencils or slabs. The performance of the method can be improved by OpenMP or SIMD
parallelization presented in the previous section and applied to the loops over velocity
space at each node.

3.1 MPI version of FKS

The parallel algorithm is straightforward

1. Initialization. Divide the computational domain intoNMPI = NMPIx×NMPIy×NMPIz

equally sized cuboids. Allocate memory on each computational node: arrays of
the size Ns/NMPI for storing the conservative and primitive variables relative to a
given subdomain and an array of the size Nv × (Ns/NMPI + Nghosts) for storing
masses relative to a given subdomain with additional ghost layers containing masses
of particles in the adjacent space cells.
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2. Time iterations. For every computational node:

(a) Relaxation step. performed in parallel on GPU or with OpenMP for every
particle in a given subdomain.

(b) Transport of particles. Move in parallel Nv. This step is done in only one space
cell in each subdomain. The motion of particles in the other cells is the same.

(c) Communication. If a particle escapes given subdomain, broadcast its mass to
suitable computational node.

(d) Update conservative variables. If a particle has escaped the generic cell, add
contribution to conservative variables. Reassign its mass and position with the
ones of the incoming sister particle. For particles located on the boundary of
the cuboid and escaping the subdomain use the values stored in the ghost cells
in the previous step.

3. Finalization. Free memory and close MPI communication.

This algorithm clearly enjoys the weak scaling. Indeed, the communication is limited
only to neighboring subdomains and the amount of data to be exchanged depends only on
the local mesh size and chosen MPI topology (slabs / pencils / cuboids). In particular,
it does not depend on number of computational nodes employed. The strong scaling is
expected (especially for the resource consuming Boltzmann collision operator) and is indeed
obtained. The results are presented in the following section.

4 Performance tests

4.1 OpenMP and GPU

The performance of the parallel algorithm was tested on the 3D Sod test case for the BGK
collision kernel. The problem description is a 3D explosion problem [102], the initial state
being given by the well known Sod shock tube problem. Let us consider a cubic domain
of size [0, 2]3. Left and right states of the 1D Sod problem are given by a density ρL = 1,
mean velocity UL = 0 and temperature θL = 5, while ρR = 0.125, UR = 0, θR = 4. The
gas is initially in thermodynamic equilibrium. The left state is set for any cell inside a ball
centered in (1, 1, 1) and of radius 0.2. The right state is set elsewhere. The computations
are stopped at final time tfinal = 0.07. The OpenMP simulations were performed on a
computational server equipped with 4 Intel(R) Xeon(TM) E5-4650 processors running at
2.7 GHz (giving a total of 32 physical cores and 64 logical) with 512GB of RAM run-
ning under Debian Wheezy. GPU simulations are performed on a computational server
equipped with dual Intel(R) Xeon(TM) E5-2650 processor running at 2.0GHz (16 physical
and 32 virtual cores) with 128GB and 2 Nvidia GTX 780 units (3GB of memory, 2304
CUDA cores at 900MHz each) running under Debian Wheezy. The scalability tests for
the OpenMP parallelization were performed on a 1003 × 153 mesh. The results show the
strong scaling close to perfect — see Figure 3.1. For the GPU version of the code the tests
were performed on 1003 space cells with velocity mesh ranging from 153 to 303 on one and
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Figure 3.1: Scalability of the scheme using OpenMP on 32 core Intel Xeon computational
server for 3D Sod problem for Nc = 1003 for τ = 10−4. Log of time (in minutes) as a
function of the log of the number of threads is presented.

two GPUs. The results presented on Figure 3.2 show that employing two graphical units
yield approximately two times smaller runtime (compared to the runtime obtained on one
graphical unit only). The OpenMP/GPU parallelization of the kinetic scheme allowed to
perform complex numerical simulations for the BGK collision kernel in a reasonable time.
The work [34] presents numerical results for truly six dimensional simulations of the re-
entry test case (an object entering the atmosphere) and of the Kelvin Helmholtz instability
[65] with the total runtime of the order of hours rather than months or years required by
a sequential computer.

4.2 MPI scalability tests

Numerical tests for the MPI parallelization BGK collision kernel were performed on the
EOS supercomputer at CALMIP, Toulouse. The supercomputer is equipped with 612
computational nodes, each of them containing two Intel R© Ivy Bridge 2.8GHz 10 core
CPUs and 64 GB of RAM. Each CPU was equipped with 25MB of cache memory. The
code was compiled with gcc-5.3.0 and executed on 2 to 90 computational nodes. That is to
say, on 40 to 1800 computational cores in parallel. The tests for Boltzmann collision kernel
were performed on the EOS supercomputer (N = 643 meshes) and on the thin nodes of
GENCI-TGCC supercomputer Curie for N = 1283. The machine is equipped with 5040
B510 Bullx nodes (called thin nodes), each containing two Intel R© Sandy Bridge 2.7GHz
8 core CPUs (20MB of cache memory) and 64GB of RAM. In the case of the Boltzmann
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Figure 3.2: Scalability for FKS-GPU (1 GPU in red, 2 GPUs in green) for the 3D Sod
problem for Nc = 1003 for τ = 10−4 and varying velocity mesh Nv = 15 to 30. Left: CPU
time (in minutes) as a function of Nv. Right: CPU time (in minutes) as a function of the
number of velocity grid points in a spacial cell (N3

v ) compared to the ideal scaling (blue).

collision operator the Fast Fourier Transforms were computed by means of the fftw library,
version 3.3.4. The code was executed with 20 OpenMP threads per node on EOS and 16
OpenMP threads per node on Curie (with hyperthreading disabled in both cases).

The performance of the parallel algorithm was tested on the 3D Sod test case presented
above. The computations are stopped at final time tfinal = 0.07 in all simulations except
for the finest mesh for Boltzmann operator, where the computations were stopped after
after 16 iterations. This number of times steps ensured that every discrete particle has
changed the physical cell at least once. We consider the case in which τ = 10−1, i.e. far
from the fluid limit. We are not interested in the convergence of the numerical solution
but in the parallel efficiency only.

The scalability tests for the BGK operator were performed with the optimal domain
decomposition strategy (see [81] for details) for four different meshes (643×323, 1283×163,
1923×163 and 2703×163). The run time as a function of computational cores is presented
in Figure 3.3 and the speedup with parallel efficiency (relative to the smallest number of
nodes employed in the test) in Figure 3.4. The proposed algorithm shows very good scaling
property. The worst parallel efficiency, equal to ∼ 0.77, was obtained for the 643 × 323

mesh. For remaining meshes the parallel efficiency was close to the ideal with some super
linear behaviour due probably to the CPU cache and memory performance. Linear decrease
in the efficiency is also observed. This is due to the relatively small computational burden
of the BGK kernel, to small to hide the communication time.

Let us now turn our attention to the 3D Boltzmann collision kernel. This task is much
more demanding in terms of computational time as the relaxation routine involves multiple
expensive calls to the Fast Fourier Transform. The tests were run on following meshes:
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Figure 3.3: Computational time as a function of number of cores employed for BGK.
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Figure 3.4: Speedup (left) and efficiency (right) as a function of number of computational
nodes for BGK. A minimal number of nodes requisite to run the test is equal to 2 for
643 × 323 and 1283 × 163 mesh and to 4 for the 1923 × 163 mesh.

case 1 case 2 case 3
N 643 643 1283

Nv 163 323 323

The results are presented on Figures 3.5 and 3.6 and on Tables 3.1 and 3.2. For the
last mesh computations were performed for until the final time tf = 0.07 was reached
(case 1 and 2) or were stopped after 16 iterations (case 3). The tests were run on NMPI

ranging from 16 to 1024. That is to say on 128 to 2048 processors and on 1024 to 16384
computational cores. The results are presented on Table 3.3 and on Figures 3.5 and 3.6.
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Figure 3.5: Computational time as a function of number of cores employed on EOS machine
(left panel) and on TGCC-CURIE (right panel).

Due to the huge computational complexity of the collision operator the parallel efficiency
is close to one (> 0.95) in all performed simulations (up to 1024 computational nodes).

MPI parallelization is indispensable if complex 6D involving the Boltzmann collision
operator are required. In [81] a numerical simulations of five objects moving in high parts
of the atmosphere are presented for the mesh consisting of 1503 × 323 points. The total
runtime on 1000 computational nodes (16000 computational cores) was approximately 18
hours, that is to say 286000 core hours, equivalent of 32 years of computations on a serial
computer.

NV V
el

.

Cell # #nodes Ncycle Time(s) Tcycle Tcell Tcell/node

[−
15
,1

5]

2 8043.07 244 9.3 10−4 1.86 10−3

4 4119.41 125 4.76 10−4 1.90 10−3

163
643 × 163 8

33
2053.01 62.2 2.37 10−4 1.90 10−3

= 1.07× 109 16 1031.67 31.3 1.19 10−4 1.91 10−3

32 529.246 16 6.12 10−5 1.96 10−3

64 264.725 8.02 3.06 10−5 1.96 10−3

Table 3.1: Performance tests on 643 × 163 mesh for Boltzmann collision kernel. Time per
cycle is obtained by Tcycle = T/Ncycle, time per cycle per cell by Tcell = Tcycle/Nc and time
per cycle per node by Tcycle/node = NsTcell. Each node has 20 cores.

5 Comparison of Boltzmann and BGK collision operators

Finally, let us compare numerical results for the BGK and Boltzmann collision kernels in
full 3D × 3D simulations in order to show that both models can give noticeably different



62 CHAPTER 3. EFFICIENT SIMULATIONS OF THE BOLTZMANN EQUATION

 0

 10

 20

 30

 40

 50

 60

 70

 0  10  20  30  40  50  60  70

sp
ee

du
p

No. of nodes

ideal
643  x 163, 32 time steps
643  x 323, 33 time steps

 0

 200

 400

 600

 800

 1000

 1200

 0  200  400  600  800  1000  1200

sp
ee

du
p

No. of nodes

ideal
1283 x 323, 16 time steps

 0.94

 0.95

 0.96

 0.97

 0.98

 0.99

 1

 0  10  20  30  40  50  60  70

ef
fic

ie
nc

y

No. of nodes

643  x 163, 33 time steps
643  x 323, 33 time steps

 0.94

 0.95

 0.96

 0.97

 0.98

 0.99

 1

 0  200  400  600  800  1000  1200

ef
fic

ie
nc

y

No. of nodes

1283  x 323, 16 time steps

Figure 3.6: Speedup (top) and efficiency (bottom) as a function of number of computational
nodes for 3D Boltzmann collision kernel on EOS machine (left panel) and on TGCC-CURIE
(right panel).

results in some cases. More in-depth comparison including results for both two and three
velocity dimensions and space dimensions ranging from zero (space homogeneous case) to
three are reported in [35]. Here we consider a re-entry test case, where a static cuboid is
placed inside a computational domain set to Ω = [0, 2]3 (see Fig.3.7). The velocity space
is [−10, 10]3 and discretized with 323 points. The relaxation parameter is set to τ = 0.3.
The initial density ρ is set to 1, the temperature T = 1 and the initial velocity is given
by (ux, uy, uz) = (2, 0, 0). The final time is set to tfinal = 0.6 leading to 379 time steps.
The inflow boundary conditions are imposed on the left boundary (x = 0) while outflow
boundary conditions on the remaining are imposed. Hard sphere molecules are considered
for Boltzmann while for the BGK model the frequency ν is taken equal to µ = Cα4π(2λπ)α.
For both models the CFL condition considered is consequently given by

∆t ≤ min

(
∆x

|vmax|
,
τ

µ

)
. (3.12)

The results are shown for the temperature and the density in Figure 3.7 and the dis-
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NV V
el

.

Cell # #nodes Ncycle Time(s) Tcycle Tcell Tcell/node

[−
1
5,

15
]

2 128378 3890 1.48 10−2 2.97 10−2

4 64233.2 1950 7.43 10−3 2.97 10−2

323
643 × 323 8

33
32506.4 985 3.76 10−3 3.01 10−2

= 8.6× 109 16 16133.7 489 1.87 10−3 2.98 10−2

32 8194.58 248 9.47 10−4 3.03 10−2

64 4088.34 124 4.73 10−4 3.02 10−2

Table 3.2: Performance tests on 643 × 323 mesh for Boltzmann collision kernel. Time per
cycle is obtained by Tcycle = T/Ncycle, time per cycle per cell by Tcell = Tcycle/Nc and time
per cycle per node by Tcycle/node = NsTcell. Each node has 20 cores.

NV V
el

.

Cell # #nodes Ncycle Time(s) Tcycle Tcell Tcell/node

[−
15
,1

5]

16 61346.4 3834.2 1.83 10−3 2.93 10−2

32 31006.9 1937.9 9.24 10−4 2.96 10−2

64 15448.8 965.6 4.60 10−4 2.95 10−2

323 1283 × 323 128 16 7852.4 490.8 2.34 10−4 3.00 10−2

= 69× 109 256 3924.8 245.3 1.17 10−4 2.99 10−2

512 1963.7 122.7 5.85 10−5 3.00 10−2

1024 987.37 61.71 2.94 10−5 3.01 10−2

Table 3.3: Performance tests on 1283 × 323 mesh for Boltzmann collision kernel for 16
time steps. Time per cycle is obtained by Tcycle = T/Ncycle, time per cycle per cell by
Tcell = Tcycle/Nc and time per cycle per node by Tcycle/node = NsTcell. Each node has 16
cores.

crepancies between the two in Figure 3.8. The difference between the two models is clearly
present in those results suggesting that the BGK model does not provide reliable numerical
data in the rarefied gas simulations.
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BGK-Boltzmann

BGK Boltzmann

Figure 3.7: Test 4.1. Three dimensional re-entry test case for τ = 0.3 withM = 90×90×90
spatial cells and N = 323 velocity cells. BGK model (left column), Boltzmann model (right
column) at time tfinal = 0.6. Top row: temperature field with velocity streamlines, bottom
row: isosurfaces of the density. Middle row: isosurfaces of the density difference between
BGK and Boltzmann models.
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density temperature

Figure 3.8: Test 4.1. Three dimensional re-entry test case for τ = 0.3 withM = 90×90×90
spatial cells and N = 323 velocity cells. Discrepancies between the BGK solution and the
Boltzmann solution at time tfinal = 0.6. Density on the left and temperature on the right.
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Chapter 4

Other work

1 Multiscale Finite Element Method

Many physical and engineering problems contain multiple scales: for example transport in
heterogeneous media, where matrix coefficients can oscillate rapidly in the computational
domain or in perforated domain, where the domain itself exhibits small scale features.
In order to obtain small scale properties of the solution the mesh employed in numerical
simulations must be able to reflect those variations. The resulting discrete system is often
intractable due to its size, even if high performance computing is considered. In order to
overcome this problem one can resort to the so-called Multiscale Finite Element Method
(MsFEM) [60]. In the MsFEM all numerical simulations are performed on a coarse mesh
with a size that is in general bigger than small scale size of the problem. The basis
functions however are not the standard finite element basis functions such as Pk or Qk,
but pre-calculated ones. Those MsFEM basis functions are obtained by means of local fine
scale simulations and reflect small scale behaviour of the solution. Together withe Pierre
Degond, Alexei Lozinski and Bagus Muljadi we have proposed in [29] a variant of the
MsFEM method which employs the Crouzeix-Raviart basis functions enriched by bubble
functions for diffusion and advection-diffusion equations in perforated domains. This work
was then extended in [79] to the Stokes problem.

2 Pedestrians and crowds

In [43] we have studied a time-delayed follow-the-leader model for pedestrians walking in
line. In this model a pedestrians reaction to velocity and position change relative to its
predecessor is not immediate. The numerical parameters are calibrated to fit experimental
data. The resulting system of delay differential equations turn out to be unstable. As a
remedy, some dissipation is added: the velocity is relaxed to a mean velocity of certain
number of predecessors. Stability analysis confirms well-posedness of a relaxed system.
Numerical simulations are in good agreement with experimental results for large pedestrian
densities. Macroscopic features of the system, such us dynamics of traffic jams (number
of jams, average velocity in jams, jam head velocity, number of pedestrians in jams) were
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reproduced. On the other hand, low pedestrian density experimental results where not
reproduced by the model. It suggests that some other mechanisms not taken into account
by the model play important role for lower densities.
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