N
N

N

HAL

open science

Snapshot multispectral image demosaicing and
classification
Sofiane Mihoubi

» To cite this version:

Sofiane Mihoubi. Snapshot multispectral image demosaicing and classification. Image Processing
[eess.IV]. Université de Lille, 2018. English. NNT: . tel-01953493

HAL Id: tel-01953493
https://hal.science/tel-01953493v1
Submitted on 13 Dec 2018

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.science/tel-01953493v1
https://hal.archives-ouvertes.fr

UNIVERSITE DE LILLE

DOCTORAL THESIS

By
SOFIANE MIHOUBI

Snapshot multispectral image
demosaicing and classification

Jury:
Pr. Pierre Chainais, Ecole Centrale de Lille (jury president)
Pr. Yannick Berthoumieu, IPB/ENSEIRB-Matmeca (reviewer)
Dr. Sylvie Treuillet, Université d’Orléans (reviewer)
Pr. Christine Fernandez-maloigne, Université de Poitiers (examinor)
Dr. Jean-Baptiste Thomas, Université de Bourgogne (examinor)
Pr. Ludovic Macaire, Université de Lille (supervisor)
Dr. Olivier Losson, Université de Lille (co-supervisor)

Dr. Benjamin Mathon, Université de Lille (co-supervisor)

A thesis submitted in fulfillment of the requirements
for the degree of Doctor of Philosophy

in the

CRIStAL laboratory
Color Image team

November 22, 2018


https://www.univ-lille.fr/
https://www.cristal.univ-lille.fr/
https://www.cristal.univ-lille.fr/?rubrique27&eid=35




ii

Acknowledgements

First, I would like to thank Pr. Ludovic Macaire, Dr. Olivier Losson and Dr. Ben-
jamin Mathon for their investment and confidence in the supervision of my thesis,

which guided me and teached me so much over the past three years.

I would also like to thank my committee members, professor Christine Fernan-
dez, professor Yannick Berthoumieu, doctor Sylvie Treuillet, professor Pierre Chainais,

and doctor Jean-Baptiste Thomas for serving as my committee members.

Further, I wish to express my gratitude to Jean-Baptiste Thomas, Jon Yngve
Hardeberg, Haris Ahmad Khan and the NTNU laboratory team from Norway for
welcoming me and for their contribution in our work.

I also thank my wife and my parents for encouraging me and supporting me

during my PhD.






UNIVERSITE DE LILLE

Abstract

CRIStAL laboratory

Color Image team
Doctor of Philosophy

Snapshot multispectral image demosaicing and classification

by Sofiane MTHOUBI

Multispectral cameras sample the visible and/or the infrared spectrum accord-
ing to specific spectral bands. Available technologies include snapshot multispectral
cameras equipped with filter arrays that acquire raw images at video rate. Raw im-
ages require a demosaicing procedure to estimate a multispectral image with full
spatio-spectral definition. In this manuscript we review multispectral demosaicing
methods and propose a new one based on the pseudo-panchromatic image esti-
mated directly from the raw image. We highlight the influence of illumination on
demosaicing performances, then we propose pre- and post-processing normaliza-
tion steps that make demosaicing robust to acquisition properties. Experimental
results show that our method provides estimated images of better objective quality
than classical ones and that normalization steps improve the quality of state-of-the-
art demosaicing methods on images acquired under various illuminations.
Multispectral images can be used for texture classification. To perform texture anal-
ysis, local binary pattern operators extract texture descriptors from color texture im-
ages. We extend these operators to multispectral texture images at the expense of
increased memory and computation requirements. We propose to compute texture
descriptors directly from raw images, which both avoids the demosaicing step and
reduces the descriptor size. For this purpose, we design a local binary pattern op-
erator that jointly extracts the spatial and spectral texture information from a raw
image. In order to assess classification on multispectral images we have proposed
the first significant multispectral database of close-range textures in the visible and
near infrared spectral domains. Extensive experiments on this database show that
the proposed descriptor has both reduced computational cost and high discriminat-
ing power with regard to classical local binary pattern descriptors applied to demo-

saiced images.
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Dématricage et classification d’images multispectrales

Sofiane MIHOUBI

Les caméras multispectrales échantillonnent le spectre du visible et/ou de l'infrarouge
selon des bandes spectrales spécifiques. Parmi les technologies disponibles, les
caméras multispectrales snapshot équipées d"une mosaique de filtres acquiérent des
images brutes a cadence vidéo. Ces images brutes nécessitent un processus de dé-
matricage permettant d’estimer 1'image multispectrale en pleine définition spatio-
spectrale. Dans ce manuscrit nous examinons les méthodes de dématricage mul-
tispectrale et proposons une nouvelle méthode basée sur 1'utilisation d’une image
panchromatique estimée directement a partir de I'image brute. De plus, nous met-
tons en évidence I'influence de l'illumination sur les performances de dématrigage,
puis nous proposons des étapes de normalisation pré- et post-dématricage rendant
ce dernier robuste aux propriétés d’acquisition. Les résultats expérimentaux mon-
trent que notre méthode fournit de meilleurs résultats que les méthodes classiques,
et que les étapes de normalisation améliorent les performances de toutes les méth-
odes de I’état de l'art sur des images acquises sous différentes illuminations.

Les images multispectrales peuvent étre utilisées pour la classification de texture.
Afin d’effectuer une analyse de texture, nous considérons les opérateurs basés sur
les motifs binaires locaux, qui extraient les descripteurs de texture a partir d’images
couleur. Nous étendons ces opérateurs aux images de texture multispectrale au
détriment d’exigences de mémoire et de calcul accrues. Nous proposons alors de
calculer les descripteurs de texture directement a partir d’images brutes, ce qui évite
I'étape de dématricage tout en réduisant la taille du descripteur. Pour cela, nous
concevons un opérateur de modele binaire local qui extrait conjointement les infor-
mations de texture spatiale et spectrale d"une image brute. Afin d’évaluer la clas-
sification sur des images multispectrales, nous avons proposé la premiere base de
données multispectrale de textures proches dans les domaines spectraux du visible
et du proche infrarouge. Des expériences approfondies sur cette base montrent que
le descripteur proposé a a la fois un cofit de calcul réduit et un pouvoir de discrim-
ination élevé en comparaison avec les descripteurs classiques appliqués aux images

dématrigées.
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Introduction

Multispectral cameras are sensitive to the spectral radiance that characterizes a com-
bination between the spectral properties of the illumination and of the material ob-
served at each surface element of a scene. They usually sample the radiance accord-
ing to many narrow spectral bands in the visible and near infrared domains, and pro-
vide multispectral images that represent the scene radiance of each spectral band as
a separate channel. Such images can be analyzed in art studies [20, 42]. For instance,
by considering the spectra associated to pigments of Mona Lisa painting, Elias and
Cotte [20] obtain a virtual removal of the varnish. This allows to identify the pig-
ment used by Leonardo da Vinci and to learn more about his techniques and means.
Besides art studies, multispectral images are analyzed in various application fields
such as medical imaging [64, 90], precision agriculture [31], vision inspection for
food quality control [61, 93] or waste sorting [100]. Specifically, Qin et al. [93] show
that the analysis of channels associated with narrow bands in the visible spectral
domain is beneficial for automatic safety and quality evaluation of food and agricul-
tural products. Beyond the visible domain, multispectral images often also provide
information in the near infrared domain, which is valuable for material classification
[103, ] and the identification of textile fibers [28] and minerals [40].
To evaluate properties of multispectral images, many databases are acquired using
multishot devices, i.e., systems that acquire one spectral band or one single pixel row
at a time [4]. Among these systems, linescan devices acquire one row of pixels for all
channels at a time, so that a spatial scanning is required to provide the fully-defined
multispectral image. The limited number of texture databases leads us to the ac-
quisition of our own database of texture images (HyTexiLa) in collaboration with
the Norwegian Colour and Visual Computing laboratory (Gjevik, Norway). This
database acquired using a linescan camera is useful to study the spectral proper-
ties of materials or for texture classification [46]. However, this technology can only
observe still scenes.

Recently snapshot multispectral cameras have emerged to acquire all spectral
bands in a single shot [24, 32]. Most of them use a multispectral filter array (MSFA) [10,

] laid over the sensor that spectrally samples the incident light, like the widely-
used Bayer color filter array (CFA) in color imaging. The MSFA achieves a com-
promise between spatial and spectral samplings. It is defined by a basic periodic
pattern in which each filter is sensitive to a narrow spectral band. Each pixel of the

resulting raw image is then characterized by one single band according to the MSFA



and the other missing values have to be estimated to recover the full spectral defini-
tion. This process known as demosaicing or demosaicking is similar in its principle to
the estimation of missing RGB components in raw images captured by single-sensor
color cameras fitted with a Bayer CFA. CFA demosaicing is a well-studied problem
for more than forty years [57], but MSFA demosaicing is a recent subject with new
issues.

Demosaicing relies on two properties of scene radiance image, namely spatial correla-
tion between spatially close pixels within a channel, and spectral correlation between
levels of different components at the same pixel [73]. In order to compare the differ-
ent multispectral demosaicing solutions, we study the state of the art methods that
rely on these two properties. We then propose a demosaicing method based on the
pseudo-panchromatic image (PPI) defined as the average image over all channels
of a multispectral image [14]. For this purpose, we estimate the spatially fully-
defined PPI from the raw image [73]. To assess the performances, the different
methods are then implemented and compared together by considering a 16-band
MSFA (called IMEC16) incorporated in a system available at IrDIVE platform!.

By studying IMEC16 images under various illuminations, we show that the illumina-
tion and camera spectral sensitivity functions (SSFs) strongly affect spectral correlation
and demosaicing performances. Indeed, the information available in each channel
of a multispectral image results from a spectral integration of the product between
the scene reflectance, illumination, and camera SSFs. We therefore propose normal-
ization steps that adjust channel levels before demosaicing, which improves de-
mosaicing robustness to illumination variations and camera SSFs. These steps
use normalization factors that either depend on the camera spectral sensitivity only,
on both the sensitivity and the illumination, or on the statistics extracted from the
acquired raw image [74].

To classify demosaiced raw texture images acquired by single-sensor snapshot
cameras, the classical approaches extract texture features from each demosaiced im-
age and compare them thanks to a similarity measure. In this manuscript, we fo-
cus on texture features based on local binary patterns (LBPs). The many variants of
LBP operators have indeed proved to be very efficient for a wide variety of appli-
cations [91]. LBP-based texture classification has first been performed on gray-level
images since the original operator only uses the spatial information of texture [56].
Later, Palm [85] has shown that classification based on a color analysis outperforms
that based on the spatial information only. Texture feature extraction is then ex-
tended to the color domain by taking both spatial and spectral textural informa-
tion into account. The recent advances in multispectral imaging lead us to extend
the color texture features to the multispectral domain [46], but the computational
cost significantly increases with the number of channels. Thus we propose a new
computationally-efficient LBP-based feature that is directly computed from raw
images, which allows us to avoid the demosaicing step. Extensive experiments

Ihttp://www.irdive.fr
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on HyTexilLa database of multispectral texture images prove the relevance of our
approach [75].

This manuscript is organized as follows. In Chapter 1, we define the formation
model of multispectral images and describe the different technologies that are avail-
able to acquire them. We then present the different multispectral image databases
proposed in the litterature and HyTexiLa database that we have built. Multispec-
tral databases are useful to simulate multispectral images according to the image
formation model. We then simulate images that would be acquired using IMEC16
camera in order to study its properties related to demosaicing. Chapter 2 focuses
on the snapshot technology that uses an MSFA. We propose a state of the art of
demosaicing methods and focus on the methods suitable for IMEC16 MSFA. After
highlighting their limitations, we propose our own method based on the use of an
estimated PPI. Demosaicing methods are assessed in Chapter 3, which highlights
the effect of illumination and camera SSFs on demosaicing performances. We there-
fore propose normalization steps that make demosaicing robust against acquisition
conditions. Demosaiced images are used in Chapter 4 in order to study the differ-
ent LBP descriptors used for texture classification. These descriptors that combine
spatial and spectral information are extended from the color to the multispectral do-
main. Their discrimination powers are then compared with that of our proposed

LBP-based descriptor in order to show the relevance of our approach.
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6 Chapter 1. Multispectral images

1.1 Introduction

This chapter presents the formation, the acquisition, and the properties of a multi-
spectral image. Section 1.2 explains how such image results from the observation of
an illuminated object and represents a combination between the spectral properties
of the illumination and of the object. A multispectral image can be acquired using
various technologies described in Section 1.3, which lead to the acquisition of several
image databases. In order to characterize an object regardless of the illumination,
some authors propose to estimate its spectral reflectance from an acquired multi-
spectral image. Similarly, in Section 1.4, we propose our own multispectral image
database that describes spectral reflectance of different textural objects . Reflectance
databases are used in Section 1.5 to simulate the acquisition, by a given camera,
of multispectral images that represent the objects of the database. This simulation
model is then validated with a multispectral camera that is available at IrDIVE plat-
form. Finally, we use the simulation model to study the spatial and spectral proper-

ties of multispectral images in Section 1.6.

1.2 From illumination to multispectral image

We first introduce the notion of illumination in Section 1.2.1. Then we present the
reflected radiance that comes from an illuminated object in Section 1.2.2. Finally we
define the multispectral image that results from the radiance captured by a multi-

spectral digital camera in Section 1.2.3.

1.2.1 Illuminations

An illumination is a light source that emits electromagnetic waves characterized by
a linear oscillation of photons spreading at the speed of light. This oscillation can
be represented by a wavelength A in nanometers (nm), defined in free space by the
ratio between the speed of light and the oscillation frequency. An illumination is
characterized by its spectral power distribution (SPD) that represents the amount of
photons emitted by unit surface per unit solid angle (in W - sr =1 - m~2) with respect to
the wavelength. Light sources are often characterized by their relative SPD (RSPD)
E(A) (with no unit), obtained as their SPD in a certain spectral domain () normalized
by that of a reference wavelength. In this manuscript, we consider the visible (Vis)
and the near infrared (NIR) spectral domains that are defined respectively as Qy;; =
[400 nm, 700 nm| and Qg = [700 nm, 1000 nm]| (see Fig. 1.1).

The most commonly used illuminations have been normalized by the Interna-
tional Commission on Illumination (Commission Internationale de I’Eclairage, CIE)
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FIGURE 1.1: Visible and near infrared domains in the electromagnetic spec-
trum.

and are called illuminants [98]. These illuminants are arranged according to six cate-
gories prefixed by a letter from A to F. In this manuscript, we only consider the four
most representative ones, namely, A, D65, E, and F12 illuminants. The A illuminant
is used as a theoretical reference to represent the typical domestic tungsten-filament
lighting. Its RSPD is that of a black body whose temperature is about 2856 K. The
D illuminants have made B and C illuminants obsolete for daylight simulations.
Among D illuminants, we focus on D65 that is considered as a reference by the In-
ternational Organization for Standardization (ISO). D65 illuminant approximately
corresponds to the average midday light in North/Western Europe, made of both
direct sunlight and of the light diffused by a clear sky. Its RSPD is that of a black
body whose temperature is close to 6500 K. The E illuminant consists in an equal-
energy emission for all wavelengths. Although this illuminant is only theoretical, it
can be used as a reference. The F illuminants represent different fluorescent lamps
of various compositions. The RSPDs of illuminants F10, F11 and F12 present three
narrow peaks in the visible domain. We focus on F12 illuminant that is originally
designed for commercial lighting applications and commonly used in multispectral
imaging [81].

Most illuminants are theoretical and are therefore difficult to reproduce in practice.
Hence, we also consider two real illuminations, namely HA and LD. HA is com-
posed of a set of Paulmann 2900 K halogen lamps whose behavior is similar to the
A illuminant, while LD is produced by the Advanced Illumination DL097-WHIIC
LED diffuse dome and has three peaks in the visible range. We have acquired the
RSPDs of these two illuminations in the Vis domain using the Avantes spectrometer
AvaSpec-3648! available at the IrDIVE platform in Tourcoing, France.

The RSPDs of the four illuminants and two illuminations are available with a step
of 1nm (F12 being linearly interpolated from 5nm to 1nm). In order to compare il-
luminants and real illuminations, they are normalized so that the maximum of each
illumination in the visible domain reaches 1. The resulting RSPD E(A) of each of the
four illuminants A, D65, E, and F12, and the two real illuminations HA and LD for
all wavelengths in the visible domain are shown in Fig. 1.2.

 http://www.wacolab.com/avantes/spectrometersi4.pdf


http://www.wacolab.com/avantes/spectrometers14.pdf
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FIGURE 1.2: RSPDs of CIE E, D65, A, and F12 illuminants, and of real illumi-
nations HA and LD in the Vis domain.

Beyond the visible domain, multispectral imaging often also considers the near
infrared domain [97]. In this case, the CIE standard illuminants and our two illu-
minations cannot be used because the NIR part of the spectrum is not described.
Hence, Thomas et al. [115] have computed or measured alternative illuminations.
They provide the measures of the solar emission at the ground level, of a D65 sim-
ulator, and of a practical tungsten realization of A illuminant in the visible and near
infrared (VisNIR) domain. They also extend E and A illuminants from the Vis do-
main to the VisNIR domain. Fig. 1.3 shows the RSPDs of these illuminations for all
A € Qyignir = [400 nm, 1000 nm|.
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FIGURE 1.3: RSPDs of extended E and A illuminants and of measured solar,
D65 simulator and tungsten illuminations in the VisNIR domain.
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1.2.2 Reflected radiance

In contact with an object, the incident illumination is modified according to the spec-
tral reflectance of material and reflected into two different ways. Specular reflection
occurs when photons fall on a small (mirror-like) surface and is characterized by
a reflection angle equal to the incident angle. Diffuse reflection is the scattering of
photons according to many angles when it falls on a (microscopically) rough sur-
face. In this manuscript we consider the surface of an object as Lambertian. Thus,
materials that exhibit specular reflection are avoided, and we consider only diffuse
reflection (and illumination), so that the reflected radiance does not depend on the
angle of view [51].

The radiance function reflected by a surface element s of a material is defined by the
product between its reflectance function Rs(A) and the illumination RSPD E(A) as
shown in Fig. 1.4 [21]. The spectral reflectance of a material is usually normalized
between 0.0 and 1.0 and depends on the pigments of which the material is made.
In the VisNIR domain, a white diffuser and a black chart are used as references to
characterize the reflectance. The pigments of a black chart absorb photons of all
wavelengths (Rs(A) = 0 for all A € Q) while a perfect white diffuser reflects them
all (Rs(A) =1forall A € Q).

E(V) Re(A) E(A) x Ry(A)
1 1 1
X =
0 0 0
400 A(nm) 700 400 A(nm) 700 400 A(nm) 700
Illumination RSPD Reflectance function Radiance function

FIGURE 1.4: Computation of the radiance function from the illumination RSPD
E(A) and the reflectance function Rs(A).

1.2.3 Multispectral image

The radiance that comes from a surface element in a given direction can be observed
by a digital camera. The camera embeds lenses that focus the radiance and an aper-
ture that controls the amount of photons incoming on the photosensitive surface.
This surface is composed of a grid of sites which converts the amount of received
photons into an electronic signal that is then digitized in binary coding by an elec-
tronic device. Thus, the resulting digital image is spatially discretized into a two-
dimensional matrix of X x Y picture elements called pixels. To a pixel p is associ-
ated a value that represents the quantity of photons emitted by a surface element

s of the scene in a given range of the spectrum called a spectral band. Images are
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primarily acquired in the panchromatic spectral band that corresponds to the cam-
era photosensitive surface sensitivity T(A). For illustration purpose, Fig. 1.5a shows
the sensitivity of the SONY IMX174?’s complementary metal-oxide-semiconductor
(CMOS) photosensitive surface [115].
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FIGURE 1.5: Normalized spectral sensitivity function T(A) of the SONY

IMX174 CMOS photosensitive surface (a), of the Basler L301kc color camera

(b), and of a multispectral camera with 8 bands in the VisNIR domain (c) [115].
Captions of (c) are band center wavelengths.

Inspired by the colorimetry, a digital color camera samples the visible domain
according to three spectral bands, each being characterized by the spectral sensitivity
function (SSF) T(A) of a band-pass filter. For illustration purpose, Fig. 1.5b shows
the three SSFs of the Basler L.301kc? color camera. Note that the SSF of a band-pass
filter is not constant along its spectral range and overlaps with the SSFs of the other
filters. A color camera acquires a color image composed of three channels, each one
being associated to a spectral band red (R), green (G), or blue (B) according to the
band-pass filters (see Fig. 1.5b). A multispectral image is more generally composed
of K spectral channels, K > 3, whose associated filters sample the Vis, the NIR or the
VisNIR domain. Each spectral channel I ke {1,...,K}, is associated to the central
wavelength A¥ of its SSF T*(A) as illustrated in Fig. 1.5c. Note that a multispectral
image with a high number of channels may be referred to as a hyperspectral image.

Zhttps://eu. ptgrey.com/support/downloads/10414
3https://www.baslerweb.com/en/products/cameras/line-scan-cameras/1300/1301kc/


https://eu.ptgrey.com/support/downloads/10414
https://www.baslerweb.com/en/products/cameras/line-scan-cameras/l300/l301kc/
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Since no consensus exists about the number of channels that makes the difference,

we stick to the multispectral adjective whatever the number of channels.

1.3 Multispectral image acquisition

We first define the formation model of a multispectral radiance image in Section 1.3.1
on grounds of definitions introduced in Section 1.2. Then we briefly present the
available technologies to acquire such images in Section 1.3.2. Finally we describe
the various radiance databases that have been acquired using these technologies in
Section 1.3.3.

1.3.1 Multispectral image formation model

Let us consider that a multispectral image is composed of K spectral channels and
denoteitas I = {I*}K . Assuming ideal optics and homogeneous spectral sensitiv-
ity of the sensor, the value I']; of channel I¥ at pixel p can be expressed as:

Ik=Q (/Q E(A) - Ry(A) - TE(A) d/\) , (1.1)

where () is the working spectral range. The term E(A) is the RSPD of the illumi-
nation which is assumed to homogeneously illuminate all surface elements of the
scene. The surface element s observed by the pixel p reflects the illumination with
the reflectance factor R,(A) (supposed to be equal to Rs(A)). The resulting radiance
E(A) - R,(A) is filtered according to the SSF T¥(A) of the band k centered at wave-
length A¥. The value I’g is finally given by the quantization of the received energy
according to the function Q.

1.3.2 Multispectral image acquisition systems

A K channel multispectral image I can be seen as a cube with x and y spatial axes
discretized as pixels and A spectral axis discretized as central wavelengths of the
spectral bands (see Fig. 1.6a). In order to acquire such a cube of size X x Y pixels x
K channels, two families of multispectral image acquisition devices can be distin-
guished. “Multishot” systems build the cube from multiple acquisitions, while “snap-
shot” systems build it from a single acquisition.

“Multishot” systems sample the cube according to spectral and/or spatial axes
and require the scene to be static until the cube is fully acquired. The first emerging
“multishot” technology scans a channel I¥ at each time (see Fig. 1.6b), so that K ac-
quisitions are required to provide the fully-defined multispectral image I = {I*}X_,.
According to the image formation model, such spectral scanning can be achieved
by using either a specific SSF or a narrow-band illumination at each acquisition.
For this purpose, the tunable filter-based technology captures one channel at a time

by changing the optical filter in front of the camera mechanically (e.., filter wheel)
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(b) Tunable filter
or illumination

(f) MSFA

(d) Spatio-spectral (e) Multi-sensor
line scan

FIGURE 1.6: “Multishot” (b to d) and “snapshot” (e and f) multispectral acqui-
sition technologies used to acquire the multispectral cube (a).

or electronically (e.g., liquid crystal tunable filters or acousto-optical tunable filters)
[26]. In order to prevent painting deterioration due to illumination radiation, tun-
able illumination is commonly used in cultural heritage [60]. LED-based systems
successively illuminate the scene with K narrow-band LED illuminations in order to
provide the K channels [89].

Another approach is the spatial sampling of one row of X pixels for all channels at
a time, so that Y acquisitions are required to build the entire cube. For this purpose,
the push-broom line scan technology (see Fig. 1.6¢) requires a focusing mirror lens
that makes the camera acquire only a narrow strip of the scene. This strip is projected
onto a collimating mirror and then passed through a transmission grating that sep-
arates the incoming radiance into different wavelengths, each being focused onto a
row of the detector array. In this way, all surface elements in a strip of the scene
are spectrally sampled simultaneously and a spatial scanning is required to provide
the fully-defined cube, either by moving the scene (using a translation stage) or the
camera in the direction orthogonal to the acquired strip [30].

Spatio-spectral line scan devices consist of a camera placed behind a slit spectro-
scope and a dispersive element [17]. At each acquisition, such technology provides
a 2-D representation of the scene of size X - K in which the k—th row provides the
values of channel I* (see Fig. 1.6d). The fully-defined multispectral image is acquired
by moving the scene, the camera, or the slit alone in the direction orthogonal to the
acquired rows.

“Snapshot” multispectral systems provide the whole multispectral cube after a
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single-shot acquisition. As opposed to “multishot” technologies, such acquisition
systems provide the cube in real time. They are therefore able to capture a mov-
ing scene, and suited to video-based applications. Multi-sensor snapshot devices
straight acquire a fully-defined multispectral cube (see Fig. 1.6e) thanks to dichroic
beam splitters that selectively redirect the incoming radiance by wavelength onto
the K sensors [67]. Such devices are expensive and cumbersome, as well as they are
often only sensitive to a limited number of bands. Several single-sensor snapshot
technologies have therefore been developed [32]. Among them, we focus on those
using a multispectral filter array (MSFA) laid over the sensor [52]. The MSFA spatio-
spectrally samples the incoming radiance according to the sensor element’s location,
like the widely-used Bayer color filter array (CFA) in color imaging. Each element
of the MSFA is sensitive to a specific narrow spectral band, so that each pixel of the
acquired raw image is characterized by one single band according to the MSFA pat-
tern (see Fig. 1.6f). Finally, the fully-defined multispectral image is estimated by a
demosaicing process. Further details are given about snapshot MSFA technology
and demosaicing in Chapter 2.

1.3.3 Databases of acquired radiance

Table 1.1 provides an overview of the existing multispectral radiance image databases
acquired using the multispectral acquisition systems described in Section 1.3.2. These
databases represent outdoor urban or rural landscapes and indoor objects or faces.
Early databases have been acquired using tunable filters and contain multispectral
images composed of about 30 channels. These channels are associated with nar-
row bands, most often in the Vis domain, and with a spectral resolution of 10 nm
[7,9, 12, 23, 83, ]. Later, the push-broom or spatio-spectral line scan technolo-
gies have made possible to acquire radiance databases with an increasing number of
channels (up to 519 channels with a spectral resolution of 1.25nm [5]) in the VisNIR
domain [5, 19, 84, 92]*. Recent advances in MSFA-based snapshot technology has
led to the acquisition of several databases [53, &1, ] that are used, for instance,
to assess the performances of demosaicing [53, 81] or of classification [122]. Their
raw images are acquired in the Vis or the VisNIR domain and include a number of

channels that ranges from 5 to 25.

1.4 Databases of estimated reflectance

A major goal of multispectral imaging is to estimate the reflectance of surface ele-
ments in order to describe the spectral properties of materials. In this section we
first explain how reflectance is estimated from radiance images and we provide an

overview of existing reflectance databases in Section 1.4.1. Then, we present our

“Singapore database [34, 9] is spectrally down-sampled to the Vis domain, but the fully-defined
VisNIR images can be provided.
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Database Year| Kind of images Technology Images o Sl;e I Sdpectr‘al

XY X omain
Bristol [9] 1994 | Outdoor landscapes Tunable filters 29 256 x 256 x 31 Vis
Brainard [7] 1998 Indoor objects Tunable filters 9 2000 X 2000 x 31 Vis
FERvalI2 ] 2011|  Indoorand Thirneisile filias 50 Vi

outdoor scenes 1392 > 1040 x 31
et LI 2012 Indoor objects, faces, Tunajble fil.ters', 106 Various, e.g., VisNIR
outdoor landscapes | tunable illuminations 998 x 693 x 148
. Indoor and .
Singapore [84, 92] 2014 outdoor scenes Push-broom 64 1312 x 1924 x 31 Vis
Minho [53] 2015 | Outdoor landscapes Tunable filters 30 1344 % 1024 x 33 Vis
Time-Lapse [23] {2015 | Outdoor landscapes Tunable filters 33 1344 x 1024 x 33 Vis
Spatio-spectral .

UGR [19] 2015 | Outdoor landscapes line scan 14 1392 x 1040 x 61 VisNIR

ICVL [5] 2016 | Outdoor landscapes Push-broom 201 1392 % 1300 x 519 VisNIR
TokyoTech 5 [51] |2017 Indoor objects MSFA 7 1920 x 1080 x 5 Vis

Bourgogne [53] (2017 Indoor objects MSFA 18 319 x 255 x 8 VisNIR
Terrains for .
Koblenz 16 [122] |2017 Ground vehicle MSFA N.A 2048 % 1088 % 16 Vis

Terrains for .
Koblenz 25 [122] |2017 Ground vehicle MSFA N.A 2048 X 1088 X 25 VisNIR

TABLE 1.1: Overview of existing multispectral radiance image databases ac-
quired using technologies described in Section 1.3.2. (N.A means unavailable
information).

proposed database of estimated reflectances in Section 1.4.2, and we detail its acqui-
sition scheme in Section 1.4.3.

1.4.1 Reflectance estimation and existing databases

At each pixel p of a radiance multispectral image, one generally estimates the re-
flectance R, of the surface element s associated to p. According to our formation
model that assumes homogeneous illumination of the scene and a maximal reflectance
of 1 for a white diffuser, we estimate the reflectance R, as the ratio between the ac-

quired radiance I, and the acquired radiance of a white diffuser I, as:
(1.2)

where the pixel w observes a surface element of a white diffuser in the same illumi-
nation conditions than the surface element observed by p, so that R, values range
between 0.0 and 1.0. Note that I, may here consider a dark current compensation to
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reduce sensor noise that may cause wrong reflectance estimation. Note also that ac-
cording to the Lambertian model, materials that exhibit high gloss in the considered
acquisition conditions should be excluded since specular radiance would provide a
reflectance greater than 1.

A reflectance image R = {RF} K | can therefore be deduced from a multispectral ra-
diance image when the latter contains at least one pixel w that observes a surface
element of a white diffuser. Authors thus often include a white diffuser in each ob-
served scene so that the reflectance can be estimated using pixel values associated
with the diffuser. These scenes can therefore be acquired either indoor in controlled
D

Some radiance databases are provided with the acquired surface element of a

illumination conditions (e.g., [38, I) or outdoor (e.g., [22,

white diffuser in order to perform the reflectance estimation [9, 84, 92]. Otherwise,
the databases presented in Table 1.2 directly provide the reflectance images esti-
mated by their authors. Among them, two databases consist of urban and rural
outdoor scenes [22, 82], and four databases show indoor scenes acquired in con-
trolled conditions [38, 55, 81, ]. Some databases are composed of specific cate-

gories of close-range objects like ancient manuscripts [22], paintings [125], textiles

[76], or wood pieces [37]. Our proposed database, named HyTexiLa (Hyperspec-

tral Texture images acquired in Laboratory) [46], is explained in details in the next

section.

Database Year| Kind of images | Technology |Images P XSi;eX % S;:;:lt::ﬂ
Minho 02 [52] 2002 | Outdoor scenes | Tunable filters 8 1024 x 1024 x 31 Vis
Minho 06 [22] 2004 | Outdoor scenes | Tunable filters 8 1344 % 1024 x 33 Vis

East Anglia [35] 2004| Indoor objects Multi-sensor 22 N.A x N.A x 31 Vis

CAVE [124] 2008 | Indoor objects | Tunable filters 32 512 x 512 x 31 Vis

Ancient ‘[“a?uscripts 2012 dirir;‘;its Tunable filters| 3 | 1344 « 1004 x 33 | ViS
Nordic o Hmbers | o514 Timbers Push-broom | 107 | 350 800 « 1200 | VSNIR

SIDQ [55] 2015| Indoor objects Push-broom 9 500 % 500 x 160 VisNIR
TokyoTech [51] 2017 | Indoor objects | Tunable filters | 35 500 % 500 x 31 Vis
Paintings [125] 2017 Paintings Tunable filters 5 2560 % 2048 % 23 | VisNIR

SpecTex[76]  |2017 Tl Spalfio'sf’“tral 60 | 610x 640 x30 | Vs
ine scan
HyTexiLa [46] 2018 | Textured materials | Push-broom 112 | 1004 % 1024 x 186 | VisNIR

TABLE 1.2: Overview of existing estimated reflectance image databases ac-
quired using technologies described in Section 1.3.2. (N.A means unavailable
information).
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1.4.2 Our proposed database: HyTexiLa

In order to perform texture analysis, only three close-range multispectral image
databases of textured materials are available, namely SpecTex [76], Nordic sawn
timbers [37] and SIDQ [55] (see Table 1.2). However, these databases present some
limitations. SpecTex exhibits major spatial deformations due to the acquisition pro-
cess and is available only in the visible domain, thus disregarding the NIR infor-
mation that is relevant for the classification of materials [111] or textile fibers [28].
The Nordic sawn timber database is composed of only nine classes, in which each
image is affected by strong stripe noise. Such noise is due to temporal variations of
the sensor properties during the acquisition and causes visually perceptible stripes
along spatial scanning [96]. Lastly, SIDQ contains only 9 different textures, whose
images are severely blurred.

Thus we create our own database of texture images (HyTexiLa) in collaboration with
the Norwegian Colour and Visual Computing laboratory (Gjevik, Norway). HyTex-
iLa consists of 112 images acquired in the VisNIR domain. These images represent
close-range fairly flat textile, wood, vegetation, food, and stone samples. Among
them, 65 textile samples of various types and colors were provided by the humani-
tarian association Don De Soie located in Templeuve, France. Moreover 4 stone sam-
ples and 18 wood samples were found in the area around Mjosa lake, Norway. Veg-
etation and food images respectively consist of 15 leaf or flower samples, and of 10
tea, coffee, or spice samples. Each image of the database is provided with a size of
1024 x 1024 pixels x 186 channels and represents a unique texture. Each channel is
associated to a narrow spectral band centered at wavelength Ak e {1,---,186},
that ranges from 405.379 nm to 995.839 nm with a step of 3.190 nm. Our database is
available for public use in the form of reflectance data [46]. Fig. 1.7 shows standard
red green blue (sRGB) versions of four images in each category for illustration pur-
pose (see Appendix A for the conversion from multispectral to sRGB), and the next

section details the acquisition process.

1.4.3 Database acquisition and reflectance estimation

Our database is acquired by push-broom line scans using the HySpex VNIR-1800
multispectral camera manufactured by Norsk Elektro Optikk AS°. This camera is
coupled with a close-up lens with a working distance of 30 cm. The scene is illumi-
nated using the 3900e DC Regulated ER Lightsource manufactured by Illumination
Technologies, Inc.®. The camera coupled with a translation stage requires about 15
minutes to acquire a fully-defined multispectral image. Together with each textured
sample, the camera observes the SG-3051 SphereOptics Diffuse Reflectance Tile” that
has a reflectance of 99% in the VisNIR domain.

From each acquired radiance image I of size 1800 x 5000 pixels x 186 channels, we

Shttps://www.hyspex.no/products/vnir_1800.php

Shttp://bit.1ly/IT3900e

"http://sphereoptics.de/wp-content/uploads/2014/03/Zenith_Product-Brochure.pdf
p p P P p p


https://www.hyspex.no/products/vnir_1800.php
http://bit.ly/IT3900e
http://sphereoptics.de/wp-content/uploads/2014/03/Zenith_Product-Brochure.pdf
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FIGURE 1.7: Color version of four samples (rows) in each of the five categories
(columns) that compose the HyTexiLa database, from left to right: food, stone,
textile, vegetation, wood.

crop an area of 1024 x 1024 pixels that contains the texture sample. In order to per-
form reflectance estimation, we also consider an area of 550 x 550 pixels that contains

the white diffuser in each image (see Fig. 1.8 for an example).

FIGURE 1.8: Acquired channel I*® (associated to the band centered at A*® =

699 nm) of a wood sample (right) together with the white diffuser (left). The

retained texture area for all channels is displayed as a green solid square and
the retained white diffuser area is displayed as a red dashed square.

The surface of the white diffuser is not perfectly flat and produces shaded areas
in the acquired close-range images. To robustly estimate I,,, we therefore consider
the 5% of pixels with the greatest average values over all channels in the retained
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I* is estimated as the median value of I¥

white diffuser area. Then, for each band k, I

at these pixels. Finally, we compute the reflectance image R according to Eq. (1.2).
Note that pixels that correspond to specular reflection of illumination in the radiance
image have higher values than those of the white diffuser and then than 1 in the
reflectance image. We decide to keep them unchanged in the final database so that
the original output radiance image can be retrieved by a multiplication with the
white diffuser values.

1.5 Multispectral image simulation

By associating the values of each channel to the central wavelength of its associated
band, the radiance image I (or the reflectance image R) can be used to character-
ize the radiance (or the reflectance) of a scene at these wavelengths. Such informa-
tion allows us to simulate the acquisition of any scene of the databases proposed
in Tables 1.1 and 1.2 using the characteristics of a known camera. We present our
proposed multispectral image simulation model based on the multispectral image
formation model in Section 1.5.1. Such model is useful for the comparison of cam-
eras properties or to simulate the fully-defined images that would be acquired using
a single-sensor MSFA-based camera. Indeed, the only multispectral camera avail-
able to us is a 16-channel MSFA-based multispectral camera that is presented in Sec-

tion 1.5.2. Finally we assess our simulation model with this camera in Section 1.5.3.

1.5.1 Image simulation model

We simulate the image acquisition process by discretely summing the simple multi-
spectral image formation model described in Eq. (1.1) with dA = 1:

Iy =Q ()E(:)E(A) Ry(A) - Tk(/\)> , (1.3)

where () denotes the minimal available common range among those of E(A), R,(A)
and T(A).

The radiance E(A) - R,y(A) of the surface element associated to a pixel p is available
in one of the public radiance image databases of Table 1.1. Alternatively, radiance
can be computed from estimated reflectance databases described in Table 1.2, cou-
pled with any illumination described in Section 1.2 in either the Vis (Fig. 1.2) or the
VisNIR (Fig. 1.3) domain. In both cases, the radiance can be computed for all inte-
ger A € () using linear interpolation of radiance or reflectance data available in the
image channels associated to the band central wavelengths Ak e {1,...,K}. The
resulting radiance is then projected onto K sensors, each one being associated with
the SSF of one of the bands sampled by any considered camera. Note that E(A) and
R(A) values range between 0 and 1. SSFs are normalized as maxy Y cq TF(A) = 1,
so that the product with the radiance provides a float value between 0 and 1. The



1.5. Multispectral image simulation 19

function Q quantifies this value on O bits as Q(i) = | (2° — 1) - i], where | -] denotes
the nearest integer function, so that 0 < I']; < 20 — 1. By applying such quantization,
the maximal value (255 if O = 8) is only associated to a pixel that observes a white
diffuser through a filter whose SSF area is 1. This normalization practically corre-
sponds to setting the integration time of the camera as the limit before saturation
when a white patch is observed.

1.5.2 IMEC16 multispectral filter array (MSFA) camera

The “snapshot” camera shown in Fig. 1.9 is available at the IrDIVE platform and we
refer to it as IMEC16 for short in the following. It embeds a single sensor, covered
by a 16-band MSFA that samples the Vis spectrum. This MSFA is manufactured by
IMEC [27] and embedded in the sole off-the-shelf MSFA-based systems available on
the market today, namely XIMEA's xiSpec® and IMEC’s “snapshot mosaic”® multi-
spectral cameras, with applications in medical imaging [90] or terrain classification
[121].

B

FIGURE 1.9: IMEC16 “snapshot mosaic” camera

IMEC16 camera samples 16 bands with known SSFs centered at wavelengths AF €
B(IMEC16) = {469, 480, 489, 499, 513, 524, 537, 551, 552, 566, 580, 590, 602, 613,
621, 633} (in nm), so that A' = 469nm, ..., A'® = 633nm. The SSFs {T*(\) ,16:1
(see Fig. 1.10) are provided by IMEC with 1 nm-bandwidths and normalized so that
maxy ) ) e[450,650] T¥(A) = 1. Note that in order to avoid second-order spectral arti-
facts, the optical device of this camera is equipped with a band-pass filter (at 450—

650 nm).

8https://www.ximea.com/en/products/xilab-application-specific-oem-custom/
hyperspectral-cameras-based-on-usb3-xispec

https://www.imec-int.com/drupal/sites/default/files/inline-files/SNm4x4
%#20snapshot’20hyperspectral)20imaging},20sensor_0.pdf


https://www.ximea.com/en/products/xilab-application-specific-oem-custom/hyperspectral-cameras-based-on-usb3-xispec
https://www.ximea.com/en/products/xilab-application-specific-oem-custom/hyperspectral-cameras-based-on-usb3-xispec
https://www.imec-int.com/drupal/sites/default/files/inline-files/SNm4x4%20snapshot%20hyperspectral%20imaging%20sensor_0.pdf
https://www.imec-int.com/drupal/sites/default/files/inline-files/SNm4x4%20snapshot%20hyperspectral%20imaging%20sensor_0.pdf
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FIGURE 1.10: Normalized SSFs of IMEC16 camera. Captions: band center
wavelengths B(IMEC16) in ascending order.

1.5.3 Simulation validation with IMEC16 camera

In order to validate our simulation model, we use a Macbeth ColorChecker® Color
Rendition Chart [68] that is both acquired and simulated in similar conditions. The
color checker is acquired at IrDIVE platform using IMEC16 camera under HA or
LD illumination (see Fig. 1.11a). Similarly, the simulation is performed using a
reflectance image of the same color checker from East Anglia database [35] (see
Fig. 1.11b), HA or LD RSPD (see Fig. 1.2), and SSFs of IMEC16 filters (see Fig. 1.10).
The small LED dome that produces LD illumination forces us to bring the cam-
era close to the scene, which restricts the acquired area to only six patches (see
Fig. 1.11a). Assuming that this is enough to validate our simulation model, we se-
lect the red, green, and blue patches, and three gray ones (see dashed rectangle in
Fig. 1.11). Finally, the pixel values of the six acquired color checker patches are com-
pared with those of the simulated ones. Note that the normalization conditions of
Section 1.5.1 require to configure the camera for each illuminant so that the acquired
white patch reaches the maximum value.
Assuming that all surface elements of a patch have the same spectral response, we
represent a patch as a 16-dimensional vector whose values are obtained as the aver-
ages over the available pixel values of this patch in each channel. Thus, each element
of the resulting 16-dimensional vector carries the spectral response of the patch in
one of the 16 bands. Then, we apply the least squares method in order to mitigate
errors due to the camera optics. Specifically, we compute the vectors a and b that
minimize the squared residual sum of acquired values acq; = {acqé< 118, with respect
to a linear function of simulated values sim; = {sim!}1®  at each patch i among the

6 ones for a given illumination:

6
(a,b) = argmin ) [lacq; — (a-sim; + B)||*, (1.4)
(x€R16,BER1S) i—1
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(b)

FIGURE 1.11: Acquired raw image of the six patches using IMEC16 camera

under LD illumination (a), and sRGB representation of Macbeth Chart image

from East Anglia database (b). Yellow dashed rectangles represent the area
that contains the six selected patches

where || - || denotes the Euclidean norm. Vectors a and b are estimated using the
simple linear regression proposed in [41]. The fidelity of our simulation model is
measured according to the average peak signal-to-noise ratio (PSNR) between the
acquired and simulated patches:

20 1

16
PSNR(acq, sim) = 1_16 Y 10-logio (1.5)
k=1

(acqk — (ak - simk + bk)2

Io

1
6
1
Table 1.3 shows the results according to the least squares method whose parameters
are estimated under each illumination. When no least square regression is used, ac-
quired and simulated patches have a nice PSNR. For a fixed given illumination, least
square regression can be used to improve the fidelity of our simulation. For instance,
the use of a and b computed from HA samples improves the PSNR by about 30 4B
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on HA samples. However, it reduces the PSNR by about 34B on LD samples. There-
fore, when illumination changes, computing a and b using patches acquired under
both illuminations represents a good compromise since it significantly improves the
PSNR between all acquired and simulated samples.

(a,b) LD | HA

not used (Vk, ak =1and bf = 0) 51.40 | 48.94
computed using LD samples 58.83 | 52.24
computed using HA samples 48.24 | 78.88

computed using HA and LD samples | 54.10 | 66.66

TABLE 1.3: PSNR (dB) between acquired and simulated patches, under LD

or HA illumination, without least square regression, or by computing (a, b)

from Eq. (1.4) using patches acquired and simulated under LD, or HA, or both
illuminations.

In a preliminary work on HyTexiLa database, we measure the noise power by
analyzing its standard deviation on gray patches from a Macbeth ColorChecker
reflectance image [46]. Results show that channels whose spectral bands are cen-
tered around 400 nm are likely to be severely corrupted by noise. This can be due to
the weak illumination and/or to optics and low sensor sensitivity in these spectral
bands, where we are at the limit of the optical model that is being used [16]. Future
works will focus on the improvement of our image formation model to take into
account the noise with respect to both the SSFs and illumination in “multishot” and

“snapshot” acquisition systems.

1.6 Properties of multispectral images

Multispectral raw images acquired from a “snapshot” camera must be demosaiced
to provide fully-defined multispectral images. As will be detailed in Chapter 2, de-
mosaicing generally takes advantage of spatial or/and spectral reflectance proper-
ties. We therefore study the properties of multispectral images simulated from re-
flectance data. We first describe the two considered multispectral image sets in Sec-
tion 1.6.1. The spatial properties of these image sets are then assessed in Section 1.6.2

and their spectral properties are presented in Section 1.6.3.

1.6.1 Two simulated radiance image sets

In order to study multispectral images properties, we consider (i) CAVE scenes [124]
of various objects with sharp transitions and (ii) HyTexiLa scenes [46] of smooth
close-up textures (see Table 1.2). Considering these two databases allows us to high-
light the influence of edge sharpness on spatial correlation.

(i) The 32 multispectral CAVE images are defined on 31 bands of width 10 nm and

centered at {400nm,410nm,...,700nm}. By associating each surface element with
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a pixel p and assuming linear continuity of reflectance, we get R,(A) for all inte-
ger A € Q) = [400nm,700 nm] using linear interpolation of CAVE data. For each
A € O, the radiance is defined at each pixel p by the product between R,(A) and
the RSPD E(A) of D65 illuminant (see Section 1.2.1). Finally, we consider the SSFs of
IMEC16 camera (see Fig. 1.10) in order to estimate the associated 16 channels accord-
ing to Eq. (1.3). Indeed IMEC16 is the only MSFA-based camera available to us and
it embeds no demosaicing method. It is therefore interesting to study the properties
associated to IMEC16 SSFs for demosaicing.

(if) We simulate the radiance of HyTexiLa scenes at Hyspex VNIR-1800 central wave-

lengths (see Section 1.4.3) under extended D65 illuminant (see Section 1.2.1) as:

K=Q (E(Ak) -RP(A")> ke {l,...,186}, (1.6)

so that no linear interpolation of the reflectance is required in that case. In order to
reduce the spectral dimension of resulting images, we uniformly select 16 among the
186 channels such that their band centers range from 437 nm to 964 nm with a step of
35.07 nm.

Note that the CAVE set considers the Vis domain while HyTexiLa set considers the
VisNIR domain. Considering these two sets highlights the influence of NIR infor-

mation on spectral correlation.

1.6.2 Spatial properties

Most CFA demosaicing schemes assume that reflectance does not change locally
across neighboring surface elements, hence that values of a color component are
correlated among neighboring pixels in homogeneous areas. The sparse spatial sub-
sampling of each channel by the MSFA may affect this spatial correlation assump-
tion. To assess it, we use the Pearson correlation coefficient between the value I’; of
each pixel p(x,y) and that of its right neighbor I ’; +(8,0) At spatial distance 6, accord-
ing to the x-axis in a given channel I*. This coefficient is defined as [29]:

E (= 10 5,0 - uk))
C[I%](6x) , (1.7)

\/Z — k) \/Z k60— M)

where ‘uk is the mean value of channel I*. For a given 6,, we compute the average

correlation yc(6y) on the 32 scenes from CAVE set, and on the 112 scenes from Hy-
TexiLa set. Note that the illumination has no influence on spatial correlation since
we assume that it homogeneously illuminates all surface elements. The results (see
Table 1.4) show that for the CAVE set, the higher the spatial distance between two
pixels, the lower the correlation between them. In particular, the spatial distance
between two pixels with the same available channel is §, = 2 in the Bayer CFA and
0y = 4 in IMEC16 MSFA, which makes the correlation decreases from 0.94 to 0.88.
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Regarding the 112 textures of HyTexiLa set, some images of which are mostly com-
posed of spatial low frequencies, the spatial distance between pixels has no signifi-
cant influence on spatial correlation. Note that because of the presence of non-blurry
details, CAVE is the most widely used database for multispectral demosaicing that

becomes a challenge for the community as spatial sampling gets sparser.

Oy (pixels) | 0 1 2 3 4
CAVE 1.00 | 0.98 | 0.94 | 0.91 | 0.88
HyTexiLa | 1.00 | 0.96 | 0.95 | 0.94 | 0.96

TABLE 1.4: Spatial correlation ¢ (Jx) between values of two neighboring pix-
els for different distances J, (average over 16 channels of 32 images from CAVE
set or 112 images from HyTexiLa set).

1.6.3 Spectral properties

Gunturk et al. [29] also experimentally show that color components are strongly cor-
related in natural images, such that all three channels largely share the same texture
and edge locations. This strong spectral correlation can be effectively used for CFA
demosaicing because SSFs of single-sensor color cameras widely overlap. On the
opposite, an MSFA usually finely samples the visible spectrum according to K sepa-
rated bands. We can then expect that channels associated with nearby band centers
are more correlated than channels associated with distant band centers [77]. To val-
idate this assumption, we evaluate the correlations between all pairs of channels on
all scenes from CAVE set. The Pearson correlation coefficient between any pair of
channels I* and I is computed as [29]:

= (05— (1) - u))
Ik 11 (1.8)

\/Z — k) \/Z — )

The results (see Fig. 1.12) confirm that channels associated with spectrally close band

centers (A¥ ~ A!) are more correlated than channels associated with distant band
centers (AF > Al or AF < AD).

Fig. 1.12 shows that IMEC16 SSFs provide images with pairwise correlated chan-
nels even when the associated band centers are distant, all correlation values being
higher than 0.76. It is interesting to examine the behavior of this correlation in the
VisNIR domain by considering the HyTexiLa set. Fig. 1.13 shows the spectral cor-
relation between channels on average over the 112 images. The correlation is high
within each of the Vis and NIR domains: it ranges from 0.55 to 1.00 inside the Vis
domain (top left), and from 0.76 to 1.00 inside the NIR domain (bottom right). But

channels associated with two bands in different domains (top right and bottom left)
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FIGURE 1.12: Correlation between channels I* and I' of images from the CAVE
set. Values are averaged over the 32 images and range between 0.76 (black) and
1.0 (white).

are weakly correlated since values range from 0.29 to 0.64. Note that spectral cor-
relation is higher in the NIR domain than in the Vis domain. Note also that chan-
nels from CAVE set are more correlated than channels from HyTexiLa set in the Vis
domain since the 16 channels of CAVE set range from 469 nm to 633 nm while the
8 channels of HyTexiLa set in the Vis domain more widely range from 437 nm to
682 nm.

437 A¥ (nm) 964
437

964

FIGURE 1.13: Correlation between channels I¥ and I' of images from the Hy-
TexiLa set. Values are averaged over the 112 images and range between 0.29
(black) and 1.0 (white).
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1.7 Conclusion

In this chapter, we have first provided an overview of the different illuminations
that are used through the manuscript. Beams coming from illumination are modi-
tied according to reflectance properties of the object material and reach the sensor of
the camera. To form the channels of a multispectral image, a multispectral camera
samples the resulting radiance spectrum according to different spectral bands. A
multispectral reflectance image can also be estimated by placing a white diffuser in
a scene whose radiance is to be acquired. Thus, many reflectance image databases
are proposed in the literature and are useful to characterize the reflectance of surface
elements in different scenes.

Because no existing database is relevant for texture analysis, we have proposed our
own database of estimated reflectances. This database is used especially to perform
texture classification, as detailed in Chapter 4. The acquisition of an image of this
database requires 15 minutes and is not appropriate for moving scenes.

In order to reduce the acquisition time, multispectral cameras based on MSFA tech-
nology can be used. IrDIVE platform provides us the IMEC16 MSFA-based camera
that samples 16 bands in the Vis domain. However, such camera provides only raw
images in which the value of a single channel is available at each pixel. Thus, we
have proposed a model to simulate the fully-defined images that would be acquired
using the SSFs of this camera. This model has been successfully assessed by com-
paring simulated and acquired images. However it can be criticized since it does
not take into account the noise associated with camera optics or SSFs, that have an
influence on multispectral images properties. A statistical study of the properties
of IMEC16 multispectral images has yield to three main properties that could be
exploited or at least should be kept in mind for MSFA demosaicing;:

e Spatial correlation within each channel decreases as the spatial distance be-
tween pixels increases.

e Spectral correlation between channels decreases as the distance between cen-

ters of their associated bands increases.
o The correlation between NIR and Vis channels is low.

The next chapter focuses on multispectral demosaicing methods that are based on
these properties.
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2.1 Introduction

A multispectral filter array (MSFA) is defined by a basic repetitive pattern composed
of filter elements, each of which is sensitive to a specific narrow spectral band. A
camera fitted with such a device provides a raw image in which the value of a sin-
gle channel is available at each pixel according to the MSFA pattern. The missing
channel values are thereafter estimated by a demosaicing process that is similar in
its principle to the estimation of missing values in Bayer color filter array (CFA) raw
images. CFA demosaicing is a well-studied problem for more than forty years [57],
while MSFA demosaicing is a recent subject with new issues. Indeed, the principles
of spatial and spectral correlations, that exploit the properties of radiance in CFA de-
mosaicing, should be reconsidered. First, more spectral bands imply a lower spatial
sampling rate for each of them, which weakens the assumption of spatial correla-
tion between the raw values that sample the same band. Second, since multispectral
imaging uses narrow bands whose centers are distributed over the spectral domain,
the correlation between channels associated with nearby band centers is stronger
than between channels associated with distant ones. Third, the property of spec-
tral correlation is weakened in the VisNIR domain since Vis and NIR channels are
weakly correlated.

We present the “Snapshot” MSFA technology, and the specifications and issues asso-
ciated to the different MSFAs of the literature in Section 2.2. In order to assess demo-
saicing methods, we focus on the IMEC16 MSFA. Indeed, such MSFA that privileges
spectral resolution is incorporated in a camera available at the IrDIVE platform, and
that embeds no demosaicing method. However, since only a few multispectral de-
mosaicing methods exist, we first present the methods that are not dedicated to our
considered MSFA. Then, Section 2.3 presents the four methods developed specifi-
cally to demosaic raw images that are acquired thanks to an MSFA that exhibits a
dominant green band (like the Bayer CFA). This section also briefly presents data-
dependent demosaicing methods, that are based on a learning database or a sparsity
assumption of the raw images. Indeed, such methods often require fully-defined
multispectral images that are not available in practice, which makes them unreli-
able for our considered MSFA. Section 2.4 further details the different state of the
art methods that can be used to demosaic images acquired thanks to our consid-
ered IMEC16 MSFA raw images. To perform multispectral demosaicing despite the
weak spatial correlation, we propose to use a spatially fully-defined channel that is
estimated from the raw image, namely the pseudo-panchromatic image (PPI). Sec-
tion 2.5 presents the relevance of PPI for demosaicing and its estimation from the
raw image. The PPl is then used to improve two state of the art methods and in an

original PPI difference demosaicing scheme in Section 2.6.
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2.2 Multispectral filter array technology

This section focuses on MSFA technology whose acquisition pipeline is presented
in Section 2.2.1. The MSFA design is described in Section 2.2.2 and the main MSFA
patterns are detailed in Section 2.2.3.

2.2.1 MSFA-based acquisition pipeline

To acquire a color image in a single shot, the technology based on CFA is the most
used in machine vision. Indeed, in addition to be cheap, such technology is light and
robust enough to be embedded in every consumer electronics device. Similarly, cam-
eras equipped with MSFAs are able to acquire images with more than three channels
in a single shot. For this purpose, the single sensor of an MSFA-based camera cap-
tures the radiance spectrum through an MSFA. Each of the K spectral sensitivity
functions (SSFs) of the different filters that compose it is sensitive to a specific nar-
row spectral band. Thus, at each pixel of the acquired raw image, only the value of
the associated single channel is available according to the MSFA. The K — 1 miss-
ing channel values at each pixel are thereafter estimated by a demosaicing process
that estimates a fully-defined multispectral image. The IMEC16 MSFA acquisition
pipeline is shown in Fig. 2.1.

Illumination 7
! Mosaic of filters

| Demosaicing

Scene

Snapshot mosaic camera i

Estimated image

Raw image

FIGURE 2.1: Acquisition pipeline in IMEC16 MSFA-based camera.

2.2.2 MSFA design

The demosaicing quality is directly related to filter array design. The Bayer CFA
for instance samples the green band at half of the sites, which makes it a prominent
candidate to begin the demosaicing process. Spectral correlation is then generally
assumed in order to estimate red and blue channels using the well-estimated green
channel. Unlike CFA design which mainly consists in Bayer CFA, the number of
spectral bands in an MSFA and the shape of associated SSFs may vary with respect
to the application [52].

Early MSFA-based devices aim to improve CFA-based ones. For instance Ohsawa
et al. [85] combine two color cameras in order to provide a multispectral image with
six channels. In order to extend CFA to the VisNIR domain, some cameras integrate
both Vis and NIR photosensitive elements in a single filter array [35, 45]. Stating that
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the panchromatic band (that is sensitive to the whole VisNIR domain) is less sensi-
tive to noise than color channels, some so-called RGBW filter arrays are proposed to
also sample a panchromatic band [94].

In order to improve demosaicing performances some authors design MSFAs that
provide optimal demosaicing performances in term of PSNR on a given multispec-
tral image set. For instance, Shinoda et al. [104] and Yanagi et al. [123] evaluate the
filter arrangement of an MSFA by using a metric related to the PSNR between simu-
lated and demosaiced images. By considering the VisNIR MSFA design as a spatial
optimization problem, some authors propose an iterative procedure that leads to the
co-design of an optimized MSFA and its demosaicing algorithm [65, 97]. Another ap-
proach favors a faithful reconstruction of the incoming radiance. For this purpose,
Jiaetal. [44] designs a “Fourier” MSFA that improves spectrum reconstruction using
the Fourier transform spectroscopy.

When no fully-defined image set is available to assess demosaicing performances,
some models provide an optimized MSFA without using training images. For this
purpose, Shinoda et al. [107] measure the distances between sampling filters in a
spatio—spectral domain, and assume that the demosaicing performances depend on
the dispersion degree of the sampling points in this domain. Recently, Li et al. [58]
present an optimization model that considers various errors associated with spectral
reconstruction, namely, errors due to spectrum estimation, noise, and demosaicing.
Regardless of the acquired scene, these errors only depend on tunable parameters,
such as the SSFs, the MSFA pattern, the demosaicing algorithm, or the variance of
the sensor noise.

To conclude, MSFA design deals with a trade-off between spatial and spectral reso-
lutions which leads to some issues, like the lack of bands for spectral reconstruction

or the performance of demosaicing.

2.2.3 MSFA basic patterns

To ensure manufacturing practicability and demosaicing feasibility, all MSFAs are
defined by a basic repetitive pattern that respects a trade-off between spatial and
spectral sub-samplings. The spatial arrangement of the filter elements in this ba-
sic pattern plays an important role in MSFA design. Indeed, Shrestha et al. [109]
show that the influence of the pattern tends to be more prominent when the number
of bands increases, i.e., when the spatial distance between sites associated with the
same band increases. Moreover, SSFs have to be carefully designed since they both
affect the spectral reproduction ability and the spatial reconstruction quality [44].

Two important criteria must be considered in the MSFA basic pattern design [69]:
spectral consistency and spatial uniformity. An MSFA is spectrally consistent if, in the
neighborhood of all filters associated to any given band, the same bands are sam-
pled the same number of times. Spatial uniformity requires that an MSFA spatially
samples each band as evenly as possible. Both requirements are related to the demo-
saicing process that is applied to the raw image. Indeed, demosaicing independently
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scans all the pixels associated to a given band and considers pixels in their neighbor-
hoods. The neighborhood layout should then be same whatever the pixel considered
in the raw image. We present here the main MSFAs that respect these criteria.
Brauers and Aach [8] propose a 6-band MSFA arranged in 3 x 2 basic pattern. Wang
et al. [118] propose an RGBW MSFA where bands are arranged in diagonal stripes,
and in which half of the sites sample the panchromatic channel. Aggarwal and Ma-
jumdar [2] also propose a 5-band “uniform” MSFA where bands are arranged in
diagonal stripes.

Miao and Qi [69] propose an algorithm that generically builds MSFAs in which each
band is characterized by its prior probability (PP). This algorithm associates each
band to a leaf of a binary tree and defines its PP as the inverse of a power of two
with the leaf depth as exponent. Fig. 2.2 shows the formation of an MSFA using
such a binary tree. The resulting 4 x 4 basic pattern shown in Fig. 2.3a contains three
dominant bands (R, G, and B) with a PP of % and two under-represented bands (cyan
(C) and magenta (M)) with a PP of %.

Depth: 0
1 pp=1 =
5 PP:}I:>
3 PP=}

FIGURE 2.2: MSFA generation using a binary tree [69].

Monno et al. [78] propose the 4 x 4 basic pattern that is inspired by the Bayer CFA
pattern. This pattern, called here VIS5, exhibits a PP of % for G and of % for the four
other bands (R, B, C, and orange (O)) (see Fig. 2.3b). Thomas et al. [115] propose
the VISNIRS 4 x 4 basic pattern shown in Fig. 2.3c that samples 7 bands in the Vis
domain and 1 band in the NIR domain with equal PPs of §. The spectral sensitivity
functions (SSFs) of VIS5 and VISNIR8 MSFAs can be found in the papers [81] and
[115], respectively, and are represented in Appendix B.

clr[clo .5 6
Blclclc 73] s[4
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(b) (©

FIGURE 2.3: Basic patterns of three MSFAs generated using a binary tree: That
of Fig. 2.2 (a) [69], VIS5 (b) [78], and VISNIRS (c) [115]. Band labels in (a), (b)
are those of [69, 78] but could be replaced by indexes.
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Increasing the number of bands to enhance spectral resolution is a goal of multi-
spectral imaging. Some MSFAs are then defined by a basic pattern without any
repeated band, although this conflicts with a dense spatial sampling. Such MSFAs
have typically a square or rectangular basic pattern [115]. For instance, Fig. 2.4a
shows a v/K x v/K square basic pattern composed of K non-redundant bands. The
two MSFAs whose square basic patterns are shown in Figs. 2.4b and 2.4c are manu-
factured by IMEC [27]. The 4 x 4 basic pattern samples 16 bands in the Vis domain
and the 5 X 5 one samples 25 bands in the NIR domain. Their band centers are
not ascending in the classical pixel readout order, presumably due to manufactur-
ing constraints. The MSFAs defined by these two patterns (or the corresponding
cameras) are shortly called IMEC16 and IMEC25 in the following and their SSFs are
available in Appendix B.

15|16 | 14|13 u]2f10fofs
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FIGURE 2.4: Square basic patterns of three MSFAs with no redundant band:
VK x VK (a), IMEC16 (b), and IMEC25 (c) [27]. Numbers are band indexes.

2.3 MSFA demosaicing

In this section we first introduce a formulation of the MSFA demosaicing problem
in Section 2.3.1. Then we present demosaicing methods that use the dominant band
of VIS5 MSFA in Section 2.3.2 and data-dependent demosaicing methods in Sec-
tion 2.3.3.

2.3.1 MSFA demosaicing problem

A single-sensor multispectral camera fitted with an MSFA provides a raw image
I of size X x Y pixels, in which a single band k € {1,...,K} is associated with
each pixel p according to the MSFA. Let S be the set of all pixels (whose cardinal is
|S| = X x Y) and S¥ be the pixel subset where the MSFA samples the band k, such
that S = U,If:1 Sk. An MSFA can be defined as a function MSFA : S — {1,...,K}
that associates each pixel p with the index of its associated spectral band. There-
fore the pixel subset where the MSFA samples the band k can be defined as S* =
{p € S, MSFA(p) = k}. The raw image """ can then be seen as a spectrally-sampled
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version of the reference fully-defined image I = {I*}K | (that is unavailable in prac-
tice) according to the MSFA:

MSFA(p)

¥pe s, I =1, (2.1)

The raw image can also be seen as the direct sum of K sparse (raw valued) channel
{1 }szl, each of which contains the available values at pixels in S* and zero else-
where. This can be formulated as:

F=r1"omk, (2.2)

where ® denotes the element-wise product and m* is a binary mask defined at each
pixel p as:

L 1 if MSFA(p) =k, ie, p € SK, 23)
0 otherwise.

Demosaicing is then performed on each sparse channel I* to obtain an estimated im-
age I with K fully-defined channels, among which K — 1 are estimated at each pixel
p:forall p € S5 1, = <IA},, ... ,f’g‘l, I’rj, f’g*l, e, I}If), where f;,, | # k, is the estimated
value of channel I' at p. For illustration purpose, Fig. 2.5 shows the demosaicing
problem formulation for VIS5 MSFA.

All demosaicing methods estimate missing values using spatial (i) and/or spectral
(ii) correlations. (i) The spatial correlation assumes that if a pixel p and its neighbor-
hood belong to the same homogeneous area, the value of p is strongly correlated to
the values in its neighborhood. Thus, assuming that a channel is composed of ho-
mogeneous areas separated by edges, the value of a pixel can be estimated by using
its neighbors within the same homogeneous area. Spatial “gradients” are often used
as weights to determine whether two pixels belong to the same homogeneous area.
Indeed, gradient-based methods consider the difference between values of two spa-
tially close pixels of a subset S¥. We can therefore assume that these pixels belong to
the same homogeneous area if the gradient is low, and that they belong to different
homogeneous areas otherwise. (ii) Spectral correlation assumes that the areas with
high frequencies (textures or edges) of the different channels are strongly correlated.
If the MSFA contains a dominant band, demosaicing generally estimates the associ-
ated channel whose high frequencies can be faithfully reconstructed, then uses it as
a guide to estimate other channels. Indeed, the faithfully reconstructed image can be
used in order to guide the high-frequency contents estimation within the different
channels [43].

2.3.2 VIS5 MSFA demosaicing

Several Bayer CFA demosaicing schemes exploit the green channel properties (either
implicitly or explicitly as in [49]) for demosaicing because G is over-represented with
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FIGURE 2.5: Demosaicing outline for VIS5 MSFA.

respect to R and B in a raw Bayer image (|S®| = 2|S®| = 2|S5|). Similarly, multispec-
tral demosaicing schemes applied to MSFAs with a dominant band first estimate the
associated channel and use it to estimate other channels [43, 78-80]. Here we present
three methods specially designed for the VIS5 MSFA that exhibits the dominant G
band (see Fig. 2.3b).

Demosaicing using adaptive kernel up-sampling

Monno et al. [78] adapt Gaussian up-sampling (GU) and joint bilateral up-sampling
(JBU) proposed by Kopf et al. [50] to VIS5 MSFA demosaicing. GU estimates a miss-
ing value of a sparse raw image by using a weighted value of spatially neighboring
pixels, while JBU also considers the weights of a guide image. Both use a spatially-
invariant Gaussian function for weight computation. Monno et al. [78] instead use
an adaptive kernel for kernel regression as proposed in [114]. Such adaptive kernel
considers a covariance matrix based on the diagonal gradients (computed among
pixels that are associated to the same pixel subset) in a 3 x 3 window around the
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pixel to be estimated. Adaptive GU and JBU are used in an algorithm that proceeds

in 3 successive steps (see Fig. 2.6):

1. First, it estimates the adaptive kernels from the raw image.

2. Second, it generates the guide image G by applying the adaptive GU on sparse
channel I°.

3. Third, it applies the adaptive JBU using the guide image in order to estimate
all channels (including the green channel).

Direct adaptive kernel

| estimation (Step 1)

1
1
1
A\ 1
1
»| Adaptive GU (Step 2) 1
1
1
1
1
1
1
1
1
1
Y A4 Y Y :
Adaptive JBU (Step 3) « J'
A 4 v
Estimated channels
16 < o

FIGURE 2.6: Demosaicing by adaptive kernel upsampling.

Note that I is also interpolated by adaptive JBU so that the high-frequency
properties of all spectral channels are consistent. This algorithm is further improved
in [79] by considering a guided filter (GF) instead of the adaptive JBU to estimate
each channel. Such GF performs a linear transform of the guide image in order to

faithfully preserve its structure in the estimated image [34].

Demosaicing using residual interpolation

Monno et al. [80] adapt their CFA demosaicing method that uses residual interpola-
tion [47] to VIS5 MSFA. Such method considers the residuals defined by a difference
between an acquired and a tentatively estimated pixel value. Their algorithm first
estimates the guide image G at each pixel subset S¥, k € {G,R,B,C,O}. At pixels
in S¢, G has raw image values, while at pixels in other subsets, for instance SR Gis
estimated as follows:

1. The green channel is linearly interpolated in the horizontal direction at rows
that contain SR (every two rows).
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2. The red channel is estimated by residual interpolation in the same rows (see
Fig. 2.7). For this purpose, the red channel is pre-estimated at these rows by
using a GF with the estimated green channel as a guide. Note that such pre-
estimation modifies the raw values of pixels in SR. The red channel residuals
at SR positions are then computed by subtracting the pre-estimated red chan-
nel and IR. Finally, the residuals are linearly interpolated in the horizontal
direction, and added to the pre-estimated red channel in order to provide an
horizontally estimated red channel at rows that contain SX.

Horizontally estimated Pre-estimated
I green channel red channel
Interpolation Upsampling
@9 at SR rows ﬁé using GF
IR
J/\ Horizontal
Z/ interpolation >
Residuals estimation Horizontally
estimated
red channel

FIGURE 2.7: Horizontal residual interpolation of channel IR,

3. A horizontal difference channel is computed by subtracting estimated green
(by linear interpolation) and red (by residual interpolation) values in these

TOWS.
4. Steps 1—3 are performed in the vertical direction.

5. Both horizontal and vertical difference channels are combined at pixels in S®
using Gaussian weighted averaging filters and weights that depend on the di-
rectional gradients (see [50] for details). Finally, the resulting difference values
in SR are added to I® to provide the estimation of G at these positions.

The same steps are performed for pixels in S8, S¢, and S© to provide the fully-
defined guide image G. Once the guide image has been estimated, the residual
interpolation of all channels I* k € {B, C, G, O, R} is performed as in step 2,
but using the fully-defined guide image and bilinear interpolations instead of sim-
ple linear interpolations.

Demosaicing using adaptive spectral correlation

Like the two algorithms above, demosaicing based on spectral differences estimate
a spectral difference channel (difference between two correlated channels) in order
to guide the demosaicing process. Jaiswal et al. [43] analyze the conditions that vali-
date the assumptions of spectral difference-based schemes. They show that spectral
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correlation highly differs from a database to another, concluding that spectral corre-
lation is image-dependent. Therefore, they propose an adaptive spectral-correlation-
based demosaicing scheme that privileges a bilinear interpolation in the case of weak
spectral correlation and a spectral difference method in case of high spectral corre-

lation. Their algorithm involves the following steps:

1. The green channel is estimated in the frequency (Fourier) domain by using a
circular low-pass filter.

2. The raw image is divided into blocks of size 6 x 6 pixels. For each block, the
missing values of a channel k are both pre-estimated by using a bilinear in-
terpolation of pixels in S* and a spectral difference scheme with the estimated

green channel as a guide.

3. The final estimated values in each block are given by a weighted combination
of the values provided by both methods. The weights are determined thanks
to a linear minimum mean square error (LMMSE) scheme, i.e., by minimizing
the residual values of each block. For this purpose, a fully-defined version of
each block has to be known. These blocks are therefore previously interpolated
using the GF-based method of Monno et al. [79].

The algorithms presented above use a dominant green band to estimate missing
values. They are designed to demosaic VIS5 raw images, but unsuitable to images
from IMEC16, IMEC25, and VIS5 MSFAs that do not exhibit any dominant band.

2.3.3 Data-driven demosaicing

Here, we present demosaicing methods that require fully-defined images or that

assume sparsity of the raw data.

Demosaicing using learned weights

Aggarwal and Majumdar [1] propose an algorithm based on the prior learning of
weights for a given acquisition system. To assess their algorithm, they propose the
“uniform” MSFA composed of diagonal stripes, each one sampling a single among
K = 5 bands. For a given band in this MSFA, the neighborhood within a 3 x 3
window centered at each pixel is always composed of the same bands at the same
positions and includes at least one instance of each band. A missing channel value
ata pixel p € Sk is estimated according to a weighted linear combination of its 3 x 3
neighbors in the raw image. Thus, for each pixel subset Sk K — 1 vectors carrying
the 9 weights associated to the 3 x 3 neighbors of p € S¥ in I"™ are used to estimate
the K — 1 missing channel values. These weights that minimize a convex optimiza-
tion problem are determined using a set of fully-defined multispectral images. They
consider both the spectral correlation between different channels in the neighbor-
hood and the spatial correlation of neighboring pixels in I"**. In order to determine
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the K x (K — 1) weight vectors efficiently, the training images must be as various as

possible in terms of high- and low-frequency characteristics.

Demosaicing using linear minimum mean square error

Amba et al. [3] use linear minimum mean square error (LMMSE) for multispectral
demosaicing. LMMSE is a linear estimation method that minimizes the mean square
error (MSE), which is a common measure to estimate the reconstruction quality of
down-sampled data. The authors consider a spatio-spectral neighborhood in the
MSFA raw image for demosaicing by LMMSE optimization [117]. They first express
illumination, SSFs of the filters, and raw image values as column vectors. The result-
ing matrix is coupled with a cross-correlation matrix learned from a given database
of reflectance images acquired with the same illumination and SSFs. The fully-
defined estimated values are finally given by matrix multiplication of this matrix
with the vectorial representation of raw values.

Demosaicing using compressed sensing

Compressed sensing consists in the recovery of a sparse signal from its Gaussian
noised under-sampled measurement, by solving a L1-norm minimization problem.
An MSFA raw image can be seen as a sparse signal in the discrete cosine transform
(DCT) basis, or the Fourier transform basis. The reconstruction quality of the fully-
defined multispectral image thus depends on the sparsity of I'”* in the sparsifying
basis, and on the incoherence between "™ values and the sparsifying basis that
is often satisfied by using a random MSFA pattern. Aggarwal and Majumdar [2]
propose two approaches based on compressed sensing. The first one consists in an
Li-norm minimization problem using the DCT as sparsifying basis. The second one
considers a Kronecker compressed sensing formulation that uses the representation
of the raw image in the Fourier domain and the Kronecker product in the L;-norm
minimization problem.

Shinoda et al. [106] propose to recover a sparse signal using a vectorial total varia-
tion (VIV) norm instead of a simple Li-norm minimization. Total variation norms
are essentially Li-norms of gradients, which makes them more appropriate for de-
mosaicing since gradients are used to preserve edges in the estimated images. More
precisely, for a given pixel, VIV is defined as a normalized summation of the gra-
dients at neighboring pixels in all channels. Shinoda et al. [106] extend Ono and
Yamada [87]'s VTV-based color demosaicing scheme to the multispectral domain.
Their algorithm estimates the fully-defined multispectral image by minimizing the
VTV. It is shown to be robust to the incoherence requirement between the MSFA raw
image and the sparsifying basis.
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Demosaicing using consensus convolutional sparse coding

Sparse coding attempts to parsimoniously represent a group of input vectors by
means of a given dictionary. As such, sparse coding is closely related to compressed
sensing, but is more general in the sense that it does not necessarily deal with an
under-determined set of equations. Given a set of input vectors, it consists in find-
ing another set of vectors (known as dictionary) such that each input vector can be
represented as a linear combination of these vectors. The goal is to learn a dictionary
that is as small as possible to represent the input vectors. Zeiler et al. [126] propose
a convolutional implementation of sparse coding that sparsely encodes a whole im-
age, taking thus spatial arrangement of levels in image into account. Indeed, instead
of decomposing a vector as a linear combination of the dictionary elements, con-
volutional sparse coding (CSC) represents an image as a summation of convolution
outputs. However CSC is limited by memory requirements. Thus, the consensus
CSC approach splits a single large-scale problem into a set of smaller sub-problems
that fit with available memory resources. The author show that their new features
lead to significant improvements in a variety of image reconstruction tasks, among
which is demosaicing.

The methods presented in the above subsection highly depend on the data: fully-
defined images are required by learning-based methods, while sparsity of the raw
data is well adapted to compressed sensing-based methods. We thus avoid them in
the demosaicing assessment of our considered IMEC16 MSFA since it fits none of

these requirements.

2.4 Demosaicing methods for IMEC16 MSFA

In this section, we review methods that are proposed in the literature for MSFAs
with no redundant band, and we adapt them to IMEC16 MSFA (see Fig. 2.4b). Note
that methods that present low demosaicing performances like [33, 43, 119] are not

developed here.
241 Generic demosaicing methods

Weighted bilinear (WB) interpolation

One of the most simple demosaicing scheme estimates the missing values at each
pixel thanks to a bilinear interpolation of the neighboring values. The WB estimates
each channel by interpolation of neighboring pixels as [3]:

iy =1T+H, (2.4)
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where * is the convolution operator and H is a low-pass filter. For IMEC16 MSFA,

H is defined from the following 7 x 7 unnormalized filter:

123 4 3 21
24 6 8 6 42
36 9 12 9 6 3

F=1|4 8 12 16 12 8 4|, 2.5)
36 9 12 9 63
24 6 8 6 42
12 3 4 3 2 1]

such that the weight of each neighbor decreases as its spatial distance to the central
pixel increases. Note that the filter size is set to the maximum size ensuring that
when F is centered at a pixel p, its support window does not include any other pixel
of SMSFA(P) (see black pixels in Fig. 2.8c). The normalization of F to get H must take
care of the sparse nature of I* and proceed channel-wise, hence element-wise. The
element of H at the a-th row and b-th column, (a,b) € {1,...,7}?, is then given by:

H(a,b) =

(2.6)

where the normalization factor cr is defined at the a-th row and b-th column by:

7 7
cr(a,b) = ) Y. F(,j). (2.7)

TN
i=a(mod 4) j=p (mod 4)

The conditions here use the congruence relation = to consider all the pixels that un-
derlie H and belong to the same channel subset as the pixel under H(a,b), which
ensures that H is normalized channel-wise according to the 4 x 4 basic MSFA pat-
tern. Fig. 2.8 shows three (out of sixteen) cases of F (and of H) center locations for
the convolution of a sparse channel I¥. The elements of F that affect the convolution
result correspond to non-zero pixels of I* (displayed in black), and are normalized
by the sum of all such elements of F that overlie the pixels of S¥. Note that for the
particular filter F of Eq. (2.5), the normalization factor cg(a,b) is equal to 16 for all
(a,b) € {1,...,7}?%, and elements of H range from 11—6 (corner element to 1 (central
element).

Such interpolation is considered as the most intuitive method for MSFA demo-
saicing. However, as the estimation of missing values for a channel only uses avail-

able values in the same channel, WB interpolation only exploits spatial correlation.

Discrete wavelet transform (DWT) demosaicing

Wang et al. [120] extend the DWT-based CFA demosaicing to MSFA demosaicing.
This approach assumes that the low-frequency contents is well estimated by WB
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FIGURE 2.8: Normalization of F as H for the convolution of a sparse channel ¥

(with non-zero pixels in black) on three cases of filter center locations (in gray).

The support window of F (dotted bound) overlies four (a), two (b) or one (the

center itself) (c) non-zero pixels according to its center location. Numbers are
the elements of F.

interpolation and that the high-frequency contents have to be determined more ac-
curately. The algorithm first estimates a fully-defined multispectral image Ijy3 by

WB interpolation, then applies five successive steps to each channel I}, ,:

1. It decomposes f{j\,B into K down-sampled (DS) images as shown in Fig. 2.9, so
that the I-th DS image of If, ; is made of the pixels in S'. Note that only the k-th
DS image of f{va contains MSFA (available) values.

I | l l ==

l || O~ n l -

FIGURE 2.9: DS image formation. From left to right: sparse channel I* (with
non-zero pixels in black), fully-defined channel Ik, , estimated by WB interpo-

lation, DS images of f{}\,B.

2. It decomposes each DS image into spatial frequency sub-bands by DWT using
Haar wavelet (D2).

3. It replaces the spatial high-frequency sub-bands of all (but the k-th) DS images
by those of the corresponding DS images of the mid-spectrum channel assum-
ing this is the sharpest one. The latter is associated with the band centered at
A8 = 551 nm in our considered IMEC16 MSFA.

4. It computes K transformed DS images by inverse DWT.

5. It recomposes the full-resolution channel [* from the K transformed DS images.
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2.4.2 Spectral difference-based methods
Spectral difference (SD)

Brauers and Aach [8] propose a method that both uses WB interpolation and takes
spectral correlation into account. It was originally designed for a 3 x 2 MSFA but we
adapt it here to our considered MSFA. From an initial estimation Twg (see Eq. (2.4)),
it performs the following steps:

1. First, for each ordered pair (k, ) of channel index, it computes the sparse chan-
nel difference AF! given by:

A =TF [ s omk, (2.8)

that is only non-zero at the pixels in S¥, and a fully-defined channel difference
Akl = Akl H by WB interpolation (see Eq. (2.4)).

2. Each channel Ik, k € {1,...,K} is estimated at each pixel p using channel

[MSFA(P) available at p as:

*k MSFA
Iy =1,

(p) + Al;,MSFA(p)_ (2.9)

Iterative spectral difference (ItSD)

Mizutani et al. [77] improve the SD method by iteratively updating the channel dif-
ferences. The number of iterations takes the correlation between two channels I*
and I' into account, that is strong when their associated band centers A and A! are
close (see Section 1.6.3). The number of iterations N*/ is given by:

I yk| _
NH = {exp (——M ;\OL 100>-‘ . (2.10)

where [-] denotes the ceiling function. N*! decreases as the distance between A
and A! increases. For instance, setting o = 1.74 as proposed by the authors provides
N&' = 10 when |A! — A¥| = 20nm and N* = 1 when |A! — A¥| > 100 nm. Note that
for IMEC16 MSFA, the number of iterations ranges from 1 to 18.

The algorithm initially estimates all sparse channel differences Akl (0) (see Eq. (2.8))
and all channels [¥(0) (see Eq. (2.9)). At each iteration t > 0, it first updates the
sparse channel difference:

(2.11)

_ F—T'(t—1)omk ift < Nk,
ARt —1) otherwise.

Then it estimates a fully-defined channel difference as A*/(t) = A¥(t) x H and each

channel as f’;(t) = IQASFA(F) + AI;’MSFA(p)(t) (see Egs. (2.4) and (2.9)).
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2.4.3 Binary tree-based methods
Binary tree-based edge-sensing (BTES)

For each channel, the methods presented previously estimate the missing values si-
multaneously. To determine the missing values of a channel, Miao et al. [70] propose
a scheme divided into four steps for our considered MSFA. At each step ¢, 2! values
are known in each periodic pattern, either because these are available raw data or
they have been previously estimated (see Fig. 2.10). Let us consider the k-th channel
(k € {1,...,16}) and denote as S(t) (displayed in gray in Fig. 2.10) the subset of
pixels whose value of channel I¥ is estimated at step ¢, and S¥(t) (displayed in black)
the subset of pixels whose value of channel I* is available in I"* or has been previ-
ously estimated: $¥(0) = S* and S¥(t) = Sk(t — 1) U S¥(t — 1) for t > 0. Atstep ¢, for
each k € {1,...,16}, the values of channel I at p € S¥(t) are estimated as:

. K
ik Loeny(t) % Iy

, ) (2.12)

quNp(f) &q

where I','; is available in I"*” or has been previously estimated, and N, (t) is the subset
of the four closest neighbors of p that belong to S¥(¢). These are vertical and hori-
zontal neighbors for t € {1,3} and diagonal ones for t € {0,2} that are located at
uniform distance A = 2 — |t/2] from p (see Fig. 2.10), where |- | denotes the floor
function.

The weights a,, that embed the edge-sensing part of the algorithm, also depend

@)t =0 (b)t=1 ©t=2 d)t=3
| || ||
| | |
| | [ |

FIGURE 2.10: Estimation of ¥ in four steps by BTES method. Pixels of Sk(t)
whose values are estimated at t are displayed in gray, and those of S$¥(#) whose
values are known or previously estimated are displayed in black.

on t and on the direction (horizontal, vertical, or diagonal) given by p and 4. Their
computation according to the direction is presented in Appendix C.1. In the case of
our considered MSFA, many values are missing at t < 3 to compute these weights.
Miao et al. [70] propose to set missing values to 1, which leads to an unweighted
bilinear interpolationatt = 0 and t = 1.

Multispectral local directional interpolation (MLDI)

Shinoda et al. [105] combine BTES and SD approaches into the MLDI method that
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uses four steps like BTES (see Fig. 2.10). Instead of marginally estimating each chan-
nel as in Eq. (2.12), the authors compute the difference between the k-th channel
being estimated and the available one at each pixel in I"*”. The difference value at
p € Sk(t) is computed following Eq. (2.12) as:

-k, MSFA(p)
AKMSFA(p) _ LgeN,(t) Bq- Dy

D
g YgeN, (1) Pa

, (2.13)

where D; 5 (p )> is a directional difference com-

puted at one neighbor g of p among its four closest ones that belong to S*(t). The

5k.MSFA(p) _ I.I; 1 <1;17VISFA(p) + L{VISFA

pixel 7 is the symmetric of p with respect to g, so that r belongs to SMSFA(P)(t) (see
Fig. 2.11). The value of the k-th channel at p is finally estimated as:

Ak, MSFA(p) MSFA(p)

Iy = Dy + 1 (2.14)

Note that each weight B, in Eq. (2.13) both depends on t and on the direction given
by p and g (see Appendix C.2).
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FIGURE 2.11: Estimation of [¥ by MLDI method (first two steps only) at p € S’
using the neighbors g € $k(t) and r € SMSFA(P)(1). §k(t) is displayed in black
and $¥(t) in gray.

Shinoda et al. [105] also propose a post-processing of an initial estimation 1 that
updates each estimated channel ¥ at each pixel p using Eq. (2.14) but now by consid-
ering a neighborhood N, associated with the support A'®! made of the eight closest
neighbors of p, and:

s #MSFA(p)
DIMSFA(p) _ Lgen, Bq - (Iq —1 )

2.15
P quNp ,517 ( )

2.5 From raw to pseudo-panchromatic image (PPI)

When channels are spectrally distant, i.e., when the centers of bands that are associ-
ated with channels are distant, they are more correlated with the pseudo-panchromatic
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image (PPI) than between each other [73]. This interesting property allows us to ex-
pect enhanced fidelity of PPI-based demosaicing methods. We first show the limi-
tations of existing demosaicing methods for our considered MSFA in Section 2.5.1.
Then we define the PPI and study its properties in Section 2.5.2. We finally introduce

how to estimate the fully-defined PPI from a raw image in Section 2.5.3.

2,51 Limitations of existing methods

The previous methods can be described according to the properties of channels (spa-
tial or/and spectral correlation) that they exploit (see Table 2.1). By using bilinear
interpolation in at least one initial step, all methods assume a strong spatial corre-
lation among values within each channel. But Section 1.6.2 experimentally shows
that spatial correlation decreases as the distance between neighboring pixels (or the
basic MSFA pattern size) increases. Hence, the 4 x 4 basic pattern of our considered
MSFA weakens the spatial correlation assumption. Besides, this assumption does
not hold at object boundaries [13]. An edge-sensitive mechanism is then required to
avoid interpolating values across boundaries. Two methods embed edge-sensitive
weights in bilinear interpolation, either on each channel (BTES) or channel differ-
ence (MLDI). SD, ItSD and MLDI methods are based on channel differences assum-
ing that channels are correlated at each pixel. But Section 1.6.3 shows that spectral
correlation between channels decreases as the spectral distance between their asso-
ciated band centers increases. Only ItSD relies on the property stating that channels
associated with nearby band centers are more correlated than channels associated
with distant ones.

Spatial correlation Spectral correlation
Bilinear Edge- | Channel Nearby Frequency
interpolation | sensing | difference | band centers | domain
WB v
DWT v v
SD v v
ItSD v v v
BTES v v
MLDI v v v

TABLE 2.1: Properties used by existing demosaicing methods. WB: weighted

bilinear [8], DWT: discrete wavelet transform [120], SD: spectral differ-

ence [8], ItSD: iterative spectral difference [77], BTES: binary tree-based edge-
sensing [70], MLDI: multispectral local directional interpolation [105].

Several CFA and MSFA demosaicing schemes exploit the dominant channel (ei-
ther implicitly or explicitly as in [49]) for demosaicing because it carries most of
image structures [43, 78-80]. Because our considered MSFA exhibits no dominant
band, we propose to compute a PPI using all raw image information, and to use it

for MSFA demosaicing.
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2.5.2 PPI definition and properties

The PPI is defined at each pixel p as the mean value over all channels of a fully-

defined multispectral image [14]:
ppr_ 1 ZK k
IP = E & IP (216)

The following demosaicing proposals assume that the PPI is strongly correlated with
all channels. To assess this assumption, we propose to compute the average corre-
lation coefficient C (I i PPl ) (see Eq. (1.8)) between each channel and the PPI CAVE
image set presented in Section 1.6.1. The results (see Fig. 2.12b) show that the chan-
nels are strongly correlated with the PPIL

469 A (nm) 633

Al (nm)

633

IPPI | |
469 AR (nm) 633
(b)

FIGURE 2.12: Correlation between channels I¥ and I' (a) and between I¥ and

IPPI (b). Values are averaged over CAVE image set of Section 1.6.1, range be-

tween 0.76 (black) and 1.0 (white). Values of (b) are reported column-wise as
dashed red lines on (a).

To compare this correlation with inter-channel correlation (see Section 1.6.3), the
dashed red lines in Fig. 2.12a show the bounds {A : C (I*, ') > C (I*, I?P')} " for
each k = {1,...,K} (column-wise). When band centers are distant (A > A/ or
A < AD), channel I¥ is more correlated with IPP! than with I'. This interesting
property allows us to expect enhanced fidelity of PPI-based demosaicing methods
that would exploit inter-channel differences. We now introduce how to estimate the
PPI from a raw image.
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2.5.3 PPI estimation

Since the value of a single channel is available at each pixel in I"*”, we rely on the
spatial correlation assumption of the fully-defined PPI (i.e., we assume that PPI val-
ues of neighboring pixels are strongly correlated). That leads us to estimate the
PPI from " by applying an averaging filter M [71]. This filter has to take all chan-
nels into account while being as small as possible to avoid estimation errors. Its size
is hence that of the smallest odd-size neighborhood window including at least one
pixel in all MSFA subsets {S*}K_ . Each element of M is set to 2, where n is the
number of times when the MSFA band associated with the underlying neighbor oc-
curs in the support window of M. This filter is normalized afterwards so that all its
elements sum up to 1.

For our considered IMEC16 MSFA (see Fig. 2.13), the size of M is 5 x 5 and centering
M at pixel (2,2) (that samples channel I'?) yields four available levels for channel 7,
two levels for channels 3, 5, 6, 8, 11 and 15, and a single level for the other channels.

FIGURE 2.13: Raw image from IMEC16 MSFA. Numbers are band indexes.

Considering any other central pixel in I"*” provides the same filter M for such
4 x 4 non-reduncant MSFA, namely:

1 1 1 1 1
1114 12221
1111} 2 4 4 42
L 1—124442 (2.17)
M_16 1111 3 i .
111} 2 4442
1 1 1 1 1
3 2 2 2 4l 1222 1
A first estimation of the PPI is then computed as [71]:
PP = [0 4 M. (2.18)

M is an averaging filter that may provide a smooth image. We instead propose
in [73] to use local directional information to obtain another estimation ! of the
PPI that is sharper than I""!. For this purpose, we consider the MSFA-specific neigh-
borhood N, of each pixel p made of the eight closest pixels of p that also belong to



48 Chapter 2. MSFA raw image demosaicing

SMSFA(p) (see Fig. 2.14).

1
1(2(1 2 12 |1
2142 4 |2
A
1
1 1 2 1
2 2 2

(a) (b) (©

FIGURE 2.14: Proposed PPI estimation: neighborhood Np (in gray) of p (in
black) (a), weight 7,; computation (see Eq. (2.19)) for g = p + (0, —4) (b) and
g = p+ (4, —4) (c). Numbers are coefficients x (1, v).

For each pixel g € Nj,, we compute a weight 1y, using the raw image I""™ as:

-1
11
’)/q = <1 —|— vgl L;)K(u/ 7)) ° ‘I;?I:(;J(u,v) - Ig{iu;)(u,v) ’) . (219)
Here, «(u,v) = (2—u) - (2—|v|) € {1,2,4} is the coefficient associated with the
absolute difference between the values of pixels p + p(u,v) and g + p(u, v) given by
the following relative coordinates:

165 +0-0y 11'51/‘“7'5’() if 0y - 6,=0
4 v 4 R

o(u,v) = PR L), 220
<(u+|v|4 ) 5x, (”*'”'4 ) 5‘J> otherwise,

where (éy,8,) € {—4,0,4}? are the coordinates of g relative to p. Figs. 2.14b and 2.14c
show two examples of weight computation according to one of the eight cardinal
directions given by the central pixel p and its neighbor 4. Note that to carefully con-
sider the direction from p to g4, we only use some of the neighboring pixels of p and
q, namely the five ones given by that direction and defined by p(u,v). A weight v,
ranges from 0 to 1 and is close to 0 when the directional variation of available values
between p and g is high (see Eq. (2.19)).

We then propose to compute the local difference A,[I"*"] between the value of any
pixel p in I"* and the weighted average value of its eight closest neighbors associ-
ated with the same available channel:

Ygen, Yo - 1™

A [Imw] — Imw _
P : quNp Yq

(2.21)

Since the PPI is the average value over all channels at each pixel, we can assume
that A, is invariant against the PPL. Then A,[I"*] = A,[I"P1], which provides a new
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estimation of the PPI at each pixel:

e, e (7~ )

FPPI __ qraw
: U Ygen, Y
qgeN, 19

ol (2.22)

Correlation with estimated PPI

To validate the assumption about strong correlation between the values of each
channel I* that are available in " and the estimated PPI [FP! we consider the

following Pearson correlation coefficient:

— 5pPI ., PPI
Cg ([mw, fPPI) _ pgk (I;aw #2‘73”) (Ip ull )

\/ r (I;“w—#g‘i"’)z\/ £ (i ey’

peSk peSk

(2.23)

raw PPI
Sk Sk

We compute the average values of Cg (1", [PPT) and of C (I, IPPT) between each
fully-defined channel I* and the PPI (see Section 2.5.2) on the CAVE set (see Sec-
tion 1.6.1). The results (not displayed here) show that Cg (1", [PPT) = 0.979 and
C ( %, 1PP! ) = 0.980 on average over all channels. These correlation coefficients dif-

where 373" and ;' are the average values of '™ and IPPI at the pixels in Sk,

fer by less than 7 - 103 channel-wise for all images. We can conclude that each
channel either in the fully-defined image or in the raw image is strongly correlated
with the estimated PPI. This leads us to exploit the estimated PPI for demosaicing.

2.6 PPI-based demosaicing

The faithful estimation of the PPI should make it effective for demosaicing since its
high frequencies can be used to guide the estimation of channels. Below we propose
both an adaptation of two existing demosaicing methods (DWT and BTES) to the
PPI in Section 2.6.1 and Section 2.6.2, and a new demosaicing method based on PPI
difference in Section 2.6.3.

2.6.1 Using PPIin DWT (PPDWT)

For the considered IMEC16 MSFA, DWT uses the high-frequency contents of the
mid-spectrum channel estimated by bilinear interpolation to estimate the other chan-
nels (see Section 2.4.1). Since the PPI has similar information than the mid-spectrum
channel and is (hopefully) better estimated, we propose to replace the spatial high-
frequency sub-bands by those of the PPI instead of the mid-spectrum channel (see
step 3 of Section 2.4.1) [73]. The adapted method is referred to as PPDWT and as-
sessed in Chapter 3.
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2.6.2 Using PPI in BTES (PPBTES)

When a dominant band is present in the MSFA (e.g., green band in VIS5), Miao
et al. [70] take advantage of associated channel by estimating it first to compute the
weights &, (see Eq. (2.12)). We follow the same strategy and use the PPI as a domi-
nant channel. For this purpose we propose weights (see Appendix C.3) that consider
all the possible cases occurring with IMEC16 MSFA. Fig. 2.15 shows the pixels used
to compute these weights as dotted crosses on two examples: the first diagonal di-
rection (for t € {0,2}) and the horizontal direction (for t € {1,3}). Among them,
the crosses that do not overlie black (known) pixels at ¢ < 3 correspond to unknown
values. We then replace them by the values of the estimated PPI at the same posi-
tion (see Appendix C.3) [72]. This PPI-adapted method is referred to as PPBTES and

assessed in Chapter 3.

(@) t=0 by t=1
" HEE EEE |
I
" EEE EEN |

FIGURE 2.15: Estimation of [¥ in four steps by BTES method. At each step t, the
subset of pixels whose values are known or previously estimated are displayed
in black. The subset of pixels whose values are estimated at t are displayed in
gray. Considering a pixel p to be estimated, the pixels used to compute the
weight a, at neighbor g are g itself and those marked with a dotted cross.

2.6.3 Proposed PPI difference (PPID)

Instead of using the difference between channels as in SD (see Section 2.4.2), we
propose to compute the difference between each channel and the PPI. The algorithm
is divided into four successive steps:

1. First, it estimates the PPI image IPPI (see Eq. (2.22)).

2. Second, it computes the sparse difference AKPPI between each available value
in I"™ and the PPI at pixels in Sk k={1,...,K}:

Ak,PPI — Tk o fPPI o mk, (2‘24)

where IF = "% & mk,
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3. Third, it uses the local directional weights computed according to Eq. (2.19)
(whereas [71] directly uses H of Eq. (2.6)) to estimate the fully-defined differ-
ence A¥™ by adaptive WB interpolation as:

Al = A H,. (2.25)

Each element (a,b) € {1,...,7}? of the new 7 x 7 adaptive convolution filter
H, is given by:

F(a,b)-Tp(a,b)

ZZ:l 2]7:1 F@i,j)-Tp(ij) ,
i=a(mod4) =p(mod 4)

Hy(a,b) =

(2.26)

where F(a,b) is defined by Eq. (2.5) and the denominator is a channel-wise
normalization factor like in non-adaptive WB interpolation (see Eq. (2.7)). The
7 x 7 filter I', contains the local directional weights according to each cardinal
direction given by the central pixel p and its neighbor g underlying the filter
elements:

Va2
Yo - I3 Yq2 Yo+ I3
Yo
Tp =17 vas o 1 y0s Yo Yau |- (227)
Va6
Yo, I3 Vg6 Ygs I3
Va6
whereq; = p+(—4,—4),...,98 = p+ (—4,0) (see Fig. 2.14) and J3 denotes the
3 x 3 all-ones matrix. By design, I', splits H), into eight areas matching with

the directions given by p and its eight neighbors that belong to N,. Note that
H, depends on p because v, also does.

4. Finally, it estimates each channel by adding the PPI and the difference:

IF = PPT 4 Akrer, (2.28)

The proposed demosaicing method based on PPI difference (PPID) is outlined in
Fig. 2.16.

2.7 Conclusion

The single sensor of an MSFA-based camera captures the radiance spectrum through
an MSFA whose filter elements are sensitive to specific narrow spectral bands. Thus,
only one value is available at each pixel of the acquired raw image according to the
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Estimated PPI
fPPI

Eq. (2.22)

rq, @24)
: { Ak/l"PI };{il

k=1
Sparse difference Estimated difference
k=1 channels channels
Sparse channels

Ak/l"PI 16

FIGURE 2.16: Outline of the proposed PPID demosaicing method.

MSFA pattern. In order to provide a fully-defined multispectral image, a demosaic-
ing step is performed. Demosaicing is strongly related to the MSFA design which
has been shown to result from a trade-off between spatial and spectral resolutions.
Among MSFAs proposed in the literature, some contain a dominant band (e.g., VIS5)
or not (e.g., IMEC16). To demosaic VIS5 raw images, authors first estimate the dom-
inant channel then use it as a guide for demosaicing. However, no dominant band is
available in IMEC16 raw images. We have detailed all demosaicing methods that can
be applied to our considered IMEC16 raw images, excluding methods that highly
depend on the data since they require data sparsity or fully-defined images.

All state of the art methods use properties of channels (spatial or/and spectral cor-
relation). By using bilinear interpolation (WB), all methods use spatial correlation
among values within each channel. Few methods (BTES and MLDI) apply an edge-
sensitive mechanism in order to use spectral correlation more faithfully. Assuming
that channels are correlated at each pixel, three methods (SD, ItSD and MLDI) use
spectral correlation as channel differences and DWT uses the frequency domain to
homogenize the high-frequency information among channels. ItSD iterates the esti-
mation according to the property stating that channels associated with nearby band
centers are more correlated than channels associated with distant ones.

Like several MSFA demosaicing schemes that exploit the properties of a dominant
channel for demosaicing because it carries most of image structures, we propose
to compute a PPI from the raw image and to use it for demosaicing. To estimate
the PPI from the raw MSFA image, a simple averaging filter can be used in case of
low inter-channel correlation but it may fail to restore the high-frequency contents
of the reference image. We therefore propose to use local directional variations of
raw values to estimate the edge information more accurately in the PPI. We then
incorporate the PPI into existing DWT-based and BTES-based methods and propose
a new demosaicing method based on PPI difference. As recently shown by Jaiswal
et al. [43], spectral correlation is image-dependent. Thus spectral difference-based
schemes have to be locally adapted with respect to the considered raw image. Fu-
ture works could focus on the study of local correlation in raw image in order to
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decide whether to use the PPI or not for demosaicing.
The next chapter focuses on the assessment of methods related to IMEC16 MSFA
and on the effect of acquisition properties on demosaicing performances.
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3.1 Introduction

In order to assess multispectral demosaicing algorithms, we only consider the IMEC16
MSFA formed from the square 4 x 4 basic pattern of Fig. 2.4b that privileges spectral
resolution. Indeed, this MSFA is incorporated in a snapshot camera that is avail-
able at IrDIVE platform and that embeds no demosaicing method. Moreover we
consider the CAVE database that is composed of scenes in which objects have sharp
transitions and various properties [124]. Note that CAVE is the most widely used
database for multispectral demosaicing assessment because of the presence of sharp
details whereas images in other databases are often blurred (see Section 1.6.2). After
a presentation of the experimental procedure, in Section 3.2 we assess the different
demosaicing methods of Sections 2.4 and 2.6 on the CAVE image set of Section 1.6.1
(images of CAVE scenes that are simulated using IMEC16 SSFs and D65 illumina-
tion). The different methods are assessed in Section 3.3 under various illuminations
to highlight the effects of acquisition properties on demosaicing performances. We
then propose pre- and post-normalization steps that make demosaicing robust to
acquisition properties in Section 3.4. Finally, we discuss about demosaicing perfor-
mances on different MSFA-based cameras in Section 3.5.

3.2 Demosaicing quality assessment on CAVE image set

We objectively compare the demosaicing performances reached by PPI-based meth-
ods (see Section 2.6) with those provided by the existing methods described in Sec-
tion 2.4. The experimental procedure is presented in Section 3.2.1 and the results in
terms of PSNR, color difference, and computation time, are shown in Section 3.2.2.
Images obtained by either selecting one spectral channel or color simulation by pro-
jection in sSRGB color space are visually compared in Section 3.2.3.

3.2.1 Experimental procedure

Let us consider the multispectral image I = {I*}K | made of K fully-defined chan-
nels associated to the K bands of a single-sensor MSFA camera. Although this image
cannot be provided by such cameras, it is called the reference image because it is
often used as a reference to assess the demosaicing quality. To get reference images,
we simulate the 32 multispectral images of size 512 x 512 pixels from the CAVE
database [124] with the CIE D65 illuminant and IMEC16 SSFs as described in Sec-
tion 1.6.1. To obtain raw images, we spectrally sample reference images according to
the IMEC16 MSFA whose pattern is shown in Fig. 2.4b. The fully-defined image is
then estimated from the raw image using any demosaicing method and compared
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with the reference image in order to assess demosaicing performances. This experi-

mental procedure for demosaicing assessment is shown in Fig. 3.1.

Demosaicing
717777 7 7] 7 7]
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FIGURE 3.1: Experimental procedure for demosaicing assessment.

We have implemented all demosaicing methods of Sections 2.4 and 2.6 in Java
under the open-source image analysis software Image] [95, 99]. The Java bytecodes
and an Image] macro are available as supplementary material in [73]. These codes
allow the user to create reference radiance images (CAVE set) from CAVE database
and to demosaic them using the methods presented in Sections 2.4 and 2.6.

3.2.2 Objective assessment
PSNR assessment

The peak signal-to-noise ratio (PSNR), initially designed to estimate the distortion
level of a compressed image with respect to its reference, is the most widely used
metric to assess demosaicing performances. Another full-reference metric proposed
in the literature is the Structural SIMilarity (SSIM) index between two images, with
the aim of being closer to the perceived quality of an image than the PSNR. Although
these metrics are not sensitive to degradations in the same way, PSNR values can be
predicted from SSIM ones and vice versa [39]. In this manuscript, we only consider
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the PSNR for assessment of demosaicing methods.
The quality of a multispectral image I estimated by demosaicing is evaluated as the
average PSNR over all reference and estimated channels as follows:

(maxyes I5)*
2
1 Tk
o L (Ip—1
|SCP€5c<p P)

To avoid border effects, we only consider the subset S. of pixels that represent the

(3.1)

K
PSNR [L1] = % - ) 10 logy,
k=1

500 x 500 central pixels of each image (that represents 95% of pixels in original im-
age) in the PSNR computation. Because maxcs, I’; can be low in case of low energy
in the spectral band associated to channel 1%, Eq. (3.1) takes into account this actual
maximal value rather than the theoretical one (255) to avoid misleading PSNR val-

ues.

( WB | DWT | PPDWT | SD | ItSD | BTES | PPBTES | MLDI PPID’
LPSNR 31.88 | 31.09 33.73 34.02 | 35.13 | 31.99 34.10 37.17 37.06’

TABLE 3.1: Average PSNR (dB) over the 32 CAVE set images estimated by each

demosaicing method. The best result is displayed as bold. WB: weighted bi-

linear [8], DWT: discrete wavelet transform [120], PPDWT: PPl-adapted DWT,

SD: spectral difference [8], ItSD: iterative spectral difference [77], BTES: binary

tree-based edge-sensing [70], PPBTES: PPl-adapted BTES [72], MLDI: multi-

spectral local directional interpolation [105], PPID: pseudo-panchromatic im-
age difference [73].

Table 3.1 displays the PSNR values provided by the demosaicing methods on
average over the 32 images. WB and BTES methods give poor (similar) results be-
cause they only use spatial correlation. Using [""! as a guide for weight estimation
in PPBTES improves the PSNR by 2.11dB. DWT does not perform well because it
uses the information of the bilinearly interpolated channel & p for the estimation of
all channels. The PPI more efficiently represents the high-frequency contents of the
multispectral image since the PSNR provided by PPDWT is improved by 2.64dB
with respect to DWT. Similarly, taking spectral correlation into account through
spectral differences (SD) among all channels improves the PSNR of WB interpola-
tion by 2.14dB. Using channels associated with nearby band centers to iteratively
update the results is an interesting approach that improves SD by 1.11 4B in ItSD. Us-
ing local directional information is especially efficient: this improves SD by 3.15dB
in MLDI that exploits inter-channel correlation, and by 3.04 4B in PPID that exploits

the correlation between each channel and the PPI.

AE* assessment

According to the MSFA pattern, the sampling is shifted from a sparse channel to
another. This shift often causes misalignment between reconstructed channels. The
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PSNR metric compares each channel separately, thus disregarding misalignment be-
tween channels. We then propose to project the 32 images in the L*a*b* space (see
Appendix A) in order to compute the CIE color difference. Indeed, misalignment of
channels generates color artifacts that can be assessed using the CIE color difference
[63]. The first metric for color difference measurement, proposed in 1976, is named
AE}, and computed in L*a*b* color space as follows [11]:

VUE =2+ (15 — T2+ (1 — T2
S|

PES:

(3.2)

AE}, has further been extended as AE(;, in 2000 to consider perceptual non-uniformities
[102]. Table 3.2 displays the color difference values provided by the two metrics on
average over the 32 images, both providing the same ranking of methods. Results
show that using the frequency domain in DWT and PPDWT methods provides poor
results. Except for PPBTES that provides nice results, other methods have similar
ranking than with the PSNR, PPID having the lowest AE* values.

WB | DWT | PPDWT | SD | ItSD | BTES | PPBTES | MLDI | PPID
AE; | 2.83 | 3.33 297 271 | 2.65 | 2.76 2.05 1.86 | 1.81
AEy, | 2.58 | 2.93 2.62 250 | 2.44 | 2.57 1.94 1.79 | 1.71

TABLE 3.2: Average AE}; and AEg, over the 32 images of CAVE set estimated
by each demosaicing method. The best result is displayed as bold.

Computation time

We propose to roughly consider the computation time required by the various meth-
ods. To be independent of computer performances, programming language, and
image size, we propose to compare each method with WB interpolation that is the
simplest method. We therefore run each demosaicing method a hundred times on a
single constant image whose values are all set to 127, and we normalize the resulting
computation time with that of WB interpolation. Table 3.3 shows the correspond-
ing ratios, which gives some insights about the algorithmic complexity of the tested
methods. By putting them in relation with PSNR performances, we conclude that
our proposed PPID method gives nice results and requires less computation time
than MLDI that is the best state of the art method in terms of PSNR.

(WB DWT | PPDWT | SD | ItSD | BTES | PPBTES | MLDI PPIDW
Ll.OO 6.16 6.26 |17.20197.49| 2.97 3.07 12.76 7.87J

TABLE 3.3: Computation time ratios of the methods with respect to WB.
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3.2.3 Subjective assessment

With a single spectral channel

a) Reference c) DWT d) PPDWT (e) SD
(f) tSD (g) BTES (h) PPBTES (i) MLDI (j) PPID

FIGURE 3.2: Central extract of reference I° (a) and estimated [ (b to j) channel
of “Fake and Real Lemons” image from the CAVE set.

We select an area of 70 x 70 pixels from the “Fake and Real Lemons” image from
the CAVE set, and we visually compare the results of each method in the channel
associated with the band centered at A’ = 552nm (that corresponds to the central
wavelength band). Fig. 3.2 shows that the images estimated by WB (Fig. 3.2b), BTES
(Fig. 3.2g) and PPBTES (Fig. 3.2h) methods are strongly blurred. Due to the wavelet
transform, DWT (Fig. 3.2¢) introduces some artifacts and blurred edges that are re-
duced in PPDWT (Fig. 3.2d). The SD (Fig. 3.2e) and ItSD (Fig. 3.2f) methods suffer
from severe zipper effect (alternating colors along the edges). All demosaicing ar-
tifacts are fairly reduced with MLDI (Fig. 3.2i) and PPID (Fig. 3.2j), that notably
produce far less blurry images than WB. PPID provides sharper edges than MLDI

but is slightly more sensitive to zipper effect.

With color images

As previously mentioned, misaligned spectral channels generate color artifacts when
they are converted into a color space. Thus we convert the reference and estimated
area of 70 x 70 pixels from “Beads” image to the sSRGB color space (see Appendix A).
The results displayed in Fig. 3.3 show that WB and BTES provide highly blurred im-
ages with color artifacts, and that PPBTES both reduces this blur effect and color ar-
tifacts. PPDWT successfully reduces the image blur generated by DWT. SD is prone
to false colors that are somewhat reduced by ItSD at the expense of severe zipper
artifacts. These artifacts are fairly reduced with MLDI and PPID, that provide sharp
edges.
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(a) Reference (b) WB (c) DWT (d) PPDWT (e) SD
(f) ItSD (g) BTES (h) PPBTES (i) MLDI (j) PPID

FIGURE 3.3: sRGB renderings of a reference (a) and demosaiced (b to j) central
extract of “Beads” image from CAVE set..

With acquired IEEE Target images

(g) BTES

i

(i) MLDI

FIGURE 3.4: Raw image I"*¥ (a) and estimated channel P®bto j) central extract
of IEEE Target estimated reflectance from IMEC16 device.
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For assessment purposes, we have also acquired an IEEE reflection Target' us-
ing the IMEC16 camera at IrDIVE platform. In order to avoid illumination influ-
ence, we compute the reflectance of the acquired scene using a white patch (see
Section 1.4.1). An area of size 250 x 70 pixels of the acquired raw image and the
mid-spectrum channel [° of the corresponding images estimated by the different
demosaicing methods are represented in Fig. 3.4. Note that since the acquired IEEE
Target is a reflectance of a black-and-white scene, the raw image faithfully represents
the edges of the Target. According to Shannon’s theorem [101], such high-frequency
lines cannot be reconstructed without aliasing. Hence, bilinear interpolation that
only uses spatial information generates spatial artifacts (see Figs. 3.4b, 3.4c, 3.4g
and 3.4h). By using spectral correlation, PPDWT, SD, and MLDI methods (Figs. 3.4d,
3.4e, 3.4i and 3.4j) fairly reduce artifacts in the middle area of the considered extract.
ItSD and PPID methods also reduce artifacts in the right area.

3.3 Acquisition properties and demosaicing performances

We here study the impact of the illumination and camera properties on demosaicing
performances. In Section 3.3.1 we show that demosaicing performances are fairly
affected by illumination changes. According to the image formation model (see Sec-
tion 1.3.1), illumination as well as camera SSFs have an influence on the values of
pixels. By studying the demosaicing performances with respect to each channel, we
show in Section 3.3.2 that the channels that receive little energy, i.e., that have low
values on average with respect to other channels, are difficult to demosaic. Finally,
we show in Section 3.3.3 that such variation of values between channels has a great

influence on spectral correlation.

3.3.1 PSNR assessment with respect to illumination

In order to study the influence of illumination changes on the demosaicing perfor-
mances, we compute the PSNR provided by each method on the 32 IMEC16 im-
ages simulated with the various illuminations of Fig. 1.2. The results displayed in
Table 3.4 show that the performances of all methods are affected by illumination
changes. Images simulated under E and D65 are fairly well demosaiced since these
illuminants uniformly illuminate the whole spectrum. Using A and HA illumina-
tions reduces the performances because the spectral power distribution (SPD) of
these illuminations increases with respect to the wavelength. At last, using F12 and
LD illuminations whose SPDs present 3 peaks in the visible domain severely re-
duces demosaicing performances. Table 3.4 also shows that WB, BTES, and PPBTES
methods are fairly robust to illumination variations because they are mainly based
on spatial correlation. Other methods use spectral correlation assumption that is
weakened by illumination changes.

Ihttps://www.edmundoptics. com/test-targets/resolution-test-targets/ieee-target/
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13 D65 | Fl12 A HA LD
WB 3191 | 31.88 | 30.28 | 31.69 | 31.75 | 31.48
DWT 31.01 | 31.09 | 26.15 | 30.25 | 29.67 | 30.41
PPDWT | 33.45 | 33.73 | 28.48 | 31.70 | 31.23 | 32.45
SD 33.80 | 34.02 | 29.23 | 32.26 | 32.02 | 32.68
ItSD 34.75 | 35.13 | 28.49 | 32.51 | 32.14 | 32.50
BTES 32.02 | 31.99 | 30.38 | 31.80 | 31.87 | 31.59
PPBTES | 34.13 | 34.10 | 31.84 | 33.72 | 33.82 | 33.42
MLDI 36.95 | 37.17 | 31.37 | 34.99 | 34.70 | 35.50
PPID 36.71 | 37.06 | 30.32 | 34.36 | 34.08 | 34.71

TABLE 3.4: Average PSNR (dB) over the 32 CAVE images estimated by each
demosaicing method according to illumination (average over all channels of
the 32 images). The best result for each illumination is displayed as bold.

3.3.2 PSNR with respect to spectral sensitivity function (SSF)

According to the image formation model (see Section 1.3.1), illumination and camera
SSFs have an influence on the values of pixels in each channel. We thus propose to
study the demosaicing performances with respect to each channel under different
illuminations. In order to study the influence of the camera SSFs on demosaicing
performances, we also consider an Ideal Camera (IC) whose SSFs are the same as
IMEC16 but are normalized so that all of them have the same area of 1 over Q).

— WB PPDWT 1tSD ---- PPBTES wee PPID — WB PPDWT 1tSD ---- PPBTES wee PPID
== DWT -=—== SD -— BTES —— MLDI wee s DWT -=—== SD -— BTES —— MLDI

a 3 a e
E 30 E 30
Z o Z o
0w > 0>
£ £
20 0
y 500 525 550 575 600 625 475 500 525 550 575 600 625
wavelength A (nm) wavelength A (nm)
(a) IMEC16, E (b)IC, E
— WB PPDWT 1tSD ---- PPBTES wee PPID — WB PPDWT 1tSD ---- PPBTES wee PPID
== DWT -=—== SD -— BTES —— MLDI wee DWT -=—== SD -— BTES —— MLDI
10 10
a 35 a 35
= =
E 30 E 30
Z o Zo
0> 0>
£ £
2 - 20
y 500 - 525 550 575 600 625 475 500 525 550 575 600 625
wavelength A (nm) wavelength A (nm)
(c) IMEC16, F12 (d) IC, F12

FIGURE 3.5: Average PSNR (dB) over the 32 CAVE images estimated by each
demosaicing method according to band centers. The considered cameras are
IMEC16 (a, ¢) and IC (b, d), and illuminations are E (a, b) and F12 (c, d).
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Fig. 3.5 shows the PSNR with respect to each band center for IMEC16 and IC im-
ages simulated under E and F12 illuminants. Fig. 3.5b shows that, under a uniform
illumination (E) and with SSFs that have the same area, demosaicing performances
are similar for all channels. By analyzing Fig. 3.5a, we see that methods based on
spectral correlation (DWT, PPDWT, SD, ItSD, MLDI, and PPID) provide poor de-
mosaicing performances in channels whose band centers are around 500 nm. In op-
position with IC SSFs that have all the same area (Y., T¥(A) = 1 for all k), IMEC16
SSFs have different areas (they only satisfy max; Yy cq T¥(A) = 1), and SSFs of bands
centered at around 500 nm have the smallest areas. According to Eq. (1.3), small SSF
areas implies low pixel values. We can therefore deduce that a channel with low
pixel values has low demosaicing performances.

In opposition with E illuminant that homogeneously illuminates €}, F12 illuminant
only lights some bands. Channels from bands that receive almost no energy (e.g.,
bands centered at 469, 480, 524, and 566 nm) have very low values. As shown in
Figs. 3.5c and 3.5d, methods based on spectral correlation exhibit low PSNR values
at wavelengths where F12 SPD is low with respect to E illuminant (see Figs. 3.5a
and 3.5b).

Thus, low pixel values due to spectrally non-uniform illumination or to SSF areas
significantly impact demosaicing performances for methods based on spectral cor-

relation.

3.3.3 Effect of illumination and SSFs on spectral correlation

To highlight the effect of spectrally non-uniform illumination or SSFs areas on spec-
tral correlation, we compute the correlation coefficient between the high-frequency
information of each channel pair [29, 59]. For this purpose, we apply a circular
high-pass filter with a cut-off spatial frequency of 0.25 cycle/pixel on the 2D Fourier
transform of each channel. For each illumination and camera, we compute the aver-
age Pearson correlation coefficient jic (see Eq. (1.8)) over all possible high frequency
channel pairs and the standard deviation o¢ of the correlation coefficient.

Table 3.5 shows the correlation and its dispersion on average over all 32 IMEC16
and IC images simulated with each illumination. These results show that the illumi-
nations whose SPD is uniform (E) over () or can be considered as such (D65) provide
channels with the highest and less scattered spectral correlations. The illuminations
A and HA, for which E(A) increases with respect to A over ), provide channels with
lower and more scattered spectral correlations. The illuminations F12 and LD, for
which E(A) ~ 0 except for three marked peaks, provide channels with the lowest
and most scattered spectral correlations. By comparing Table 3.5a with Table 3.5b
we see that SSF areas over () strongly affect spectral correlation, and that channels
are more correlated when SSFs have similar areas.

To conclude, the illumination SPD and camera SSF areas strongly affect values of pix-

els in different channels. Such variation of values from a channel to another weakens
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E D65 | F12 A HA | LD
puc | 0.894 | 0.884 | 0.514 | 0.785 | 0.814 | 0.724
oc | 0.040 | 0.043 | 0.166 | 0.086 | 0.081 | 0.092
() IMEC16
E D65 | F12 A HA | LD
puc | 0.940 | 0.934 | 0.645 | 0.889 | 0.901 | 0.821
oc | 0.028 | 0.028 | 0.113 | 0.040 | 0.040 | 0.073
(B)IC

TABLE 3.5: Correlation average and standard deviation with respect to illumi-
nation (averages over all 32 IMEC16 (a) and IC (b) images).

spectral correlation, which affects the performance of demosaicing procedures that
rely on this property. In the next section we propose three ways to overcome this

issue.

3.4 Robust demosaicing for various acquisition properties

We propose pre- and post-normalization steps for demosaicing in Section 3.4.1 that
adjust the values of channels before demosaicing and restore them afterwards. These
steps make demosaicing robust to acquisition properties by using the normalization
factors presented in Section 3.4.2. Such normalization factors depend on acquisition
properties or on raw image statistics. In Section 3.4.3, we finally assess the demo-
saicing methods presented in Sections 2.4 and 2.6 when the proposed normalization

steps are performed.

3.4.1 Raw value scale adjustment

We first proposed pre- and post-normalization steps to adjust raw values for demo-
saicing in Mihoubi et al. [73]. These procedures, illustrated in Fig. 3.6, improve the
estimation of the PPI under various illuminations and are extended to any demo-
saicing method in [74].

Before demosaicing, the value scale of each channel is adjusted by computing a new
raw value I;*” at each pixel p. For this purpose, the pre-normalization step normal-

izes the raw image at each pixel subset {S*}X | by a specific factor p*:
L7 = pf - 1™ forall p € S, (3.3)

where * refers to a normalization approach among the three presented below. De-
mosaicing is then performed on the scale-adjusted raw image I maw o provide the
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FIGURE 3.6: Normalization steps for demosaicing.

estimated image I’. After demosaicing, the post-normalization step restores the orig-

inal value scale of all pixels of each estimated channel ['*:

A 1 .
k _ 1k
I, = oF -1, forallp € S. (3.4)
In the following we propose three ways to compute the normalization factor % of

each channel.

3.4.2 Normalization factors

Eq. (1.3) shows that image formation results from the product between the reflectance
Rp(A), the illumination E(A), and the SSFs T¥(A) associated to the spectral bands.
Depending on the information that are available about the camera SSFs and the illu-

mination, three normalization approaches may then be applied:

e Camera-based normalization: When prior knowledge about the camera sen-
sitivity is available, Lapray et al. [54] balance all SSFs {T*(A)}X ;| so that the
area of each of them over () is equal to 1. We then propose the following nor-

malization factor pf,,, based on camera properties:

~ maxf; Yiea THA)

ko 3.5
P = e THA) o
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Such normalization enhances the values of channels that receive low energy

due to camera SSFs.

e Camera- and illumination-based normalization: When both the SSFs of the
camera and the illumination E(A) of the scene are known, Lapray et al. [54]
apply a scheme similar to a white balance on each channel. For this purpose
the maximal energy that would be obtained from a perfect diffuser (R,(A) =1
forall A € () at each pixel p) is divided by the energy of each channel. We then
propose the following normalization factor p¥. based on camera and illumina-
tion properties:

k _ max{<21 Yaen T! (/\)E(/\)
b T R TTVE()

Such normalization enhances values of channels that receive low energy due

(3.6)

to both camera SSFs and illumination.

¢ Raw image-based normalization: In contrast with the two previous approaches,
raw image-based normalization does not use any prior knowledge about cam-
era or illumination. We instead propose to balance the value ranges of all chan-
nels by only using the raw image values [73]. For this purpose, we consider the
ratio between the maximum value over all channels and the maximum value
that is available for each channel in the raw image I"*”. The normalization

factor p¥,,, is then given by:

raw
¢ MaXpes Ip 37
Praw = Jraw ( . )
|naxp€5k P

Note that this is similar to the max-spectral approach proposed by Khan et al.

[45] for illumination estimation.

3.4.3 Normalization assessment

To study the benefit of normalization on the demosaicing performances when il-
lumination changes, each method is assessed without and with the normalization
approaches proposed in Section 3.4.2. Table 3.6 shows the average PSNR over the
32 CAVE images simulated using IMEC16 SSFs. Results of Table 3.4 are recalled in
Table 3.6 to provide an easy comparison.

Normalization has no effect on images estimated by WB and BTES since these meth-
ods only use spatial correlation. Using camera-based normalization (o,,,) fairly im-
proves the performances with illuminants E and D65 whose SPD is uniform. How-
ever, performances can be reduced in the case of LD illumination whose SPD mainly
lies in three dominant narrow bands. Using camera- and illumination-based normal-
ization (pX,) provides the best performances for most of illuminations and methods.
However, the illumination is unknown and has to be estimated when the camera
is used in uncontrolled conditions. The same performances are practically reached
by raw image-based normalization (pf,,,) that does not require any prior knowledge
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about the camera or illumination. This simple approach which uses statistics of the
raw image therefore gives satisfactory results whatever the demosaicing method and
scene illumination conditions.

The best improvement provided by normalization is reached using the PPID de-
mosaicing method under HA illumination. For illustration purposes, we select an
extract of size 125 x 125 pixels from the “Chart and stuffed toy” CAVE image sim-
ulated using IMEC16 SSFs under the HA illumination. Reference and estimated
images (using PPID) are converted to the sSRGB color space. The results displayed in
Fig. 3.7 show that the estimated image without normalization presents severe zip-
per artifacts and false colors. Applying camera-based normalization reduces those
artifacts and the other two normalization approaches slightly further improve the

visual results.

(a) Reference (b) None (©) oK (d) ek, () oFr

FIGURE 3.7: sSRGB renderings of a central extract from “Chart and stuffed toy”

CAVE image simulated using IMEC16 SSFs under HA illumination (a). Images

(b to e) are estimated by PPID demosaicing method with different normaliza-
tion approaches.

3.5 Demosaicing HyTexiLa images with various cameras

We propose to study the demosaicing performances on multispectral images ac-
quired by different cameras in the Vis, the NIR, or the VisNIR domain. For this
purpose we use HyTexiLa database that contain 112 reflectance images in the Vis-
NIR domain (see Section 1.4.2). We consider four cameras and two demosaicing
methods that are presented in Section 3.5.1. The demosaicing methods are extended
to the four MSFAs in Section 3.5.2 and assessed in Section 3.5.3.

3.5.1 Considered cameras and demosaicing methods

Among MSFA-based cameras, we select VIS5 and IMEC16 that sample the Vis do-
main, IMEC25 that samples the NIR domain, and VISNIRS that samples the VisNIR
domain. The SSFs associated to each of the four cameras are available in Appendix B.
We use Eq. (1.3) to simulate the HyTexiLa images that would be acquired using these
cameras under the extended D65 illuminant. For each camera, the resulting 8-bit ra-
diance images are sub-sampled according to the MSFA associated to each camera

(see Section 2.2.3). In order to demosaic the raw images, we select only WB and
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Method | Norm. E D65 | F12 A HA | LD

WB Any | 31.91 | 31.88 | 30.28 | 31.69 | 31.75 | 31.48

None | 31.01 | 31.09 | 26.15 | 30.25 | 29.67 | 30.41
e P | 3178 | 31.75 | 27.72 | 31.43 | 31.23 | 30.37
pk. | 31.78 | 31.75 | 30.00 | 31.54 | 31.56 | 31.31
P | 3176 | 31.74 | 29.99 | 31.52 | 31.55 | 31.30

None | 33.45 | 33.73 | 28.48 | 31.70 | 31.23 | 32.45
k

PPDWT | Peam | 3548 | 3542 | 30.69 | 3450 | 3415 | 32.18

pk. | 35.48 | 35.42 | 32.31 | 34.95 | 35.06 | 34.39

Pt | 3542 | 35.36 | 32.25 | 34.89 | 35.01 | 34.34

None | 33.80 | 34.02 | 29.23 | 32.26 | 32.02 | 32.68
ok | 3530 | 35.23 | 31.19 | 34.51 | 34.36 | 32.70

>0 pk. | 35.30 | 35.24 | 32.29 | 34.80 | 34.94 | 34.30
ok | 3525 | 35.19 | 32.20 | 34.75 | 34.89 | 34.26
None | 34.75 | 35.13 | 28.49 | 32.51 | 32.14 | 32.50
SD o5 | 37.75 | 37.65 | 30.85 | 36.26 | 35.83 | 32.53
pk. | 37.75 | 37.66 | 33.26 | 36.89 | 37.08 | 36.03
oF. | 37.59 | 37.49 | 33.13 | 36.75 | 36.94 | 35.91
BTES Any | 32.02 | 31.99 | 30.38 | 31.80 | 31.87 | 31.59
None | 34.13 | 34.10 | 31.84 | 33.72 | 33.82 | 33.42
T ok | 3429 | 34.23 | 31.99 | 33.94 | 34.04 | 33.43

ok | 3429 | 3423 | 3212 | 33.99 | 34.12 | 33.58
Pl | 3429 | 34.23 | 32.12 | 33.99 | 34.12 | 3358

None | 36.95 | 37.17 | 31.37 | 34.99 | 34.70 | 35.50
MLDI ok | 38.71 | 38.60 | 33.31 | 37.54 | 37.50 | 35.24
ok | 3871|3859 | 34.32 | 37.86 | 38.14 | 37.02

ok | 38.68 | 38.56 | 34.28 | 37.84 | 38.12 | 36.99

None | 36.71 | 37.06 | 30.32 | 34.36 | 34.08 | 34.71
ok, | 39.84 | 39.65 | 32.50 | 37.89 | 37.60 | 34.73
ok | 39.84 | 39.69 | 34.18 | 38.49 | 38.81 | 37.46
ok 139.74 | 39.59 | 34.10 | 38.40 | 38.73 | 37.40

PPID

TABLE 3.6: Average PSNR (dB) over the 32 CAVE images (simulated using

IMEC16 SSFs) estimated by each demosaicing method according to illumina-

tion. Normalizations: camera-based p¥,,,, camera- and illumination-based p’c‘i,

raw image-based pf,,, (see Section 3.4.2). The best result for each illumination
is displayed as bold.
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PPID demosaicing methods. Indeed, BTES, PPBTES, and MLDI are not applica-
ble with the IMEC25 MSFA in which each band has a prior probability (PP) of 21—5
that is not the inverse of a power of two. WB is the simplest and the most generic
method that is applicable with all MSFAs, and PPID always provides better results
than DWT, PPDWT, SD and ItSD.

3.5.2 Extension of WB and PPID methods to the four MSFAs

WB is extended to the different MSFAs by adapting the bilinear filter H according
to its definition. The used bilinear filter depend on the sampling of pixels in each
subset Sk. The filter of Fig. 3.8a is applied when PP is 1 (G band in VIS5), that of
Fig. 3.8b is applied when PP is % (R, O, B, C bands in VIS5, and VISNIRS8 channels),
that of Fig. 3.8c is applied when PP is % (IMEC16 bands), and that of Fig. 3.8d is
applied when PP is % (IMEC25 bands).
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FIGURE 3.8: Unnormalized bilinear filter F with respect to the probability of
appearance.

PPID is extended to the different MSFAs by adapting the bilinear filter according to
Fig. 3.8 and the average filter M according to its definition as shown in Fig. 3.9.

The weights used in Eq. (2.22) still consider the eight neighbors that sample the
same channel as the central pixel (see Fig. 2.14). These neighbors are located at a spa-
tial distance that varies from 2 to 5 pixels with respect to the considered MSFA. In the
particular case of VIS5 MSFA, we only consider the PPI estimated using the averag-
ing filters of Figs. 3.9a and 3.9b (see Eq. (2.22)) since the weights cannot be computed
for the green channel. Note that PPID is applied using the raw image-based normal-

ization that does not require any acquisition information (see Section 3.4.1).
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FIGURE 3.9: Filter M used for first PPI estimation (see Eq. (2.18)) with respect
to the MSFA.

3.5.3 PSNR comparison

Table 3.7 shows the average PSNR over the 112 images simulated using each of the
four cameras with respect to WB and PPID methods.

IMEC16 | IMEC25 | VIS5 | VISNIRS
WB 31.82 32.78 36.93 31.59
PPID 36.48 38.86 38.16 31.17

TABLE 3.7: Average PSNR (dB) reached by WB and PPID demosaicing meth-
ods over the 112 HyTexiLa images simulated using each of the four cameras

under extended D65 illuminant. The best result for each camera is displayed
as bold.

These results show that for IMEC16, IMEC25, and VIS5 images, using the cor-
relation between each channel and the PPI in PPID provides better demosaicing
performances than using only spatial correlation in WB. As seen in Section 1.6.3
indeed, channels that sample the Vis domain are strongly correlated as are channels
that sample the NIR domain. However, channels that sample the Vis domain are
not correlated with channels that sample the NIR domain. Thus applying PPID on
VISNIRS images provides poor demosaicing performances. In order to use PPID in
case of low spectral correlation, a solution is to avoid Eq. (2.22) in PPI estimation

since it assumes a high spectral correlation [73].

3.6 Conclusion

Our extensive experiments show that PPI-based demosaicing methods provide nice
performances with respect to the existing demosaicing schemes that are suited to
our considered MSFA (IMEC16) both in terms of PSNR and in a visual assessment.
Indeed, the proposed method based on PPI difference (PPID) provides high-quality
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estimated images with sharp edges and reduced color and zipper artifacts at a mod-
erate computational cost.

By studying the impact of the illumination and camera properties on demosaicing
performances, we notice that demosaicing performances decrease when channel val-
ues highly differ on average among channels. This is due to a reduction of spectral
correlation when illumination is non-homogeneous over the spectrum or when the
camera SSFs differ in areas. This severely affects the performance of demosaicing
schemes that mainly rely on assumptions about spectral correlation. We then pro-
pose a normalization scheme that adjusts channel values before demosaicing, which
improves demosaicing robustness to acquisition properties. The associated normal-
ization factors either depend on the camera spectral sensitivity only, on both the
sensitivity and the illumination, or on the statistics extracted from the acquired raw
image. Experimental results show that normalization based on the sole SSFs pro-
vides good but illumination-sensitive results. Normalization based on SSFs and
a known of illumination provides the best results but illumination information is
not always available in practice. At last raw image-based normalization provides
promising results without any a priori knowledge about the camera or illumination,
and thus constitutes a good compromise for demosaicing.

This raw image-based normalization is then applied to PPID demosaicing method
in order to compare the performances of demosaicing on four different MSFA-based
cameras proposed on the marked or in the literature, namely IMEC16, IMEC25,
VIS5, and VISNIRS. In comparison with the simple WB demosaicing method, PPID
provides good demosaicing performances on cameras whose bands belong to either
the Vis or the NIR domain. However, when the bands belong to Vis and to the NIR
domains, performance are fairly reduced.

The next chapter focuses on the classification of images acquired by MSFA-based

cameras.
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4.1 Introduction

A texture image is a characterization of the spatial and spectral properties of the
physical structure of a material or an object. Texture analysis classically relies on a
set of features that provide information about the spatial arrangement of the spec-
tral responses of an object. In a preliminary work, Khan et al. [46] have shown that
taking spectral information, by the way of multispectral images, improves classifi-
cation accuracy for textures compared to color or gray-scale images. To classify mul-
tispectral texture images acquired by single-sensor snapshot cameras, the classical
supervised approach is to demosaic the raw images, extract texture features from
the estimated images, then compare features with those computed from different
known images thanks to a similarity measure. Our classification scheme applied on
HyTexiLa database is presented in Section 4.2. Such classification scheme requires
a texture descriptor in order to extract texture features. Among texture descriptors,
we select the histogram of local binary patterns (LBPs) that is one of the most robust
descriptors in the literature. In this chapter the feature extracted from the descriptor
is the descriptor itself, i.e. the histogram of LBPs, so that the two terms are equiva-
lent. The existing color LBP-based descriptors are extended to any K-channel image
in Section 4.3. In addition to spatial information, these descriptors also consider
the spectral information available among the K channels of a multispectral image.
However, the computational cost significantly increases with respect to the number
of channels due to demosaicing and feature extraction. Thus, in Section 4.4 we pro-
pose a new computationally-efficient LBP-based descriptor that is directly computed
from raw images, which allows us to avoid the demosaicing step [75]. Extensive ex-
periments on HyTexiLa database prove the relevance of our approach in Section 4.5.

4.2 Classification scheme

In order to perform texture classification on MSFA raw images, we consider the four
MSFAs that are either related to research works with detailed publications (VIS5
and VISNIRS) or available in consumer cameras (IMEC16 and IMEC25) (see Sec-
tion 2.2.3). The classification scheme is presented in Section 4.2.1. It uses the LBP
descriptor whose marginal approach is presented in Section 4.2.2 and that is then
combined with the similarity measure and the decision algorithm presented in Sec-
tion 4.2.3.

4.2.1 Classification of MSFA raw texture images

The goal of texture classification is to assign a sample texture image to one among
several known texture classes. For this purpose discriminant texture features are
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extracted from test images and compared to those extracted from training images
whose classes are known, as represented in Fig. 4.1.

. . . WOOd |
. . . WOOd |
. . . TeXtﬂe |
. . . TeXtﬂe |
. . . TeXtﬂe |

FIGURE 4.1: Texture classification scheme. For illustration purpose, images
from HyTexiLa database are rendered in sSRGB space.

Test image

In order to perform and assess texture classification a database of different textures
isneeded. As seen in Section 1.4.2, our proposed HyTexiLa database [46] is currently
the only suitable database of multispectral texture images for texture classification.
Texture feature assessment can be performed on HyTexiLa database by considering
each of the 112 texture images as a class.

Texture images are simulated in order to provide raw images that would be ac-
quired using a single-sensor camera. For this purpose we consider three illumi-
nations (extended E, extended A, and D65 simulator) and four MSFA-based cam-
eras (VIS5, VISNIRS, IMEC16, and IMEC25). We first simulate fully-defined radi-
ance images from the reflectance of textures, illuminations, and camera SSFs using
Eq. (1.3). Then, we sample these radiance images according to an MSFA among
those of Fig. 4.2 to simulate the raw images that would be acquired by the asso-
ciated snapshot multispectral camera. For a considered camera and illumination,
these simulations provide 112 8-bit raw images of size 1024 x 1024 pixels. Finally,
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we estimate radiance images I of size 1024 x 1024 pixels x K channels from raw im-
ages by demosaicing. Then, we split each of them into 25 images of size 204 x 204
pixels among which 12 are randomly picked for training and the 13 others for test-
ing. Note that K depends on the considered camera and that the last four columns

and rows are left out when splitting I.
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FIGURE 4.2: Basic patterns of four square periodic MSFAs: VIS5 (a) [78],

VISNIRS (b) [115], IMEC16 (c) and IMEC25 (d) [27]. Numbers are band in-

dexes (see Appendix B) and labels in (a) are those of [78] but could be replaced
by indexes.
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In the learning phase, LBP histogram features are extracted from each training
estimated image. Then, to assign a test image to one of the classes, the same features
are extracted from it and compared to those of each training image. This compar-
ison is performed using a similarity/dissimilarity measure between test and train
features. Finally, each test image is assigned to the class of the training image with
the best match by using a decision algorithm. The performances of a classification
algorithm are determined by the rate of well-classified test images, and depend on
three main parts of classification, namely the choice of discriminative textural fea-
tures, the feature similarity measure, and the decision algorithm. The chosen three

parts of classification are presented in next subsections.

4.2.2 Local binary patterns (LBPs)

To extract a texture feature from an image, LBP is a prominent operator. By char-
acterizing the local level variation in a neighborhood of each pixel, this operator is
robust to grayscale variations. Due to its discrimination power and computational
efficiency, LBP has also proved to be a very efficient approach in a wide variety of
applications, among which texture classification and face recognition [91, 116].

LBP-based texture classification has first been performed on gray-level images since
the original operator only uses the spatial information of texture [86]. This LBP op-
erator can be applied marginally on a multispectral radiance image I = {I*}X_ | by
considering the K channels separately. In this section and in the next section, we for-
mulate several LBP-based texture features for any fully-defined K-channel image,
that we generically denote as I for simplicity whatever the value of K and even it
has been estimated by demosaicing. For a given pixel p of a channel I, the LBP op-
erator considers the neighborhood N, defined by its support A7 made of P pixels
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at spatial distance d from p:

LBP[1](p) = ZA;I s (1,’;, 1’;) . 0¢(a), (4.1)
geNp

where I’; is the value of channel I¥ at p, e(q) € {0,...,P — 1} is the index of each
neighboring pixel g in N, and s(-) is the unit step function:

s(a, ) = Lotezp 4.2)

0 otherwise.

An example of LBP computation at a pixel p of a channel I* is shown in Fig. 4.3.

1 2 4
8 1 Weights
! {ze(q)}qup

32 64 128
106 95 100 1 0 1 1 0 4
109 | 100 96—»@—»10 80
95 | 102 | 99 | Ea-(42) | o | 1| o 0| e | o
k 1ky . 0e(q)

Neighborhood Thresholded differences {S(IW’IP) 2 }qENF’

of pin I* {s(I&, I¥) Ygen, * Eq. (4.1)

LBP*I|(p) =1+4+8+64=77
FIGURE 4.3: Marginal LBP operator applied to a pixel p of channel I*.

Each channel I¥, k € {1, ..., K}, is characterized by the 2P bin un-normalized his-
togram of its LBP values. The multispectral texture image I is then described by the
concatenation of the K histograms of {LBP[I]}K_,. This feature, whose size is K - 2,
represents the spatial interaction between neighboring pixels within each channel
independently. The next section reviews some extensions of the original LBP opera-
tor from gray-scale to color images (K = 3) and generalizes them to the multispectral
domain by considering K > 4 channels.

Note that in this chapter we only consider the few variants of the basic LBP operator
that can straightforwardly be applied to a multispectral image even though many
LBP variants have been described in the literature [91]. Also note that the definition
of Eq. (4.1) ignores border effects for readability sake and that only those pixels at



78 Chapter 4. MSFA raw image classification

which Ny is fully enclosed in the image are actually taken into account to compute
the LBP histogram.

4.2.3 Decision algorithm and similarity measure

In order to determine the most discriminant LBP-based texture feature, we propose
to retain the similarity measure based on intersection between histograms [113] cou-
pled with the 1-Nearest Neighbor decision algorithm since this classification scheme
requires no additional parameter.

The similarity measure between two images I and I’ is defined by the normalized

intersection between their concatenated LBP histograms & and K as

|h|
Y. min [h(i), W (i)]
Sim[I,T"] = =°

n ) (4.3)

h(i)

i=0

where |1 is the size (number of bins) of LBP histograms, and Zl‘ilo h(i) = Zl‘ilo W (i)
represents the number of pixels from which the histogram is computed (possibly
not all pixels). Sim[I,I’] ranges from 0 to 1 and equals 1 when the two images are
identical.

In order to highlights the intrinsic properties of the descriptor we choose the 1-
nearest neighbor that simply considers the class associated to the training image
with the highest similarity to the tested image. This non-parametric decision al-
gorithm outputs the closest training samples in the feature space according to the

similarity measure.

4.3 LBP-based Spectral texture features

Palm [88] has shown that classification based on a color analysis outperforms that
based on the spatial information only. Texture feature extraction has been extended
to the color domain by taking both spatial and spectral textural information into
account. Below we formulate several color LBP-based texture features for any fully-
defined K-channel image.

4.3.1 Moment LBPs

Mirhashemi [76] proposes an LBP-based spectral feature using mathematical mo-
ments to characterize the reflectance spectrum shape. The LBP operator of Eq. (4.1)
is no longer applied to pixel values but to moment values of the pixel spectral sig-
natures.

Different moments can be extracted from the reflectance {R,(A¥)}X | sampled

over K bands at each pixel p. Raw and central type-I moments of order n € IN are
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defined as

k? " ) (4.4)
v - (0

Type-II moments are estimated moments of the probability density function from

which reflectance values are sampled. Raw and central type-II moments are ex-

pressed as
~ 1 n
Ma(p) = = 1 (Ro(A9)
k=1
LK Xt ) " (4.5)
N P
and () = ¢ 1 (R = T )
! K kzzl g Mo(p)
Alternatively, these moments can be computed from the reflectance normalized by
Rp(AF)

its Li-norm at each pixel p: rp(}\k ) = . We then denote type-I and type-II

© LRy (V)
raw moments as m,(p) and 7, (p).

Mirhashemi [76] assesses the texture classification performance of all the pos-
sible moment-based features (namely the 38 moment LBP histograms obtained for
n ={1,...,6}), either considered alone or concatenated in 2- or 3-feature combina-
tions. The most powerful combinations use three features based on the following
moments: 111 (p) or 1it1 (p), Mi(p) or Mi(p), and ps(p), us(p), fis(p), or fis(p). The
texture feature is then a concatenated histogram with 3 - 2 bins.

4.3.2 Map-based LBPs

Dubey et al. [18] propose two kinds of LBP operators that can theoretically be ap-
plied to any K-channel image. These operators use the spectral information in the
encoding scheme by testing the sum of the marginal comparison patterns between

each pixel p and its neighbors over all channels.

e The adder-based LBPs {maLBP" }K_  are defined as

2¢0)if Y s(IK, 1K) = m,
maLBP"[I)(p) = Y Liea 50y Ip) (4.6)
geN, | 0 otherwise.
e The decoder-based LBPs {mdLBP" iK:_ol are defined as
2¢(@) if YK gk [k) . 2(K=K) —
mdLBP"[I)(p) = ¥ if R sl 1) Y@y
qeN, | 0 otherwise.

The concatenation of the histograms of maLBP or mdLBP operator outputs provides
the final feature of size (K + 1) - 2 or 2K - 2P, respectively.



80 Chapter 4. MSFA raw image classification

4.3.3 Luminance-spectral LBPs

By analogy with the luminance—-chrominance model for a color image, a multispec-
tral image can be represented as both a panchromatic channel and the joint infor-
mation computed from two or more channels. The PPI that carries the spatial infor-
mation of the luminance is computed as the average value over all channels at each

pixel p. We recall it here from Eq. (2.16):

IPPI . l flk
p —Kk—l p*

To form the final feature, the histogram of the output of the LBP operator applied to
IPP1is concatenated with a histogram based on the spectral content according to one

of the following propositions that we extend here to the multispectral domain:

e Cusano et al. [15] define the local color contrast (LCC) operator that depends
on the angle between the value of a pixel p and the average value I, = % Ygen, Iy
of its neighbors in the spectral domain:

I, I
LCC[I](p) = arccos <M> , (4.8)
[Tl - [Ty
where (-,-) and || - || denote the inner product and the Euclidean norm. The

histogram of LBP[I""] is concatenated to that of LCC[I] quantized on 2" bins
to provide the final feature of size 2 - 2F.

e Leeetal. [56] consider I in a K-dimensional space and compute spectral angu-
lar patterns between bands at each pixel. Specifically, for each pair of bands
(k1) € {1,...,K}?,k # 1, the authors apply the LBP operator to the image k!
defined at each pixel p as the angle between the axis of the band k and the

projection of I, onto the plane associated with bands k and I:

Ik
91;,1 = arctan (Il -lp- ) , (4.9)

where 77 is a small-valued constant to avoid division by zero. The histogram of
LBP[I""1] is concatenated to the K(K — 1) histograms of {LBP[@k'l]},Iélsz#l to
provide the final feature of size (1 + K(K — 1)) - 2F.

4.3.4 Opponent band LBPs

To fully take spectral correlation into account, Mdenpéa et al. [66] apply the oppo-
nent color LBP operator to each pair of channels of a color image. This operator can
be directly generalized as the opponent band LBP (OBLBP) applied to each pair of
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channels (I, I'), (k,1) € {1,..,K}?, of a multispectral image:

OBLBP*[1](p) = ¥ s (1}7, 1’;) . 2€(a), (4.10)
9€Ny

Bianconi et al. [6] similarly considers both intra- and inter-channel information but
with a different thresholding scheme. Their improved OBLBP (IOBLBP) operator
uses a local average value rather than the sole central pixel value as threshold:

IOBLBP[T)(p)= Y s (15,, T’;) 26, (4.11)
q€{p}UN,

where I_’; = PLH Yre{p}uN, IFand e(p) = P.
In both cases, the texture feature is the concatenation of the K? 2°-bin (OBLBP)
or the 2P*1-bin (IOBLBP) histograms of {(I)OBLBP*'[I]}£,_,.

4.4 LBP-based MSFA texture feature

We intend to design an LBP-like operator to characterize multispectral texture im-
ages directly from the images acquired by MSFA-based snapshot cameras. A similar
approach was proposed by Losson and Macaire [62] for color texture representation
from raw CFA images. Rather than a straightforward extension that would neglect
spectral correlation, we here propose a new operator dedicated to raw MSFA im-
ages and inspired by OBLBPs. We first present the raw image neighborhoods in de-
tails in Section 4.4.1, including the specific neighborhoods defined by the MSFAs of
Figs. 4.2b and 4.2c. Then we describe our MSFA-based LBP operator in Section 4.4.2,
and we explain how it is related to OBLBPs in Section 4.4.3. The neighborhoods
considered in our proposed operator in association to each of the four cameras is
studied in Section 4.4.4.

4.4.1 MSFA neighborhoods

As defined in Section 2.3.1, an MSFA associates a single spectral band with each
pixel. It can be defined as a function MSFA : S — {1,...,K} over the set S of all
pixels. Let Sk = {p € S, MSFA(p) = k} be the pixel subset where the MSFA samples
the band k, such that S = UkK:1 sk, Fig. 4.4 shows the example of the IMEC16 MSFA
and one among its K = 16 pixel subsets.

For a given pixel p € Sk ke {l,...,K}, let B ={l € {1,...,K}, MSFA(q) =
I}4en, be the set of bands that are associated with the neighboring pixels in N, ac-
cording to the MSFA. Note that N, is always composed of pixels with the same asso-
ciated bands whatever the location of p in S¥. Moreover, we assume that any neigh-
bor g € Ny is always associated with the same band for a given relative position of
g with respect to p in the MSFA pattern. A necessary but not sufficient condition for
this assumption to be fulfilled is spectral consistency (see Section 2.2.3). Then, the
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FIGURE 4.4: IMEC16 MSFA (a) and its S? pixel subset (b). Dashes on (a) bound
the basic pattern of Fig. 2.4b.

neighborhood of p € S¥ can be decomposed into

N, = J Ny, (4.12)
leBk

where N];’l = N, N S' is the MSFA-based neighborhood made of the neighboring
pixels of p that belong to S'. Let us notice that N];’l # @ <= | € B¥ and stress out
that B* and N’,;’l both depend on A" and on the basic MSFA pattern.

For illustration purposes, let us consider the IMEC16 and VISNIR8 MSFAs and
focus on the 3 x 3 neighborhood defined by the support 3! as shown in Fig. 4.5. In
the IMEC16 MSFA of Fig. 4.5a, the neighbors of any pixel p € S? are associated with
the bands B = {12, 10, 9, 4, 1, 8, 6, 5} and ‘le,’l‘ = 1foralll € B2, where | - | is the
cardinal operator. In the VISNIR8 MSFA of Fig. 4.5b, we have B> = {4, 7, 3, 5, 6, 8}
and |N}'| = 1forl € {5,6,7,8}, but |[N}*| = |N}*| =2

4.4.2 MSFA-based LBPs

A snapshot multispectral camera provides a raw image I"*“ in which a single band
is associated with each pixel according to the MSFA. Then, I"*” can be seen as a
spectrally-sampled version of the reference fully-defined image I = {I¥}X | (that is
unavailable in practice) according to the MSFA (see Section 2.3.1):

vp e s, I = 1MW), (4.13)

To design a texture feature dedicated to the raw image, let us first consider ap-

plying the basic LBP operator of Eq. (4.1) directly to I""” considered as a gray-level
image:

MLBP[I"™] (p) = Y s(I"™, I,"*) - 2%, (4.14)
9€Np
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FIGURE 4.5: Neighborhood N, defined by the support N8 for two pixels

€ S? (bold squares) in IMEC16 (a) and VISNIRS MSFAs (b), with associated
p q
bands B? shown in solid circles.

The LBP operator is here renamed as MSFA-based LBP (MLBP) to make clear the
key difference introduced by its application to I'”* and its dependency upon the
considered MSFA. Unlike Eq. (4.1), Eq. (4.14) combines the spectral information of
BMSFA(p) e the different bands that are associated with the neighbors of p.
Because this set of bands depends on the band MSFA(p) associated with p, we
separately consider each pixel subset S* to compute the LBP histogram. Specifically,

we compute the histogram of MLBP[I"] for each band k € {1, ..., K} [75]:

W [MLBP [I"*"]]: [0,2F — 1] —{0,...,|S|}

415
j >—>|{pESkMLBPI”‘w ) =j}- (19

Let us point out that only pixels in S* are considered to compute the k-th histogram.
The concatenation of all the K histograms provides the final feature of size K - 2°.

4.4.3 Relation between MSFA-based and opponent band LBPs

To show that the MSFA-based LBP defined by Eq. (4.14) bears an analogy to OBLBP
(see Eq. (4.10)), let us consider its output as the direct sum of the sparse outputs of
the same operator restrictively applied to each pixel subset S*:

K
m {MLBP [1’““’]} = gim {MLBP| o [1’““’]} , (4.16)

where im{-} is a function output. According to the definition of S¥, we have I Y=
I’; for each pixel p € S¥. From Eq. (4.14) and the decomposition of the neighborhood
N, according to Eq. (4.12), we can then express MLBP‘S,( from {Ik}kK:l as

MLBP| [I"™] (p) = Y Y s(I}, 1) - 29 . (4.17)
lequeNkl
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Therefore, MLBP is related to OBLBP since both operators take opponent bands into
account. But unlike OBLBP that considers any band [ at all the neighbors of p, each
MLBP code combines opponent band information from the |B¥| bands that are avail-
able at the neighbors of p € S*.

4.4.4 Neighborhoods in MSFA-based LBPs

As explained in Section 4.4.1, the neighbors of any pixel p are associated with dif-
ferent bands according to the MSFA. It is thus impossible to consider interpolated
values in a circular neighborhood of p as is usually done for LBP-like operators.
To avoid interpolation, we therefore consider the uniform spatial distance (hence
square neighborhoods) rather than the Euclidean one. Moreover, LBP operators clas-
sically use neighborhoods with P = 8, 16, or 24 pixels. But P = 16 with d = 3 does
not match the image lattice and requires interpolation, and P = 24 would yield ex-
tremely large features. We therefore set P = 8 and consider the three supports N/&4
with uniform distance d € {1,2,3} as shown in Fig. 4.6.

Fig. 4.6 also shows that the number of bands available in the neighborhood of
a pixel p generally depends on the distance d for a given MSFA. This number is
formalized by |B¥|, where k = MSFA(p) € {1,...K} is the band associated with p
(i.e., p € S¥), and its dependency upon d is summarized in Table 4.1. In VISNIRS for
instance (see Fig. 4.6b), the neighborhood of p € S® contains eight different bands
ford = 1 and d = 3, but only the bands 3 and 4 for d = 2. | B¥| is also lower for d = 2
with VIS5 and IMEC16 MSFAs but is constant to eight whatever d € {1,2,3} with
IMEC25 due to the large 5 x 5 basic pattern of this MSFA. Note that | B¥| reflects the
degree to which spectral correlation is taken into account by an MSFA neighborhood.

MSFA d=1|d=2|d=3
VIS5 3or5|1or2 | 3o0r5

VISNIRS 6 2 6
IMEC16 8 3 8
IMEC25 8 8 8

TABLE 4.1: Number of available bands |B¥|, k € {1,...,K}, in the neighbor-
hood of any pixel according to each MSFA and each distance.

The basic pattern of the VIS5 MSFA (see Fig. 2.3b) is particular because of its sin-
gle dominant G band. Unlike in the other considered MSFAs, |B¥| in VIS5 depends
on d but also on p (i.e., on k) (see Table 4.1). Considering d = 1 for instance, the
neighbors of a pixel p; € S© belong to all the bands (hence |B¢| = 5) while those
of a pixel p» € S¢ belong to B¢ = {R,G,0}. Moreover, VIS5 contradicts our as-
sumption that a neighbor of p € Sk is always associated with the same band for
a given relative position whatever the location of p. Indeed, for two pixels associ-
ated with the G band, vertical neighbors may either be associated with R and O or
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FIGURE 4.6: Neighborhood N, of a pixel p (bold square) in VIS5 (a), VISNIR8
(b), IMEC16 (c), and IMEC25 (d) MSFAs, considering the supports A'®! (solid
circles), N2 (dashed), and A'®3 (dotted).

with B and C. To fulfill our assumption and compute MLBP with VIS5, we there-
fore split S© into four pixel subsets {S®}} | as shown in Fig. 4.6a. The information
of {MLBP|, [I"™]}i_; is then merged into a single histogram /% [MLBP [I"*"]] for
the G band.

4.5 Experimental results

We propose to study the sizes of the texture features described in Sections 4.3 and 4.4.2
and their required number of operations per pixel in Section 4.5.1. By considering
the simple case with d = 1 and the D65 illuminant, we assess the classification ac-
curacy provided by each feature with regard to its computation cost in Section 4.5.2.
Finally we extensively assess the performances of our MLBP-based feature with re-

spect to those of other features in various experimental conditions in Section 4.5.3.
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4.5.1 Feature extraction

Table 4.2 summarizes the sizes of the texture features described in Section 4.3 as
the size of each histogram (that depends on P) and the number of histograms (that
depends on K). Setting P = 8 makes the histogram size to be 256 but the mdLBP
operator provides a prohibitively large number of histograms when K > 16. All
approaches except mdLBP are hence tested against our MSFA-based LBP in the ex-
periments. Besides, among the 16 moment combinations from the format {m; |1, }
{M;| M HHajslfla)s ) (see Section 4.3.1), we only retain 1 M 3 whose LBP histogram
provides the best classification result on average over all the experiments.

The number of histograms may impact the accuracy and the computational burden
of classification. The approaches can then be divided into three groups, depending
on whether this number is constant (Cusano and Moment LBPs), proportional to K
(Marginal LBPs, maLBP, and MLBP), or to K? (OBLBP, IOBLBP, and Lee LBPs).
The computation cost also deserves some attention as an indication of the required
processing time independently of the implementation. The last two columns of Ta-
ble 4.2 show this cost as the number of elementary operations per pixel required to
compute a feature. This estimation includes all arithmetic operations at the same

cost of 1, and excludes array indexing and memory access.

Approach 5 Feature size Number of operations
Hist. size| Number of hist.| Demosaicing|Feature computation

Marginal LBPs [56] Eq. (4.1) K 24K

Moment LBPs [76] | Eq. (4.4), Eq. (4.5) 3 K? 4 10K + 69
maLBP [15] Eq. (4.6) K+1 17K +8
mdLBP [19] Eq. (4.7) it 2K K4 2K 4 24K 47

Cusano LBPs [15] Eq. (4.8) 2 15K + 27

Lee LBPs [56] Eq. (4.9) 1+K(K—1) 27K? — 26K + 24

OBLBP [66] Eq. (4.10) K2 24K?
IOBLBP [6] Eq. (4.11) 2P+1 K2 27K? + 10K
MLBP [75] Eq. (4.14), Eq. (4.15)| 2P K 0 24

TABLE 4.2: Feature size (histogram size and number of concatenated his-
tograms) and required number of operations per pixel for each approach ac-
cording to the number K of spectral bands.

All features but ours first require to estimate a fully-defined multispectral image
by demosaicing. In our experiments, we only consider WB [8] that is both the most
simple and generic method (see Section 2.4) and PPID [73] that provides the best
demosaicing results in most cases (see Section 3.2). We have adapted PPID to the
VIS5 MSFA and we retain it because it globally yields better classification results
than the dedicated guided filtering method provided by Monno et al. [81]. Since

demosaicing is not the greedier feature computation step, we minimally evaluate its
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number of operations as that of the weighted average of two values required by WB
to estimate each missing value at a pixel, namely 4(K — 1).

The feature computation costs are given in the last column of Table 4.2. They
result from the equation(s) of each feature recalled in the second column. As previ-
ously stated, the computation cost of mdLBP is prohibitive. Our MLBP-based fea-
ture requires 24 operations per pixel. In contrast, the cost of Marginal LBPs, maLBP,
and Cusano LBPs grows with K, and that of other approaches with K2. By consid-
ering both the feature size and computation cost, Lee LBPs, OBLBP and IOBLBP are
the most greedy features. MLBP is the most efficient feature and is represented by
the same number of histograms as Marginal LBPs and maLBP. This should be kept

in mind while analyzing the classification results.

4.5.2 Accuracy vs. computation cost
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FIGURE 4.7: Classification accuracy (%) vs. computation cost (number of oper-

ations per pixel) of the different approaches (with D65 illuminant, d = 1, and

WB demosaicing) for each MSFA: VIS5 (a, K = 5), VISNIRS (b, K = 8), IMEC16
(¢, K =16), and IMEC25 (d, K = 25).

We first propose a study to highlight the above remark about feature computa-
tion costs. Let us consider the case d = 1 and the D65 illuminant, and assess the
classification accuracy provided by each feature with regard to its cost. For all ap-
proaches except MLBP, WB is chosen to demosaic the raw image.
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Fig. 4.7 separately shows the results for the four considered MSFAs. OBLBP glob-
ally outperforms other features but at a very high computation cost. MLBP provides
only slightly lower results than OBLBP for VIS5 and VISNIR8 MSFAs and similar re-
sults for IMEC16 and IMEC25 MSFAs, at about a K? times smaller cost. Considering
features with comparable costs, Lee LBPs and IOBLBP perform worse than OBLBP.
Moment LBPs generally provide fair results with regard to the other three features
with moderate costs (marginal LBPs, maLBP, and Cusano LBPs). MLBP clearly out-
performs the latter four features in all cases with the benefit of reduced computation
requirements.

4.5.3 Classification results and discussion

We now extensively assess the performances of our MLBP-based feature with re-
spect to those of other features in various experimental conditions. For this purpose,
all the features described in Sections 4.3 and 4.4.2 are implemented in Java under the
open-source image analysis software Image] [95, 99]. Table 4.3 shows the classifica-
tion accuracies provided by the different features for each of the four MSFAs using
three illuminants (E, D65, and A), three distance values (d € {1,2,3}), and two de-
mosaicing methods (WB and PPID). For each combination of experimental settings
(illuminant, distance, and demosaicing method), the better classification accuracies
than that of our descriptor are highlighted as bold.

Let us first study the behavior of our MLBP-based feature with respect to the
different settings. The neighborhood distance d slightly influences MLBP perfor-
mances for IMEC25 MSFA (see Table 4.3d) whereas d = 2 provides clearly lower
performances than d € {1,3} for IMEC16 (see Table 4.3c). This was expected since
d determines the number |B¥| of available bands in a pixel neighborhood, that does
not depend on d for IMEC25 but is reduced from 8 to 3 bands when d = 2 for
IMEC16 (see Table 4.1). Regarding VIS5 and VISNIRS, there is no systematic per-
formance loss for d = 2 though |B¥| is reduced. This is because the poor informa-
tion about spectral (inter-channel) correlation in these cases is completed by taking
spatial (intra-channel) correlation into account. When d = 2 indeed, k € BF (see
Figs. 4.6a and 4.6b), which means that MLBP takes both intra- and inter-channel cor-
relation into account. No such case occurs with IMEC16 and IMEC25 (see Figs. 4.6¢
and 4.6d) for which MLBP only takes inter-channel correlation into account because
k ¢ BF whatever the value of d. Two other outstanding results are obtained with
VIS5 MSFA and illuminant A when d € {1,3}. We explain these lower accuracies
by the shape of illuminant A that increases with respect to the wavelength, which
makes pixel values in B and C channels significantly lower than in R and O. Besides,
values of pixels in S U S© are always compared to neighboring pixels in S° U S® (or
vice versa) when d € {1,3}, whereas R values are compared to O values and B val-
ues to C values when d = 2 (see Fig. 4.6a). Therefore, due to the particular band
arrangement in VIS5 MSFA, MLBP is less discriminative and performances are no-
tably reduced when d € {1,3} with A illuminant.
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E D65 A
i=1 i=2 i=3 i=1 i=2 i=3 i=1 i=2 i=3
WB PPID| WB PPID| WB PPID| WB PPID| WB PPID| WB PPID| WB PPID| WB PPID| WB PPID
Marginal LBPs [15](87.71 86.95|88.39 87.50 |88.67 88.46(87.36 87.23(88.60 85.26|88.46 88.60 |84.89 84.62(87.71 87.84(88.05 88.19
Moment LBPs [/6] [90.11 88.05|88.26 88.67 |86.74 86.13|90.32 88.53[89.29 89.01|88.53 87.3687.98 87.16|86.74 86.74|85.99 85.71
maLBP [1] 82.83 84.55|86.06 86.40(85.65 86.95|81.11 82.01 |84.34 84.89|85.30 86.13|81.66 82.21|85.99 86.20|86.88 88.32
Cusano LBPs [15] [87.64 87.36|88.60 88.26|88.80 89.15|86.88 87.36 88.46 88.39|89.29 89.22(88.80 89.01|90.52 90.25|90.32 90.87
Lee LBPs [50] 93.41 93.75|95.40 95.12|95.60 94.85(92.99 93.13|94.57 94.44|95.47 95.47|91.48 91.96 94.23 93.82|94.64 94.37
OBLBP [66] 97.39 97.46 |97.39 97.53|97.12 97.46|96.84 96.70(97.18 97.39 |97.12 97.39|94.64 94.51|95.67 95.95|96.29 96.57
IOBLBP [¢] 96.02 95.95|95.60 96.2996.70 96.09 |95.05 94.57 |95.81 96.15|96.36 96.15|91.55 92.24|93.06 93.41|94.57 94.09
MLBP [75] 93.82 92.86 94.99 94.92 92.45 96.63 84.48 92.99 89.90
(A)
E D65 A
d=1 d=2 i=3 i=1 i=2 d=3 d=1 i=2 i=3
WB_PPID| WB_PPID| WB_PPID| WB_ PPID| WB_PPID| WB_PPID| WB_PPID| WB_PPID| WB_PPID
Marginal LBPs [15](84.89 86.40|85.44 85.78 |86.06 86.13(87.09 88.94(87.50 88.67|87.64 88.53|84.00 85.51|85.03 85.37|85.78 85.51
Moment LBPs [/6] [86.26 86.40|85.85 85.37 |86.06 84.75(84.89 84.62(85.71 84.55|85.51 85.23|82.76 83.04(83.93 83.79[84.20 83.79
maLBP [15] 77.75 77.88179.46 79.33|82.55 79.95|77.54 79.33|80.22 81.11|79.95 79.95|78.23 76.99|79.12 78.78 |81.46 80.29
Cusano LBPs [15] [82.49 82.55|83.93 83.72|84.34 85.03|85.58 85.51|87.16 87.09 |87.16 87.57|80.77 80.43(82.42 82.01|82.49 83.17
Lee LBPs [56] 91.28 91.69 |93.96 93.8995.05 95.26 |89.35 91.41|91.83 91.69 |93.48 93.41(91.62 92.86(93.82 93.89|95.26 94.16
OBLBP [66] 96.29 96.91|96.63 96.57 |96.57 96.63|96.09 96.22(96.15 95.67 |96.09 95.54|95.19 95.40|95.47 95.12(95.12 95.33
IOBLBP [¢] 94.09 93.61|94.64 94.30|94.44 94.57|94.30 94.02|93.82 93.61|94.23 93.48|92.10 93.34|92.65 92.31|92.86 92.51
MLBP [75] 93.75 95.67 94.57 94.57 94.71 94.64 93.06 94.02 93.20
(B)
E D65 A
d=1 d=2 i=3 = i=2 d=3 d=1 i=2 i=3
WB_PPID| WB_PPID| WB_PPID| WB_PPID| WB_PPID| WB_PPID| WB_PPID| WB_PPID| WB_PPID
Marginal LBPs [6](81.59 85.10|83.79 86.54|83.86 86.20(81.11 84.89 [83.72 86.95|85.30 87.1680.70 84.89(83.10 85.92(85.71 87.50
Moment LBPs [76] [85.30 89.56|87.50 90.3287.71 90.04|84.41 88.67|88.12 89.42|87.02 89.90|84.34 88.05(88.05 89.84|88.05 89.15
maLBP [15] 74.93 78.57|75.21 76.17|76.51 78.57|73.56 79.12|75.41 77.13|75.34 80.08|75.07 77.13|74.52 73.97|76.51 74.86
Cusano LBPs [15] [84.07 86.40|86.20 87.98|85.92 87.98|85.30 86.20|86.33 87.91|86.54 87.02|85.44 86.61(87.02 88.19|87.16 88.67
Lee LBPs [56] 89.77 95.40|92.45 96.02|93.68 95.95|89.22 95.26|92.58 95.95(93.41 95.81|87.09 94.44|90.93 94.09 |92.93 94.64
OBLBP [66] 96.91 96.57 |96.22 96.77|96.09 96.50|97.25 97.60 |97.05 97.05|96.84 96.98|95.67 96.09|95.47 95.81|95.05 95.95
IOBLBP [¢] 95.40 96.36 |95.19 95.88|95.33 95.47|96.02 96.91|95.88 96.57 |95.74 96.29 (93.54 94.71(94.44 94.78|93.61 94.64
MLBP [75] 96.22 90.87 96.29 97.32 94.92 97.05 95.33 90.32 95.19
(©)
E D65 A
d=1 d=2 i=3 i=1 i=2 d=3 d=1 i=2 i=3
WB_PPID| WB_ PPID| WB_PPID| WB_PPID| WB_PPID| WB_PPID| WB_PPID| WB_PPID| WB_PPID
Marginal LBPs [66](73.15 78.57|74.93 78.7175.62 78.50|73.63 78.71|75.76 80.01|77.47 79.81|72.87 78.09 |74.45 78.43|75.82 77.54
Moment LBPs [76] [79.46 83.17|80.56 83.7280.77 84.27|78.98 84.20|81.25 85.51|81.46 85.16|78.71 83.31(80.15 83.93|80.36 84.07
maLBP [15] 63.67 78.64|61.26 78.50(67.03 76.79|68.27 78.09 |62.77 77.06 |65.73 75.14|64.08 77.88|60.37 78.37|67.17 75.55
Cusano LBPs [15] [77.13 81.80|78.57 82.69|77.68 81.39|75.34 80.15|76.51 82.35|78.98 82.14|76.65 81.18|78.64 81.94|77.75 80.70
Lee LBPs [56] 87.77 92.58|92.03 93.89(92.79 94.57|89.49 94.16|91.14 94.78 |92.31 94.92|88.12 91.96|91.96 93.54|92.65 94.23
OBLBP [66] 94.02 95.05|93.41 94.92|93.48 94.71|94.99 95.88|94.51 95.95|94.51 95.60 (93.75 94.51(93.13 94.71|93.06 94.16
IOBLBP [¢] 92.93 94.3791.83 93.68|91.21 92.58|94.09 94.92|93.82 95.3392.79 94.85(92.51 93.48(91.35 93.54|90.73 92.24
MLBP 5] 94.30 93.13 92.03 95.40 95.33 94.78 94.71 91.76 92.24
(D)

TABLE 4.3: Classification accuracy (%) of the different approaches for each ex-
perimental setting (illuminant, neighborhood distance, demosaicing method)
and each MSFA: VIS5 (a, K = 5), VISNIRS (b, K = 8), IMEC16 (c, K = 16), and
IMEC25 (d, K = 25).
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Let us now compare the performances reached by our descriptor with those of
other approaches. Table 4.3 shows that, except with VIS5 MSFA images simulated
under A illuminant, our MLBP-based feature always outperforms approaches with
either smaller (Cusano and Moment LBPs) or similar-size features (Marginal LBPs
and maLBP). Moreover, our lightweight approach obtains close results to greedy
ones (Lee LBP, OBLBP and IOBLBP), especially with IMEC16 and IMEC25 MSFAs,
and even performs better than them in 95 out of the 216 tested cases. The best accu-
racy reached by MLBP is 97.32% (with IMEC16 MSFA under D65 illuminant using
d = 1) while the best descriptor (OBLBP) reaches 97.60% (with the same settings and
PPID demosaicing).

4.6 Conclusion

To classify multispectral texture scenes from the images that would have been ac-
quired by single-sensor snapshot cameras, we have adopted a classification scheme
based on histogram of local binary pattern (LBP) as texture descriptor, intersection
between histograms as similarity measure, and 1-nearest neighbor as decision rule.
We have extended some state of the art LBP operators that extract features using
both spatial and color properties to any multispectral image. However, the com-
putational cost significantly increases with the number of channels. We have then
introduced a conceptually simple and highly-discriminative LBP-based feature for
multispectral raw images. In addition to its algorithmic simplicity, our operator
is directly applied to raw images, which avoids the demosaicing step and keeps
its computational cost low. We have performed extensive experiments of texture
classification on multispectral images simulated from HyTexiLa database with four
well-referenced MSFAs. The results show that the proposed approach outperforms
existing ones using features of similar sizes, and provides comparable results to that
of features with large size and high computational cost.
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Conclusion and future works

Conclusion

This manuscript can be summarized into four main contributions, each of which is
detailed in a specific chapter.

First, in collaboration with the Norwegian Colour and Visual Computing labora-
tory, we have extended the collection of available multispectral image databases by
proposing ours. This database is composed of 112 close-range images of textured
surfaces observed in the visible and near infrared domains. It has been born from
the need of the community and should be used in many application fields such as
object recognition by multispectral texture classification or material characterization.
The second contribution is the improvement of MSFA demosaicing performances by
using the strong correlation between all channels and the pseudo-panchromatic im-
age (PPI). Indeed, the latter can be estimated directly from the MSFA raw image
using a simple averaging filter. This first estimation is then improved using local di-
rectional variations of raw values to restore edge information. We then incorporate
the estimated PPI into existing DWT-based and edge-sensing-based methods, and
propose a new demosaicing method (PPID) based on the difference between each
channel and the PPI. Extensive experiments show that PPI-based demosaicing out-
performs the existing demosaicing methods at a moderate computational cost. PPID
compares favorably with the state of the art both objectively in terms of PSNR and
AE* color difference, and in a subjective visual assessment.

The third contribution is based on the study of the effect of acquisition conditions
on MSFA demosaicing. Indeed, when illumination or spectral sensitivity functions
(SSFs) of the camera are weak in term of energy, spectral correlation is strongly re-
duced. Demosaicing methods that use this property are then affected. To overcome
this limitation, we propose to insert normalization steps in the imaging pipeline
to adjust the channel levels before demosaicing and restore them afterwards. The
channel-specific normalization factor can be deduced either from the SSFs of the
camera, from the relative spectral power distribution of illumination, or directly es-
timated from the raw image. Experimental results show that normalization based on
the sole SSFs provides good but illumination-sensitive results. Normalization based
on SSFs and illumination information provides the best results despite illumination
function is not always available in practice. At last raw image-based normalization
provides promising results without any prior knowledge about the camera or illu-

mination, and thus constitutes a good compromise for MSFA demosaicing.



92 Chapter 4. MSFA raw image classification

The fourth contribution is related to multispectral texture image classification. In-
deed, we propose a feature based on the local binary pattern (LBP) operator that is
directly applied to the raw image. In addition to its algorithmic simplicity, our fea-
ture allows us to avoid the demosaicing step, which makes it fast to be computed
with respect to classical LBP-based approaches. Extensive experiments of texture
classification on simulated multispectral images with four well-referenced multi-
spectral filter arrays show that the proposed approach outperforms existing ones
using features of similar sizes, and provides comparable results to those of features
with large size and high computational cost.

Future works

We can identify several future works from this thesis. First work focuses on MSFA
raw image analysis, that can then be used for weed recognition. Recent new cameras
equipped with polarized filter arrays (PFAs) give new challenge that are detailed in
the two last parts.

MSFA raw images analysis

Although our multispectral simulation model has been validated (see Section 1.5.3),
a preliminary work shows that some channels are likely to undergo noise. This can
be due to the weak illumination or to low sensitivities of the filters associated to
those spectral bands, where the limit of the used optical model is reached [16]. Fu-
ture works will focus on the improvement of our image formation model to take
noise into account with respect to both the SSFs and illumination in “multishot”
and “snapshot” acquisition systems. By using such a model we could be able to
adapt joint CFA denoising-demosaicing methods (e.g., [36]) to MSFA demosaicing.
Then we could compare the performances of these methods with those of the recent
learning-based and compressed sensing-based methods (see Section 2.3.3).
Regarding multispectral texture classification, future works will study how our fea-
ture embeds spatial and spectral correlations according to the MSFA and neighbor-
hood parameters. Since MLBP is a small-size feature, there is room for additional
correlation information that could still improve its classification results. For in-
stance, it could be made more robust to the neighborhood distance by concatenating
several MLBP histograms computed with different spatial distances. Other investi-
gations could use a demosaiced dominant channel or focus on the spectral distance
between the considered neighbors.

Our proposed MLBP operator has only been tested on simulated raw images. Fu-
ture work will focus on the creation of an MSFA raw image database composed of
the same textures as HyTexiLa. This database will be acquired using IMEC16 snap-
shot camera and will be useful to validate classification accuracy results on ground
truth data.

In this thesis, we have proposed texture features that are well adapted for given
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MSFAs. We can also attempt to design the optimal MSFA pattern for texture clas-
sification using our MLBP operator. Indeed, as seen in Chapter 4, the camera SSFs
and number of channels, illuminations, and MSFA basic pattern impact classifica-
tion performances. Future works will further adjust these parameters in order to
find an optimal MSFA pattern for texture classification.

Application to weed recognition

Texture classification has many applications, among which weed detection. Indeed,
weed control coupled with precision agriculture limits the use of herbicides and is a
major challenge for farmers and a priority of the Ecophyto plan. Future works will
focus on real-time weed recognition from images acquired by snapshot multispec-
tral cameras embedded on drones. As these cameras observe outdoor field crops,
the lighting and field of view may vary. Therefore, the spatial resolution and spec-
tral properties of images that represent the same weed species may change. Such
problem will lead us to the development of new MSFAs and texture features that are

invariant to illumination and spatial resolution changes.

PFA raw images analysis

Recent advances in PFAs that provide panchromatic images with four different po-
larization angles constitute also a new challenge for demosaicing. In our future
work, we will study the correlations between polarization channels and use them
to demosaic PFA raw images. Indeed polarization channels have different proper-
ties that may be used for demosaicing, while classical PFA demosaicing methods are
mainly based on spatial correlation only [25]. Moreover, it would be interesting to
extend /adapt classical MSFA or CFA demosaicing approaches to PFA images.

MPFA raw images analysis

Recently, Multispectral PFA (MPFA) that provide multispectral images with four
different polarization angles have been developed [108]. Such MPFAs involve to
study the relation between spectral channels and polarized channels that can be used
for demosaicing.

In order to improve texture classification, texture descriptors have been extended
from the color to the multispectral domain. It would be interesting to adapt them
to multispectral polarized images that can also characterize glossed textures. Future
work would extend our MLBP operator to MPFA raw images.
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Appendix A

Conversions from multispectral to
XYZ, sRGB and L*a*b* spaces

A multispectral image can be converted to any color space by using CIE XYZ space
as a lever. XYZ space associates the Y channel to luminance, and describes visible
chromaticity using X and Z channels, such that the associated color matching func-

tion have always positive values as shown in Fig. A.1.

100 500 600 700 800
wavelength A (nm)

FIGURE A.1: CIE XYZ color matching functions.

The conversion from a multispectral space to XYZ space is done according to CIE
XYZ 2° standard observer. Each XYZ channel I, k € {X,Y,Z}, is defined at each

pixel p as [11]:

100
b= S Em T o EM - Re(M)-THR). (A1)
Ac0 AEQ)
The reflectance R,(A) can be computed from estimated reflectance databases de-
scribed in Table 1.2, coupled with any illumination described in Section 1.2 either
in the Vis (Fig. 1.2) or in the VisNIR (Fig. 1.3) domain. Alternatively, the radiance

E(A) - Ry(A) can be computed from one of the public radiance image databases of
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Table 1.1. In this case illumination data must be known to compute this transforma-
tion. The three channels (I X 1Y, and I ) compose the representation of the multi-
spectral image in XYZ space. Then, images can be converted from CIE XYZ to sRGB
or CIE L*a*b* spaces among others (see Appendices A.1 and A.2).

The standard RGB (sRGB) color space is a digital color space used on monitors, print-
ers, and the Internet [112]. We use it in this manuscript to represent a color version
of multispectral images. L*a*b* color space is supposed to be perceptually uniform
with respect to human color vision because the distance between two points in this
space represents the difference between these colors as visually perceived. In this
model, IX is the magnitude of lightness, while I @ and IV represent respectively the
red—green and yellow—blue difference channels (with signed values). This color
space is especially required in order to compute the CIE AE* that is a measure of the
difference between two colors (see Section 3.2.2).

A.1 From XYZ to sRGB color space

The transformation from XYZ channels {I*};_xy 7, to sSRGB channels {Il/}l:R,G,B
proceeds at each pixel p as follows:

e Normalization of XYZ channels {I k }=x v,z to values that range between 0 and

1:
I
I* = A2
P max(1X, 11, IZ) (A2)

e Linear transformation of XYZ channels (using D65 as reference white):

1;3 32406 —15372 —04986| [IX
IG| = |—09689 18758  0.0415 |.|I) (A.3)
15 0.0557 —0.2040 1.0570 17

This transformation uses values of channels IX, IY, and I4 normalized between
0 and 1 as inputs and provides channels I R, I G, and I8 whose values are after-
wards clipped to 1.

e Non-linear transformation of RGB channels {Il~ }=r G, into SRGB channels
{I"},_r ¢ 8 defined at each pixel p as [112]:

i -
v Jonze.1) if I, < 0.0031308 , "o
P ) 0(1.055- ZQ/ITZ, ~0.055) otherwise,

where Q(+) quantizes I;,/ on 8 bits as Q(I;l;) =|28-1- Ifﬂ.

The three sSRGB channels form the sSRGB image.
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A.2 From XYZ to L*a*b* color space

The conversion from XYZ channels {I*};_x y 7 to L*a*b* channels {I'};_;+ ;- ;» pro-
ceeds at each pixel p as follows:

e Normalization of channels {I¥};_x y 7 with respect to the response of a perfect
diffuser for a CIE XYZ 2° standard observer:

L TY(AME(A)

k AeQ) Tk
=100 ¥ THOE(N) (A.9)
r€Q)

e Computation of values { fll,f te=x v,z of normalized XYZ channels:

k
f P ) 903315416 (A.6)

Q/T;g if I5 > 0.008856 ,
— e otherwise.

e The channels of L*a*b* color space are finally given by:

L* _ Y

I =116-ff — 16,

19 =500 (fX — fY), (A7)
Iy =200 (fy = f7).

where I,f;* values range between 0% and 100%, I;* values go from the green
(negative values down to —300) to the red (positive values up to 300), and IZ*
values go from the blue (negative values down to —300) to the yellow (positive

values up to 300).
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Appendix B

Spectral sensitivity functions

IMEC16 camera samples 16 bands with known SSFs TX(A) that are unevenly cen-
tered at wavelengths A € B(IMEC16) = {469nm, ..., 633nm}, so that Al =
469 nm, ..., A = 633 nm (see Fig. B.1).

Similarly, IMEC25 camera samples 25 bands whose SSFs are unevenly centered at
wavelengths A¥ € B(IMEC25) = {678 nm, ..., 960nm} (see Fig. B.2). Note that the
optical device of both cameras is equipped with a band-pass filter (at 450-650 nm for
IMEC16 and 675-975nm for IMEC25) in order to avoid second-order spectral arti-
facts.

The SSFs associated to VISNIRS and VIS5 cameras are linearly interpolated to 1 nm-
bandwidths and shown in Figs. B.3 and B.4. VISNIRS SSFs are associated with their
peaks at A¥ € B(VISNIRS) = {440, ..., 880nm} (see Fig. B.3) while VIS5 SSFs
are associated with their dominant color A¥ € B(VIS5) = {B, Cy, G, Or, R} (see
Fig. B.4).

Note that the SSFs of each camera (Cam) are scaled so that maxe g(cam) Laco TH(A) =
1.

- 53T e 5O 58 02 621
551 === 566 590 - - 613 633
0.035
0.030 /
0.025

— 0.020

Tk’ ()\

0.015

0.010

0.005

450 47 500 555 550 57 660 625 650
wavelength A (nm)

FIGURE B.1: Normalized SSFs of IMEC16 camera. Captions: band center
wavelengths {A¥}1° | in ascending order.
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FIGURE B.3: Normalized SSFs of VISNIR8 camera. Captions: band center
wavelengths {AF}8_, in ascending order.
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FIGURE B.4: Normalized SSFs of VIS5 camera. Captions: dominant colors.
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Appendix C

Weight computation for

demosaicing

C.1 Weight computation in BTES

To estimate the channel [* at pixel p, the weight a; of neighboring pixel g used in
BTES (see Eq. (2.12)) is computed according to the direction given by p and g as:

e for a horizontal direction (case t = 3):

q <1+‘ q+(2,0) Ik‘+‘1k (2,0) Ik‘

1 (C.1)
‘ -1,-1) q+1 1‘ ‘ -1,1) q—l—ll)D ’
e for a vertical direction (case t = 3):
(1 |15, g — B [ B ) —
q q+ (0,2) q—-(02) "4 (C2)
-1 .
1|7k ik
‘ g+(1,-1) 1,1)‘ + 3 ‘Iq+(—1,—1) o Iq+(—1,1)‘> ’
o for the first diagonal direction (case t = 2):
-1
k k k
aft = (1 |1 o) — B+ ) = ) (C3)
o for the second diagonal direction (case t = 2):
~1
D _ ik ik ik
W2 = (1+‘ . Iq‘+‘1q+(72,2)—1q‘) ) (C.4)

where L’; expresses that I¥ is available at g in I"* or has been previously estimated
at g. Note that the weights for t = 0 and t = 1 are undetermined and replaced by 1.
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C.2 Weight computation in MLDI

Letq = p + (d,d,) be a neighboring pixel of p, and r = p +2- (Jy, d,) (see Fig. 2.11).
To estimate f’;, the weight B, of g used in MLDI (see Eq. (2.13)) is computed at step ¢
according to the direction given by p and g as:

e for an horizontal direction:

MSFA(p)

.}{\/{SFA(p) o Ip ‘ + 2

Bl = (e

p+(%~(A+d)),0> P—(‘gi"(A—d)'())

-1
+ ZA:— wy - ‘Imw . _ Jrew ‘ ,
g#o A p+(2:6xd) — “p+(04d)

(C.5)

e for a vertical direction:

_ qraw

MSFA(p)  MSFA(p) A1
= e+ |I, -1 + )
ﬁ‘? < | P | Li=0 p+(o o (A+d)> p— (o (8= d))

~1
A
+ Zd:—A Wy - ‘I;iw(d,zﬁy) - I;Lf}(,ilo)‘> ’

40
(C.6)
o for a diagonal direction:
D _ ik

'Bfi B (€+‘ p+(0xdy) Ipf(é 0y e

N -1 )

[MSFA(p) _ IMSFA ‘ i MSFA(p)( ) — I;J\/ISFA(p)D ,
: . . . exp (50
where MSFA(p) is the available channel index at p in I", w; = Ve
2211:1 exp( 20'5 )

A=2—t/2]|,and € = 0.01.

C.3 Weight computation in PPBTES

The weight a,; of neighboring pixel g used in PPBTES are computed according to the
direction given by p and g, at steps t € {0,...,3} as:

e for a horizontal direction (case t = 3):
k ik
<1+‘ 9+(2.0) I‘JF‘ICH (—2,0) Iq‘

- (C.8)
‘ ~1,-1) q+1—1 ‘4' ‘ (-1,1) I,';Jr(ll)‘) 1,

&
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e for a vertical direction (case t = 3):
ik
&y <1+‘ 7+02) — 1 ‘—'_‘IquO -2) Iq‘
-1 (C.9)

‘ 11‘WL ‘ )_i§+(1,1)‘> /

for a first diagonal direction (case t = 2):

1

WD — n i k PPI PPI

agt = (1+‘ 4+(22) Iq‘+‘1q —2,-2) I‘+‘I (~1,-1) — Iq+(ll)‘> ,
(C.10)

for a second diagonal direction (case t = 2):

-1
D _ k k PP FPPI
aD2 = (1+( ¥ a2 I‘+‘ X 22 I‘+‘1 1,1)—Iq+(1’_1)‘> )

(C.11)
e for a horizontal direction (case t = 1):
PPI #PPI PPI #PPI
aff = (14| Il = IP1| 4+ [IPPL, ) — 171
1 -1 (C12)
#PPI FPPI #PPI #PPI
+5 Iq+(71,71) q+ (1,-1 ‘ +5 Iq+(71,1) Iq+(l 1)‘) ’
e for a vertical direction (case t = 1):
vV _ PPI PPI PPI #PPI
"‘q_<1+‘lq+(02)_1 ‘+‘Iq+0 )~ 1 ‘
-1 (C.13)
PPI PPI PPI PPI
2‘1 (-1,-1) I -1,1 ‘+ ‘Iq+1—1 Iq—&-(ll)D ’

for a first diagonal direction (case t = 0):

-1
D PPI #PPI PPI TPPI PPI FPPI
q1—<1+‘1 .y (+‘1 R ‘+‘1 oy -1 (11)D )

7+(2,2) q+(1,
(C.14)
e for a second diagonal direction (case t = 0):
-1
e PPI #PPI PPI #PPI PPI PPI
q2_<1+‘1q+2 2_1 ‘+‘I 22)_1 ‘+‘I (-1,1) Iq-l—(l—l)‘) :

(C.15)
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