
HAL Id: tel-01952953
https://hal.science/tel-01952953

Submitted on 12 Dec 2018

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Simulation and modelling of turbulent reactive flows and
heat transfer
Ronan Vicquelin

To cite this version:
Ronan Vicquelin. Simulation and modelling of turbulent reactive flows and heat transfer. Reactive
fluid environment. Université de Rouen Normandie, 2018. �tel-01952953�

https://hal.science/tel-01952953
https://hal.archives-ouvertes.fr


MANUSCRIT
En vue de l’obtention de 

L’Habilitation à Diriger des Recherches  
délivrée par : l’Université de Rouen Normandie

Présentée par  

Ronan Vicquelin

Simulation et modélisation des écoulements turbulents 
réactifs et des transferts thermiques 

 

JURY 

Françoise Baillot Professeur - Université de Rouen Membre du jury

Sébastien Candel Professeur - CentraleSupélec Membre du jury

Mouna El Hafi Professeur - Ecole des Mines d’Albi Rapporteur

Olivier Gicquel Professeur - CentraleSupélec Membre du jury

Christian Hasse Professeur - Technische Universität Darmstadt Rapporteur

Thierry Poinsot Directeur de Recherche - CNRS - IMFT Rapporteur

Jean Taine Professeur - CentraleSupélec Membre du jury

Luc Vervisch Professeur - INSA Rouen Membre du jury

[K]
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in CentraleSupélec et Macroscopique, Combustion (EM2C)

du CNRS (UPR 288)

Numerical simulation and modelling of
turbulent reactive flows and heat transfer

Manuscript version submitted in preparation for the defense scheduled on December 7, 2018

Committee composition: Françoise Baillot Jury member
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rections successives du laboratoire (Nasser Darabiha, Estelle Iacona, Olivier Gicquel et Sébastien
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grand plaisir à côtoyer les élèves. Je tiens à remercier Franck Richecoeur et Thierry Schuller qui
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Preface

This manuscript has been prepared for my application to the degree of Habilitation à Diriger
des Recherches from Université Rouen Normandie. The document is organized with three parts
and eight chapters.

The first part contains a Curriculum Vitae followed by a summary of my teaching and research
activities. Since my appointment as assistant professor in CentraleSupélec in 2011, I have had
the opportunity to participate to different funded projects and to the supervision of several
Ph.D. students, whose list is detailed in Chapter 2. Part I ends with a list of publications and
conferences.

The second part details my research activities along three axes. My activities on modelling
and simulations of turbulent reactive flows initiated during my thesis are given in Chapter 4.
Since 2011, two additional research themes have been developed: the first one on ignition in gas
turbines (Chapter 5) and a second one on heat transfer and multiphysics simulation (Chapter
6).

After synthesizing the different contributions, the third part of the manuscript describes a new
set of scientific objectives and my future projects planned at EM2C laboratory along with
ongoing activities to achieve them.
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1.2 Research activities

My research activities encompass numerical simulations, analysis and modelling of turbulent
reactive flows and heat transfer. The considered approaches to describe turbulence are direct
numerical simulations (DNS) and large-eddy simulations (LES). These studies can be gathered
into three themes. The first one follows my initial expertise in modelling of turbulent reacting
flows obtained during my Ph.D. thesis. The second theme was initiated in 2012 and focuses in
the study of gas turbine ignition. Finally, since my arrival as an assistant professor in EM2C
laboratory, I have had the opportunity to develop studies on heat transfer and multiphysics
simulations, which is a third research theme.

Several illustrative highlights of the main achievements are also given in this section.

1.2.1 modelling and simulation of turbulent reacting flows

Despite the continuous growth in computational resources, numerical simulations of turbulent
flames must rely on models to describe phenomena such as turbulence and kinetics whose de-
tailed description would yield a prohibitive cost. During my research, we have mostly relied on
tabulated chemistry methods also known as flamelet models to describe turbulent combustion.
Besides, additional models are to be considered in more complex flows: two-phase reactive flows,
sooted flames, ... The objectives in this research theme are then:

1. Development and implementation of models for turbulent reacting flows.
2. Simulation and validation of the numerical modelling setup.
3. Analysis of simulation results.

 

Highlight #1
Combination of an equilibrium wall-
model and a flamelet-based model 
for large-eddy simulation of a 
scramjet combustor [A12].  

Figure 1.1: Instantaneous snapshot 
from LES of the HyShot II scramjet. 
From the left, the slices show 
contours of streamwise velocity, 
temperature, simulated Schlieren 
and pressure 

Highlight #2
First validation of light-round simulation in an annular 
combustion chamber. Such a study has been carried 
out in premixed gaseous conditions [T3] and with the 
injection of liquid fuel [T5].  

Figure 1.2: Simulation  of the ignition of the MICCA 
combustion chamber. The flame is identified by an 
iso-surface of reaction progress variable colored by 
axial velocity.

Fifteenth International Conference on
Numerical Combustion

April 8-10, 2015
Avignon, France

sum of sensible, kinetic and chemical energies. The residual sub-
grid stress is modeled using an eddy-viscosity hypothesis together
with the model by Vreman [25]. The subgrid heat flux and species
transport are modeled using gradient hypotheses with fixed turbu-
lent Prandtl and Schmidt numbers, both taken as 0.5. The equa-
tions are implemented in the unstructured code CharlesX, which
uses a solution-adaptive approach mathematically analyzed in a
set of papers [26,27] in which a background scheme with low ali-
asing and dissipation errors is used away from shock waves while
an unstructured essentially non-oscillatory (ENO) second-order
accurate shock-capturing scheme with an HLLC approximate Rie-
mann solver [28] is applied near discontinuities. The background
scheme is only non-dissipative for perfectly regular grids, but adds
a small amount of numerical dissipation on irregular grids to aid
the robustness. Further description of the code can be found in
Khalighi et al. [29].

At each time step, the shock-capturing scheme is applied if the
negative rate of dilatation !@juj > max ffiffiffiffiffiffiffiffiffiffiffixjxj

p
;0:1c=h

" #
, where xj

is the vorticity and c=h is the speed-of-sound divided by the cell
size. The shock-capturing scheme is additionally applied if two
adjacent cells differ by more than 500 K in temperature, by more
than 0.4 in the mixture fraction, or by more than 0.2 in the mass
fraction of H2O. Given the low numerical dissipation of the back-
ground numerics, the exact form of the sensor is rather important
in order to ensure robust results. The inclusion of the speed-of-
sound in the threshold for the dilatation is necessary to avoid acti-
vating the sensor in a bulk flow, or in a free stream. This could have
detrimental effects on the accuracy of capturing acoustic waves,
especially in an unstructured code where the shock-capturing
numerics are generally of lower order in accuracy. On the medium
grid used in this study, about 3–4% of all faces are treated using the
shock-capturing ENO/HLLC scheme.

The simulations are run for up to 10 ms, which is longer than
the actual test time in the shock tunnel. About 200 " 103;80 " 103,
and 16 " 103 core-hours are needed to advance the solution by
1 ms on the three grids (to be discussed later), respectively, on a
cluster with Intel Westmere processors. The most expensive calcu-
lation, on the medium grid at equivalence ratio ER = 0.414, thus
required almost one million core-hours.

2.2. Domains and inflow conditions

The geometry of the HyShot II vehicle can be seen in Figs. 1 and
2. The isolator/combustor section is 75 mm wide and 9.8 mm high.
Pure hydrogen fuel is injected through four equi-distantly spaced
injectors located 57.5 mm downstream of the lip of the lower wall.
The end of the combustor and the beginning of the nozzle is
located 242.5 mm downstream of the fuel injectors. The forebody

ramp (between the vehicle nose and the entrance to the isolator)
is wider than the isolator/combustor to make the flow effectively
two-dimensional there. The forebody boundary layer and the
shock from the upper wall lip are bled in a shock-trap, thus causing
a flow with only a weak shock system to enter the isolator.

An instantaneous snapshot from an LES at nominal conditions is
shown in Fig. 2. The multiple incoming oblique shock waves are
visible in the Schlieren image, as is the bow shock around the fuel
jet. The fuel jet is initially relatively unperturbed, but breaks down
into full turbulence farther downstream. The velocity contours
show the thin incoming boundary layers and how these grow far-
ther downstream. The temperature contour shows how the heat
release leads to increased temperatures downstream, up to about
2500 K before the nozzle. Finally, note that the momentum flux
ratio of the fuel jets is low in HyShot II (between 0.3 and 0.5
depending on operating condition), and thus the fuel jets are rather
weak.

The HyShot II geometry is such that the flow is essentially two-
dimensional all the way from the free stream up to the fuel injec-
tors. The flow in the isolator (i.e., before the fuel injectors) is fully
supersonic, with the exception of only the very thin boundary lay-
ers. These two facts imply that a staggered solution procedure can
be used, in which a 2D RANS is used to compute the flow up to the
isolator, and where only the second part of the isolator and the
combustor are modeled using 3D LES.

The auxiliary 2D RANS covers the full domain shown in Fig. 1.
The RANS inflow conditions (corresponding to the conditions in
the shock tunnel nozzle) are prescribed as follows. The total

Fuel

LES inflow

Free stream
Shock tunnel nozzle

Combustor

Shock trap

Forebody ramp

Fig. 1. A slice through the HyShot II vehicle. The free stream (or flow from the shock tunnel nozzle) approaches at a slight angle-of-attack of 3.6!. The flow passes through the
strong bow shock and the shock from the upper combustor wall; this shock is then swallowed by a shock-trap, leading to a relatively weak shock system in the isolator. The
LES is performed in a domain covering the combustor and parts of the isolator and nozzle, respectively (shown with the dashed line). The inflow conditions to the LES domain
are computed through an auxiliary 2D RANS computation, covering the full domain shown in the figure.

Fig. 2. Instantaneous snapshot from LES of the HyShot II combustor. The compu-
tational domain (one injector) is replicated four times in the spanwise direction.
From the left, the slices show contours of streamwise velocity u1, temperature T,
simulated Schlieren jrqj, and pressure p . In addition, the right-most section shows
an isosurface at the stoichiometric mixture fraction, colored by the OH
concentration.
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1.2.2 Ignition in annular combustors

This research theme extends the previous one to a specific and critical application of great
interest that is ignition in aeronautical gas turbines. The last phase of ignition in an annular
combustor equipped with multiple burners is here considered. It is called the light-round and
exhibits a flame that propagates from one injector to the next inside the combustion chamber.
When I began this activity in 2012 upon the kind invitation of Sébastien Candel, light-round
studies were extremely scarce in the literature. This activity could not have been envisioned
without the EM2C unique annular combustion chamber MICCA which has been extensively
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studied by Daniel Durox, Sébastien Candel and their students and collaborators. The study
of burner-to-burner flame propagation has recently increased significantly in the literature with
the appearance of more and more multi-burner combustors in different research groups.
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supersonic, with the exception of only the very thin boundary lay-
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Fig. 1. A slice through the HyShot II vehicle. The free stream (or flow from the shock tunnel nozzle) approaches at a slight angle-of-attack of 3.6!. The flow passes through the
strong bow shock and the shock from the upper combustor wall; this shock is then swallowed by a shock-trap, leading to a relatively weak shock system in the isolator. The
LES is performed in a domain covering the combustor and parts of the isolator and nozzle, respectively (shown with the dashed line). The inflow conditions to the LES domain
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Fig. 2. Instantaneous snapshot from LES of the HyShot II combustor. The compu-
tational domain (one injector) is replicated four times in the spanwise direction.
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So far, successful events under atmospheric conditions with gaseous or liquid fuel injection have
been studied in MICCA. In terms of simulations, the objectives are to

1. Carry out massively parallel large-eddy simulation of light-round (6 000 to 10 000 cpu
cores for a mesh of 300 million elements).

2. Assess the accuracy of computational results and the impact of the chosen numerical
models.

3. Analyse results to understand the physical mechanisms that drives the flame propagation.

1.2.3 Heat transfer and multiphysics simulations

Multiphysics simulations are here meant as the coupling of different modes of heat transfer
with the presence of a turbulent flow which can be reactive or not. Such coupling phenomena
significantly complexify the numerical simulations. Indeed, describing the different physical
nature of the considered phenomena requires to use several separate solvers and to couple them
with each other: a DNS/LES solver for turbulent flows, a heat-conduction solver for conjugate
heat transfer in solid parts of the domain, and finally a solver dedicated to thermal radiation.
This activity is rooted in the expertise of two research groups in the EM2C laboratory: one in
combustion and one in heat transfer, thermal radiation in particular. My contributions is this
area started with the opportunity to co-supervise the Ph.D. thesis of Yufang Zhang with Olivier
Gicquel and Jean Taine on coupled radiative effects in turbulent boundary layers. Since then,
I have pursued this research theme with Olivier Gicquel to additionally account for conjugate
heat transfer (CHT) in order to predict wall temperature fields.

In my different works dealing with radiation, a Monte Carlo (MC) method combined with
accurate narrow-band gas radiative properties is used. While expansive, the unusual combination
of this approach with LES is a promising candidate for accurate prediction of radiative transfer
in turbulent flows.

The combination of DNS/LES with CHT and a MC solver (separately or all together) has
yielded several topics in this research theme:
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1.2.4 Bibliometric synthesis

Since 2011, these different studies have been carried out with the students I have had the chance
to supervise. The list of these people is given in Sec. 2.1. Most of their work was supported by
dedicated funded research projects whose list is given in Sec. 2.2. Other students benefited from
individual fellowships or contracts. The list of publications and conferences which came out of
the different research themes is given in Chap. 3. A bibliometric synthesis of these publications
is provided in Tab. 1.1.

Table 1.1: Bibliometric synthesis

Source
on August 2018

Number
of references

Number
of citations

Most cited
reference

h-index

Web of Sciences 28 229 94 times 8
Scopus 25 278 110 times 8

Google Scholar 49 480 163 times 11

1.3 Teaching activities

Table 1.2 sums up the teaching hours realised since I start as an assistant professor in 2011.
Several categories of activities are distinguished:

Courses: lectures, practice sessions.

Project supervision:

- projets enjeux (CentraleSupélec 1st-year students),

- projets TIME (CentraleSupélec 1st-year students),

- projets innovation (CentraleSupélec 2nd-year students),

- projets de synthèse (CentraleSupélec 3rd-year students and Master students).

Responsibilities:

- Aerospace track in 3rd-year option Mechanical and Aerospace Engineering,

- Coordination of course activities,

- Follow-up on students in academic international exchange,

- Follow-up on students in their last-year internship.

Option Mécanique Aéronautique et Espace - since 2016 - 30 students - I have been
invited in 2016 by Franck Richecoeur to take the responsability of the Aerospace track which
is part of the last year specializing option in Mechanical and Aerospace Engineering (option
MAE ) in Centrale Paris engineer cursus. This specialization gathers ∼30 students and was
initially created by Sébastien Candel whose supervision was then handled by Olivier Gicquel
before Franck Richecoeur took over. I have participated in the management and evolution
of the option MAE composed of a core curriculum based on complex systems and scientific
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Table 1.2: Synthesis of teacging activities since september 2011 (heures équivalent TD)

Course Projects Responsibilities Total

2011-2012 107 h 18h 76 h 201 h
2012-2013 125 h 53h 78 h 256 h
2013-2014 174 h 62 h 62 h 298 h
2014-2015 174 h 19h 52 h 245 h
2015-2016 182 h 16 h 50 h 248 h
2016-2017 204 h 5 h 62 h 271 h
2017-2018 170 h 0 h 40 h 210 h

specializations related to fluid mechanics (compressible flows, aerodynamic, flight mechanics,
combustion, turbofans, ...). A little less than a dozen of industrial partners are involved in the
option MAE. In particular, engineers approximatively participate to one half of the courses.
Throughout the year, we visit industrial sites from our partners (Fig. 1.5).

Figure 1.5: Visit of the Centre Spatial Guyanais (Kourou, France) in 2018.

Sciences des Transferts - since 2018 - 4×100 students - This is a new course given in the
new curriculum CentraleSupélec to 1st-year students in september 2018. This course introduces
concepts of heat and mass transfer and fluid mechanics along with practical engineering problem
solving. I share the course responsibility with Hervé Duval.

Fluid Mechanics - since 2011 - 60 students - This course was initially under the responsibility
of Sébastien Candel, then of Thierry Schuller and now of Franck Richecoeur. Students from
CentraleSupélec can choose this course during their 1st- or 2nd-year. I initially participated in
the practice sessions, then taught the English version of the full course. I am now in charge of
the 2nd-year occurrence of the course.

Numerical Methods in Engineering - since 2013 - 30 students - I am in charge of this
course taught in English to CentraleSupélec 2nd-year students. Theory on numerical resolution
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of ODEs and PDEs is illustrated by solving practical problems of heat and mass transfer and
fluid mechanics.

Numerical Methods in Fluid dynamics - since 2018 - 30 students - I am in charge of this
course given to CentraleSupélec 3rd-year students where fluid mechanics problems are solved
with finite difference methods: turbulent diffusion of a scalar in a homogeneous isotropic tur-
bulence, calculation of head loss in a square duct, effects of pressure gradient on a spatially
evolving laminar boundary layer, resolution of Navier-Stokes equations to simulate a counterflow-
stabilised flame.

Digital Signal Processing - since 2012 - 30 students - I took over Sebastien Candel’s respon-
sibility for this course given to CentraleSupélec 3rd-year students who are introduced to different
notions: discrete signals and systems, Discrete Fourier transform, sampling and reconstruction,
spectral analysis and power spectral density, digital filtering.

Turbulence - since 2012 - 50 students - I am in charge of this course given to CentraleSupélec
3rd-year students. Contents: fundamental mechanisms, Kolmogorov cascade, RANS/LES/DNS,
RANS equations, closure models, turbulent wall-bounded flows, spectral analysis and large-eddy
simulations.

Radiative Heat Transfer in Combustion - since 2017, 20 students - Lecturer (3h), VUB
Master degree, Brussels, Belgium.

Applied Fluid Mechanics - 2016-2017 - 40 students - Teaching assistant with Centrale-
Supélec 3rd-year students.

Heat Transfer Methodology - 2011-2013 - 5×5 students - Teaching assistant of one group
of CentraleSupélec 3rd-year students.

Computational Fluid Dynamics -2011-2012 - Teaching assistant with EPF 3rd-year stu-
dents under the supervision of Benoit Fiorina.
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Supervision and animation

2.1 Supervision of Master, Ph.D. and Post-doctoral fellows

Since I started my position as an assistant professor, I have been participating to the supervision
of several Ph.D. theses. Table 2.1 lists the corresponding students along with their type of
funding, their subject, their supervisors and my rate of participation in the supervision.
(∗: scheduled date of Ph.D. defense).

Table 2.1: List of supervised Ph.D. students

Period Student, funding
Subject

Participation (%) Supervisors and scientific production

03/2018 - 03/2021∗ Karl Töpperwien [T12]. European project Marie-Curie ANNULIGHT.
Etude de la dynamique transitoire de flamme dans les foyers annulaires multi-
injecteurs

100% Supervisors: R. Vicquelin.

04/2018 - 04/2021∗ Matteo Gelain [T11]. CIFRE Safran.
Simulations des transferts thermiques dans un échangeur de chaleur
aéronautique : approches DES et WMLES

20% Supervisors: R. Vicquelin, M. Errera, O. Gicquel, Safran Aircarft Engines.

11/2017 - 11/2020∗ Kévin Torres [T10]. European project SOPRANO.
Transferts radiatifs dans les flammes suitées turbulentes

50% Supervisors: R. Vicquelin, O. Gicquel.

01/2017 - 01/2020∗ Arthur Degenève [T9]. CIFRE Air Liquide.
Etude expérimental et numérique de la stabilisation d’oxyflammes pressurisées
swirlées et diluées en vapeur d’eau

50% Supervisors: R. Vicquelin, T. Schuller.
Production: [A1, D1, D2, E1, E2]

10/2015 - 04/2019∗ Lorella Palluotto [T8]. European project Marie-Curie Clean-Gas.
Simulations multiphysiques des transferts radiatifs en oxycombustion

50% Supervisors: R. Vicquelin, O. Gicquel.
Production: [D3, D10, E8]



12 Part I. Scientific animation and production

Table 2.1: (continued)

Period Student, funding
Subject

Participation (%) Supervisors and scientific production

06/2015 - 04/2019∗ Jan Mateu Armengol [T7]. Bourse Brésil.
Simulations numériques directes des intéractions rayonnement-turbulence

30% Supervisors: R. Vicquelin, O. Gicquel, R. dos Santos.
Production: [D6]

11/2014 - 06/2018 Pedro Rodrigues [T6]. Chaire ANR OxyTec.
Modélisation multiphysique de flammes turbulentes suitées avec la prise en
compte des transferts radiatifs et des transferts de chaleur pariétaux

30% Supervisors: R. Vicquelin, B. Franzelli, O. Gicquel, N. Darabiha.
Production: [A5, A9, D3, D4, D5, D10, E10]

11/2014 - 10/2018∗ Théa Lancien [T5]. ANR TIMBER.
Etude numérique de l’allumage diphasique de foyers annulaires multi-brûleurs

100% Supervisors: R. Vicquelin.
Production: [A3, A8, D9, D11, E5]

11/2013 - 12/2018∗ Nicolas Dumont [T4]. Bourse MESR.
Quantification d’incertitudes des mécanismes chimiques dans les simulations
aux grandes échelles

50% Supervisors: R. Vicquelin, O. Gicquel.
Production: [D3, D10, D11, D12, E13, E14]

11/2012 - 04/2016 Maxime Philip [T3]. Bourse IDEX.
Dynamique de l’allumage circulaire dans les foyers annulaires multi-injecteurs

50% Supervisors: R. Vicquelin, T. Schmitt, S. Candel.
Production: [A12, A13, A14, D13, E9, E18, E21, E22]

11/2012 - 04/2016 Chäı Koren [T2]. CIFRE Air Liquide.
Modélisation des transferts de chaleur coupĺs pour la simulation multiphysique
des chambres de combustion

50% Supervisors: R. Vicquelin, O. Gicquel.
Production: [A2, A7, D3, D7, D8, D10, E16]

10/2010 - 09/2013 Yufang Zhang [T1]. CSC Felllowship.
Coupled convective heat transfer and radiative energy transfer in turbulent
boundary layers

50% Supervisors: R. Vicquelin, O. Gicquel, J. Taine.
Production: [A6, A10, A15, A16, A17, D15, D16, E23, E24]

I have also supervised one Master student during an internship and one postdoctoral position.
They are listed in Tab. 2.2.
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Table 2.2: Other supervision activities

Period Fellow, funding Nature
Participation (%) Subject

06/2018 - 07/2019 Stefano Puggelli. ANR TIMBER. Postdoctoral
Large-eddy simulation of light-round with a dynamic formulation
of the flame subgrid wrinkling factor

Fellow

100% Supervisors: R. Vicquelin.

05/2012 - 10/2012 Chäı Koren. Ecole Centrale Paris. Master
Etude du couplage numérique de deux codes de résolution
numérique et de l’influence de la différence des échelles temporelles
à l’aide du phénomène de conduction de la chaleur

Internship

100% Supervisors: R. Vicquelin.

Since 2012, my publications rely on my supervised students whose scientific production is also
highlighted in Tab. 2.1. I am grateful to their hard-work and their dedication to their thesis.
While most of them also contribute in parallel to the research theme on modelling of turbulent
reacting flows, their theses have been focused on the other two themes and an emerging one that
is Uncertainty quantification that will be detailed in Chap. 8:

• Ignition in annular combustors:

M. Philip, T. Lancien, K. Töpperwien, S. Puggellli

• Heat transfer and multiphysics simulation:

Y. F. Zhang, C. Koren, P. Rodrigues, L. Palluotto, J.M. Armengol, A. Degenève, K. Torres,
M. Gelain

• Uncertainty quantification:

N. Dumont
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2.2 Funded research projects

Since 2012, I have participated, elaborated and supervised several national and international
projects whose list is given in Tab. 2.3. The funding for EM2C activities is given in the right
column.

Table 2.3: List of funded research projects

Period Project, project coordinator, (Total budget) Funding
Description
◦ Funding agency
◦ Partners
◦ Role

2017-2021 ANNULIGHT, coordinated by J. Dawson (NTNU), 3 970 ke >450 ke
Combustion dynamics in annular combustors.
◦ Funding agency: European Union Marie Sk lodowska-Curie
◦ Partners: NTNU (Norway), CERFACS (France), CNRS
(France), TUM (Germany), TUB (Germany), U. Cambridge
(UK), ETH (Switzerland), SAFRAN, Ansaldo
◦ Role: Work package leader; Supervision of Ph.D. student on
numerical simulations of ignition, extinction and instabilities in
annular combustors.

2018-2019 MRIC, coordinated by R. Vicquelin, 68 ke >50 ke
Development of reduced models for combustion uncertainties.
◦ Funding agency: LABEX LASIPS
◦ Partners: EM2C (CNRS) and LIMSI (CNRS)
◦ Role: Coordination; Supervision of postdoctoral fellow on un-
certainty quantification in reactive LES.

2017-2018 CRITICal, coordinated by R. Vicquelin 33 million
Massively-parallel simulations to characterize two-phase ignition
in combustors

CPU hours

◦ Funding agency: European Union PRACE project
◦ Partners: CERFACS and EM2C (CNRS)
◦ Role: Coordination; LES of two-phase flow ignition in annular
combustors.

2016-2010 SOPRANO, coordinated by SAFRAN, 6 800 ke > 300 ke
Deliver more accurate experimental and numerical methodologies
for predicting the soot emissions in academic or semi-technical
combustion systems.
◦ Funding agency: European Union H2020 project
◦ Partners: ONERA, General Electric, ROLLS- ROYCE PLC,
MTU, UNIFI, RRD, KIT, CNRS, TURBOMECA SA, DLR, INSA
Rouen, SAFRAN, GE AVIO, SAFRAN SA, FEL, CERFACS, Im-
perial College
◦ Role: Supervision of Ph.D. student on toot radiation in multi-
physics LES.

https://www.ntnu.edu/annulight
http://www.prace-ri.eu/callproject/2016153551/
http://www.soprano-h2020.eu
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Table 2.3: (continued)

Period Project, project coordinator, Total budget Funding
Description
◦ Funding agency
◦ Partners
◦ Role

2015-2019 CleanGas, coordinated by Politecnico di Milano, 3 800 ke >800 ke
Develop new experimental and numerical tools for improving nat-
ural gas combustion in innovative burners.
◦ Funding agency: European Union Marie Sk lodowska-Curie
◦ Partners: Politecnico di Milano (Italy), CentraleSupélec
(France), Technische Universität Darmstadt (Germany), Univer-
sité Libre de Bruxelles (Belgium)
◦ Role: Supervision of Ph.D. student on enhancement of thermal
radiation solver and its coupling with multiphysics LES.

2014-2019 TIMBER, coordinated by R. Vicquelin, 484 ke. > 200 ke
Combined experimental and numerical study of two-phase ignition
in multi-burner combustors.
◦ Funding agency: ANR
◦ Partners: CERFACS, CORIA (CNRS) and EM2C (CNRS)
◦ Role: Coordination; Supervision of Ph.D. student on numerical
simulations of ignition in annular combustors.

2013-2017 NEXTFLAME, coordinated by M. Boileau/M. Massot (EM2C),
420 ke

> 200 ke

Experimental and numerical study of laminar two-phase flames.
◦ Funding agency: ANR
◦ Partners: Partners: CERFACS, EM2C (CNRS)
◦ Role: Enhancement of 1D code AGATH to simulate two-phase
flames.

2012-2020 OXYTEC, coordinated by T. Schuller (EM2C, now IMFT),
2 300 ke

> 2 000 ke

Experimental and numerical study of high-pressure oxy-
combustion.
◦ Funding agency: Air Liquide, CentraleSupélec, CNRS, ANR
◦ Partners: CentraleSupélec
◦ Role: Supervision of Ph.D. students on multiphysics simulation
of heat transfer with LES.

2012-2013 SIMAC, coordinated by M. Boileau (EM2C) 15 million
Simulation of ignition mechanisms in annular multi-injector com-
bustors and comparison with experiments

CPU hours

◦ Funding agency: European Union PRACE project
◦ Partners: CERFACS and EM2C (CNRS)
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[A1] A. Degenève, R. Vicquelin, C. Mirat, B. Labegorre, P. Jourdaine, J. Caudal, and T.
Schuller. “Scaling relations for the length of coaxial oxy-flames with and without swirl”.
In: Proceedings of the Combustion Institute, accepted (2018).

[A2] C. Koren, R. Vicquelin, and O. Gicquel. “Multiphysics simulation combining large-eddy
simulation, wall heat conduction and radiative energy transfer to predict wall tempera-
ture induced by a confined premixed swirling flame”. In: Flow Turbulence and Combus-
tion 101.1 (2018), pp. 77–102.

[A3] T. Lancien, K. Prieur, D. Durox, S. Candel, and R. Vicquelin. “Leading point behav-
ior during the ignition of an annular combustor with liquid n-heptane injectors”. In:
Proceedings of the Combustion Institute, accepted (2018).

[A4] P. Rodrigues, O. Gicquel, N. Darabiha, K. P. Geigle, and R. Vicquelin. “Assessment
of external heat transfer modeling of a laboratory-scale combustor: effects of pressure-
housing environment and semi-transparent viewing windows”. In: Journal of Engineering
for Gas Turbines and Power accpeted (2018).

[A5] P. Rodrigues, B. Franzelli, R. Vicquelin, O. Gicquel, and N. Darabiha. “Coupling an LES
approach and a soot sectional model for the study of sooting turbulent non-premixed
flames”. In: Combustion and Flame 190 (2018), pp. 477–499.

[A6] Y. F. Zhang, R. Vicquelin, O. Gicquel, and J. Taine. “Practical indicators for assessing
the magnitudes of wall radiative flux and of coupling effects between radiation and other
heat transfer modes on the temperature law-of-the wall in turbulent gaseous boundary
layers”. In: International Journal of Heat and Mass Transfer 120 (2018), pp. 76–85.

[A7] C. Koren, R. Vicquelin, and O. Gicquel. “Self-adaptive coupling frequency for unsteady
coupled conjugate heat transfer simulations”. In: International Journal of Thermal Sci-
ences 118 (2017), pp. 340–354.

[A8] T. Lancien, K. Prieur, D. Durox, S. Candel, and R. Vicquelin. “Large Eddy Simulation
of Light-Round in an Annular Combustor With Liquid Spray Injection and Compari-



18 Part I. Scientific animation and production

son With Experiments”. In: Journal of Engineering for Gas Turbines and Power 140.2
(2017), p. 021504.

[A9] P. Rodrigues, B. Franzelli, R. Vicquelin, O. Gicquel, and N. Darabiha. “Unsteady dynam-
ics of PAH and soot particles in laminar counterflow diffusion flames”. In: Proceedings
of the Combustion Institute 36.1 (2017), pp. 927–934.

[A10] Y. F. Zhang and R. Vicquelin. “Controlling bulk Reynolds number and bulk temperature
in channel flow simulations”. In: Journal of Computational Physics 305 (2016), pp. 208–
216.

[A11] J. Larsson, S. Laurence, I. Bermejo-Moreno, J. Bodart, S. Karl, and R. Vicquelin. “In-
cipient thermal choking and stable shock-train formation in the heat-release region of a
scramjet combustor. Part II: Large eddy simulations”. In: Combustion and Flame 162.4
(2015), pp. 907–920.

[A12] M. Philip, M. Boileau, R. Vicquelin, E. Riber, T. Schmitt, B. Cuenot, D. Durox, and S.
Candel. “Large Eddy Simulations of the ignition sequence of an annular multiple-injector
combustor”. In: Proceedings of the Combustion Institute 35.3 (2015), pp. 3159–3166.

[A13] M. Philip, M. Boileau, R. Vicquelin, T. Schmitt, D. Durox, J.-F.-F. Bourgouin, and S.
Candel. “Ignition sequence of an annular multi-injector combustor”. In: Physics of Fluids
26.9 (2014).

[A14] M. Philip, M. Boileau, R. Vicquelin, T. Schmitt, D. Durox, J.-F. Bourgouin, and S.
Candel. “Simulation of the Ignition Process in an Annular Multiple-Injector Combustor
and Comparison With Experiments”. In: Journal of Engineering for Gas Turbines and
Power 137.3 (2014), p. 031501.

[A15] R. Vicquelin, Y. F. Zhang, O. Gicquel, and J. Taine. “Effects of radiation in turbulent
channel flow: analysis of coupled direct numerical simulations”. In: Journal of Fluid
Mechanics 753 (2014), pp. 360–401.

[A16] Y. F. Zhang, R. Vicquelin, O. Gicquel, and J. Taine. “A wall model for LES accounting
for radiation effects”. In: International Journal of Heat and Mass Transfer 67 (2013),
pp. 712–723.

[A17] Y. F. Zhang, R. Vicquelin, O. Gicquel, and J. Taine. “Physical study of radiation effects
on the boundary layer structure in a turbulent channel flow”. In: International Journal
of Heat and Mass Transfer 61 (2013), pp. 654–666.

[A18] P. Auzillon, B. Fiorina, R. Vicquelin, N. Darabiha, O. Gicquel, and D. Veynante. “Mod-
eling chemical flame structure and combustion dynamics in LES”. In: Proceedings of the
Combustion Institute 33.Part 1 (2011), 1331–1338.

[A19] R. Vicquelin, B. Fiorina, S. Payet, N. Darabiha, and O. Gicquel. “Coupling tabulated
chemistry with compressible CFD solvers”. In: Proceedings of the Combustion Institute
33.Part 1 (2011), 1481–1488.

[A20] B. Fiorina, R. Vicquelin, P. Auzillon, N. Darabiha, O. Gicquel, and D. Veynante. “A
filtered tabulated chemistry model for LES of premixed combustion”. In: Combustion
and Flame 157.3 (2010), pp. 465–475.



Chapter 3. List of publications and conferences 19

[A21] R. Vicquelin, B. Fiorina, N. Darabiha, O. Gicquel, and D. Veynante. “Coupling tabulated
chemistry with Large Eddy Simulation of turbulent reactive flows”. In: Comptes Rendus
Mecanique 337.6-7 (2009), pp. 329–339.

3.2 Ph.D. Thesis

[B1] R. Vicquelin. “Tabulation de la cinétique chimique pour la modélisation et la simulation
de la combustion turbulente”. PhD thesis. Ecole Centrale de Paris, 2010.

3.3 Book chapters

[C1] B. Cuenot, R. Vicquelin, E. Riber, V. Moureau, G. Lartigue, A. Figuer, Y. Méry, J.
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bulentes suitées”. In: Congrès Français de Thermique, Marseille, France (2017).

[E13] N. Dumont, R. Vicquelin, and O. Gicquel. Modeling propagation of detailed chemical
mechanism with tabulated chemistry. Groupement Français de Combustion, Journée
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Chapter 4

Modeling and simulation of
turbulent reactive flows

While the increasing resources in computational power allow more and more realistic direct nu-
merical simulations (DNS) of reactive flows, most configurations must rely on models to describe
turbulent transfers, chemistry and turbulent combustion altogether. Additionally, multiphase
flows comprising liquid fuel sprays or soot particles yield yet another level of complexity requir-
ing further modelling efforts. This chapter presents my different works with my co-workers in
developing and validating these models for turbulent reactive flows.

Among the different methods for chemistry reduction, my studies have mainly been focused in
tabulated chemistry methods, also known as flamelet models. Section 4.1 briefly illustrates the
limitation of Reynolds Average Navier-Stokes (RANS) simulations to show why the combustion
community has quickly adopted a higher fidelity approach that is large eddy simulation (LES).
The different flamelet models that we have either developed or implemented, and finally validated
are presented in Sec. 4.2. A wide range of models has been considered: FPI, FPV, RFPV,
compressible variant of FPV, unsteady igniting flamelets, FTACLES. The implementation of
these models in the AVBP code which solves the compressible set of Navier-Stokes equations
has required a dedicated study to do this in a physically consistent manner. This approach has
later enabled the study of thermal choking in scramjets (Highlight #1 in Fig. 1.1, Sec. 4.2.6)
with the CharlesX code. Finally, several developments in multiphase flows are presented in
Sec. 4.3.

Full list of References:

• Papers: [A1, A5, A9, A11, A18, A19, A20, A21]
• Book chapters: [C2, C3, C6]
• Theses: [B1] [T5, T6, T9]
• 14 conferences
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4.1 Flamelet models and limitation of RANS simulations

4.1.1 Flamelet models

Reduced chemical models are used to replace detailed kinetic mechanisms where the number
of species and reactions is too large to be accounted for in multidimensional computational
fluid dynamics (CFD). Several approaches exist to build such reduced chemical models. A first
approach consists in assembling a simpler kinetic mechanism by reducing the number of species
and reactions [228, 226, 143, 238, 180]. Global mechanisms with a couple of reactions and fitted
coefficients [239, 109, 70] yield the smallest mechanisms but loose connexion with detailed kinetic
mechanisms and elementary reactions. The identification of Quasi Steady-State Approximation
(QSSA) as manifolds in the state space of species mass fractions has led to a second family
of approaches based on the mathematical identification of low-dimensional manifolds [144, 24,
198]. Finally, flamelet models [67, 229] is a third family which roots in combustion theory and
the identification of key variables in different combustion regimes: the progress variable c in
premixed combustion and the mixture fraction z in non-premixed combustion. To account for
detailed kinetics, flamelet models describe turbulent flames as an ensemble of small laminar flame
elements. These laminar flames can be computed with detailed kinetics before the turbulent
flow computation and stored in a table as a function of the identified key parameters. That is
why flamelet models can also be referred to as tabulation methods or techniques in a broader
sense. The three mentioned categories of reduction method are not independent from each other
and one can find many connexions between them. Flamelet models and global mechanisms
have met a large success in their ability to scale up from academic to practical applications.
However, global mechanisms do not account easily for detailed kinetics effects without specific
tuning and cannot describe the intermediate species that are not included in the mechanism.
For some time, this has favoured tabulated chemistry for a large set of problems. Recently,
shortcomings of overly reduced mechanisms have been tackled by considering larger analytically
reduced mechanisms [106, 62] in realistic systems. With a trade-off in computational efforts,
such a promising approach can overcome the limitations of flamelet models. Nonetheless, when
the combustion regime is well-identified and the flamelet assumption valid, tabulated chemistry
methods yield the lowest computational cost in addition to being accurate.

Tabulation techniques can be based on several flame archetypes:

• Flamelet Prolongation of ILDM (FPI) or Flamelet-Generated Manifold (FGM) as-
sembles one-dimensional laminar premixed flames in a database [77, 78, 230]. The main
parameter is the progress variable. Mixture fraction is added by computing flamelets
at different equivalence ratio. Fiorina et al. [65] also developed a non-adiabatic version
including enthalpy as a new dimension of the database.

• Homogeneous reactors. Autoignition simulations follow a different path than premixed
flamelets in the species mass fractions state space. That is why homogeneous reactors have
been used to build chemical databases [55, 72, 40, 123] to describe configurations with
such phenomena. The different input parameters can be c, z, the initial temperature, the
pressure. In Perfectly Stirred Reactors (PSR) [64], a new parameter, the residence time,
is added.

• Steady non-premixed flamelets can be computed and stored as function of mixture
fraction [181]. This method has been extensively applied to diffusion flames. Each flamelet
is generated for a given strain rate, a or a specified stoichiometric scalar dissipation rate
χst.
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• In order to tackle quenching and reignition phenomena, a flamelet/progress variable
approach (FPV or FPVA) was used to tabulate diffusion flamelets from quenched to fully
burning state [183, 100, 102]. Input parameters of the table are mixture fraction and a
redefined progress variable.

• Unsteady non-premixed flamelets were chosen to include autoignition in stratified
mixtures [251, 32, 103] or enthalpy variation [101].

As the flame exhibits more and more complex combustion modes, additional features are ac-
counted in the flamelet generation such as separated fuel injection requiring multiple mixture
fractions [94], partially premixed combustion with 2D z-c databases [167], heat losses with 2D
z-Enthalpy tables [171], ... We note there the limitation of flamelet models: as one wishes to
include more and more effects together, the size of the database exponentially increases.

Once the flame archetype is chosen and the database is built after parametrization by a selected
set of variables, the CFD computation is carried out by only including transport equations for
these variables (or directly related quantities) which are solved instead of the full set of species
in the detailed mechanism whose information is stored in the database and is easily retrievable.
For RANS or LES, a turbulent combustion model must be introduced. The tabulated quantities
are now averaged (resp. filtered) quantities. These quantities are usually modelled by following
a Presumed Conditional Moment (PCM) [231, 66, 73] where the joint PDF or FPF of the key
parameters is modelled analytically. This procedure is illustrated in the next section.

4.1.2 RANS simulation of the H2/N2 Cabra flame

References: [B1]

The Cabra flame was designed to reproduce the stabilisation of turbulent jet flames in a vitiated
coflow while promoting auto-ignition. Two fuel compositions were studied: hydrogen-nitrogen
[26, 243, 83, 242] and methane-air [25, 83]. Both flames have been widely studied numerically
with different models: transported PDF [150, 110, 80, 91], CMC [177, 165], flamelets [49, 155,
103, 164]. During my thesis an approach similar to Ihme and See [103] was used to describe
autoignition in stratified mixtures from a set of unsteady 1D non-premixed flamelets.

Figure 4.1 shows the evolution of temperature in mixture fraction space for the hydrogen/nitrogen
Cabra flame at a given scalar dissipation rate χst = 100 s−1. The unsteady flamelet equations
are solved with the FLAMEMASTER code [185] with a detailed mechanism for hydrogen com-
bustion [172]. Boundary conditions are given by the reference compositions [26] in fuel and
coflow streams except for the 3%-uncertain coflow temperature which is set to 1052 K instead
of the reported nominal value of 1045 K. Auto-ignition starts preferentially in a lean and hot
temperature mixture. The stoichiometric mixture is zst = 0.475 and the most-reactive mixture
zMR is 0.01 where zMR is the mixture fraction for which the minimal ignition delay is found.
Following the early ignition of lean mixtures, a combustion wave propagates in z-space until the
steady solution is reached. Above a critical value χst = χi, auto-ignition does not occur because
the flame strain rate is too high.

A flamelet library composed of unsteady self-igniting flamelets is computed for 0 < χst < χi in
order to tabulate the chemistry. It captures all the physical phenomena mentioned above. Each
flamelet solution is a function of mixture fraction, time and stoichiometric scalar dissipation rate.
Any relevant variable can therefore be written as ϕ(z, t, χst). The time variable is substituted
by a reaction progress variable, c which varies between zero and unity for each flamelet solution.
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Figure 4.1: Time evolution of the temperature profile in mixture fraction space. The flamelet
was generated with the stoichiometric scalar dissipation rate χst fixed to 100 s−1.

It is defined as

c =
Yc(z, t, χst)

Ycb(z, χst)
with Yc = YH2O − YH2 + Yc0(z), (4.1)

where Yc is the non-normalised progress variable. Yc0(z) = YH2(z, t = 0) is added to the
definition of Yc in order to ensure that Yc remains positive, and Ycb is the steady state burning
solution, function of z and χst. Laminar flamelets quantities are then finally tabulated as
ϕ(z, c, χst).

For RANS simulations, Favre mean quantities ϕ̃ are modelled by assuming independency be-
tween z, c and χst:

ϕ̃ =

∫ +∞

0

∫ 1

0

∫ 1

0
ϕ(z∗, c∗, χ∗st)P (z∗)P (c∗)P (χ∗st) dz

∗ dc∗ dχ∗st. (4.2)

The PDF P (z∗) and P (c∗) are modelled using β-PDF [66] parametrised by the mean and variance
of the variables. A log-normal distribution is used to describe the scalar dissipation rate PDF,
P (χ∗st) with a standard deviation set to 1.0 according to experimental measurements of [54]
in turbulent flows. For the integration interval [χi,+∞], unburnt solutions are considered.
Averaged thermo-chemical quantities φ̃ are computed and stored in a five entries look-up table:
ϕ̃(z̃, zvar, c, cvar, χ̃st). zvar and cvar are the mixture fraction and progress variable variances. The

turbulent combustion model is completed by solving transport equations for z̃, zvar, Ỹc and Ỹ 2
c .

c and cvar are computed from Ỹc and Ỹ 2
c [66] and χ̃st is related to the mean scalar dissipation

rate computed in the RANS computation.

All RANS simulations are performed with the CFD code CFX [4] on a 2D axisymmetric mesh of
69 000 elements. A known shortcoming of the standard k− ε model is its overestimation of the
round jet spreading, known as the round jet anomaly. The error can be corrected by changing
and specifying ad hoc coefficients in the k and ε balance equations [84].

Figures 4.2 and 4.3 show several radial profiles at different heights in the H2/N2 Cabra flame
for a numerical configuration where the coflow temperature is fixed to 1052 K. Very good agree-
ment is obtained for the mixing fields of mixture fraction and its root-mean-square (rms), the
temperature and major species fields and the intermediate species OH.
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Figure 4.2: Radial profiles at six axial locations (X/d = 8, 9, 10, 11, 14 and 26) of Favre mean
mixture fraction (a), its RMS (b) and Favre mean temperature (c) of the H2/N2 Cabra flame.
Line: RANS simulation. Symbols: experimental data.
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Figure 4.3: Profiles of Favre mean species mass fractions tabulated in the flamelet database
(plain line) and measured (symbols). (a) Radial profiles of O2. (b) Radial profiles of H2. (c)
Radial profiles of H2O. (h) Radial profiles of OH.
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Figure 4.4: Flame lift-off height H (a) and its sensitivity to the coflow temperature (b) given
by the flamelet model and measurements [243, 83].

The predicted flame lift-off height is shown in Fig. 4.4 and highlights that the chosen coflow
temperature yields a correct value. Note that the chosen value of 1052 K is within the exper-
imental uncertainty of the nominal value. The sensitivity in the coflow temperature is finally
studied by carrying out several RANS simulations. Results shown in Fig. 4.4(b) demonstrate
the ability of the developed flamelet model to account for detailed kinetics effects such as the
stabilisation of a jet flame through auto-ignition.

4.1.3 RANS and LES simulations of the CH4/air Cabra flame

References: [B1]

The very same setup has been applied to the RANS simulation of the CH4/air Cabra flame.
A large-eddy simulation was also performed with the same flamelet model whose formulation
was transposed to the LES context. In fact, the RANS approach yields a poor estimation of
the lift-off height in this flame while the LES improves significantly the predicted value as seen
in Fig. 4.5(a). Radial profiles of the LES results are represented in mixture fraction space in
Fig. 4.5(b) and agree fairly with experimental model.

This shows that the derived flamelet model is still valid for the CH4/air Cabra flame. Mismatch
between RANS and LES results highlights a limitation of the former. In fact, in the methane/air
configuration, the stoichiometric mixture is zst = 0.175 and the most-reactive mixture zMR is
0.0015, which is very small. The stabilisation height is then very sensitive to the predicted
mixing field. This is where the RANS shortcoming issues from. The RANS approach is highly
challenged to predict mean fields by modelling the full spectrum of turbulent scales. Standard
models are known to break down in three-dimensional non-isotropic flows where no universal
turbulence behaviour can be identified. Even in the simple case of a round jet, the standard k-ε



Chapter 4. Modelling and simulation of turbulent reactive flows 33

Temperature [K]

(a)

0 0.2 0.4 0.6 0.8 1
Z

0

500

1000

1500

2000

2500

T 
[K

]

and   1      X/d = 15
and   2      X/d = 30
and   3      X/d = 40
and   4      X/d = 50
and   5      X/d = 70

5
4

3

2

1

(b)

0 20 40 60 80
X/d

0

0.25

0.5

0.75

1

Z

LES
RANS

(c)

Figure 4.5: (a) Averaged LES field of temperature and comparison of predicted lift-off height
H with experimental measurement and RANS result. (b) Radial profiles of mean temperature
as a function of mean mixture fraction at different heights. Lines: LES results. Symbols:
experimental data. (c) Comparison of RANS and LES predictions of mean mixture fraction on
the centerline.

model fails to predict the correct mixing fields without any trick as outlined previously. On the
other hand, in this case, by resolving energetic eddies, large-eddy simulation is able to predict a
much better mixing (Fig. 4.5(c)). While errors can of course remain in LES due to imperfections
in the subgrid-scale models, one can refine the mesh to lessen the impact of this errors. There
is no equivalent in RANS.

This section illustrates why most works in turbulent combustion modelling nowadays rely on
LES. The study of specific combustion dynamics such as combustion instabilities also endeav-
oured quickly on this path [186, 76] due to the necessary capture of unsteadiness provided by
LES.

4.2 Tabulated chemistry methods in LES

4.2.1 Numerical codes

During my research activities, I have had the opportunity to work with and develop in several
LES codes (Fig. 4.6): AVBP [160, 6] developed by CERFACS and IFPEN, YALES2 [158, 246]
developed by Vincent Moureau and Ghislain Lartigue in CORIA and CharlesX [120, 15, 16]
developed at CTR, Stanford University.

I would like here to acknowledge the initiative of the French combustion community to share the
AVBP and YALES2 codes though the GIS SUCESS. I warmly thank the developers in CORIA
and CERFACS that spend time to improve the solvers with new functionalities, make them
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16 Introduction

Figure 8: Two successive instants (t=14 and 19.2 ms) of the ignition sequence: sur-
face crossing the middle of the chamber coloured by axial velocity (light blue: �20 m.s�1

to yellow: 20 m.s�1), iso-surface of velocity coloured by temperature (turquoise blue:
273 K to red: 2400 K), and iso-surface of progress rate (shiny light blue) representing
the flame front. The two high-speed hot jets used for ignition appear as red zones in the
pictures (marked I1 and I2). The images were extracted from Boileau et al. (2008).

in the simulation as influencing the propagation were later retrieved in the
experimental studies mentioned above.
Numerical simulations of the ignition sequences in the MICCA chamber (Philip
et al. (2015a) and Philip et al. (2015b)) and in the KIAI linear array (Barré
et al. (2014)) have been carried out with premixed gaseous injection. Compar-
isons showed excellent agreement in terms of propagation speed and light-round
delay. The simulations were able to capture and reproduce the propagation
mechanisms identified in the experiments.

Figure 4.6: Different LES solvers used in my works: AVBP (Image from [18]), YALES2 (Image
from [158]), CharlesX (Image from [16]).

more efficient for the entire community, and incorporate with patience our own contributions in
their solver.

4.2.2 Tabulated chemistry in compressible CFD codes

References: [A11, A19], [B1]

YALES2 is a low Mach-number flow solver which then computes the velocity field from a
predictor-corrector method and a Poisson equation for the pressure field. On the other hand,
AVBP and CharlesX solve the full set of compressible Naviers-Stokes equations. In this frame-
work, an adaptation of the implementation of flamelet models in compressible solvers is nec-
essary. Indeed, during the flamelet database generation, perturbations due to compressibility
effects are not considered. The derived method was called TTC which stands for Tabulated
Thermochemistry for Compressible flows.

As imposing the tabulated temperature is simply not consistent physically in a compressible
solver, a first adaptation is the necessary liberty of the temperature field to move away from the
tabulated value for a fixed pressure. In order to inverse the relation between the transported
energy e and the temperature, a first order truncated Taylor expansion of e around T = T tab is
used:

T = T tab(ψ1, ..., ψn) +
e− etab(ψ1, ..., ψn)

Ctabv (ψ1, ..., ψn)
. (4.3)

A second adaptation deals with the characteristic boundary conditions [188] typically used in
compressible solvers. Initially derived for multi-species mixture, they must now rely on the
table parameters ψl. Transformation matrices between characteristic, primitive and conservative
variables are then modified, and new terms appear:

ϑψl
=

N∑

k=1

(
RT

Wk
− βek

)
∂Yk
∂ψl

. (4.4)

However, these new terms are also sensitive to compressible effects and cannot be directly
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Figure 4.7: (a) Mixture fraction isosurface z = 0.1 coloured by longitudinal velocity. (b)
Longitudinal mean and root-mean-square (rms) temperature profile. (c) Radial profiles of mean
species mass fractions extracted at the axial distance X = 30d. Symbols: multi-species formu-
lation. Line: tabulated chemistry formulation.

tabulated. As done for temperature, they are computed as

ϑψl
= ϑtabψl

(ψ1, ..., ψn) + σtabψl
(ψ1, ..., ψn)(T − T tab) (4.5)

with σtabψl
=

N∑

k=1

(R/Wk − βCvk)
∂Yk
∂ψl

. (4.6)

The derived TTC method was validated by comparing with multispecies solutions in the AVBP
code in several cases: traveling of acoustic waves, different types of characteristic boundaries, a
non-reactive turbulent jet, a 1D premixed flame. In all cases, the tabulated chemistry yielded
identical results to the reference case. Figure 4.7 shows the comparison of LES results for both
multi-species and flamelet formulations in the non-reactive Cabra flame configuration. The
tabulated model is based on the frozen mixing between the cold fuel jet and the hot coflow.

The derived method has enabled the use of flamelet models in compressible solvers and it was
used in all the following results with the codes AVBP and CharlesX. It has been extended to
real gases by Petit et al. [182] and too strongly compressible flows [A11, 203]. In the latter case,
the validity of the first-order approximation in Eq. 4.3 is extended by considering an expansion
in the polytropic coefficient γ instead. Furthermore, with larger compressible effects that can
strongly deviate the pressure and temperature from the tabulated values, one must consider this
impact on the reaction progress variable source term and other quantities such as the dynamic
viscosity and thermal conductivity. Augmenting the table dimensions being too cumbersome,
Saghafian et al. [203] have instead used power-law extrapolation from the reference flamelet
table computed at a reference pressure.
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(a) (b)

Figure 4.8: (a) Three-dimensional view of an instantaneous LES solution of the CH4/air Cabra
flame: isosurfaces of temperature (1600 K) and mixture fraction (z̃ = 0.5); planar slices coloured
by mixture fraction (left) and OH mass fraction (right). (b) Plane at X/d = 25 coloured by the
source term ˜̇ωYc . White line: iso-line χ̃ = 25 s−1. Red line: iso-line z̃ = 0.1.

4.2.3 LES results of the Cabra flame

References: [B1]

The TTC method was used for the large-eddy simulation of the CH4/air Cabra flame whose
results were shown in Sec. 4.1.3. In this section, the richness of the reactive flow features captured
by LES is outlined. The resolved flame shown in Fig. 4.8(a) exhibits a fluctuating lift-off height.

The transition from fresh gases to burnt gases along the flame height is studied by considering
planes at different heights. For each plane, temperature colour map and scatter plot in mixture
fraction space are drawn in Fig. 4.9. In the LES computation, combustion takes place as follows:

(a) The fuel jet mixes with the hot vitiated coflow without noticeable reaction. The scatter
plot of temperature is identical to the frozen mixing line.

(b) Ignition starts in lean hot mixtures where departure from the pure mixing line is observed
in the scatter plot. In lean mixtures, fresh, burnt and intermediate states are met for the
same axis distance.

(c) Ignition spreads to richer mixtures. During the same time, dilution into the coflow goes
on and the maximum mixture fraction that is encountered decreases.

(d) Lean mixtures are fully burnt while the others in the vicinity of the jet axis are still
burning.

(e) Rich pockets reach the final burning state.
(f) Finally, all points form the steady flamelet solution, indicating a diffusion flame down-

stream the flame stabilisation zone as expected.

Consequently, combustion in LES takes place in the same way as the chosen unsteady flamelets
to build the database. RANS simulation also follows the same pattern but LES allows for



Chapter 4. Modelling and simulation of turbulent reactive flows 37

(a) (d)

(b) (e)
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Figure 4.9: Instantaneous temperature colour maps and scatter plots in mixture fraction space
at heights: (a) X/d = 10 ; (b) X/d = 25 ; (c) X/d = 30 ; (d) X/d = 35 ; (e) X/d = 40 ; (f) X/d
= 60. Black line: iso-line z̃ = zst = 0.175.

describing much more complex effects. Indeed, auto-ignition being an unsteady phenomenon,
it should be tackled efficiently by LES. In Fig. 4.9(b) for example, scatter plot shows that
different burning states are encountered for a same mixture. This point is investigated more
closely in Fig. 4.8(b) where the source term ˜̇ωYc is represented. Iso-lines of mixture fraction
and mean scalar dissipation rates are also drawn. It appears that combustion does not occur
in the left half-part of the figure. It explains the presence of burning and non-burning states in
the scatterplot for the same mixture. The scalar dissipation rate contour tends to indicate that
combustion in identical mixtures is or has been prevented by high strain rates. Consequently,
fluctuations of ignition induced by unsteady scalar dissipation rates can be captured in LES.
In a RANS context where the mean stationary solution is computed, modelling such dynamic
effects is tremendously challenging.

4.2.4 Application of the RFPV model to a sooted jet diffusion flame

References: [A5], [T6]

During the thesis of Pedro Rodrigues, a sooted jet flame was computed to validate an LES
soot sectional model presented in Sec. 4.3.3. Before modelling soot emission, one must describe
the turbulent reactive flow in the gaseous phase. This was done with a non-adiabatic FPV
model whose results for the gaseous phase are here presented. The configuration chosen for
the simulation is the turbulent non-premixed pure ethylene/air diffusion flame which has been
extensively characterised experimentally at Sandia [249].
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Figure 4.10: Longitudinal cut of the cylindrical computational domain.

Numerical setup Good prediction of LES is not straightforward and one must pay attention
in particular to the numerical scheme, the mesh resolution and boundary conditions. As no data
were available for the incoming turbulent flow in the fuel jet, a refined LES of a fully developed
pipe flow for the configuration Reynolds number was computed in a periodic pipe. The computed
profiles of mean velocities and Reynolds stresses are then imposed at the turbulent inlet of the
full computational domain shown in Fig. 4.10. The adequacy of the mesh resolution was then
verified in a non-reactive case by comparing the results to classical turbulent round jet laws for
two different numerical schemes available in AVBP: the classical 2nd-order Lax-Wendroff (LW)
and the 3rd-order Two-step Taylor Galerkin Type C (TTGC) [39] numerical schemes. From
Fig. 4.11, we see that the classical results for round jet are reproduced correctly with the TTGC
numerical scheme which is then selected in the following.
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/ū

[-
]

TTGC

LW

Theoretical

(a)

0 10 20 30
x/D

0.0

0.1

0.2

0.3

0.4

0.5

u
rm

s/
ū
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Figure 4.11: Auto-similar evolutions of mean axial velocity decay (plotted as Ubulk/u) and
axial velocity rms compared with theoretical results [190].
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Figure 4.12: (a) S-curve: Evolution of the maximal temperature Tmax with the flamelet strain
rate. The extinction limit εext is found to be equal to εext = 1308s−1, which is consistent with
Sarnacki et al. [205]. (b) Evolution of Yc with z for each flamelet.

Flamelet model For the studied flame which is stabilised at the fuel injector thanks to a
pilot flame, the FPV flamelet model [183] is used. For the generation of the flamelet database,
strain-imposed counterflow non-premixed flames are computed with the REGATH package [68]
with the KM2 kinetic scheme [237]. The continuation technique based on the curvilinear abscissa
parametrised by the temperature and the strain rate [117, 169] is used in order to generate the
stable and unstable branches of the flamelet database (Fig. 4.12(a)).

The computed 1D flame fields are functions of mixture fraction and strain rate. In the FPV
approach, these fields are uniquely mapped as functions of z and a parameter Λ = Yc(zst) where
Yc is the non-normalised reaction progress variable defined here as

YC =
YH2O/WH2O + YCO2/WCO2 + YCO/WCO − 3YCH4/WCH4

1/WH2O + 1/WCO2 + 1/WCO + 3/WCH4

, (4.7)

which yields a proper unique mapping for each flamelet (see Fig.4.12(b)).

In order to take into account heat losses and therefore to generate a non-adiabatic flamelet
progress variable table, the RFPV procedure initially proposed by Ihme and Pitsch [101] has
been used. For each flamelet of the FPV dataset, unsteady flames are computed by adding a
radiative source term and starting from the steady adiabatic flamelet solution without radiation
source term. During the unsteady calculation, intermediate unsteady flamelets are stored as
a part of the RFPV flamelet dataset. Each one of these unsteady flamelets are parametrised
through a parameter Φ = H(zst) corresponding to the value of enthalpy at the stoichiometric
mixture fraction. The final table built from laminar 1D flames is parameterised by z, Λ and
Φ which are independent from each other by design. After turbulent closure of the different
marginal FDF and a ultimate remapping of the database, the final lookup table is discretised
with 100× 20× 100× 20 grid points in the filtered z̃ dimension, the subfilter segregation factor
Sz, the normalised filtered reaction progress variables c and the normalised filtered enthalpy H,
respectively.

Results The numerical results obtained for the chosen numerical setup combined through the
TTC method with the built RFPV table have been compared to the available experimental
data. Concerning the gaseous phase, Fig. 4.13 (top) shows a comparison of radial mean and
root mean square (RMS) temperature profiles with experiments at x/D = 134 [116]. In Fig. 4.13
(bottom), results for mean and RMS of XO2/XN2 ratio are presented for the same height. Good
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prediction of the mixture and temperature is obtained. Small overestimation of temperature at
the centerline is observed and peaks of radial temperature and XO2/XN2 ratio RMS are slightly
underestimated. Several aspects can affect the quality of these results: the predicted turbulent
mixing, the turbulent combustion model and also the radiation modelling (here, optically thin
assumption) which is important because of its coupling with temperature. Moreover, it should
be reminded that this set of experimental data [116] comes from measurements at a different
place than [249]. In fact, the altitude in [116] corresponds to a pressure about 15% lower than
the one used in our numerical setup (1 atm).

Figure 4.13: Comparison of mean and RMS temperature (top) and XO2/XN2 (bottom) radial
profiles between numerical (line) and experimental results (symbols) at x/D = 134. Experimen-
tal data is from [116].

In addition, Fig. 4.14 shows a comparison of mean OH radial profiles at different heights
above the burner between predictions and measurements [104]. The experimental data being
non-quantitative, experimental and numerical results are here normalised by their respective
maximum values for each height above the burner. The obtained agreement confirms a good
prediction of the position of the flame front and of the mean flame brush, necessary to correctly
locate soot oxidation phenomena.

The overall agreement of available gaseous fields is satisfactory and good predictions of the
gaseous phase are essential for the prediction of the source terms of the solid phase evolution.
Results in terms of soot productions are presented later in Sec. 4.3.3. Regarding the gaseous
phase predictions, the results are very satisfactory given that only three scalar transport equa-
tions (the filtered mixture fraction, its subgrid-scale variance, the reaction progress variable)
have been added to the Naviers-Stokes equations to achieve this quality.
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Figure 4.14: Normalised mean OH radial profiles at different heights above the burner: nu-
merical results (line) are compared to experiments (symbols). Experimental data is from [104].

4.2.5 Filtered tabulated chemistry for LES (FTACLES)

References: [A18, A20, A21], [B1], [C6]

Most tabulated chemistry methods initially derived in RANS have been directly transposed in
LES following a Presumed Conditional Moment (PCM) approach [231] were RANS statistical
moments are replaced by filtered and subgrid-scale (sgs) moments while keeping the same dis-
tribution such as the β distribution. During my thesis, we have outlined the limitation of such
an approach specifically for premixed combustion and have proposed another formalism based
on filtered flamelets.

Need for a new class of models As computational resources keep increasing, the LES
meshes get more and more refined, the corresponding filter size ∆ decreases and the part of
resolved flame wrinkling increases in the simulation. This is illustrated in Fig. 4.15(a) which
positions a PRECCINSTA burner simulation from 2009 in the Pitsch LES regime diagram for
turbulent premixed combustion [184]. The ratio ∆/δl is expressed as a function of the Karlovitz
number Ka in logarithmic scale. For Ka < 1, combustion takes place in the corrugated flame
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(a) (b)

Figure 4.15: (a) LES regime diagram for turbulent premixed combustion. The thick solid black
line represent the range covered by the Preccinsta flame simulation.(b) Node distribution versus
the Karlovitz number. Only nodes located into the filtered flame front have been considered,
i.e. for 0.01 < c̃ < 0.99.

regime while the thin reaction zone regime is observed when Ka > 1. The smallest size of the
flame wrinkling is given by the Gibson length lG defined as [181]

∆

lG
=
v′∆
S0
l

. (4.8)

The line corresponding to ∆ = lG is represented by a line of slope −2 in the LES diagram
(Fig. 4.15(a)). In the corrugated flame regime, when the filter width becomes smaller than the
Gibson length, the subgrid velocity fluctuation v′∆ is smaller than the laminar flame speed S0

l .
In such cases, the flame wrinkling is fully resolved at the LES filter scale. At the opposite, on
the right side of the line lG = ∆, subgrid scale wrinkling exists and will impact the filtered flame
front propagation speed S∆. The node distribution versus the Karlovitz number is plotted in
Fig. 4.15(b). First, it can be observed that most of the points are located in the corrugated flame
regime (Ka < 1). The chemical flame structure remains therefore laminar, validating a flamelet
approach. Secondly, for a substantial area of the flame surface (about 30 %), the Gibson length
lG is larger than the filter width and consequently the flame wrinkling is fully resolved at these
nodes. With the increase of computational power since 2009, as meshes are getting finer, this
proportion has increased substantially, even allowing a quasi-DNS treatment for the same setup
with state-of-the-art simulations [159]. This preliminary study demonstrates the crucial need for
modern turbulent combustion model to ensure a proper propagation of the filtered flame front
when the flame wrinkling becomes fully resolved.

Inadequacy of the β FDF Figure 4.16 demonstrates that a β-PDF (or FDF in a LES
context) does not fulfil this requirement. The original 1D flame front and filtered fields are
shown in Fig. 4.16(a). These fields parametrise the β-distribution at each node to compute
the filtered reaction rate of the reaction progress variable. The estimated burning flame speed
S∆ from the obtained filtered reaction rate is finally computed from the spatial integral of the
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quantity:

ρ0S∆ =

∫ +∞

−∞
ρ˜̇ωc(x)dx. (4.9)

Figure 4.16(b) shows that S∆ rapidly departs from the laminar burning speed Sl with a β-FDF
contrary to the exact filtered reaction rate for which the ratio S∆/Sl remains unity as expected
when there is no subgrid flame wrinkling. The intrinsic real FDF associated to the used Gaussian
filter is compared to the β-distribution in Fig. 4.16(c), showing that, although the β-distribution
has the correct qualitative behaviour, it differs quantitatively from the exact FDF.

(a) (b) (c)

Figure 4.16: A priori test of the β-PDF formalism in laminar regime. (a) Progress variable
c (solid line) and filtered progress variable c̃ (bold line) profiles as a function of the spatial
coordinate x. Dashed line is the subfilter progress variable segregation factor Sc. (b): A priori
computations of the filtered progress variable propagation speed for different values of filter size.
The filtered progress variable reaction rate is modelled by a β-PDF (squares) or by a Gaussian
filter (triangles). (c): Exact probability density function (PDF) of the progress variable (solid
line) compared with the presumed β-PDF (dashed line) at c̃ = 0.5.

FTACLES formulation This a priori analysis invites to use directly the filtered 1D flame
solutions as a new tabulation method dedicated to LES. Nonetheless, to be fully consistent
with the filtered equations, additional terms must be tabulated. The closed filtered transport
equation for the progress variable c̃ is given by

∂ρc̃

∂t
+∇ · (ρũc̃) = ∇ · (αc[c̃,∆] ρD∇c̃) + Σc[c̃,∆], (4.10)

where αc[c̃,∆] accounts for the filtered molecular diffusion term and Σc[c̃,∆] = ρ˜̇ωc + Ωc is the
sum of the filtered reaction rate and the tabulated unresolved convection term that writes in a
1D filtered premixed flame as Ωc = −ρ0Sl

∂
∂x(c − c̃). A posteriori validations have shown that

the closed equation is able to predict the correct burning flame speed and filtered profiles for
several filter values ∆/δl as long as at least 5-6 points are present in the filtered flame thickness.
Finally, going back to the general case, a subfilter wrinkling factor Ξ must be accounted for.
This gives the final expression of the FTACLES model:

∂ρc̃

∂t
+∇ · (ρũc̃) = Ξ∇ · (αc[c̃,∆] ρD∇c̃) + ΞΣc[c̃,∆]. (4.11)
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Figure 4.17: Predictions of mean (top) and rms (bottom) of CO2 mass fraction in the PREC-
CINSTA burner. Symbols: measurements. Lines: simulation with F-TACLES.

Application to a swirled premixed flame The FTACLES model was applied to the pre-
mixed PRECCINSTA burner (case with equivalence ratio φ = 0.83) with an algebraic model
for the subgrid-scale flame wrinkling factor Ξ [38]. Details on the numerical setup are in [A20].
Predictions of CO2 mass fraction fields are seen in Fig. 4.17. A very good agreement is observed
between experimental and numerical profiles, which demonstrates that the correct flame angle
and mean flame thickness are reproduced by the model.

Further developments The FTACLES studies have been quite prolific since. Further inves-
tigations of the fully premixed formulation have been carried out [159, 154]. It has been extended
to stratified premixed flames [5], heat losses effects [152] and combined with a dynamic model
for the subfilter flame wrinkling [206]. Finally, a non-premixed variant has also been studied
[45].

The FTACLES model has also been compared by Auzillon et al. [A18] to the popular Thickened
Flame for LES (TFLES) model [23, 38]. In the thickened flame concept, the profiles are artifi-
cially thickened by doping the molecular diffusion to capture the flame front on the LES mesh
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while modifying the reaction rate to consistently yield the correct laminar burning velocity. The
flame dynamics of 2D Bunsen flames excited by acoustic perturbations was compared for both
models (Fig. 4.18). The differences of flame response and the better behaviour of FTACLES
were explained due to the different thermal flame thicknesses of both models. Indeed, for the
same flame reaction thickness determined by the numerical requirement of the reaction rate
integration, the TFLES model which is a spatial rescaling of the laminar flame yields a larger
thermal thickness while the filtered thermal thickness of the FTACLES model remains close to
the filtered reaction thickness.

Figure 6: Iso-line ec = 0.5 during a cycle for �r =b�r = 5.7�0r ; — DNS filtered with � = 7.9�0r ; · – · F-TACLES with � = 7.9�0r ; � � � TFLES with
F = 5.7.

Figure 7: Heat release rate integrated over the computational domain as a function of time during a cycle. �r =b�r = 2.5�0r ; — DNS; · – · F-TACLES;
� � � TFLES.

Figure 8: Heat release rate integrated over the computational domain as a function of time during a cycle. �r =b�r = 5.7�0r ; — DNS; · – · F-TACLES;
� � � TFLES.

11

Figure 4.18: Isoline c̃ = 0.5 during a cycle. Plain line: DNS. — filtered DNSf with ∆ = 7.9δ0
r .

Dotted-dashed line: F-TACLES with ∆ = 7.9δ0
r . Dashed line: TFLES with the thickening

factor F = 5.7.

4.2.6 Flamelet model in a scramjet

References: [A11], [C2, C3]

The reactive flow in the HyShot II scramjet combustor is studied using large eddy simulations.
The computations are made feasible by two important modelling ingredients: an equilibrium
wall-model and a flamelet-based combustion model. The first objective of the study is to assess
the accuracy of this modelling approach through a validation study. The second objective is to
study the flow for increased fuel/air equivalence ratios (ERs) until the unstart of the combustor
due to thermal choking, i.e. when the heat release makes the flow entirely subsonic which, for
a scramjet, is detrimental in terms of performance.

Numerical setup The geometry of the HyShot II vehicle can be seen in Fig. 4.19. With the
use of the wall-model, the grid resolution is determined solely by the boundary layer thickness
(i.e., not by the viscous length scale). The grids are mainly structured, with O-grids in and
around the fuel injector. Three different grids are used to estimate the degree of grid sensitivity
in the results, with total cell-counts of 100M (fine), 43M (medium), and 14M (coarse).

Flamelet-based models with a presumed PDF have been rather widely used in the area of
subsonic combustion, but have been used much less for supersonic combustion. Sabelnikov et al.
[201] studied the flamelet-concept for supersonic flows and how the large kinetic energies involved
may change the flamelet solutions. Berglund and Fureby [14] used a flamelet/progress-variable
approach in their LES of the flow around a wedge-shaped injector. Other studies have relied
on other combustion modelling approaches. For example, the LES studies of the HyShot II
scramjet by Fureby, Chapuis and co-workers [71, 33] solved transport equations for the species
at the macro-level using a partially stirred reactor model to close the chemical source terms.
Similarly, the LES of Edwards et al. [53] solved macro-level transport equations, but without
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Figure 4.19: A slice through the HyShot II vehicle. The free stream (or flow from the shock
tunnel nozzle) approaches at a slight angle-of-attack of 3.6o. The flow passes through the strong
bow shock and the shock from the upper combustor wall; this shock is then swallowed by a
shock-trap, leading to a relatively weak shock system in the isolator. The LES is performed in
a domain covering the combustor and parts of the isolator and nozzle, respectively (shown with
the dashed line). The inflow conditions to the LES domain are computed through an auxiliary
2D RANS computation, covering the full domain shown in the figure.

any special closure for the source term. The chief difficulty in applying a flamelet model to
supersonic combustion is twofold: i) the high-speed flow and associated turbulent intensity is
often believed to invalidate the flamelet assumption; ii) the hydrodynamically induced variations
in pressure and enthalpy (due to, e.g., shock waves, wall-cooling, etc) are not easily handled in
tabulated techniques. Regarding the former point, the estimated Damköhler number of order
O(100) suggests that a flamelet approach is suitable. As for the second difficulty, we use an
extension similar to Pecnik et al. [179] of the steady flamelet/progress-variable model of Pierce
and Moin [183] to supersonic flows which is described hereafter.

Flamelets are solved and tabulated at a single reference pressure of ptab = 1.5 bar, and at
fixed temperatures at the fuel (pure hydrogen) and oxidizer boundaries (Ttab,Z=1 = 210 K and
Ttab,Z=0 = 1500 K, respectively). These conditions are representative of the conditions in the
HyShot II combustor. The H2-air mechanism (9 species, 20 reactions) by Hong et al. [98] is
used. Sample results of the pre-computed flamelets are shown in Fig. 4.20. The fully quenched
(mixing only) stoichiometric temperature is 1160 K. At such high temperatures, there is no
hysteresis and thus no S-curve, as shown in the figure.

As thermodynamic conditions (pressure, energy, density, temperature) can deviate strongly
from the reference conditions used in the flamelet computations, the classical TTC inversion of
energy-temperature relationship is replaced by a more robust method [203]:

T̃ = T̃tab +
γtab − 1

γ′tab

(
exp

{
γ′tab (ẽ− ẽtab)

Rtab

}
− 1

)
,

where γ′tab =
(
∂γ
∂T

)
tab

. The viscosity and thermal conductivity are computed using one-

parameter power-law expansions around the tabulated conditions as ∼ (T̃ /T̃tab)a, where the
exponent a is computed for each quantity by perturbation around the flamelet solution and
stored in the table.

Finally, the strong compressible effects on kinetics are accounted for by modifying the progress
variable reaction rate. Saghafian [202] used a DNS database of a temporally evolving mixing
layer for an a priori assessment, and found that the source term ρω̇

C̃
(in kg.m−3.s−1) scales

quadratically with pressure to a very good approximation. Inspired by these studies, the source
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Figure 4.20: Flamelets used to model the H2-air chemistry, computed at a reference pressure
of 1.5 bar. Left: Temperature as a function of the mixture fraction Z, with stoichiometric
mixture marked by the vertical line. The flamelets in the limits of zero and infinite stretch are
shown in thick lines, with approximately every fifth intermediate flamelet shown in thin lines.
Right: Stoichiometric temperature as a function of the flame stretch χst. Note the absence of
an S-shape, which is due to the high oxidizer temperature.

term is modelled in this work as

ρω̇
C̃

=

(
p

ptab

)(
ρ

ρtab

)
ρtabω̇C̃,tab

. (4.12)

The derived compressible-variant of the FPV model has been implemented in the code CharlesX
used in this study. Further details on the code can be found in the article [A11].

Validation A subset of 9 experimental runs with reacting flow near the nominal operating
condition are available from the campaign by Hannemann et al. [93, 92]; these have nominal
equivalence ratios (ERs) from 0.27 to 0.35 due to run-to-run variations. The run with the highest
ER (run #810) is chosen for the validation study, since this can be expected to be the most
challenging (more heat release, stronger fuel jet, etc). The fuel stagnation pressure p0,fuel is 5.73
bar for run #810. A visualization of the simulated flow was shown in Fig. 1.1.

The comparison between the experimental pressure measurements and the LES results is shown
in Fig. 4.21 for the lower and upper walls in the combustor. The rise in static pressure in the
combustor is due to the heat release in the supersonic flow. We first note that the LES results
for the mean pressure on the three grids are relatively close to each other, indicating that the
results are close to (but not quite) grid-converged for this quantity.

The computed mean pressure profiles fall along the upper bound of the experimental data for the
same reported ER=0.35. The experiment has about 8% uncertainty in the estimated ER [132],
and thus the cases at reported ERs of 0.34 and 0.33 (lower by 3% and 6%, respectively) actually
fall within the margin-of-error in terms of the ER. Since these ERs are nominally lower, the
corresponding results should be seen as an approximate lower bound on the measurements. In
the absence of cases with nominally higher ERs, it is reasonable to presume a similar margin-
of-error towards larger values. With this, the computed pressure profiles all fall well within the
experimental uncertainty.

The main focus of this study is on investigating the changes in the flow when the fuel/air
equivalence ratio (ER) is increased. The incoming air flow is held constant at the average shock
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concurrent with the mixing and heat release. For this reason, and
to distinguish it from more common isolator shock-trains, we refer
to it as a ‘‘combustor shock-train’’ in this paper.

The flow is partially visualized in Fig. 7. The combustor shock-
train begins with the sharp rise in pressure and density towards
the end of the combustor. Note the co-existence (or co-location)
of the combustor shock-train and the fuel jet. The term ‘‘leading
shock’’ is used to denote the beginning of this combustor shock-
train. The location of the leading shock is denoted by xs, and is
defined as the point where the cross-sectionally averaged Mach
number bM first decreases below 1.1. This location is not very sen-
sitive to the exact threshold, nor to which quantity is used to
define it, with variations limited to within 2–3 mm.

We note that the appearance of a combustor shock-train for ER
J 0:40 here is consistent with the results of Chapuis et al. [23],
who noticed a qualitative difference in the results between the
flight at 33 km altitude and the shock tunnel experiments designed
to approximate that flight condition. The ER was about 0.38 in the
flight but around 0.43 in the experiments, and the pressure profile
in the latter case appears similar to the present ones with a com-
bustor shock-train.

The range of ERs that result in a combustor shock-train is the
focus of the remainder of the paper. Comparisons will be made
with a series of shock-tunnel experiments, described more fully
in the companion paper [15] to the present one. It should be noted
that, although the present LES investigation into this regime was
launched in parallel with the experimental investigation in the
HEG shock tunnel at DLR, no further communication between the
respective parties took place before the simulation details were
finalized and most of the results were obtained. The simulations
were thus truly blind predictions.

4.1. Long-time integration and validation

The first step is to verify that the simulations reach a truly
steady state, and that the combustor shock-train does not continue
moving upstream eventually causing inlet unstart. Figure 8 shows
an x! t contour of the cross-sectionally average pressure bp for
ER = 0.414. The highest pressures form ‘‘ridges’’ in the figures;
the first (most upstream) ridge is the leading shock of the combus-
tor shock-train.

This case was integrated for 10 ms, about twice the test time in
the experiments at DLR. The solution clearly reaches a steady state
after about 5 ms, and then stays in place for the remaining 5 ms of
the simulation. This length of time corresponds to approximately
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Fig. 5. Mean wall pressure and heat flux in HyShot II from LES (lines) for run #810 with ER = 0.35. Compared with experiments [10,11] for the same run #810 (circles) as well
as runs #804 and #809 (ERs = 0.34 and 0.33; both marked with crosses) to show the run-to-run variation. LES on fine mesh (100 M cells, dashed), medium mesh (43 M cells,
solid) and coarse mesh (14 M cells, dash-dotted). Top row: wall pressure along a line halfway between the injectors. Bottom row: wall heat flux along a line through the
injector. Left column: Lower wall. Right column: Upper wall.
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Fig. 6. Effect of increasing ER on the cross-sectionally averaged pressure bp. Steady
state at the nominal operating point ER = 0.303 (lowest line). Steady state at
ER = 0.377 is qualitatively similar (second lowest line). Increasing to ER = 0.396
creates a ‘‘combustor shock-train’’, where solutions are shown after 0.8 ms, 1.2 ms,
2.0 ms and the long-term steady solution after about 9 ms (most upstream line).
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Figure 4.21: Mean wall pressure in HyShot II from LES (lines) for run #810 with ER=0.35.
Compared with experiments [93, 92] for the same run #810 (circles) as well as runs #804 and
#809 (ERs=0.34 and 0.33; both marked with crosses) to show the run-to-run variation. LES
on fine mesh (100M cells, dashed), medium mesh (43M cells, solid) and coarse mesh (14M cells,
dash-dotted). Left: Lower wall. Right: Upper wall.

tunnel conditions for the remainder of the study; thus the ER is directly controlled by the
total pressure in the fuel feed p0,fuel. For ER . 0.38, increasing the ER does not lead to any
qualitative changes in the flow, only to a slightly larger pressure-rise within the combustor and
a larger thrust. Increasing the ER beyond about 0.38, however, results in a qualitative change
in the flow with the development of a stronger shock towards the end of the combustor. This
shock travels then upstream, becoming the leading shock in a shock-train, and finds a seemingly
stable position in the combustor. This shock-train is similar to the shock-trains that form in the
isolator of scramjets in dual-mode operation, but differs in that here it forms in the combustor,
concurrent with the mixing and heat release. For this reason, and to distinguish it from more
common isolator shock-trains, we refer to it as a “combustor shock-train”.

Figure 4.22: Contours in a horizontal plane at y = 7 mm (i.e., 2.8 mm from the upper wall),
from x = −30 mm to x = 242 mm (the combustor exit), for ER=0.414. coloured from low
(blue) to high (red) values. Top: pressure (0.6 to 6.0 bar). Bottom: density (0.1 to 1.1 kg/m3).

The flow is partially visualised in Fig. 4.22. The combustor shock-train begins with the sharp
rise in pressure and density towards the end of the combustor. Note the co-existence (or co-
location) of the combustor shock-train and the fuel jet. The term “leading shock” is used to
denote the beginning of this combustor shock-train. The location of the leading shock is denoted
by xs, and is defined as the point where the cross-sectionally averaged Mach number M̂ first
decreases below 1.1.

Comparisons are made with a series of shock-tunnel experiments, described more fully in the
companion paper [134]. The final location of the combustor shock-train xs,final is shown in
Fig. 4.23 and compared to the results from the experiments [133, 134]. For both the LES and
the experiments, the uncertainty due to variations in position over the finite time extent is
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estimated and shown in the figure. The agreement is rather remarkable for ER . 0.45, but with
differences for larger ERs. In fact, the earlier experiments of Laurence et al. [132] indicated that
the combustor shock-train may be stable for even larger ERs (up to ∼0.7) than those considered
here, at least within the limitation of the short test time.

25 flow-through times. We conclude that the flow is in a statisti-
cally steady state, at least on the time scales investigated here.

The evolution of the leading shock location xs is shown in Fig. 9
for several different ERs. The speed of the leading shock us ¼ dxs=dt
is also shown in the figure. Each case was started from the next
lower ER. The combustor shock-train appears to reach a steady
position within the combustor for ERs up to 0.450, as evidenced
by both the xs and the (more sensitive) us profiles. At ER = 0.469,
the solution has not been integrated for sufficiently long to say.
At ER = 0.524, the combustor shock-train moves upstream until
the leading shock reaches about xs " 30 mm, at which point the
shock system merges with the fuel jet bow shock (at t " 3 ms). This

behavior is similar to that seen in a RANS simulation of the same
configuration at ER = 0.553 [13]. At ER = 0.597, the shock-train con-
tinues to move farther upstream into the isolator, until it reaches
the inlet to the LES domain and the simulation is halted.

The simulations thus show three distinctly different flow
regimes: nominal, with supersonic combustion throughout, for
ER K 0.38; stable and steady flow with a combustor shock-train
for 0.38 K ER K 0.5–0.6; and either classic dual-mode flow with
an isolator shock-train or fully unstarted flow for ER J 0.6.

The final location of the combustor shock-train xs;final is shown
in Fig. 10 and compared to the results from the experiments
[12,15]. For both the LES and the experiments, the uncertainty
due to variations in position over the finite time extent is

Fig. 7. Contours in a horizontal plane at y ¼ 7 mm (i.e., 2.8 mm from the upper wall), from x ¼ #30 mm to x ¼ 242 mm (the combustor exit), for ER = 0.414. Colored from low
(blue) to high (red) values. Top: pressure (0.6–6.0 bar). Bottom: density (0.1–1.1 kg/m3). (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)
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Fig. 8. Cross-sectionally averaged pressure bpfrom the medium mesh at ER = 0.414,
plotted versus streamwise location and time from 1.1 bar (white/blue) to 4.6 bar
(black/red). The injector is located at x ¼ 0 and the nozzle begins at x ¼ 242:5 mm
(marked by a thick line). (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
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Fig. 9. Evolution in time of the location of the leading shock in the combustor shock-train xs , defined as the location where the cross-sectionally averaged Mach number bM
first dips below 1.1. Left: Leading edge location xs for a collection of ERs. Note that the fuel injector is located at x ¼ 0. Right: Velocity us ¼ dxs=dt for the same ERs, filtered to
remove noise due to the numerical differentiation.
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Fig. 10. Final leading shock location xs;final for different ERs. Comparison of results
from LES (blue, with circles) with those from the experiment (red [15]). To facilitate
direct comparison, the xs;final is extracted here (in this figure) from the spanwise-
averaged density variation near the upper wall, analogously to how it was extracted
from the experimental Schlieren images. The error estimates are primarily due to
the finite time extent (thus largest for the experiment and the LES cases with the
shortest integration time). Note that the xs;final values are given in LES coordinates,
i.e., relative to the fuel injector.
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Figure 4.23: Final leading shock location xs,final for different ERs. Comparison of results
from LES (blue, with circles) with those from the experiment (red: [134]). Note that the xs,final

values are given in LES coordinates, i.e., relative to the fuel injector.

Analysis The basic effect of increasing the equivalence ratio (ER) is shown in Fig. 4.24. which
shows quantities averaged in time and over the combustor cross-section (or across the upper and
lower walls in the case of surface quantities). Note that simple cross-sectional averages are used,
without any stream-thrust weighting or similar. The cross-sectionally averaged Mach number
is close to 1 in the combustor shock-train. The cross-section 2D mean field remains however
inhomogeneous with about 40-60% of the cross-section occupied by subsonic flow for those
cases. For ER=0.414, the shock-train is not strong enough to drive the average flow to subsonic
conditions, though for ER=0.450 M̂ becomes principally subsonic a short distance downstream
of the leading shock. Increasing the ER to 0.524 pushes the combustor shock-train up to the fuel
injector, where it merges with the fuel jet bow shock. This case produces up to 70% subsonic
flow, yet it appears to be stable.

In the plot of the averaged source term, ̂̇ωH2O, (upper right) we see that the presence of the
shock-train substantially increases H2O production (and by proxy, the rate of heat release) in the
region immediately downstream of the leading shock. This is consistent with the intensified OH*
intensity seen associated with the shock-train in the experimental chemiluminescence images of
Laurence et al. [134]. The average ̂̇ωH2O tails off significantly downstream.

In the lower left plot we see that the shock-train causes the wall friction τ̂w to decrease by
approximately 10% in comparison to the ER=0.377 case. Much more significant, however, is
the enhanced heat loss at the combustor walls q̂w (lower right), which can increase by 50% or
more. Both these effects - decreased friction and increased heat loss - will tend to drive the
combustor flow away from choking conditions.

Further analysis, notably the interconnection between the stoichiometric and sonic isosurfaces,
can be found in the paper [A11]. The studied scramjet demonstrates how detailed LES combined
with a cleverly designed flamelet model can describe fairly accurately such a complex flow. In
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occupied by subsonic flow for those cases. For ER = 0.414, the
shock-train is not strong enough to drive the average flow to sub-
sonic conditions, though for ER = 0.450 bM becomes principally sub-
sonic a short distance downstream of the leading shock. Increasing
the ER to 0.524 pushes the combustor shock-train up to the fuel
injector, where it merges with the fuel jet bow shock. This case pro-
duces up to 70% subsonic flow, yet it appears to be stable.

In the plot of the averaged source term, b_xH2O, (upper right) we
see that the presence of the shock-train substantially increases
H2O production (and by proxy, the rate of heat release) in the region
immediately downstream of the leading shock. This is consistent
with the intensified OH⁄ intensity seen associated with the shock-
train in the experimental chemiluminescence images of Laurence
et al. [15]. The average b_xH2O tails off significantly downstream.

In the lower left plot we see that the shock-train causes the wall
friction to decrease by approximately 10% in comparison to the
ER = 0.377 case. Much more significant, however, is the enhanced
heat loss at the combustor walls (lower right), which can increase
by 50% or more. Both these effects – decreased friction and
increased heat loss – will tend to drive the combustor flow away
from choking conditions.

The flow is visualized in Fig. 14 in a plane through the fuel injec-
tor. In this and most subsequent figures, three representative cases
are shown: ER = 0.377 is the highest ER that still displays a nominal
operating pattern, ER = 0.414 with a combustor shock-train starting
at xs ! 140 mm, and ER = 0.450 with a combustor shock-train start-
ing at xs ! 75 mm. The chemical reactions are particularly vigorous
immediate behind the leading shock in the shock-train, as seen to
some degree in the instantaneous temperature and OH mass
fraction visualizations and more clearly in the cross-sectionally
averaged results in Fig. 13.

The boundary layers are fully attached, even instantaneously, at
ER = 0.377, but a separation bubble appears near the leading shock
in the combustor shock-train. This bubble is instantaneously rather
large in the vertical direction, but of limited extent in the spanwise
direction (not shown). When present, it always appears on the
lower wall near the centerline, in the lower-velocity and lower-
density wake of the fuel injection.

The H2O source term in Fig. 14 shows quite clearly how the
flame is anchored upstream of the fuel injector, in the small recir-
culation region caused by the bow shock around the fuel jet. The
flamelet-based combustion model then predicts a partially
quenched flame up to about x ! 30 mm, as evidenced by the low
temperature and H2O mass fraction in Fig. 14. In the remainder
of the combustor, the flamelet-based combustion model predicts
fast chemistry behavior. As a representative example, the chemical
state at x ¼ 115 mm for ER = 0.377 is shown in Fig. 15. The mass
fraction of water is essentially that of an equilibrium flamelet.
The results by Karl et al. [16–19] using a finite rate chemistry RANS
model support the notion that the chemistry truly is close to equi-
librium in most of the combustor. Therefore, the most salient mes-
sage of Fig. 15 is arguably the strong influence of the wall-cooling.
The temperature range among the fully burnt gases is about 500–
2600 K. Most of the strong wall-cooling affects the burnt gases.

We next consider the H2O production rate in more detail, as a
surrogate of heat release. The instantaneous mass fraction of the
reaction product H2O is shown in slices at constant x in Fig. 16.
The stoichiometric line Z ¼ 0:028 is shown in each figure, and it
is clear that the turbulent combustion model predicts fast chemis-
try behavior. The burnt gases inside the stoichiometric line are
close to equilibrium, and there is a rather sharp reaction front
around the stoichiometric line.
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Fig. 13. Time- and cross-sectionally averaged results during steady state at different ERs. In every plot, the different cases are, in order, ER = 0.377 (nominal, fully started flow;
blue solid line), ER = 0.414 (with combustor shock-train starting at xs ! 140 mm; light blue solid), ER = 0.450 (combustor shock-train starting at xs ! 75 mm; green solid),
ER = 0.524 (combustor shock-train merged with the fuel injector bow shock; pink dash-dotted), and ER = 0.597 (combustor shock-train starting upstream of the injector, and
moving upstream as indicated by the arrow; red dashed). Note that the ER = 0.597 case does not reach steady state, and the simulation was halted due to the combustor
shock-train reaching the LES inflow. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Figure 4.24: Time- and cross-sectionally averaged results during steady state at different
ERs. In every plot, the different cases are, in order, ER=0.377 (nominal, fully started flow;
blue solid line), ER=0.414 (with combustor shock-train starting at xs ≈ 140 mm; light blue
solid), ER=0.450 (combustor shock-train starting at xs ≈ 75 mm; green solid), ER=0.524 (com-
bustor shock-train merged with the fuel injector bow shock; pink dash-dotted), and ER=0.597
(combustor shock-train starting upstream of the injector, and moving upstream as indicated
by the arrow; red dashed). Note that the ER=0.597 case does not reach steady state, and the
simulation was halted due to the combustor shock-train reaching the LES inflow.

other types of flames, additional physical phenomena must be included and the number of
submodels quickly increases. This is the topic of the next section.

4.3 Additional models in complex reactive flows

4.3.1 Droplet injection model in two-phase flows

References: [D11], [T5]

Simulations with liquid spray injection give rise to several modelling issues. A first one is the
problem of describing the spray atomisation process which yields to a mist of small droplets.
Reactive large-eddy simulations cannot afford to simulate this phenomenon. Therefore, the
generated disperse liquid phase is instead injected directly in the simulations. One must then
provide the parameters of the droplet injection model: profiles of droplet size, velocity, tem-
perature and density. This can be done by modelling the primary and secondary atomisation.
Another approach was followed during the thesis of Théa Lancien: the injection model param-
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eters are optimised by reducing the error with downstream experimental measurement. This is
based on the construction of a surrogate model assembled from multiple LES that are carefully
selected.

Selection of the droplet diameter Without loss of generality in the principle of the op-
timisation method, the disperse liquid phase is described here with a monodisperse Eulerian
description where moments of the droplet number density function (NDF) are transported [204,
207]. By fixing the shape of the injected profiles of droplet density and velocity, the remaining
unknown in this monodisperse description is the injected droplet diameter dinjl . Selecting a
representative single diameter of a polydisperse spray is a difficult task. A common approach
is to retain the Sauter mean diameter D32 = (

∑
N d

3)/(
∑

N d
2), which is 20 µm is the studied

configuration SICCA-Spray [191]. Instead, an optimum value of the injected droplet diameter
that best represents the evolution of the spray is deduced here by computing a surface response
on mono-disperse Eulerian simulations thanks to uncertainty quantification (UQ) methodology.
This analysis is carried out on an unconfined single injector configuration where liquid-phase
experimental data are available 7.5-mm downstream the combustor inlet plane.

Table 4.1: Values of the evaluations of the injected diameter for each quadrature level.

Quadrature level

1 2 3 4

0.5 0.5 0.5 0.5
- - - 0.83
- - 1.81 1.81
- - - 3.41
- 5.55 5.55 5.55
- - - 8.17

Injected - - 11.15 11.15
droplet - - - 14.38

diameter 17.75 17.75 17.75 17.75

dinjl [µm] - - - 21.12
- - 24.35 24.35
- - - 27.33
- 29.95 29.95 29.95
- - - 32.09
- - 33.69 33.69
- - - 34.67

35.0 35.0 35.0 35.0

The surface response is built with Polynomial Chaos Expansions (PCE) [244, 197]. PCE allows
for approaching uncertain fields that depend on both deterministic and uncertain parameters.
A given field u can then be written as u(x, ω) where x represents the deterministic parameters
and ω the uncertain ones. In the present study the injected diameter dinjl is considered to be
the unique uncertain parameter. Through PCE, one is able to estimate any given field with the
polynomial decomposition:

u(xj , d
inj
l ) ≈

N∑

k=0

ak(xj)Pk(d
inj
l ). (4.13)
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For any given point xj , knowing the value of the coefficients ak(xj), u(xj , d
inj
l ) becomes a con-

tinuous function of the uncertain parameter dinjl , whose study is then straightforward. Using
non-intrusive methods, the computation of the coefficients ak(xj), which are defined by inte-

grals, is carried out with nested quadrature rules: M = 2l + 1 evaluations of u(xj , d
inj
l ) are

required for the l-quadrature level. In the context of LES, several simulations, corresponding
to different values of dinjl are then performed. The retained Clenshaw-Curtis nested quadrature
rule enables to limit the number of evaluations for several quadrature levels [121], which is a
great benefit given the computational cost of carrying out several large-eddy simulations. The
considered injected diameter distribution is considered uniform between 0.5 µm and 35 µm. Due
to the cost of each simulation, the maximum quadrature level was limited to 4 for this study.
The corresponding values for the evaluations of dinjl obtained according to the Clenshaw-Curtis
quadrature rule are summarised in Table 4.1. For the highest quadrature level that was consid-
ered, 17 simulations were performed. Each simulation was started from the same converged air
flow field, the two-phase flow was converged for 15 ms and averaged over 30 ms. A preliminary
study not shown here confirmed the quality of the mesh and LES setup to accurately predict
the gaseous flow.

Figure 4.25: Response surface for the liquid-phase axial velocity at x = 7.5 mm.

Each field can then be estimated by the polynomial approximation for any value of the injected
diameter, even ones that were not simulated. In other words, at a given point in space and for a
given physical field, the polynomial reconstruction yields an estimation of this field according to
the injection diameter. This provides a way to determine an optimal diameter more efficiently
than by carrying out a parametric study with a finite set of values. An example of response
surface is given in Fig. 4.25 for the liquid velocity at x = 7.5 mm. Each radial profile of the
axial liquid velocity can now be obtained for any value of the injected diameter and becomes a
3D surface. The figure shows that when smaller droplets are injected, the central recirculation
zone present is the gaseous flow is more intense in the liquid phase field and the velocity profiles
are closer to the gaseous one as expected for small Stokes number droplets. On the other side
of the plot, when the droplets are bigger, they have a more ballistic behaviour, leading to the
disappearance of the central recirculation zone and less intense velocity peaks.
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The optimization criterion was based on the prediction of the correct two-phase flame burning
velocity at the flame stabilisation height. The reference field is estimated from experimental data
on the polydisperse spray and the expression by Ballal and Lefebvre [8] for the two-phase flame
burning velocity. This value is compared to the burning velocity of the equivalent monodisperse
spray at the same height. The found optimal diameter is 15.3 µm which yields a 16% error on
the flame speed. This value is between the mean diameter D10 = 10 µm, which in fact minimises
the error with the liquid velocity measurements, and the Sauter mean diameter which controls
the evaporation rate.

Reactive flow simulations The choice of the injected diameter is compared to other diam-
eters in Figs. 4.26 and 4.27 in reactive simulations of the confined spray flames. The TFLES
model is used with a 2-step-chemistry for n-heptane (see Sec. 5.3.2 for details). The simulation
with the Sauter mean diameter (dinjl = D32) yields the poorer results while the Dopt and D10

cases exhibit similar results. The study shows that selecting naively the Sauter mean diameter
would have yielded incorrect results.

Figure 4.26: Average flame shapes for several values of the injected diameter, for dinj = D10 =
8 µm (left), dinj = D32 = 20 µm (center right), and dinj = Dopt = 15.3 µm (right), compared
to the experimental averaged Abel transform (center left). The white lines are iso-lines of the
gaseous axial velocity at u = 0 m.s−1.

The derived methodology can also be applied in a multiparameter and polydisperse context.
It allows for replacing the heuristic manual tuning by a sound optimization problem to match
downstream measurements. Indeed, the liquid fuel injector is often hidden upstream in the
combustors where no optical apparatus can access it. The sparse grid cubature methods enabled
by PCE surface response will prove to be very efficient in such multiparameter problems.

4.3.2 Limitation of flamelet models to predict PAHs and soot particles emis-
sion

References: [A9], [T6]

Chemical species such as Polycyclic Aromatic Hydrocarbons (PAHs) and soot particles that are
characterised by large chemical time scales are known not to remain in flamelet manifolds as soon
as they are solicited by an external perturbation such as occurring permanently in turbulent
flows. The unsteady dynamics of sooted flames has been studied in pulsating counterflow flames
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Chapter 2 - Simulation of the steady-state regime of the single
burner configuration SICCA-Spray
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Average flame shapes for these two new cases are shown in Fig. 2.36 (dinj =
D10 in the far left dinj = D32 in the center right) and compared with the
experimental Abel transform (center left) and the previous simulation where the
optimal diameter was injected (far right). Regarding the numerical results, the
heat release rate is normalised by its maximum value for the sake of comparison
and varies from 0 in black to 1 in yellow. Overall, the addition of the isothermal
boundary condition seems to have had a greater effect on the position and the
shape of the flame than the value of the injected diameter. The simulation
with the Sauter mean diameter (dinj = D32) yields the poorer results, while
the outer branches at the foot of the flame are similar to the other simulations,
the stabilisation of the flame around the central axis is not as well predicted
as in the other two cases. The height of the flame is well captured by all three
simulations.
The Dopt and D10 cases exhibit flame shapes and positions that are very close
to each other and to the experimental flame. They can be further compared
through the gaseous axial velocity field, for which experimental measurements
are available.

Figure 2.37: Mean axial velocity profiles for the gas phase at different heights for
different values of the injected diameter.Dinj = Dopt; �: iso-thermal relaxed walls,
Dinj = Dopt; �: iso-thermal relaxed walls, Dinj = D32; �: iso-thermal relaxed walls,
Dinj = D10; • : Experimental data (provided by K. Prieur and D. Durox).

Figure 2.37 compares the velocity profiles at different heights above the injection
for the two additional simulations (D10 in red and D32 in blue), compared

Figure 4.27: Mean axial velocity profiles for the gas phase at different heights for different
values of the injected diameter. −: dinjl = Dopt; −: dinjl = D32; −: dinjl = D10; •: Experimental
data.

with the code REGATH [68]. The gaseous chemistry is described with the KM2 mechanism
[237] and the soot size distribution is computed through a sectional model.

Figure 4.28 (left) presents the unsteady response of the soot maximum volume fraction and
pyrene (A4) maximum mass fraction (the smallest considered soot precursor) to the unsteady
imposed strain rate during two oscillating cycles. Quantities have been normalised with their
respective steady values at the lowest and highest strain rates for three frequencies. The higher
the frequency, the more fmax

V and Y max
A4 fluctuations are dumped and phase-lagged. Looking at

the results in the a-space (Fig. 4.28, right) enables a clear comparison with the quasi-steady
solution (grey line). A quasi-steady response is observed at low frequency (f = 0.1Hz), while for
higher frequencies, solutions step aside from the steady results. Similar behaviour is observed
for the temporal evolution of the particle size distribution (PSD).

These computations have enabled to derive a model of the dynamic response of PAHs and
individual soot section. Figure 4.29 presents these responses in terms of gain and phase lag
of maximum temperature, Y max

A2 , Y max
A4 , maximum soot mass fraction of two sections (sections

12 and 16) and fmax
V . The response of precursors and soot is more phase-lagged and damped

than temperature. Moreover, phase-lag and damping increases with their size (not shown for
all precursors). Big particles are the main contributions to soot volume fraction, so that fV
response is mainly governed by the last soot sections. A good agreement is obtained between the
numerical results (lines) and the analytical model (symbols). Discrepancies are mainly observed
at high frequencies but the hierarchical behaviour between temperature, soot precursors and
soot sections is well predicted.

The nature of PAHs and soot response outlines the inaccuracy of a flamelet assumption for these
chemical species characterised by a slower chemistry than the main flame oxidation. Hence, it
was recognised that mass fractions of PAHs must be solved in separated transport equations with
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Figure 4.28: Normalised response of soot maximum volume fraction (fmax
V ), pyrene maximum

mass fraction (Y max
A4 ) to the unsteady imposed strain rate a(t).
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Figure 4.29: Comparison between the derived analytical model predictions (lines) and numer-
ical results (symbols) of amplitude gain and phase lag for maximum temperature, naphthalene
(A2) and pyrene (A4) maximum mass fractions, maximum mass fractions of the 12th, the 16th

soot sections and maximum soot volume fraction. Analytical results for Tmax and Y max
A2 are

superposed.

specific models to let them interact with gaseous species stored in the flamelet table [162, 245].
Similarly, soot particle fields cannot be interpolated in the table and must be solved separately.

4.3.3 Large-eddy simulation of a jet sooted flame with a sectional approach

References: [A5], [T6]

This study follows Sec. 4.2.4 where results for the gaseous phase in the Sandia ethylene/air
diffusion flame were presented. The original RFPV model is here augmented with a lumped PAH
equation [162] and an original addition of a sectional model in a LES context to predict soot
emission. This work was done during the thesis of Pedro Rodrigues with the main supervision
of Benedetta Franzelli and Nasser Darabiha on soot modelling. The main results are here
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synthesised.

25 sections are transported to describe the particles size distribution describing particles with
volumes comprised between 0.7 nm3 and 5× 109 nm3. Figure 4.30 shows instantaneous fields of
soot volume fraction fV and of particles number density Npart (from the left). An iso-contour
of mixture fraction at value Z0 localising the flame front is also shown with a solid line. It
can be noticed that soot particles are always located on the rich side of the flame (Z > Z0)
close to the jet axis. Figure 4.30 also presents the instantaneous total soot volume fraction
source terms: nucleation Q̇nu, condensation Q̇cond, surface growth Q̇sg and oxidation Q̇ox and
coagulation source terms. This illustrates the richness of the phenomena to describe in sooted
flames. Analysis of the different field can be found in the article [A5]. Surface reactivity of
soot particles has been identified as the most important contributions to the total soot mass
production and destruction, which is in contrast with other computations in the literature.

Figure 4.30: From left to right: typical instantaneous fields of soot volume fraction, particles
number density, nucleation, condensation, surface growth and oxidation volume source terms
for all the sections, volume coagulation source term for the first and tenth section and number
coagulation source term for all the sections. The iso-contour of mixture fraction at Z0 (indicating
the flame front) is shown in solid line.

In order to validate the proposed approach for sooting turbulent flames, it is firstly possible
to quantify the resolved temporal soot intermittency. This quantity is defined experimentally
at each point as the probability of finding an instantaneous value of fV lower than 0.03 ppm.
Figure 4.31(a) shows a comparison of numerically-resolved soot intermittency and experimental
probe-resolved soot intermittency along the flame centerline as a function of the axial position.
It can be seen that the model reproduces well this quantity even if numerical results seem slightly
translated upstream. Axial mean soot volume fraction profile is compared with experiments in
Fig. 4.31(b). A reasonable agreement of soot production is obtained, but the peak soot volume
fraction is overestimated by a factor two. Soot destruction is also predicted too early compared
to experiments. However, when compared to other published results, the present prediction of
soot volume fraction is quite satisfactory compared to state-of-the-art large eddy simulations of
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soot production. The radial profiles of mean soot volume fraction show the same trend although
the numerical profiles are persistently narrower. Finally, as observed experimentally, the rela-
tive root-mean-square is larger than 100% denoting strong fluctuations in the soot production.
Comparisons of all numerical results have globally confirmed a good prediction of soot particles
production dynamics.

(a) (b)

Figure 4.31: Comparison of numerical (line) and experimental (symbols) soot intermittency
(a) and mean soot volume fraction (b) axial profiles. Experimental data is from [208, 104].

Further analysis on the soot unsteady dynamics has been carried out. It revealed the intermit-
tency between one-peak and two-peak PSD and the importance of history effects in the soot
production mechanisms.





Chapter 5

Ignition in annular combustors

During the design of new aeroengines, the reliability of high-altitude relight must be certified.
The use of new technologies to make the combustors less pollutant modifies the flame behaviour,
making it more sensitive to unsteady phenomena such as ignition, blow-off and instabilities. The
study of ignition in an aeroengine is then critical and of prime importance. The MICCA combus-
tor developed in EM2C by Daniel Durox and Sébastien Candel allows for studying the ignition
and the propagation of the flame in an annular combustion chamber equipped with multiple
burners as in actual engines. The large-eddy simulation of light-round in the MICCA chamber
with the FTACLES model achieved the first experimental and numerical cross-comparison of
ignition in such configurations (Highlight #2 in Fig. 1.2, Sec. 5.2.3). In order to get closer to
realistic chambers, the study was extended with the injection of liquid sprays, which complexifies
computations that are already challenging. The joint experimental and numerical analysis has
outlined the shared characteristics and the differences of ignition with this new type of injection.
All these simulations are massive and have required a large amount of cpu resources to carry
out 3D unsteady computations on several hundreds of millions of elements. These resources
were obtained thanks to the awarding of two PRACE European projects in addition to national
GENCI projects. Finally, the numerical results give access to quantities that are not accessi-
ble experimentally and allow additional analysis to outline mechanisms that control the flame
propagation.

Numerical results and their validation are presented in Sec. 5.2 for the premixed gaseous con-
figuration and in Sec. 5.3 for liquid spray injectors. Further analysis of the numerical fields is
presented in Sec. 5.4 before investigating different scenarios for the flame propagation mecha-
nisms in Sec. 5.5.

Full list of References:

• Papers: [A3, A8, A12, A13, A14]
• Book chapters: [C1]
• Theses: [T3, T5]
• 8 conferences
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5.1 Context

In realistic gas turbines, a successful ignition sequence, from the generation of a spark to the
stabilisation of a steady-state flame around each injector, can be decomposed into several phases
that may be studied separately or successively. Lefebvre and Ballal [138] identified three phases
for the ignition of a combustor composed of several burners, that are described hereafter:

(1) Kernel generation: the ignition triggering device deposits certain amounts of energy in
the cold flow which locally increases the temperature until a flame kernel is created that
is able to propagate.

(2) Kernel propagation: the kernel, having met with favourable conditions for its expansion,
propagates towards the first fuel injector until a flame stabilises in its vicinity.

(3) Flame propagation from burner to burner: in the case of multiple injector combus-
tion chamber, as is found in most industrial gas turbines, the flame propagates on each side
of the initial injector in order to ignite the rest of the chamber until a flame has stabilised
around each injector. In annular combustors, this phase is called light-round.

It is well known that the physical mechanisms involved in phase (1) are quite complex because
they involve an energy deposition through a spark and a subtle competition between convective,
diffusive and reactive processes. Numerous works have studied the factors that determine the
minimum ignition energy (MIE) [12, 31, 130], the flow conditions around the spark plug [11,
118, 60], the effects due to detailed kinetics [124, 125] or pressure [212]. Recently, a couple
of numerical simulations [30, 42] have incorporated the simulation of the generated plasma to
predict the complex initiation of combustion in this phase.

In phase (2), one of the key issues is to understand and predict the survival of the generated
flame kernel in the turbulent flow field. Indeed, depending on the local stochastic flow conditions
that are encountered by the kernel, it can either develop towards a turbulent flame or become
extinguished, leading to a measurable probability of ignition. In the recent years, experimental
studies have measured ignition probabilities in realistic burners with gaseous premixed [210, 29]
and non-premixed [2] injection and more recently in the presence of liquid fuel [147, 141, 234,
149]. The recent advances in computing performance have allowed the use of LES for determining
the failure or success of ignition in gaseous partially premixed or non-premixed configurations
[131, 219]. Computing a full probability map numerically demands tremendous computational
resources, since many ignition events must be simulated. This has been achieved in the recent
work by Esclapez et al. [59], where a good agreement between the numerical and experimental
probability maps has quantitatively validated the predictability of LES. Such simulations have
also enabled a better physical understanding of the stochasticity of the ignition process to be
achieved and a low-order predictive model that can be used repeatedly at the industrial design
stage [61, 58] to be provided. In the last few years, an increasing number of studies have focused
on the kernel creation in two-phase flows, using LES [112, 61, 41] or DNS [166] in an effort to
study configurations as close as possible to industrial ones.

Much fewer studies have been dedicated to the study of phase (3) for a long time. This is due
the numerical and experimental difficulty to study a full-scale multi-burner configuration and to
the necessity to first secure success of phases (1) and (2) to ensure the full ignition of the engine.
Nevertheless, the interest in the need to cope with burner to burner initiation has recently led
to an increasing number of studies of ignition on multiple injector systems. Pioneering results
of the first large-eddy simulation of the ignition of a helicopter combustion chamber reported
by Boileau et al. [18] have shown the strong impact of burnt gases volumetric expansion on the
flame propagation velocity but with no comparison with experiments. Flame propagation has
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been studied experimentally in a linear array of injectors with varying inter-injector spacing with
gaseous premixed injection by [9] and liquid n-heptane injection by [149]. Inter-injector distance
was found to modify the pattern of flame motion giving rise to two propagation modes. This
feature has been retrieved in LES by [9] and also observed in an annular combustor experiments
[145, 146]. Nonetheless, such linear configurations do not account for specific phenomena arising
in annular geometries. In 2013, two experimental studies have been reported on successful
light-round sequences in idealised annular systems, with premixed propane-air injection [21] and
methane-air injection [7]. Both studies highlight the influence of the mixture equivalence ratio
and bulk velocity on the light-round duration. Later on, investigations have reported the effects
of non-premixed injection [145], inter-injector spacing [145, 146], and liquid fuel injection [192,
193], bringing new insights into the ignition of realistic gas turbines.

The availability of these new experimental configurations for validation have led to new numerical
studies. This chapter present original results obtained from the study of light-round in the EM2C
MICCA combustor.

5.2 Simulations of light-round under perfectly premixed condi-
tions

5.2.1 Presentation of the SICCA and MICCA combustors

References: [A14], [T3]

The experimental setup MICCA [21] shown in Fig. 5.1(a) comprises an annular chamber which
is dimensionally similar to that of a helicopter combustor. A mixture of propane/air is carried
through eight tubes to a plenum. The mixture is delivered by sixteen swirl injectors forming
a periodic pattern in the chamber backplane and defining sixteen equal angular sectors (∆θ =
22.5◦) delineated in Fig. 5.1(b). The chamber is divided in two main parts, namely H+ and H-.
Each of these parts features seven sectors (numbered from S1 to S7 for H+ and from S-1 to
S-7 for H-), and share sectors S0 and S8. Two concentric cylindrical tubes made of quartz form
the chamber side walls. Burnt gases are exhausted to the atmosphere and evacuated through
a heat exchanger by a hood. The present geometry of the combustion chamber slightly differs
from that used in [21]. The quartz tubes are shorter (it was 400 mm in [21]) to reduce the
computation time and the swirlers have a simpler design.

The companion configuration SICCA is shown in Fig. 5.2. It is a mono-burner configuration with
an injector identical to those mounted in MICCA. This configuration allows more elaborated
diagnostics to characterise a single flame setup.

Figure 5.3 presents light-round duration of premixed propane/air mixture in the MICCA com-
bustor for the different operating conditions detailed in Tab. 5.1. The increase in bulk velocity
is seen to accelerate the ignition of the burners. More importantly, a large impact of the ther-
mal state of the combustor walls is observed. The COLD conditions corresponds to ignition
experiments with the initial wall temperature being at the ambient cold temperature. In PRE-
HEATED conditions, the combustor is ignited after being operated for a dozen of minutes which
let the walls reach their thermalized steady-state temperature. The walls are then hot during
these experimental events that correspond to fast relight conditions where the walls do not have
time to cool down. In COLD conditions, the light-round is seen to last 160% longer than in
PREHEATED conditions.
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Figure 5.1: (a) Direct view of the MICCA combustion chamber. The swirler geometry appears
as an inset on the right side of this photograph. (b) Schematic top view of the MICCA combustor
providing the position of the swirlers, pressure taps and spark plug.
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Figure 5.2: (a) Photograph of the mono-injector with the LDV apparatus; (b) Photograph of
the stabilised flame in SICCA.

To compare experimental and numerical results, it is primordial to achieve similar conditions.
In this respect, one central issue is the numerical treatment of the boundary conditions. The
impact of temperature on the ignition delay is significant as aforementioned. As a first approx-
imation, the choice is made to neglect heat transfer at the walls in the numerical simulation
and assume that the walls are adiabatic. In order to match as closely as possible this condition
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Table 5.1: Physical parameters for the three operating conditions. The bulk velocity Ubulk is
based on the inner cross-section area of the swirler injection tube.

Physical parameters #1 #2 #3

Mass flow rate ṁair [g.s−1] 16.7 23.4 30.1
ṁC3H8 [g.s−1] 0.81 1.13 1.45

Bulk velocity Ubulk [m.s−1] 12.2 17.1 22.0

Thermal power P [kW] 37 52 67

Injection temperature Tinj [K] 298

Ambient pressure pres [Pa] 101325

Equivalence ratio φ [-] 0.74

Swirl numberSN [-] 0.82
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Figure 5.3: Light-round durations, also called merging time, defined as the time taken by
both flame fronts issued from the spark plug ignition to travel the whole annular combustion
chamber until they meet and merge at the last injector. The numbered ellipses denote the order
in which the preheated acquisitions were carried out, showing an asymptotic value of the hot
wall conditions.

experimentally, one must reduce the difference in temperature between the burnt gases and the
walls. The ignition is then examined under relight i.e. PREHEATED conditions, when the
walls are at a temperature corresponding to the steady-state stabilised flame regime. With such
hot walls, heat losses are minimal. In practice, MICCA is first operated for approximately 10
min until the steady-state is reached. Fuel supply is then turned off and immediately turned on
again. In practical conditions, ignition is initiated as soon as fuel begins to flow in the cham-
ber. However, the transient ramping of the fuel mass flow rate to the nominal value is not well
controlled, and this would complicate comparisons of ignition simulations since the light-round
would then occur in an unknown fuel–air mixture. To allow a consistent comparison, the igni-
tion in experiments is initiated once a permanent regime has been reached for the fresh gases
mixture in the chamber. In practice, this requires a few seconds, a duration that exceeds the
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residence time in the combustor, so that the burnt gases are fully evacuated from the chamber
and replaced by the fresh mixture.

5.2.2 Numerical modelling and setup

References: [A12, A14], [T3]

Simulations rely on the AVBP flow solver with TTGC scheme introduced in part I. Sub-grid
scale viscosity is provided by the Wall Adapting Local Eddy (WALE) model [168]. The correct
mesh resolution in the injector and downstream in the combustion chamber is first verified in
LES of the non-reactive flow in the single-injector configuration SICCA. Results are presented
in Fig. 5.4 and were shown to vary marginally in a mesh convergence study.
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Figure 5.4: Longitudinal cut of the computed mean cold flow in SICCA (center). The curves
(left and right) show mean (black) and rms (red) axial velocity profiles from different heights
above the injector exit plane (x = 0.5D, 1D, 2D et 5D). Solid lines: numerical results. Symbols:
experimental LDV data.

The premixed reactive flow in MICCA is described with the F-TACLES model. 1D premixed
flames are computed with a chemical mechanism for propane/air flame [195] for the investigated
perfectly premixed conditions. The profiles are then filtered for different filter size to account
for the grid non-uniformity, post-treated and assembled in a two-dimensional FTACLES table
parametrised by [c̃,∆]. The filtered flame resolution is dynamically controlled setting ∆ = nx∆x

where ∆x is the cubic root of the local cell volume and nx = 5 is the minimum resolution
requirement to properly capture the flame propagation on the grid. Only one scalar transport
equation for the progress variable is necessary to describe the turbulent premixed flame. The
FTACLES model was implemented in the compressible solver AVBP using the TTC approach.
It is combined with a wrinkling function which describes effects of subgrid scale turbulence [34].

The computational domain (Fig. 5.5) exactly corresponds to the MICCA setup, it includes
the plenum, swirlers and chamber walls. No slip and adiabatic walls have been chosen for the
combustor. The entire mesh has been constructed by replicating seven times a double-sector
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Figure 5.5: Axial slice of the computational domain (in red: the combustion chamber; in green:
the plenum). The black arrow symbolises the air co-flow.

grid (Fig. 5.6). The regions of high velocity gradients, turbulence and/or combustion are
adequately refined as verified by the separate LES on SICCA. To capture the light-round in the
whole annulus, the cell size growth factor has been limited to 2, so that the largest cell at the
exit of the chamber is 1 mm. Finally, the number of tetrahedra in the domain is 310 million
(corresponding to 55 million nodes). Cases #2 and #3 (see Table 5.1) have been simulated.
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Figure 5.6: A double-sector domain and matching cylindrical mesh slice. ∆x corresponds to
the size of the cell.

The simulation is started on a double-sector geometry, featuring two injectors, by injecting
the mixture of propane and air. This is not ignited but serves to establish the turbulent flow
delivered by the swirlers. After convergence the result is replicated on the whole domain and
the full-scale simulation is continued a little longer to cancel any flow correlation between the
sectors. A 3-mm-wide spherical kernel of hot gases is then placed at the exact location of the
spark to mimic a successful ignition in phase (1). This initial hot region is rapidly carved up by
the flow at the outlet of the swirlers producing an initial flame kernel igniting the first injector.
The flame is then conveyed to the neighbouring swirlers and the light-round is in progress.
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5.2.3 Simulation results

References: [A13, A14], [C1], [T3]

Results for case #2 are mainly discussed below as results for case #3 are similar.

Flame topology In order to evaluate the simulation fidelity, the computational results are
first compared to the experimental images captured from the CMOS camera. The mutual initial
time for both experiment and computation was fitted based on a match of their respective
ignition of the sector S1 (see Fig. 5.1(b)) which is the burner located after the one where the
spark plug is placed. A comparison of various instants of the light-round process in case #2 is
carried out in Figs. 5.7 and 5.8. The experimental images show light intensity emitted by the
flame during the process of ignition, and represented in false colours on a yellow to red scale
to improve visualization. Regarding the numerical snapshots, an iso-surface of the progress
variable highlights the flame front, coloured by axial velocity levels. The flow originating from
the swirlers are exhibited by an iso-surface of the velocity field.

It appears clearly from the direct comparison carried out in Fig. 5.7 and Fig. 5.8 that the
simulation suitably retrieves many of the features observed experimentally. One observes a
great similarity between the flame shapes at the largest scales found in the experimental and
numerical data. The initial propagation in the form of an arch observed during the first instants
of ignition is well obtained. This is followed by two turbulent fronts progressing in clockwise
and counter-clockwise directions. The foot of each of these fronts is seen to be ahead of the top
during the whole process in both experiment and calculation. The F-TACLES model retrieves
a relatively high level of flame surface wrinkling at the smallest resolved scales.

Figure 5.9 compares the time evolution of the normalised values of the numerical integrated heat
release and the experimental integrated light intensity. Both signals present fives phases which
have been identified in the light-round process:

• (I) During the first instants, the energy provided for ignition generates a small flame kernel,
which is rapidly distorted by the flow coming out of the swirl injector. Since the chamber
is initially filled with fresh gases, this kernel produces a sudden initial expansion, and as
a result the heat release grows sharply,

• (II) The flame brush takes the form of an arch which expands outwards (image (a) in Fig.
5.7) within the height of the combustor, and starts igniting the surrounding injectors. In
that phase, the integrated heat release grows nearly linearly until the arch reaches the exit
of the chamber,

• (III) The process of light-round progresses with burner-to-burner ignition by the two
formed flame fronts at a fairly constant rate between 20 and 50 ms when the two fronts
merge (around 50 ms, see image (b) in Fig. 5.8),

• (IV) The remaining fresh gases are burnt, decreasing the heat release, and hot gases are
evacuated,

• (V) Finally, the steady state is reached (image (c) in Fig. 5.8) at the nominal power
corresponding to the selected injection conditions (52 kW in the present case).

Although the numerical and experimental signals are defined differently, flame light intensity is
often considered as a fair indicator of local heat release especially in lean premixed combustion.
In that respect, normalised profiles in Fig. 5.9 show a close agreement during phases I, II and
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(a) t = 10 ms

(b) t = 20 ms

(c) t = 30 ms

Figure 5.7: Three instants in the ignition sequence, respectively corresponding to t =10 (a), 20
(b) and 30 ms (c) for the operating point #2. Left: experimental visualization in false colours.
Right: computation results for the same physical time. The flame front is outlined by an iso-
surface of the progress variable c = 0.9, and coloured by the axial velocity (light yellow: -30
m.s−1; black: +15 m.s−1). Blue iso-surfaces correspond to the velocity field U = 25 m.s−1.

III. The light grey area corresponds to the plume of flame outside the chamber (see inset in Fig.
5.9) which is not accounting for in the simulation. The difference between the numerical and the
experimental steady state levels can be explained by the light radiated by the flames located in
the back, which have a reduced contribution because they are fainted by the quartz tubes and
present a smaller apparent surface due to perspective.

Light-round duration and burning velocity Figure 5.10 shows the flame fronts merging
time (i.e., the time when the two flame fronts meet) measured for the three experimental condi-
tions mentioned in Table 5.1, as well as the merging time deduced from the simulations in case
#2 and case #3. In case #2, a dispersion of 10% is observed, but the major part of the points
is around a value of 50 ms. The LES merging time calculated by assuming that the chamber
walls are adiabatic closely matches the time taken by the flame to cross the whole annular space
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(a) t = 40 ms

(b) t = 50 ms

(c) t = 65 ms

Figure 5.8: Three instants of an ignition sequence, respectively 40 ms (a), 50 ms (b) and 65
ms (c). Same legend as in Fig. 5.7.

obtained under PREHEATED conditions for both investigated cases (#2 and #3).

To get a more precise quantification of the transit time of the flame front when it passes by
the flow established by the swirl injectors, a sector ignition time is defined as the instant when
the sector-averaged heat release reaches its maximum. In the experiment, the transit times are
estimated from the CMOS camera snapshots. A comparison between LES and experiment is
given in Fig. 5.11. One finds that in both half chambers the transit time is a quasi linear
function of the azimuthal angle, corresponding to an absolute propagation velocity of 12 m.s−1.
This value is well retrieved in both the experiment and the simulation.

5.2.4 Comparison with TFLES results

References: [A12], [C1], [T3]

The FTACLES computation of the light-round process was compared to another simulation
carried out with a 2-step-chemistry-TFLES approach. Both simulations and the experimental
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Figure 5.9: Time evolution of the numerical integrated heat release (solid line) and the ex-
perimental integrated light intensity (symbols) normalised by their respective maximum. The
light grey area corresponds to reacting material outside the chamber, producing additional light
intensity in the experiment. This is illustrated in the subfigure appearing as an inset.
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Figure 5.10: Flame fronts merging time as a function of the bulk velocity Ubulk. Red (case
#1), blue (case #2) and green (case #3) symbols represent experimental data at three various
conditions. The magenta stars stand for the time obtained from the LES calculations (case #2
and case #3).

observations are shown in Fig. 5.12 and exhibit remarkable similarities. The flame obtained by
TFLES is slightly faster, different instants are then considered to highlight the similar topology
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Figure 5.11: Transit time of the flame fronts as a function of azimuthal angle. Circle and plus
symbols represent experimental and numerical times, respectively; black and red colours stand
for H+ and H-, respectively (see Fig. 5.1(b) for designation of the sectors).

of the flames during their ignition sequence. Indeed, the flame shapes at the largest scales are
well reproduced by the two combustion models, and the five phases can be clearly recognised
in the process of ignition: Phase (I) The deposit of energy produces a little flame kernel in the
first instants that expands rapidly in the fresh propane/air mixture; Phase (II) The flame front
propagates to the surrounding burners in the form of an arch. The arch opens up as soon as
it reaches the exit of the chamber; Phase (III) A two-front propagation takes over, leading to a
burner-to-burner propagation; Phase (IV) The two flame fronts join and merge on the injector
opposite the ignition sector; Phase (V) The burnt gases evacuate the chamber and the steady
state is reached. For each phase, the shape of the flame front is in very good agreement: the
wrinkled ball in phase (I), the arch shape in phase (II), the large oblique front in phase (III)
and the front merging starting at the chamber bottom in phase (V) are all very similar for
F-TACLES, TFLES and the experiment.

The TFLES computation also showed very good agreement in terms of total heat release. The
sector ignition times highlights that the TFLES case features a flame that propagates a little
slower than the FTACLES case. This could be the result of the different modelling choices or
more simply an inherent variability in the predicted light-round duration. Finally, the resolved
flame front calculated by F-TACLES appears more wrinkled than for TFLES. This could be due
to the different nature of both models and their different response to turbulent perturbations as
the preliminary study by Auzillon et al. [A18] suggests.

To conclude, such simulations of the third phase of the ignition process in a gas turbine have
provided a unique comparison with experimental data in a full annular combustion chamber
with premixed gaseous injection. The next section presents the extension of this work to liquid
fuel injection.
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Figure 1: Five instants of an ignition sequence. Left: Experimental images showing light
intensity emitted by the flame during the process of light-round, and represented in false
colors to improve visualization. Middle and right: Respectively F-TACLES and TFLES
simulations. The flame fronts are represented by an isosurface of progress variable ec = 0.9
for F-TACLES corresponding to an isosurface of temperature eT = 1781 K for TFLES, both
colored by axial velocity (light yellow: -30 m.s�1; black: +15 m.s�1). Blue isosurfaces
correspond to the velocity field U = 25 m.s�1. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)

1

Figure 5.12: Five instants in an ignition sequence of the MICCA chamber. Top: Experimental
images showing light intensity emitted by the flame during the light-round process, and repre-
sented in false colours to improve visualization. Middle and bottom: Respectively F-TACLES
and TFLES simulations. Flame fronts are represented by an isosurface of progress variable
c=0.9 for F-TACLES corresponding to an isosurface of temperature T= 1781 K for TFLES.

5.3 Simulations of light-round with liquid fuel injection

5.3.1 Presentation of the MICCA-spray combustor

The MICCA-Spray set-up (Fig. 5.13) is a modified MICCA combustor to study the impact of
liquid sprays on the flame in the annular combustion chamber [192]. It is composed of sixteen
swirled injectors placed in the backplane of an annular chamber made of two cylindrical coaxial
quartz walls. These injectors are fed with air and liquid n-heptane. The air is injected at
ambient temperature into an annular plenum by eight identical channels and then into the
chamber through the sixteen injectors. The fuel is fed to sixteen simplex atomisers placed after
the swirlers (see the sketch in Fig. 5.13) and positioned with a 6 mm recess with respect to the
chamber backplane. The measured swirl number is 0.68.

As in purely gaseous conditions, a companion mono-injector setup SICCA-Spray allows for
characterising the two-phase reactive flow for an individual flame. Section 4.3.1 previously
presented several elements of the simulation of this setup.

Prieur et al. [192] studied the light-round in MICCA-Spray and reported several light-round
durations for several types of fuel (see Fig. 5.14). As in gaseous conditions, a large sensitivity
was noticed in respect to the thermal state of the wall combustors.

In the present study, n-heptane cases with three operating points are considered, for three
different global equivalent ratios, Φ = 0.8, Φ = 0.89 and Φ = 1.0, which are summarised in
Table 5.2. In Sec. 4.3.1, the study carried out on the single burner SICCA-Spray has enabled
to select an optimal value for the injected diameter for the case Φ = 0.89. In order to keep
these conclusions as relevant as possible for the other two cases, the choice was made to vary
the equivalence ratio for a constant combustor power P = 79.3 kW. The liquid fuel flowrate is
therefore kept identical while the air flowrate is modified. The assumption is made that in that
way, the droplet size distribution does not vary significantly between the operating points, so
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Fig. 2. Direct true-color photograph of the annular 
chamber with different types of injection: (a) premixed 
propane and air, (b) n-heptane spray and air, (c) dode- 
cane spray and air. The chamber is under steady operation 
at a bulk velocity U b = 31.5 m s −1 , an equivalence ratio 
φ = 0.90 and a total power of P = 80 kW. 
dynamics of the light-round process. The igniter is 
placed 6 mm from the center of the injector and 
fixed at the same location in all experiments. A 
spark is formed every 10 ms and releases a mean 
energy of 25 mJ. The ignition sequence is recorded 
by an intensified high-speed CMOS camera APX- 
i2 comprising 512 ×512 pixels with 8-bit resolution. 
The frame rate and shutter speed are respectively 
set at 6000 Hz and 166 µs. The camera amplifier 
gain remains constant in all experiments. 

The MICCA-Spray chamber features stable 
flames with gaseous and liquid fuels for a wide 
range of operating conditions. Flame shapes with 
the different fuels tested are shown in Fig. 2 . In the 
three configurations, the sixteen turbulent flames 
take a typical “M” shape with no mutual interac- 
tion. Whatever the effort made, it was not possible 
to obtain perfectly symmetric and uniformly bal- 
anced injectors due to the small atomizer sizes. Ex- 
periments are carried out for a broad range of con- 
ditions to compare premixed gaseous propane air 
injection with liquid spray injection. In the latter 
case, high and low volatility fuels are compared: n- 
heptane and dodecane. The vaporization rate of n- 
heptane is 0.056 mm 2 / s −1 in quiescent air at 300 K 
[22] and can be doubled when motionless droplets 
are injected in an airflow at 1 m s −1 [22,23] . Dode- 
cane can be considered as non-volatile at ambient 
temperature. It is less volatile as decane which has 
a low vaporization rate of 0.0021 mm 2 / s −1 in qui- 
escent air [22] . The global equivalence ratio ranges 
from φ = 0.7 to 1.1. The power of the chamber 
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Fig. 3. Horizontal (a,b) and vertical (c) tomographies of 
the n-heptane droplet spray with flame ( φ = 0.86, U b = 
32 m s −1 , P = 4.95 kW). Tomographies a and b corre- 
spond to z = 10 mm and z = 2.5 mm, respectively. An 
indicative scale is placed in the second image. 
varies from P = 65 to 100 kW and the bulk velocity 
is increased from U b = 25 to 41 m s −1 . The corre- 
sponding Reynolds number based on the injector 
exit diameter varies from 15,400 to 20,500. 
2.1. Single injector aerodynamic and spray 
structures 

It is convenient to use a single injector to char- 
acterize the aerodynamic and spray structures with 
laser optical tools. This setup represents a sector of 
the MICCA-Spray annular chamber. The surface 
section of the single burner chamber is equivalent 
to the confinement of a flame in the MICCA-Spray 
system. The flame in the single burner is similar in 
shape to those found in the annular chamber (not 
shown here). The burner is equipped with a 70 mm 
diameter and 150 mm long quartz tube. The length 
of the quartz tube does not affect the aerodynamic 
and spray structures. The total power of the sin- 
gle burner is close to P = 5 kW. A 9-bar pressur- 
ized fuel tank supplies the atomizer with n-heptane. 
An argon-ion laser at 514.5 nm is used to record 
horizontal and vertical tomographic slices of the 
droplet spray under hot fire conditions. In Fig. 3 a 
and b, the horizontal slices respectively correspond 
to a level z = 10 mm and z = 2.5 mm above the 
backplane (the z -axis is along the main air flow di- 
rection). The laser slice in Fig. 3 a, at the foot of 
the flame, shows that droplets are still present in 
the combustion zone. One can see in Fig. 3 b that 
the hollow cone seems congruent to the exit of the 
convergent plate. This indicates that the periphery 

Figure 5.13: Left: Direct view of the MICCA-Spray combustion chamber; the sketch at the
bottom right represents a cut of the swirler unit showing the gaseous (G arrows) and liquid (L
arrow) injection. Right: Photograph of the annular chamber with different types of injection: (a)
premixed propane and air, (b) n-heptane spray and air, (c) dodecane spray and air. Extracted
from [192].

that the same value of the injected diameter can be used in all three simulations.

5.3.2 Numerical modelling and setup

References: [A8], [T5]

Simulations are carried out with the AVBP code with the TTGC scheme for both gaseous and
liquid phases. The liquid phase is modelled using an Eulerian mono-disperse approach. The
evaporation of the uniform temperature droplets is described by the Abramzon-Sirignano (AS)
model [1]. Later, two variations of the AS evaporation model will be distinguished, the simplified
version, which was originally used for the first Φ = 0.89 simulation and the complex version,
used for a second simulation of case Φ = 0.89 as well as for the Φ = 0.8 and Φ = 1.0 cases. The
simplified and complex versions differ in their estimation of film dynamic viscosity and thermal3722 K. Prieur et al. / Proceedings of the Combustion Institute 36  (2017) 3717–3724  

Fig. 7. Light-round delay τ l when: (a) the bulk velocity U b , (b) the equivalence ratio φ or (c) the power P is kept constant 
for multiple fuels : propane (gaseous), n-heptane (liquid spray) and dodecane (liquid spray). Linear fits in dashed lines give 
the general trend for the different fuels. 
the convected kernel in the first milliseconds. After 
collapse of the left and right arches, the front is con- 
vected upward by the hot gases originating from the 
burners and steady state is reached as can be seen 
in the last image of the propane sequence (top of 
Fig. 6 ). 

A wide range of experimental conditions has 
been explored to examine the influence of the fuel 
type on the delay τ l . Three sets of experiments are 
described below. Note that for premixed propane, 
the fuel flow rate only slightly increases the bulk ve- 
locity U b ( < 1.5%) and this effect may be neglected. 

1. Bulk velocity U b = 31 m s −1 is kept constant, 
equivalence ratio varies from φ = 0.80 to 1.05 
and power P varies simultaneously from 70 
to 90 kW; 

2. Equivalence ratio φ = 0.92 is kept constant, 
bulk velocity varies from U b = 25 to 39 m s −1 
and power P varies simultaneously from 65 
to 100 kW; 

3. Power P = 84 kW is kept constant, bulk ve- 
locity varies from U b = 27 to 41 m s −1 and 
equivalence ratio varies simultaneously from 
φ = 0.70 to 1.05; 

Each point in Fig. 7 corresponds to an igni- 
tion sequence with specific injection conditions. 
Experiments are repeated three to six times to 
allow accurate delay determinations. The number 
of experiments is smaller under lean condition 
due to difficulties in synchronizing the high- 
speed imaging acquisition and the light-round 
because the ignition probability is reduced in 
these conditions. The maximum data scatter is 
10% in Fig. 7 a and stays relatively small for the 
other operating points so that three readings are 
meaningful. 

In Fig. 7 a, one can see that the general trend 
is a decrease of τ l when P or φ are increased. For 
propane fuel, for example, τ l decreases from 28 ms 
at low power to 23 ms at higher power. The same 
trend is found for n-heptane and dodecane. Exper- 
iments also indicate that when the equivalence ra- 
tio rises, the delay is reduced. This corresponds to 
an increase in the burnt gas temperature and in the 

Table 1 
Mean light-round time delay τ l for propane (gaseous), 
n-heptane (liquid) and dodecane (liquid) fuels for increas- 
ing equivalence ratio and power when the bulk velocity 
U b = 31 m s −1 is kept constant. Relative changes #τ l / τ l 
are given in parenthesis. 

φ = 0.92 φ = 1.0 
P = 82 kW P = 89 kW 

Propane 23.5 ms 21 ms 
n-Heptane 29 ms (+ 23 %) 25 ms (+19%) 
Dodecane 35.5 ms (+ 51 %) 32 ms (+52%) 

laminar burning velocity. Both factors tend to re- 
duce the delay τ l as discussed in Section 4 . 

In Fig. 7 b, as φ is fixed, P and U b are linearly 
linked. When the power is increased, more fuel is 
injected in the chamber so the air flow rate has to be 
increased to keep a constant equivalence ratio. As a 
consequence, the quantity of burnt gases increases. 
The temperature of these burnt gases is constant. 
As the volumetric expansion of these gases is a key 
parameter for the propagation of the flame front in 
the ignition sequence [16] , increasing the amount of 
burnt gases results in a slight decrease of the light- 
round delay τ l . 

In Fig. 7 c, as the power is fixed, the equivalence 
ratio and the burnt gases temperature decreases 
when the bulk velocity increases. In this case τ l 
increases with U b confirming that the burnt gases 
temperature plays a key role. 

Table 1 compares the delay τ l at two injection 
conditions for the three fuels when the power is 
kept constant. The delay τ l varies from 20 to 40 ms. 
One finds that n-heptane fuel takes roughly 20% 
more time to ignite the chamber than propane fuel 
while dodecane fuel takes 50% more time with re- 
spect to the premixed propane air case. These rela- 
tive changes are much greater than the maximum 
relative scatter indicating that the differences in 
the light-round delay between the three fuels are 
meaningful. 

Figure 5.14: Light-round durations τl when: (a) the bulk velocity Ub, (b) the equivalence ratio
Φ or (c) the power P is kept constant for multiple fuels: propane (gaseous), n-heptane (liquid
spray) and dodecane (liquid spray). Linear fits in dashed lines give the general trend for the
different fuels. Extracted from [192].
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Table 5.2: Summary of the considered operating points with liquid n-heptane injection in
MICCA-Spray.

Equivalence Ratio 0.8 0.89 1.0

Liq. fuel flowrate [g.s−1] 1.778 1.778 1.778
Air flowrate [g.s−1] 33.57 30.19 26.85

conductivity in the expression of the Abramzon-Sirignano evaporation model.

The n-heptane chemistry is described using the two-step mechanism described in [178, 209]. The
large eddy simulation combustion model describing the unresolved small scale flame structures,
the propagation of the flame and its interaction with turbulence relies here on the TFLES model.
It is used in combination with the efficiency function derived in [34]. The only adaptation of
the TFLES model, initially derived for gaseous premixed flames, to describe spray flames is the
application of the thickening to the evaporation source terms, as recommended by [19]. This
choice of combustion modelling will allow for investigating the adequacy of such a robust set-up
before considering more advanced models in the future.

As done in fully gaseous conditions, ignition is triggered with the flow in its permanent regime.
The steady-state flow is then first computed on the bisector-configuration, before being dupli-
cated in the annular geometry. The full mesh for MICCA-Spray is composed of 290 million
tetrahedra and 51 million nodes. Finally, PREHEATED relight conditions are approximated by
adiabatic boundary conditions.

The computation of converged fields on the bisector configuration revealed a long transient time
to stabilise the injected inhomogeneous mixture. Simulations were interrupted at approxima-
tively 1 s of physical time when the mean gaseous equivalence ratio in the chamber reached 95%
of its estimated final value. Instantaneous snapshots of these converged bi-sector solutions are
displayed in Fig. 5.15 where slices at r = 175 mm are coloured by the liquid density αlρl and
the local gaseous equivalence ratio Φgas. The liquid density fields show that for Φ = 0.8 and
Φ = 0.89, the n-heptane is fully prevaporised before the chamber’s exit and no liquid remains
in the upper half of the chamber. Logically, the local gaseous equivalence ratio is higher for
Φ = 0.89 than for Φ = 0.8. For case Φ = 1.0 however, a saturated state is reached and some
liquid remains everywhere in the chamber.

140 Chapter 3 - Large eddy simulation of light-round in MICCA-Spray
and comparison with experiments

Figure 3.9: Visualisation of the instantaneous liquid density ↵l⇢l on a slice at r = 175
mm for cases � = 0.8 (left), � = 0.89 (middle) and � = 1.0 (right), on a solution at
95% of the estimated final value.

Figure 3.10: Visualisation of the local gaseous equivalence ratio �gas on a slice at
r = 175 mm for cases � = 0.8 (left), � = 0.89 (middle) and � = 1.0 (right), on a
solution at 95% of the estimated final value.

3.3.3.3 Evaporation model for case � = 0.89

The simulation of the light-round sequence for the case � = 0.89 was initially
carried out with a simplified evaporation model which does not take into ac-
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Figure 3.9: Visualisation of the instantaneous liquid density ↵l⇢l on a slice at r = 175
mm for cases � = 0.8 (left), � = 0.89 (middle) and � = 1.0 (right), on a solution at
95% of the estimated final value.

Figure 3.10: Visualisation of the local gaseous equivalence ratio �gas on a slice at
r = 175 mm for cases � = 0.8 (left), � = 0.89 (middle) and � = 1.0 (right), on a
solution at 95% of the estimated final value.

3.3.3.3 Evaporation model for case � = 0.89

The simulation of the light-round sequence for the case � = 0.89 was initially
carried out with a simplified evaporation model which does not take into ac-

(b)

Figure 5.15: Visualisation of the instantaneous liquid density αlρl (a) and local gaseous equiv-
alence ratio Φgas (b) on a slice at r = 175 mm for cases Φ = 0.8 (left one), Φ = 0.89 (middle
one) and Φ = 1.0 (right one), on a solution at 95% of the estimated final state.
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The mean velocity fields in Fig. 5.16 show that the identical orientation of swirler units makes
the flow in the chamber not axi-symmetrical around their respective injector’s axis, but rather
inclined in the same tangential direction, indicating that a mean clockwise tangential flow is
present in the annulus as suspected in [21].

Figure 5.16: Fields extracted from a solution averaged over ∆t = 0.12 s for case Φ = 0.89.
Left: iso-surface of the axial velocity u = 5 m.s−1. Right: Slice at r = 175 mm coloured by the
axial velocity u.

5.3.3 Simulation results

References: [A8], [T5]

Light-round durations The simulations of the light-round sequences were carried out over
physical times of 50 to 60 ms, depending on the merging delay. The light-round durations give a
first global metric of the quality of the numerical results. The experimental and numerical values
for the light-round durations are shown in Fig. 5.17. The experimental data points are plotted as
blue diamond symbols while the red dots stand for the three simulations. Very good results are
achieved for cases Φ = 0.89, for which the predicted duration falls in the experimental scatter
of points, and Φ = 0.8, where the duration is overestimated by 5%, which remains acceptable.
However, the relative error of 30% in the Φ = 1.0 simulation indicates that this calculation is
less adequate. One explanation could be the presence of locally rich conditions at the leading
point, which is discussed later. The light-round duration predicted for case Φ = 0.89 with the
simplified evaporation model is marked as a green square and exhibits a 10% error, indicating
that the model that accounts for the local species composition in the evaporation law is indeed
necessary to capture the flame propagation velocity.
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Figure 5.17: Light-round durations as a function of the global injected equivalence ratio.
Diamond symbols stand for experimental results. The durations predicted by the simulations
are represented by red circles. The green square indicates the light-round simulated before fixing
the evaporation model.

Flame topology The experimental images of the propagating flame front are represented on
a scale of colours from yellow to red for better clarity. To be able to draw comparisons, an
iso-surface of the progress variable c = 0.9†, defined as:

c =
YCO2 + YCO
Y eq
CO2

+ Y eq
CO

, (5.1)

is used in the numerical simulations to represent the flame front. This iso-surface is coloured
by the axial gaseous velocity, from −10 m.s−1 in yellow to 25 m.s−1 in black. For better
visualization, iso-surfaces of the axial gaseous velocity are added.

Figure 5.18 displays comparisons between the experimental and numerical evolutions of the flame
fronts for the case Φ = 0.89. Similarly to what was done for the global durations, experimental
images and numerical visualisations are synchronised using the first burner ignition as reference.
Figure 5.18 shows that the evolution of the flame in the simulation is in very good agreement
with that of the experiment, up to the merging point. Similar agreement is seen for case Φ = 0.8.
However, in case Φ = 1.0, presented in Fig. 5.19, as soon as the flame reaches the exit of the
chamber and two separate fronts are formed, a steadily increasing delay appears between the
experiment and the simulation, leading to the observed difference in the light-round duration.

Regardless of the propagation velocities, all snapshot series indicate that the simulation is able
to reproduce the different stages of the ignition of MICCA-Spray. As in the previous gaseous
studies, the five identified phases (I), (II), (III), (IV) and (V), can be identified in the experi-
mental and numerical images. This agreement shows the ability of the simulation to predict the
flame propagation behaviour during a successful ignition sequence.

†This value for the progress variable was chosen because it is close to the maximum value of the reaction rate
in the Arrhenius law. The impact of the selected value fro the progress variable on the flame front shape and
behaviour was investigated and showed no significant differences.
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Figure 5.18: Comparison between experimental and numerical flame configurations at six
instants during the light-round sequence for case Φ = 0.89, t = 4 ms (top left), t = 10 ms
(middle left), t = 15 ms (bottom left), t = 25 ms (top right), t = 34 ms (middle right) and
t = 44 ms (bottom right).

Figure 5.19: Comparison between experimental and numerical flame configurations at six
instants during the light-round sequence for case Φ = 1.0, t = 5 ms (top left), t = 15 ms (middle
left), t = 20 ms (bottom left), t = 30 ms (top right), t = 40 ms (middle right) and t = 50 ms
(bottom right).

Flame passage times Another assessment of the simulation consists in comparing durations
between the ignition of two consecutive burners. As used previously, the maximum of heat release
rate in a sector can also be used as an indicator of its ignition. An additional metric is here
considered with the passage time of the flame leading-point. In the experiment, photo-multipliers
(PM) placed in front of each injector on the H- side measure the evolution of the light intensity
around them, and the maximum of the signal gives an estimation of the experimental ignition
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times. For each operating point, two or three sets of measurements are plotted in Fig. 5.20
as symbols, each colour standing for one set of measurements, highlighting some variability in
the experimental results. As was done for the global light-round duration, the numerical and
experimental results are synchronised with respect to the ignition of the first sector (S1 or S−1),
that sets the origin of times.

Figure 5.20 first show the consistency between the data extracted from the leading-point and
from the sector-integrated heat release, which is a more global measure. Cases Φ = 0.8 (Fig. 5.20
left) and Φ = 0.89 (Fig. 5.20 center) show an excellent agreement between experiment and sim-
ulation. Both H+ and H- evolutions are close to that of the experimental sequences, indicating
that the accuracy observed in the global light-round duration is linked to the ability of the
simulation to capture the flame propagation velocity. On the H+ side of case Φ = 0.8, the
plot shows that the flame front slows down between sectors S6 and S7, indicating that the 5%
difference observed in the light-round duration is due to a deceleration of one of the flame fronts
towards the end of the sequence, when the two fronts collide head on and the flow is notably
modified by the flame. Finally, the plot on the right in Fig. 5.20 allows for identifying the source
of light-round duration error for the case Φ = 1.0. The simulation systematically overestimates
the ignition delay between sectors for both sides of the chamber, leading to a gradually increas-
ing error in ignition time. Contrarily to the previous case, the error does not arise towards the
end of the sequence, but is formed by an accumulation throughout the simulation, indicating
that the propagation mechanisms are less well captured under these conditions.

Figure 5.20: Comparison of sectors ignition times for cases Φ = 0.8 (left), Φ = 0.89 (center)
and Φ = 1.0 (right), in the simulation for H+: −: from sector-integrated heat release, −−:
from the leading point position, for H-: −: from sector-integrated heat release, −−: from the
leading point position, ••: Experimental measurements on the H- side of the chamber, each
colour stands for a different sequence. The origin of times is set for all sequences at the instant
of ignition of sector S1 (or S−1).

The consistency between leading-point passage times and ignition delays determined by the
more global sector-integrated heat release shows that the leading-point position can be used as
an indicator of the flame progress in the chamber and that its evolution is strongly linked to the
evolution of the amount of reaction in the chamber. This confirms that one possible scenario for
the flame propagation involves the leading-point entraining the turbulent flame brush. Indeed,
the average value of the leading point absolute tangential velocity during the fronts propagation
in case Φ = 0.89, approximately vlp,meanθ ≈ 16 m.s−1, is consistent with the values obtained
from by the PIV algorithms on the experimental images, as shown in Fig. 5.21. Propagation
scenarios are detailed in Sec. 5.5.1. Before, additional features of the flow during light-round
are outlined in the next section.
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Figure 5.21: Instantaneous snapshot of the propagating flame in MICCA-Spray for a case
with preheated walls at Φ = 0.89. The camera is positioned behind sector S4. The flame front
propagates from right to left. Extracted from [193].

5.4 Analysis of light-round simulations

5.4.1 Flame surfaces in premixed case #2

References: [A12], [T3]

Different flame surface areas can be defined. The resolved flame surface in LES is defined as

Ares(t) =

∫

Vcc

|∇c̃|dV, (5.2)

where |∇c̃| is the resolved flame surface density [232]. The subgrid-scale (sgs) and total flame
surface areas are defined from the subfilter wrinkling factor Ξ∆:

Asgs(t) =

∫

Vcc

(Ξ∆ − 1) |∇c̃|dV, (5.3)

Atot(t) = Ares(t) +Asgs(t) =

∫

Vcc

Ξ∆|∇c̃|dV =

∫

Vcc

ΣdV, (5.4)

where Σ is the total flame surface density [28, 232]. The different surface areas are plotted in
Fig. 5.22(b).

The total surface has an evolution very similar to the one of integrated heat release (Fig. 5.9).
This is expected as both quantities are usually assumed proportional [27, 232]. The similarity
of the different flame surface profiles indicates that the subgrid-scale wrinkling factor must be
somehow constant. This is verified by considering the resolved-surface average of Ξ∆ defined as

{Ξ∆}res =

∫
Vcc

Ξ∆|∇c̃|dV∫
Vcc
|∇c̃|dV =

Atot
Ares

. (5.5)
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Figure 5.22: (a) Temporal evolution of resolved (dashed line), subgrid-scale (dotted line)
and total (plain line) flame surface areas. (b) Temporal evolution of the average subgrid-scale
wrinkling factor {Ξ∆}.

This quantity is shown in Fig. 5.22(b): it remains indeed constant around 1.6. This value
indicates that 60% of the flame surface is predicted by the model for the subfilter wrinkling
factor. The subgrid model has then a first-order impact on the LES results, highlighting its
importance.
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Figure 5.23: (a) Definition of the reference surface A0 ; (b) Temporal evolution of the resolved
wrinkling factor Ξres. The grey area corresponds to phases (I) and (II) where the flame fronts
cannot be assumed as two vertical planes.

The resolved flame wrinkling is estimated as the ratio

Ξres =
Ares
A0

, (5.6)

where A0 is a reference surface taken as two vertical planes shown in Fig. 5.23(a) which schemat-
ically represent the mean flame fronts during phase (III) of the light-round. The evolution of
Ξres shown in Fig. 5.23(b) is obviously similar to Ares. During phase (III) in the non-grey area
of the plot, the resolved flame wrinkling factor takes ranges from 6 to 10. A global mean value
is Ξres = 8, which outlines the level of resolved flame front in this detailed LES combined with
the F-TACLES model.



80 Part II. Research activities

The total flame wrinkling factor Ξtot = {Ξ∆}res Ξres is approximatively 1.6 × 8 ≈ 13. In case
#2, the laminar burning velocity is S0

l = 0.24 m/s. The total turbulent consumption speed is
then STc = ΞtotS

0
l ≈ 3.1 m/s. This value is far from the reported flame propagation speed of 12

m/s. This shows that additional mechanisms are at play, notably the effect of the volumetric
expansion of burnt gases detailed in the next section.

5.4.2 Flow induced by the volumetric expansion of burnt gases

References: [A8, A3], [T3, T5]

In order to observe the evolution of the flow field during the light-round, it is convenient to take
cylindrical cuts of the chamber at a given radius rcut and to unfold it as shown in Fig. 5.24 for
better visualisation.

Figure 5.24: Schematic description of the unfolded surface for a given radius rcut. The cylin-
drical cut is divided at sector S0 and unfolded as shown.

The burnt gases volumetric expansion has a great impact on the axial velocity, which can be
observed in Fig. 5.25 for the premixed case #2. The defined cylindrical developed cuts are
coloured by the axial gaseous velocity. On the top image, at t = 0 ms, the cold flow axial
velocity can be observed and typical multi-injector swirling flow features can be identified:
a strong central recirculation zone (CRZ) is present above each injector, surrounded by two
very intense positive velocity branches that correspond to the hollow cones generated by the
swirlers; between two injectors, a negative velocity region is present, corresponding to the outer
recirculation zone (ORZ); it is less intense but much wider and expands up to the middle of
the chamber. Once the kernel starts to propagate, at t = 5 ms and then t = 15 ms, the axial
velocity field is modified. The stabilisation of a flame around the injector in S0 generates burnt
gases that are accelerated and push the arch-like front upwards. The fresh mixture above the
arch is therefore propelled towards the outlet of the chamber, hence the positive values that
appear. At first, the axial velocity in the rest of the chamber is not affected. During the two
flame fronts propagation, at t = 15 ms or t = 30 ms, the flow is logically strongly accelerated
above the ignited burners, but fresh gases are also entrained towards the outlet and the velocity
field is globally positive everywhere in the chamber. Once the flame fronts have merged and all
the fresh gases have been consumed, the velocity field relaxes towards its ignited steady-state.
Due to combustion, the velocity peaks around each injector are much more intense than in the
cold configuration. The CRZ is still present and the ORZ that had disappeared during the
light-round sequence is back with a greater magnitude than before the ignition.
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(a) t = 0 ms

(b) t = 5 ms

(c) t = 15 ms

(d) t = 30 ms

(e) t = 45 ms

(f) t = 60 ms

Figure 5.25: Cylindrical cut of the MICCA chamber (premixed case #2) coloured by the axial
velocity ux (blue: -30 m.s−1 ; white: null ; red: +30 m.s−1). The flame front is indicated by the
black isoline of progress variable.

Figure 5.26 shows the developed cylindrical cut coloured by the azimutal velocity in the chamber
for the premixed case #2. The azimuthal velocity is counted positive (red colour) from left to
right.

At t = 0 ms, a sphere of burnt gases is inserted into a converged cold flow. The swirling motion
generated by each injector is apparent and the tangential velocity in the chamber is mostly
negative due to the global rotative flow that was evidenced on the bisector previously. At t =
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(a) t = 0 ms

(b) t = 5 ms

(c) t = 15 ms

(d) t = 30 ms

(e) t = 45 ms

(f) t = 60 ms

Figure 5.26: Cylindrical cut of the MICCA chamber (premixed case #2) coloured by the
azimutal velocity uθ (blue: -20 m.s−1 ; white: null ; red: +20 m.s−1). The flame front is
indicated by the black isoline of progress variable.

5 ms, the flame kernel has begun to propagate outwards in the form of an arch and already
alters the azimuthal velocity distribution. The rapid expansion of the arch creates an additional
tangential flow that impacts the first two injectors. This flow increases until the flame reaches
the exhaust plane of the chamber at t = 15 ms and two separate fronts are formed. At this point,
the generated azimuthal flow reaches a limit state and its intensity remains constant throughout
all of phase (III). Finally, at t = 45 ms, the merging takes place, a flame has stabilised around
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each injector and all the fresh gases in the chamber have been consumed. A steady state is
later reached for the combustion and the tangential flow created by the light-round is gradually
evacuated as seen at t = 60 ms until the velocity field becomes symmetric once again. This is
estimated to require 10 to 20 additional milliseconds of physical time, which was not simulated
due to computational cost. During the propagation of the flame fronts, the gases are accelerated
upon crossing the flame, which leads to strong azimuthal velocities on the burnt gases side away
from the flame. There is therefore a point close to the flame front where the tangential velocity
goes to zero and changes sign (from positive to negative or the opposite, depending on the half-
chamber H+ or H-). In fact, it can be seen that the zero-velocity region (not clear on the provided
figure) is located behind the flame front, so that the whole region where there is combustion
has a tangential gaseous velocity that goes in the direction of the flame propagation. The burnt
gases volumetric expansion then plays a major role in the flame fronts absolute velocities by
generating an azimuthal flow that entrains the whole fronts.

Figure 5.27: Field of azimutal velocity at t = 30 ms (see Fig. 5.26d). Arrows indicate the
streamlines in the fresh gases (thick lines) and burnt gases (thin line).

The combination of the described features for the axial and azimutal flow yield the flow patterns
shown in Fig 5.27. During phase (III), a counterflow configuration is formed in both the fresh
gases and burnt gases with stagnation planes located at the sectors S0 and S8. Instantaneous
velocity profiles (see Fig. 5.28) indeed exhibit linear profiles as function of spatial coordinates
(better seen in fresh gases) as expected form the potential flow solution of counterflows. The
slope of this profiles can even be well predicted by a macroscopic balance of mass in the time-
varying volume of fresh gases.
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Figure 5.28: Left: vertical cut coloured by azimutal velocity at t = 30 ms and x = 0.135 m.
Right: profile of azimutal velocity (black plain line) on the center cylinder denoted by the dotted
line in the left figure. The flame fronts are indicated by the vertical red dashed lines. GF (resp.
GB) denotes the zone of fresh gases (resp. burnt gases).
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5.4.3 Specificities of light-round in two-phase flows

References: [A8, A3], [T5]

Numerical studies of light-round with liquid fuel injection exhibit the same flow patterns as seen
for the axial and azimutal velocities. Figs. 5.29 and 5.30 display fields of the liquid density
αlρl for cases Φ = 0.89 and Φ = 1.0 at three different instants of the flame propagation on
the rcut = 175 mm unfolded cut. The difference in liquid mass repartition in the fresh gases
depending on the case was already evidenced and commented on the bisector cold flow, but even
in case Φ = 1.0 where some liquid is present up the whole height of the chamber, it appears that
it is completely evaporated in front of the flame front. Indeed, no liquid is present behind the
first black line, the one that is on the fresh gases side, which stands for c̃ = 0.1, and where little
reaction occurs. Inside the flame front, between the two iso-lines, all the liquid has evaporated
and mixed with the air, thus indicating a premixed regime of the reaction zone which has been
confirmed by a Takeno index analysis.

176 Chapter 4 - Detailed analysis of light-round in MICCA-Spray with
liquid n-heptane and air injection

of the fronts propagation can also be carried out using premixed flame consid-
erations, as will be done later in this chapter.

Figure 4.12: Visualisation of the liquid density ↵l⇢l during the flame propagation
in case � = 0.89 on a cylinder of radius rcut = 175 mm, crossing the injectors’
centerlines, unfolded on a plane surface. Data is presented for t = 0 ms (top), t =
20 ms (middle) and t = 30 ms (bottom). Two iso-lines of the progress variable ec = 0.1
and ec = 0.9 (in black) highlight the position of the flame fronts.

The predominance of premixed combustion inside the propagation flame fronts
suggests that the liquid evaporates and mixes with the air before or at the
beginning of the combustion regions. more detail can be obtained by looking
at the fields of the liquid mass during the light-round sequence on the rcut =
175 mm unfolded cut: Figs. 4.12 and 4.13 display fields of the liquid density
↵l⇢l for cases � = 0.89 and � = 1.0 at three different instants of the flame
propagation.
The difference in liquid mass repartition in the fresh gases depending on the case
was already evidenced and commented on the bisector cold flow in Sec. 3.3.3.2,
but even in case � = 1.0 where some liquid is present up the whole height of
the chamber, it appears that it is completely evaporated in front of the flame
front. Indeed, no liquid is present behind the first black line, the one that is on
the fresh gases side, which stands for ec = 0.1, and where little reaction occurs.
Inside the flame front, between the two iso-lines, all the liquid has evaporated
and mixed with the air, thus explaining the premixed regime.

4.3.2 Evolution of the flame surface

A global point of view of the light-round sequence can be obtained by consid-
ering the evolution of the flame surface in the chamber. For a flame front that

Figure 5.29: Visualisation of the liquid density αlρl during the flame propagation in case
Φ = 0.89 on a cylinder of radius rcut = 175 mm, crossing the injectors’ centerlines, unfolded
on a plane surface. Data is presented for t = 0 ms (top), t = 20 ms (middle) and t = 30 ms
(bottom). Two iso-lines of the progress variable c̃ = 0.1 and c̃ = 0.9 (in black) highlight the
position of the flame fronts.

The fact that the two-phase flame can be analysed as a premixed flame front allows for defining
flame surfaces as done for the premixed configuration. The analysis of the associated quantities
that are {Ξ∆}res and Ξres is similar except that the subgrid flame wrinkling is seen to decrease
from 2.2 to 1.6 during phase (III) of these two-phase cases. While the profiles for cases Φ = 0.8
and Φ = 0.89 are very similar (not shown here), the behaviour of case Φ = 1.0 steps aside from
the others for both {Ξ∆} and Ξres which could be the manifestation of the larger error obtained
for this richer simulation.

The evolution of the flame surface-average of the flame gaseous equivalence ratio {Φ}res is shown
in Fig. 5.31. Several observations can be made from it. First of all, even though the amount
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Figure 4.13: Visualisation of the liquid density ↵l⇢l during the flame propagation in
case � = 1.0 on a cylinder of radius rcut = 175 mm, crossing the injectors’ centerlines,
unfolded on a plane surface. Data is presented for t = 0 ms (top), t = 15 ms (middle)
and t = 40 ms (bottom). Two iso-lines of the progress variable ec = 0.1 and ec = 0.9 (in
black) highlight the position of the flame fronts.

is not infinitely thin, the resolved flame surface can be computed from the re-
solved flame surface density ⌃res = |rec| (as defined in Veynante and Vervisch
(2002)) integrated over the chamber volume Vcc, where |rec| is the norm of the
local gradient of the filtered progress variable ec:

Ares =

Z

Vcc

⌃resdV =

Z

Vcc

|rec|dV (4.10)

The loss of flame wrinkling due to the thickening procedure of the TFLES
model and due to the filtering of the LES model is compensated through the
use of the subgrid scale wrinkling ⌅�, with � the local LES filter size (see
section 1.4.1.2). The total flame surface density ⌃tot, as well as the subgrid
scale flame surface density ⌃sgs, can therefore be estimated as:

⌃tot = ⌅� |rec| (4.11)
⌃sgs = ⌃tot � ⌃res = (⌅� � 1) |rec| (4.12)

These expressions lead to the following formulations for the total and subgrid
scale surfaces in the chamber, Atot and Asgs:

Atot =

Z

Vcc

⌃totdV =

Z

Vcc

⌅� |rec|dV (4.13)

Asgs =

Z

Vcc

⌃sgsdV =

Z

Vcc

(⌅� � 1) |rec|dV = Atot � Ares (4.14)

Figure 5.30: Visualisation of the liquid density αlρl during the flame propagation in case
Φ = 1.0 on a cylinder of radius rcut = 175 mm, crossing the injectors’ centerlines, unfolded on a
plane surface. Data is presented for t = 0 ms (top), t = 15 ms (middle) and t = 40 ms (bottom).
Two iso-lines of the progress variable c̃ = 0.1 and c̃ = 0.9 (in black) highlight the position of the
flame fronts.

of flame surface and its shape vary a lot during the light-round, {Φ}res remains quite constant
throughout the whole ignition sequence. The other striking feature is the mean value of {Φ}res
for each case, which is systematically almost 10% greater than the global injected equivalence
ratio. On average, the flame therefore evolves in a mixture that is richer than was expected from
the injected equivalence ratio. This is bound to have an impact on local quantities such as the
consumption speed. The misprediction for case Φ = 1.0 could be due to an erroneous behaviour
for globally rich two-phase flame, highlighting the limitation of the retained modelling approach.

After analysis, the presence of richer mixtures at the flame fronts for all cases is due to the
interaction of the flow induced by the flame in fresh gases and the liquid sprays. This effect can
be noticed in Figs. 5.29 and 5.30 but is clarified in Fig. 5.32. The azimuthal flow strongly perturbs
the liquid phase distribution: the sprays generated by the un-ignited injectors are inclined away
from the flame. Additionally, some pockets of droplets are created and pushed away from the
flame fronts, forming patterns similar to those found in the case of jets in cross-flows. Hence,
during the light-round sequence, the droplets are pushed and trapped in the outer recirculation
zones between the injectors. Strong modifications are observed up to three injectors ahead of
the flame fronts. This accumulation of droplet and resulting gaseous fuel results in the higher
equivalence ratio observed at the flame fronts for all light-round cases with liquid fuel injection.
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Figure 5.31: Evolution of the equivalence ratio averaged on the resolved flame front {Φ}res
for cases Φ = 0.8 in blue, Φ = 0.89 in red and Φ = 1.0 in green during the light-round sequence.

Figure 5.32: Visualisation of the effect of the flame fronts on the liquid sprays at t = 25 ms
from case Φ = 0.8, evidenced by blue iso-surfaces of the liquid mass density αlρl = 0.01 kg.m−3.
The flame front is represented by an iso-surface of the progress variable and moves from left to
right.
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5.4.4 Flow dynamic at the combustor exit plane and refinement of phases
definition

References: [T3]

Careful analysis of the ignition process invites to refine phase (III) into three subphases:

• Phase (III)a: after the end of phase (II) with the arch-like flame reaching the top of the
combustion chamber, burnt gases are suddenly expelled outside of the combustor and the
two flame fronts that are initially inclined straighten up.

• Phase (III)b: the separate flame fronts propagate and ignite successively the burners in
a regular manner, outlining a sort of pure light-round phase that is not perturbed by its
initialization nor by its termination.

• Phase (III)c: the inclination of flame fronts drops strongly, outlining a strong interaction
of both flame front before the merging due to the reduced size of the region of fresh gases.

This splitting of phase (III) allows for distinguishing different effects at the beginning and end of
this phase. This is particularly marked in the flow dynamic at the combustor exit plane which
is here illustrated with the premixed gaseous case #2. The outlet mass flow rates of fresh gases
ṁout
u , burnt gases ṁout

b and sum of both ṁout = ṁout
u + ṁout

b are shown in Fig. 5.33(a). During
the first instants in phases (I) and (II), only fresh gases exit the chamber and ṁout = ṁout

u . A
peak in ṁout

u is seen at the transition between phases (II) et (III)a. Then, during phase (III)a
ṁout
b suddenly grows from its null value and ṁout

u drops significantly. During phase (III)b, ṁout
u

oscillates around a constant value while the mass flow rate of burnt gases grows linearly. Then,
the fronts interaction in phase (III)c make ṁout

u drop whereas ṁout
b continues its linear growth.

All flow rates decrease upon the flame fronts merging in phase (IV) before reaching their steady-
state values with ṁout = ṁout

b . The marked passage between the newly introduced phases is
also observed in the outlet cross-section-averaged velocity in the fresh (uu) and burnt (ub) gases
streams. These profiles are shown in Fig. 5.33(b) which removes from the flow rates the effect
of the variable cross-section area of burnt/unburnt gases at the outlet.
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Figure 5.33: (a) Temporal evolution of outlet mass flow rates: fresh gases ṁout
u (blue), burnt

gases ṁout
b (red), total ṁout (green). (b) Temporal evolution of outlet cross-section-averaged

velocities: fresh gases (blue), burnt gases (red), total mean (dashed, black).



88 Part II. Research activities

5.5 Mechanisms controlling the flame propagation: a chicken
and egg question

The large induced flow that promotes the flame propagation is the result of the conversion of
fresh gases into burnt gases with a lower density. One can seek an explanation of the flame
velocity during light-round by modelling it as a mean turbulent flame brush with its absolute,
displacement and consumption speeds. Closing the relationships between these different quan-
tities requires to write macroscopic balances of mass, species and momentum in the chamber.
This is the topic of the first next subsection. On the other hand, another possible scenario is the
specific role of the flame leading point investigated in Sec. 5.5.2. Determining which mechanism
is responsible for the flame propagation is difficult as both phenomena coexist: the turbulent
flame is always accompanied by a leading-point for each flame front and the propagating leading
point is attached to a flame that spans on the entire chamber height. No answer has been found
yet for this chicken and egg question. This section briefly presents results from the analysis of
both scenarios.

5.5.1 Global point of view through macroscopic balances

References: [T3, T5]

The absolute flame speed STa The turbulent flame fronts are modelled as two vertical planes
(see Fig. 5.23(a)) whose absolute velocity is assimilated to the searched quantity: the absolute
turbulent flame speed STa during phase (III). In this geometrical model, the volume variation

of burnt gases is then linked to STa as
dVb
dt

= STa A0. The obtained flame velocity is shown

in Fig. 5.34. During phase (III)b where the geometrical model is the most relevant, the fairly
constant flame speed is retrieved. In the other phases (III)a, (III)c and (IV), the absolute speed
decreases with marked transitions between the different phases.

Derivation of a model for STa Manipulation of macroscopic balance of mass of burnt gases
and transport theorems allows for expressing the absolute flame speed as a function of the global
consumption speed and yields the following expression:

STa =
ρu
ρb
{Ξ∆}res Ξres S

0
l −

ṁout
b

ρbA0
. (5.7)

This equation illustrates some classical behaviours. In stationary flames, STa = 0 and one
retrieves that the mass flow rate of burnt gases is related to the flame consumption speed:
ṁout
b = ρuAtotS

0
l = ρuS

T
c A0. In fully confined flames or when the burnt gases have not reached

the outlet yet, ṁout
b = 0 and STa =

ρu
ρb
STc . The absolute flame speed is then the consumption

speed multiplied by the ratio of unburnt and burnt gases densities. This expression is well known
is canonical configuration such as spherical flames or 1D flames in one-sided confined ducts.

Equation 5.7 contains several terms. All of them must be determined or known to close the
model. We have chosen not to model the total wrinkling factor {Ξ∆}resΞres and will use the
LES data directly for this quantity. The remaining unknown to determine is the mass flow rate
ṁout
b . A global mass balance on the combustor yields

ṁout = ṁin + (ρu − ρb)A0S
T
a = ṁout

b + ṁout
u ,
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Figure 5.34: Temporal evolution of the turbulent flame speed STa for the premixed case #2.
The grey area corresponds to phases (I) and (II) where the two-plane model does not hold.
The horizontal dashed line indicates the mean turbulent flame speed observed experimentally:
STa ' 12 m.s−1. The vertical dashed lines mark the different light-round phases.

with ṁout
b = ρbubA

out
b and ṁout

u = ρuuuA
out
u . This does not allow for closing the problem yet

but one sees how critical is the characterization the flow dynamics at the outlet cross-section.
Indeed, the behaviour of the flame in phase (III) is the one of a semi-confined expanding flame
ruled by Eq. 5.7. Outlet cross-section areas Aoutb and Aoutu can be linked to STa by kinematic
relationships and only one additional equation is needed to close the set of equations obtained
below




STa = Ξres
ρu
ρb
{Ξ∆}resS0

l −
ṁout

b
ρbA0

ṁout = ṁin + (ρu − ρb)STa A0

ṁout = ṁout
u + ṁout

b = ρuuuA
out
u + ρbubA

out
b

dAout
b
dt = 2∆RSTa

Aoutu = ∆R (2πRm)−Aoutb

. (5.8)

An additional relationship is then found through a macroscopic balance of momentum in the
combustor. Its closed form yields an ordinary differential equation (ODE) written as

αtu (ρu − ρb)A0h
dSTa
dt

+ (αtb − αtu)

[
ρb
dub
dt
Aoutb h+ ρbA0S

T
a ub

]

= αi
[
ṁinuin

]
−
[
αouṁ

out
u uu + αobṁ

out
b ub

]
−∆pAout. (5.9)

The α terms are form factors that accounts for inhomogeneous profiles at the inlet and outlet.
Their average value during the light-round is retained. The pressure term ∆p = pout − pbot,
difference between the outlet mean pressure and the pressure at the chamber bottom plane, is
the last piece of the puzzle. Neglecting it yields incorrect results. Figure 5.35(a) shows the
prediction of STa by combining Eqs. 5.8 and 5.9 altogether while taking the pressure term as a
polynomial fit from the LES data. The result is very satisfactory and shows the consistency of
the derived equations.

The identification of a counterflow in the different zones in Sec. 5.4.2, and notably in the fresh
gases, enables to derive the pressure term from the counterflow strain rate which can be related
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Figure 5.35: Predicted absolute turbulent flame speed STa from the LES pressure fitted with a
polynomial (a) and the modelled pressure term (b). The red circle in (b) indicates the predicted
value from the closed system of algebraic equation.

with a good fidelity to the inlet and outlet mean velocities. The full of equations is now closed
but unfortunately yields to some instabilities in the solving of the ODE. Further analysis of the
ODE terms with LES data reveals that the unsteady term can be neglected in phase (III)b.
The obtained set of algebraic equations can then predict a value for phase (III)b without any
prior knowledge of an initial value. The final result is shown in Fig. 5.35(b). Given the retained
macroscopic level of modelling, the predictive quality is deemed satisfactory.

Further validation A sensitivity study of the different terms in the equations is conducted.
It gives a sensitivity coefficient of -0.55 for the pressure term and 0.32 for the combustion model
in particular. Hence, the model predicts that a 10% error in the combustion model leads to a
3% final error on the flame propagation speed. The model predictions are also confronted to
other experimental data. Figure 5.36 shows the prediction of light-round duration as a function
of the mass flow rate, here denoted by the bulk velocity Ubulk in the injector, for the premixed
MICCA configuration. LES results for cases #2 and #3 are represented as well. One limitation
in the exercise is the prescribed total wrinkling factor from case #2 for all cases in the low-order
model. Nonetheless the model predicts accurately the acceleration of the flame with Ubulk. The
level of agreement is fair. The largest discrepancy of 7 ms is obtained for case #3.

The derived model must not be considered as fully predictive but should provide insights in
the effects of parametric changes. While a first interpretation of the decrease of the light-round
with the total mass flow rate could be the enhanced turbulence and flame consumption speed
[21], such information is not prescribed to the model that yet delivers a correct prediction of
the trend. This outlines that the first-order believed effect might not be the correct one. The
evidenced coupling of the different equations makes the anticipation of flame speed tedious. The
coarse description of the different submodels allows for easily estimating the effects of combustor
geometry, fuel modification, ...
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Figure 5.36: Light-round duration as a function of the injector bulk velocity Ubulk. Symbols
correspond to experimental data: circles (case #1), diamonds (case #2), triangles (case#3),
squares (new case with the courtesy of D. Durox and K. Prieur). LES results are denoted by
star symbols. The dashed line represents the results of the low-order model.

5.5.2 Behaviour of the leading point

References: [A3], [T3, T5]

For each half chamber, the leading point (LP) is defined as the most forward point in the
azimuthal direction on an iso-surface of the progress variable. In the following, the LP is then
taken on the c̃ = 0.9 iso-surface. This choice does not impact the post-processing results and
the conclusions presented hereafter.

Leading-point trajectory Figure 5.37 displays the trajectory of the LP for both halves of
the chamber and for premixed and two-phase cases. The same behaviour is observed for all
conditions. On the H- side (left side), the leading point is systematically located close to the
inner wall of the chamber, which indicates that a preferential path exists in this area, probably
due to the presence of the swirling flow generated by each injector. In the right half H+ however,
the trajectories are more complex. For the first quarter-chamber, the preferential path seems to
be located along the inner wall of the chamber. In the second quarter-chamber, the LP is not
pinned to the inner wall anymore, and within one sector, moves to the middle of the chamber
and evolves thereafter close to the radius of the injector axes. The shorter path is no longer
followed, suggesting that the identical clockwise orientation of the injectors plays an important
role in the radial position of the leading point, and therefore in the flame propagation path. The
similarity of the path followed by the leading points in these different cases could therefore be
a consequence of the geometry of the chamber and the orientation of the swirling flows. The
shape of the flame fronts is strongly influenced by the local flow field, and there can be some
local competition between several flame elements, which explains the discontinuities observed
on the trajectories when one element overtakes another. This is also seen in the axial position
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Figure 5.37: Leading points trajectories projected on the chamber backplane for the premixed
case #2 (left, blue line) and the three cases with liquid fuel injection (right: blue for Φ = 0.8,
red for Φ = 0.89 and green for Φ = 1.0). The red line in (a) is the trajectory of the upper flame
trailing edge not discussed here.

i.e. the height of the LP for both halves of the chamber (not shown here). At the beginning of
the azimuthal propagation, corresponding to phase (II), the LP is lifted up due to the arch-like
flame. After the separation into two distinct fronts, the distance of the LP with respect to the
chamber backplane is rapidly brought back below ∼ 40mm, i.e. the first 25% of the chamber
height.

Leading-point in two-phase flow cases The impact of azimutal flow on the liquid sprays
also modifies the gaseous conditions seen by the leading point in the two-phase flow cases. This
analysis can be found in [A3].

Leading-point as a waverider The flow velocity at the leading-point position is in fact
very close to the leading-point velocity itself. This denotes a small contribution of the flame
displacement speed associated to the reactive front in the total absolute flame speed investigated
here locally. This high velocity at the LP is due to its location in the induced flow generated by
the volumetric expansion of burnt gases as shown in Fig. 5.38 for premixed and two-phase cases.
One hypothetical scenario would then be that the leading point, being located in regions of higher
velocities, entrains the whole flame fronts during the light-round which, in return, generate the
flow that supports the leading-point. This is the waverider LP scenario. In fact, the explanation
could be even more localised around the leading-point as better seen in Fig. 5.38(e): the azimutal
velocity in the vicinity of the LP is remarkably twice higher than everywhere else in the fresh
gases. This yields a higher absolute tangential velocity of the leading point and strengthen the
idea of the leading point being advected by its surrounding flow, thus greatly increasing its
speed.



(a) (b)
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Figure 5.38: Zoom on the flame front in the leading point area for premixed case #2 (a, b,
c, d) and two-phase case Φ = 0.80 (e). Premixed case #2: the velocity azimutal field (blue:
-10 m.s−1, red: +10 m.s−1) is projected on the plane corresponding to the LP (denoted by a
star symbol) height for instants t = 20 ms (a) and t = 30 ms (c) and on the cylindrical cut
cutting through the LP position at instants t = 20 ms (b) and t = 30 ms (d). Two-phase case:
cylindrical cut through the LP (denoted by black circle) position at t = 25.0 ms; the flame is
evidenced by white iso-lines of the progress variable c = 0.1 and c = 0.9; the flame travels here
from left to right.





Chapter 6

Heat transfer and multiphysics
simulations

The prediction of wall heat fluxes and temperature is of great importance in combustion systems
given their impact on the material structure and because of the effects of cooled burnt gases on
the flame stabilization and dynamics. In order to achieve such predictive simulations, conjugate
heat transfer in the combustor walls must be taken into account. The resulting combination of
three numerical solvers (reactive LES, Monte Carlo radiation solver, wall heat transfer) yields
a promising multiphysics methodology for high-fidelity simulations. A first application of such
multiphysics computations to a premixed swirled flame combustor has remarkably achieved
to predict wall temperature fields within 2% of the 2D experimental map (Highlight #4 in
Fig. 1.4, Sec. 6.2.5). Another original contribution made possible by these simulations is the
study of radiative effects in turbulent boundary layers (Highlight #3 in Fig. 1.3, Sec. 6.3.2) with
an unprecedented accuracy based on direct numerical simulations and Monte Carlo resolution
of the radiative transfer equation with cK gas properties. Both studies relie on previous efforts
on algorithms, optimization and validation and have led to further developments such as the
study of soot radiation, high-pressure combustors and wall-models for LES. All these works are
presented in this chapter dedicated to heat transfer and multiphysics simulations.

Section 6.1 presents the studies on conjugate heat transfer in reactive flows, which covers the
development of a new coupling algorithm and its application in coupled simulations. The ad-
ditional accounting for thermal radiation and related works in reactive flows are detailed in
Sec. 6.2. Finally, research activities on analysis and modelling of convective heat transfer and
coupled effects with radiation in turbulent boundary layers are given in Sec. 6.3.

Full list of References:

• Papers: [A2, A4, A6, A7, A10, A11, A15, A16, A17]
• Book chapters: [C4, C5]
• Theses: [T1, T2, T4, T6, T7, T8, T9]
• 23 conferences
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6.1 Conjugate heat transfer in reactive flows

6.1.1 Context

The previous chapter considers simulations of relight conditions with hot walls. Without prior
knowledge of the wall temperature, this condition has been coarsely modelled with adiabatic wall
conditions. In reality, wall heat losses modify the burnt gases temperature and can influence
the velocity field, the flame stabilization or the pollutant emission. Additionally, when the
flame is near the wall, a complex flame-wall interaction can occur [187, 85, 105, 97]. Prescribing
measured wall temperatures or predicting them in the MICCA chamber would have then allowed
a more realistic representation.

In order to compute the wall temperature, one must solve the computational fluid dynamics
problem along with the heat conduction within the solid parts. This becomes a conjugate
heat transfer (CHT) study. In such coupled multiphysics simulations, a partitioned approach
is often retained where different numerical solvers are considered to treat the different physical
phenomena: one for CFD and one for wall heat transfer. With the increasing maturity of LES or
DNS methods, several works [129, 225] have been carried out to characterise unsteady conjugate
heat transfer with these high-fidelity approaches. Several CHT applications to turbine blades
have been reported [50, 51] as well as in combustion cases [107, 13, 128]. The later studies
have focused on predicting the mean thermal state of combustors’ walls which is usually the
first concern due to the presence of hot temperature gases. However, retaining an approach
such as LES-CHT should also allow for capturing unsteady details of wall heat transfer. A key
parameter is the thermal activity ratio defined as the ratio of the fluid thermal effusivity and
the solid one. When the thermal activity ratio is larger than unity, the temperature fluctuations
in the flow are significantly impressed on the solid wall, yielding a strong thermal unsteadiness
of the solid material. In usual combustion applications, the thermal activity is small except for
very high-pressure applications such as rocket engines where the impact of unsteady CHT has
recently been outlined [148, 135].

In other combustion systems, unsteady aspects of wall heat transfer variations have been believed
to be negligible. However, combustion dynamics of turbulent flames can yield fluctuations in
the local gaseous temperature of several hundred Kelvins or even a couple of thousands Kelvins.
Despite the small thermal activity factor, the absolute level of wall temperature variations
is not necessarily negligible. This has recently been confirmed in [218, 247] with high-speed
thermographic phosphor thermometry which shows that a stable turbulent flame can induce
wall temperature fluctuations of a couple of dozens Kelvins while the wall temperature can vary
up to 100 K in the case of an unstable flame. It is indeed recognised that combustion instabilities,
which make the flame strongly unsteady with large variations in pressure and velocity, can cause
several issues [142] that either rapidly damage the system or result in premature component wear:
enhanced heat transfer and thermal stresses to combustor walls, oscillatory mechanical loads that
result in low- or high-cycle fatigue of system components, and flame blow-off or flashback. In
these phenomena, the combination of LES with CHT is a promising approach to address one of
the fatigue contributions that is high-cycle fatigue due to unsteady heat loads.
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6.1.2 Hybrid-Cell Neumann-Dirichlet coupling method

References: [A7], [T2]

Coupling methods In unsteady conjugate heat transfer, the solid and fluid solvers advance
in time separately between coupling steps. The flow solver time step is denoted by ∆tf while the
one for the solid solver is denoted by ∆ts. With synchronized solvers, the flow and solid solver
time steps fulfil the following constraint: ∆tcpl = Ns∆ts = Nf∆tf where Ns and Nf are the
number of iterations before exchanging data at the shared interface, and ∆tcpl is the coupling
period. While ∆tf is fixed internally by the flow solver, the number of solid solver iterations is
typically set to one, Ns = 1, as it usually relies on an implicit time integration. The choice of
the coupling period ∆tcpl becomes then tightly related to how often the flow solver is coupled
with Nf and to the computational overhead of the coupled simulation.

During the thesis of Chäı Koren, a new coupling algorithm for unsteady CHT studies with
LES have been derived to overcome some shortcomings of the standard Neumann-Dirichlet
coupling between a flow solver coupled with a heat conduction solver. Indeed, most coupling
algorithms for unsteady conjugate heat transfer are based on algorithms initially derived for
steady conjugate heat transfer problems where domain decomposition methods for elliptic PDEs
provide the framework to iteratively converge towards the steady solution on the whole domain.

The Neumann-Dirichlet coupling whose stability has been studied in [79] ensures the temperature
continuity and heat flux conservation through the boundary at the discrete coupling steps: one
solver is given a fixed temperature at the interface (Dirichlet condition) while the other one
uses a Neumann condition with a given value of the wall heat flux. The interface boundary
condition in each case is sent by the other code. For typical gas-solid CHT applications with
ρfcpf ∆xf < ρscs∆xs, Giles [79] showed that the Dirichlet boundary condition must be set to
the flow solver while the wall heat transfer solver must use the Neumann boundary condition.
Improvements of the stability and convergence for steady problems have been proposed [57,
56] since. Recent studies have based their coupling methodology on such a Neumann-Dirichlet
coupling or one of its variant [107, 96, 95, 196].

However, as pointed out initially, the obtained set of algebraic relations originally derived for
steady elliptic PDES does not inform on its adequacy or accuracy for unsteady problems, possibly
making this family of methods suboptimal for other classes of problems. In particular, the
coupling period parameter ∆tcpl is either arbitrarily chosen or, at best, the adequacy of the
chosen value is verified in a posteriori tests [50, 51, 96]. The issue is then to determine this
coupling period.

A new coupling approach with a self-adaptive coupling period The Hybrid-cell Neumann-
Dirichlet (HCND) coupling relies on a layer of hybrid cells at the boundary between the fluid
and solid domains. As described in Fig. 6.1(a), each hybrid cell is composed of solid and fluid
mesh cells on each side of the interface. Writing a heat balance equation for the hybrid cell gives
an ordinary differential equation (ODE) for the boundary temperature Tbnd:

dTbnd
dt

= − Φf,bnd + Φs,bnd

Vfρfcpf + Vsρscs
, (6.1)

where Φs,bnd and Φf,bnd are the flux integrated over all internal faces of the hybrid cell in the solid
domain and in the fluid, respectively. For each hybrid cell around an interfacial face, fluxes are
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prescribed from both domain to the ODE solver and, after a time integration of Eq. 6.1 for the
duration ∆tcpl, the updated boundary temperature is applied as Dirichlet boundary conditions
in both solvers as depicted in Fig. 6.1(b). In practice, the ODE solver is embedded in each
solid and flow solver so that they only exchange their respective heat fluxes with each other,
yielding a computational coupling cost identical to a standard Neumann-Dirichlet coupling. It
was shown that the obtained algorithm is neither a Dirichlet-Dirichlet coupling nor a Neumann-
Neumann coupling but is in fact very close to a Neumann-Dirichlet coupling in terms of numerical
behaviour.

(a) (b)

Figure 6.1: (a) Fluid and solid domains used for a coupled simulation. Dashed triangles
represent the cells (actual mesh cells for volume-centred formalism or dual mesh cells for vertex-
centred formalism). Both grey triangles denote the fluid and solid cells of volume Vf and Vs
respectively, which define the hybrid cell of volume Vhyb around the interface. (b) Scheme of
coupling procedure: the flow solver and the solid heat transfer solver (HTS) exchange bound-
ary fluxes, Φs,bnd and Φf,bnd, and temperature, Tbnd, with the ODE boundary solver which
determines Tbnd.

The HCND method was validated with the Method of Manufactured Solutions. A forward
Euler resolution of Eq. 6.1 yields a first-order accuracy but was instead replaced by another
1st-order method that is strictly conservative. The method stability for ∆tcpl was expressed in
terms of a hybrid Fourier number associated to the hybrid cell and shows a restricted stability
region consistent with the choice of explicit time integration. Indeed, for the target applications
involving coupled DNS/LES, we do not wish to consider an iterative and implicit approach that
would require to repeat the same DNS/LES step several times.

The main interest of the method is its ODE formulation which enables self-adaptation of the
coupling time step from the control of numerical error [90]. The step size control algorithm is a
control loop shown in Fig. 6.2(a): After the boundary temperature is integrated, a test is carried
out to compare the numerical integration error εn to the prescribed tolerance η. If the numerical
error is low enough, the time step ∆t is approved and the next step is then computed. On the
other hand, if the error is too large, the time step is rejected and the integration is repeated
with a smaller step ∆topt. For the next step, the initial guess of the step size is chosen as equal
to the previously accepted one.

The error is estimated by comparing the computed boundary temperature value with the one
from a 2nd-order Adams-Bashforth formula which uses previous stored values of the ODE right-
hand side. The new time step ∆topt is determined by a control algorithm which can be a I,
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PI or PID controller that adapts the time step to reach the desired error. Figure 6.2(b) shows
the resulting appreciable adaptation of the coupling period in a 1D CHT case with a pulsating
boundary condition in the flow domain.

Step
accepted

Step
rejected

(a)

Tf ;ext ¼ T
!
x ¼ "Lf ; t

"
(47)

¼ T0ð1 þ 0:1sinð2pfexttÞ Þ þ Tbnd ðt ¼ 0Þ

with T0 ¼ 1000 K, while at x ¼ Ls, the solid's outer boundary Ts;ext is
a fixed temperature equal to the initial mean temperature in both
mediums: 293 K.

The evolution of the resulting interface temperature along time
is plotted in Fig. 11. The fluctuations amplitude is two orders of
magnitude smaller than the one entering at x ¼ "Lf . This effect can
be attributed to the value of the thermal activity ratio, which is
equal to 4:78 10"3 in this case. The reference solution was
computed using a Laplace transform over the system of coupled
equation, by combining a resolution in the Laplace-space, and the
application of the inverse Laplace transform.

4.2.2. Control with time step rejection
The three controllers presented in Table 2 are compared

considering step rejection: when the numerical error is not below
the specified tolerance, the integration step used to update the
temperature at the fluid-solid interface is rejected, meaning that it
is restarted with a smaller time step given by Eq. (45). When the
tolerance criterion is satisfied, the current step is accepted and the
time step determined by Eq. (45) is used for the next step.

Fig. 12 shows the results for the three controllers with the

tolerance h ¼ 1% and the frequency fext ¼ 100 Hz. In all three cases,
the numerical error remains below the 1% prescribed tolerance. The
numerical error used in this work is the L1 error:

εn ¼
###Tnþ 1

½2' " Tnþ 1
½1'

### (48)

The error and coupling time step are seen to evolve according to
a frequency which is twice the one of the exterior perturbation.
This is due to the absolute value in Eq. (36) which doubles the
response frequency of the controller in comparison to the fluctu-
ations' frequency. The evolution of the accepted step size is similar
for the PI and PID controllers while the I controller presents much
larger variations. As reported in Table 4, such variations of the step
sizes determined by the I controller leads to a larger number of
rejected time steps compared to the PI and PID controllers. In spite
of such an ill behavior, the I controller provides the most efficient
solution in terms of cost to precision ratio in this specific case.

Fig. 13 shows the temporal evolution of the hybrid Fourier
number for two different tolerances, 1% and 3%. For both error
tolerances, the obtained hybrid Fourier number is below the sta-
bility limit 0.375. As expected after explaining in Sec. 3.4 that the
stability constraint is not enough to determine the coupling time
step, an accuracy requirement can require a more stringent limi-
tation in the coupling time step. Although this is here illustrate in a
1D test case, this automatic adaptation of the coupling period will
enable to gain a significant control in the accuracy of unsteady CHT
studies with LES or DNS without arbitrarily prescribing a value.

Considering that this approach is aimed to be used for 3D
reactive simulations using LES or DNS the following issue arises:
Rejecting multiple LES or DNS iterations of a flow solver is not
affordable with the currently available computing resources. For
the sake of optimal computational cost, tests are henceforth carried
out without any rejection of the coupling time step. Hence, instead
of closing the control loop, the optimal value for the nth coupling
step size is used directly for the ðn þ 1Þth coupling step size:

Fig. 12. Evolution of the accepted coupling time step scaled by the fluid solver's time
step (a) and corresponding numerical integration error (b) for different controllers: I
(red dashed-dotted line), PI (blue dashed line) and PID (black plain line). Case condi-
tions: h ¼ 1% and fext ¼ 100 Hz. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)

Table 4
Comparison of the total number of coupling steps with the number of rejected steps
for h ¼ 1%, fext ¼ 100 Hz and a simulated time of 60 periods.

Controller I PI PID

Total number of steps 478 739 721
Number of rejected steps 113 38 31

Fig. 13. Temporal evolution of the hybrid Fourier number for the simulation controlled
by a PID controller for two different tolerances. Black plain line: h ¼ 1%. Blue dashed
line: h ¼ 3%. Case conditions: fext ¼ 100 Hz. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
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(b)

Figure 6.2: (a) Generic control loop to advance the boundary temperature Tn to its value Tn+1

with a numerical integration error εn below a given tolerance η by adapting the integration time
step ∆tn. (b) Unsteady test case: evolution of the accepted coupling time step scaled by the
fluid solver’s time step for different controllers: I (red dashed-dotted line), PI (blue dashed line)
and PID (black plain line). Case conditions: η = 1% and fext = 100 Hz.

Finally, in order to afford coupled LES/DNS, the rejection feature was disabled and we have
shown that a carefully deigned PID controller was able to remain robust and efficient. With the
only parameter being a prescribed tolerance to control the numerical accuracy of the coupling
method, the HCNC method makes multiphysics LES benefit from the removal of an arbitrary
setting that is the coupling period and enables on-the-fly control of the numerical accuracy.

6.1.3 The accelerated HCND method

References: [A2], [D7], [T2]

A need for artificial acceleration An issue to deal with in unsteady simulations of CHT
problems is the slow conduction process such that the transient heating or cooling of a solid
part to its permanent state requires to simulate a physical time which is not affordable with
LES. This is alleviated by artificially accelerating the physical transient to reach sooner the
permanent regime. Several techniques have been proposed in the literature to carry out such
an acceleration [50, 13, 96, 95, 57, 107]. A first example is the coupling of an unsteady flow
solver with a steady solid heat transfer solver [57]. By doing so, the mean fields are obtained at
a low computational cost but this approach is limited to steady-state computations and cannot
grant access to the temperature and heat flux fluctuations in the wall. A second approach
is the desynchronization method [50, 13, 107] which can be used with fully unsteady coupled
simulations. In this method, codes are no longer synchronized in terms of physical time: while
the flow solver simulates a physical time of ∆tcpl the solid heat transfer solver simulates a physical
time of α∆tcpll where α ≈ 100− 500. This methodology provides an efficient and robust mean
to compute the mean temperature and wall heat flux fields on the interface boundary. However,
by modifying the frequencies perceived by the solid, such a technique amplifies the level of heat
loads fluctuations.
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Superposition principle to accelerate the HCND method Being based on synchronized
solid and flow domain, the HCND method is not compatible with the desynchronization tech-
nique. Another acceleration technique has therefore been developed for HCND which does not
perturb the statistics (mean and rms) in permanent regimes. The acceleration method is similar
to [96, 95]: the temperature field inside the walls is described as the superposition of a steady
and a transient component: Ts = T̂s + T ′s. Each component is then solved using the adequate
heat transfer equation:

0 = ∇.(λs∇T̂s), (6.2)

ρscp,s
∂T ′s
∂t

= ∇.(λs∇T ′s). (6.3)

The instantaneous wall heat flux on the fluid side, Φf,bnd, is also split into two components: A

mean wall heat flux Φ̂f,bnd and a fluctuating heat flux Φ′f,bnd such that

Φ′f,bnd = Φf,bnd − Φ̂f,bnd. (6.4)

Solving Eq. 6.2 is accomplished by using the mean wall heat flux Φ̂f,bnd as a boundary condition

on the shared interface, and yields the solid mean temperature field of T̂s including the interface
mean temperature T̂bnd. In the unsteady fluid solver, the estimated mean wall heat flux at a
time τ is computed by time averaging the instantaneous wall heat flux:

Φ̂f,bnd(τ) =
1

τ

∫ τ

0
Φf,bnd(t)dt. (6.5)

As the cumulating duration τ in this integral increases, the computed quantity Φ̂f,bnd(τ) con-
verges to the steady mean flux Φf,bnd. The unsteady fluctuating solid temperature equation,
Eq. 6.3, is coupled to a fluctuating variant of the boundary temperature equation, Eq. 6.1,

dT ′bnd
dt

= −
Φ′f,bnd + Φ′s,bnd

Vfρfcpf + Vsρscps
. (6.6)

following the usual HCND coupling method, which still self-adapts the coupling time step given
a prescribed tolerance. Finally, the instantaneous boundary temperature, used as a boundary
condition by the flow solver, is obtained by summing both parts:

Tbnd = T̂bnd + T ′bnd. (6.7)

In [96, 95], the considered mean/fluctuation splitting is carried out on all considered Fourier
modes. The fundamental mode, i.e. the steady state, is solved with a steady heat transfer
equation solver while the unsteady heat conduction is solved for other spectral modes in the
frequency-domain. With the introduced splitting, keeping a time-domain resolution to describe
all types of fluctuations enables to account for a single unsteady equation which is solved numer-
ically with a controlled accuracy provided by the HCND method. As in [96, 95], the acceleration
to a permanent regime by disregarding the slow solid conduction process results from providing
the mean heat flux Φ̂f,bnd, which converges within several flow time scales, directly as a boundary
condition to the steady conduction problem in Eq. 6.2.

Validation The method is tested in a 1D CHT case with a pulsating boundary condition on
the non-coupled side of the flow domain. The mean component of the boundary temperature is
plotted in Fig. 6.3(a). The reference solution shows that the transient heating determined
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with T0 ¼ 1000 K, while at x ¼ Ls, the solid's outer boundary Ts;ext is
a fixed temperature equal to the initial mean temperature in both
mediums: 293 K.

The evolution of the resulting interface temperature along time
is plotted in Fig. 11. The fluctuations amplitude is two orders of
magnitude smaller than the one entering at x ¼ "Lf . This effect can
be attributed to the value of the thermal activity ratio, which is
equal to 4:78 10"3 in this case. The reference solution was
computed using a Laplace transform over the system of coupled
equation, by combining a resolution in the Laplace-space, and the
application of the inverse Laplace transform.

4.2.2. Control with time step rejection
The three controllers presented in Table 2 are compared

considering step rejection: when the numerical error is not below
the specified tolerance, the integration step used to update the
temperature at the fluid-solid interface is rejected, meaning that it
is restarted with a smaller time step given by Eq. (45). When the
tolerance criterion is satisfied, the current step is accepted and the
time step determined by Eq. (45) is used for the next step.

Fig. 12 shows the results for the three controllers with the

tolerance h ¼ 1% and the frequency fext ¼ 100 Hz. In all three cases,
the numerical error remains below the 1% prescribed tolerance. The
numerical error used in this work is the L1 error:

εn ¼
###Tnþ 1

½2' " Tnþ 1
½1'

### (48)

The error and coupling time step are seen to evolve according to
a frequency which is twice the one of the exterior perturbation.
This is due to the absolute value in Eq. (36) which doubles the
response frequency of the controller in comparison to the fluctu-
ations' frequency. The evolution of the accepted step size is similar
for the PI and PID controllers while the I controller presents much
larger variations. As reported in Table 4, such variations of the step
sizes determined by the I controller leads to a larger number of
rejected time steps compared to the PI and PID controllers. In spite
of such an ill behavior, the I controller provides the most efficient
solution in terms of cost to precision ratio in this specific case.

Fig. 13 shows the temporal evolution of the hybrid Fourier
number for two different tolerances, 1% and 3%. For both error
tolerances, the obtained hybrid Fourier number is below the sta-
bility limit 0.375. As expected after explaining in Sec. 3.4 that the
stability constraint is not enough to determine the coupling time
step, an accuracy requirement can require a more stringent limi-
tation in the coupling time step. Although this is here illustrate in a
1D test case, this automatic adaptation of the coupling period will
enable to gain a significant control in the accuracy of unsteady CHT
studies with LES or DNS without arbitrarily prescribing a value.

Considering that this approach is aimed to be used for 3D
reactive simulations using LES or DNS the following issue arises:
Rejecting multiple LES or DNS iterations of a flow solver is not
affordable with the currently available computing resources. For
the sake of optimal computational cost, tests are henceforth carried
out without any rejection of the coupling time step. Hence, instead
of closing the control loop, the optimal value for the nth coupling
step size is used directly for the ðn þ 1Þth coupling step size:

Fig. 12. Evolution of the accepted coupling time step scaled by the fluid solver's time
step (a) and corresponding numerical integration error (b) for different controllers: I
(red dashed-dotted line), PI (blue dashed line) and PID (black plain line). Case condi-
tions: h ¼ 1% and fext ¼ 100 Hz. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)

Table 4
Comparison of the total number of coupling steps with the number of rejected steps
for h ¼ 1%, fext ¼ 100 Hz and a simulated time of 60 periods.

Controller I PI PID

Total number of steps 478 739 721
Number of rejected steps 113 38 31

Fig. 13. Temporal evolution of the hybrid Fourier number for the simulation controlled
by a PID controller for two different tolerances. Black plain line: h ¼ 1%. Blue dashed
line: h ¼ 3%. Case conditions: fext ¼ 100 Hz. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
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(b)

Figure 6.3: Temporal evolution of the mean (a) and unsteady (b) components of the boundary
temperature. Circles: Non-accelerated reference case. Red solid line: Neumann-Dirichlet cou-
pling approach with a desynchronization factor α = 10. Blue dashed line: Neumann-Dirichlet
coupling approach with a desynchronization factor α = 100. Black solid line: The HCND cou-
pling approach with the derived acceleration method based on the superposition of mean and
fluctuating states. Case conditions: fext = 100 Hz and prescribed tolerance η = 5% for the
HCND approach.

by the solid time scale corresponds approximatively to fifty periods of the chosen value of
excitation frequency fext. Desynchronizing the solid physical time from the one seen in the fluid
enables to reach the steady plateau much faster. The accelerated HCND method also enables to
quickly reach the steady value of the boundary temperature, much sooner than in the reference
solution. Figure 6.3(b) shows the unsteady part of the interface temperature. According to the
reference solution, the imposed fluctuations yield an amplitude of approximatively 1 Kelvin at
the interface. A known weakness of the desynchronization method is the erroneous response
amplitude which is seen. On the other hand, the proposed superposition approach of the mean
and unsteady parts provides an excellent agreement after an initial transient time.

6.1.4 Prediction of wall temperature induced by a wall-impinging flame

References: [D7], [T2]

The accelerated Hybrid-Cell Neumann-Dirichlet coupling method is applied to a three-dimensional
conjugate heat transfer problem of a wall-impinging flame. The studied experimental setup [211]
is a laminar jet flame impinging a solid disc which is cooled on its other side. Given the moderate
Reynolds number, the flow is quite stable with a marginal unsteadiness. The main objective of
this study is a first prediction of the steady wall temperature with the enhanced HCND method
when implemented in massively parallel codes as the ones used for LES.

Simulations are carried out with the low Mach-number solver YALES2. Combustion of methane
is described by the Coffee mechanism [175] that involves 14 species and 38 reactions. Given
the moderate Reynolds number of the jet, the flow is resolved enough so that no LES model is
needed. Nonetheless, capturing the flame thickness on the mesh remains too expansive. The
TFLES model [23, 38] is then considered.
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Figure 6.4: Scheme of the HCND method for coupled unsteady conjugate heat transfer when
using acceleration of the physical transient heating or cooling.

The accelerated HCND method requires solving a steady and an unsteady heat equation. This
is done here with two heat transfer solvers that are instances of the YALES2 framework which
are represented in Fig. 6.4. In studies following the work of C. Koren, both equations are
solved with a single heat transfer solver instance. On the disk cooled side, the temperature is
imposed on the experimentally measured profile, i.e., between 330K in the center and 340K at
the disc’s extremity. The mesh of the solid domain made of quartz consists of approximately
8 million tetrahedral 0.25-mm-wide cells. The solid cells are conforming with the fluid cells at
the interface. Constant quartz properties taken at T = 400 K, the intermediate temperature
between the cooled side and the flame side, are considered.
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Figure 6.5: (a) Field cut of the gas mean temperature. A: Reaction zone. B: Dilution zones
where the hot gases encounter the coflow of N2. (b) Comparison between experimental and
numerical data for the mean boundary temperature as a function of the distance from the
center of the disc. Circles: Experimental data [211]. Black plain line: accelerated HCND. Blue
dashed line: Neumann-Dirichlet coupling approach with a desynchronization factor α = 1000.

A field cut of the obtained mean temperature is shown in Fig. 6.5(a). The computed temperature
field agrees with the measured flow temperature, in particular in the wall vicinity which ensures
a correct prediction of the wall convective flux. The resulting prediction of the disk temperature
is shown as radial profiles plotted in Fig. 6.5(b). The agreement with the experimental profile
is very good. Both the accelerated HCND and desynchronized Neumann-Dirichlet methods
retrieve the correct inhomogeneous profile due to the flame and nitrogen-coflow impingement.
This validates the correct implementation of the HCND method in a state-of-the-art numerical
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solver that is YALES2 along with the coupling library OpenPalm further described in the next
section.

6.1.5 Application to a confined turbulent premixed flame

References: [A2], [T2]

Numerical setup A multiphysics simulation is applied to a confined premixed swirling flame
[86, 87] whose stabilization has been shown to be sensitive to the wall conditions as in other
similar flames [170, 221, 194, 50]. On the combustion modelling side, this requires to describe
the effect of non-adiabaticity due to heat losses on the flame structure and its stabilization [119,
227, 152, 153]. The flame has previously been simulated successfully by Mercier et al. [153] with
a non-coupled and stand-alone LES based on a non-adiabatic F-TACLES (Filtered Tabulated
Chemistry for LES) model. The wall temperature profiles were then specified from the experi-
mental ones that were measured by Laser Induced Phosphorescence. The main objective of this
study is to predict this wall temperature field in order to retrieve the combustor characteris-
tics in terms of flame stabilization and wall heat losses without any prior knowledge from the
experimental data.

The numerical setup used to describe the reactive turbulent flow (mesh, models, code YALES2) is
identical to the one of Mercier et al. [153]. Conjugate heat transfer is described by solving for heat
conduction in the quartz viewing windows of the combustor with the accelerated Hybrid-Cell
Neumann-Dirichlet coupling method. All exchanged data between solvers are communicated
with the coupling library OpenPALM [22] which is developed for massively parallel coupled
simulations. Flexibility in the coupling settings and efficiency are gained thanks to OpenPALM
which provides generic coupling subroutines, and handles the efficient and scalable dispatching
of the sent information to the correct recipient. On the one hand, the LES mesh is made 49
million elements and the YALES2 LES solver is assigned with 960 cpu cores. On the other
hand, the solid domain comprises 41 million elements and the wall heat transfer solver uses 95
cpu cores. The external side of the combustor walls is specified as a mixed boundary condition
with a profile for the free-convection heat transfer coefficient and the accounting for non-linear
radiative exchange between the combustor wall and the surrounding ambient temperature. The
coupling period is not known a priori and the figure 6.6 shows the predicted value for ∆tcpl by
the HCND method during the coupled simulation.

Results Laser Induced Phosphorescence (LIP) measurements of temperature are compared
to the computed field in Fig. 6.7. The results of the CHT numerical study provides a good
agreement with the experimental values with a maximal local error of approximatively 10%.
The similar shape of iso-lines shows that the simulated reactive flow provided by the numerical
and modelling approach described in [153] is well described with its characteristics: recirculation
zones and swirling motion. The level of agreement is then very satisfactory and accounting for
the neglected thermal radiation should narrow the gap between experimental and numerical
fields. The coupling with simulation of radiative energy transfer is the topic of the next section.

The detailed unsteady multiphysics simulation enables to study the temporal variations in tem-
perature and heat fluxes at the walls. The access to this unsteady thermal load on the combustor
walls is necessary to assess the thermal fatigue in the future as highlighted previously.
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Figure 6.6: Temporal evolution of the self-adaptive coupling time step scaled by the flow solver
diffusive time step, for flow-wall coupling (CASE-FW), with time origin taken at the begining
of the run. Error tolerance is set to η = 5% for the HCND control algorithm.
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Figure 6.7: Wall temperature (in Kelvin) over the measurements zone (lengths in mm). (a):
experimentally measured temperature values [153]. (b): numerically computed wall tempera-
ture.

Figure 6.8 shows root-mean-square fields in the experimentally studied window for CASE-FW
which is the present coupled CHT simulation, and for CASE-FWR which additionally account
for radiation. In CASE-FW, the fluctuations in wall temperature and wall conductive flux
present a similar pattern, highlighting the correlation between both quantities as also deduced
from Eq. 6.6. The level of relative variation in the considered zone is approximatively 20% for
the wall conductive flux and a little less than 1% for the wall temperature.

In CASE-FWR, the observed maximum value of wall temperature RMS is reduced but the field
is more homogeneous, yielding a similar average level of relative variations (≈ 1%). Similarly,
with a roughly similar level of variations (≈ 20%), the RMS in wall conductive flux is larger in
CASE-FWR because of the increased steady wall conductive flux in the observed zone. Finally,
the amplitude of variations in wall radiative flux is around 8%. Compared to CASE-FW, no
clear correlation appears between the RMS in wall temperature and either of the wall fluxes.
Unfortunately, no validation data is available for this RMS fields. Nevertheless, we believe that
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Figure 6.8: RMS of wall temperature [K] (top), wall conductive heat flux [W/m2] (middle)
and wall radiative flux [W/m2] (bottom) for cases CASE-FW (left column) and CASE-FWR
(right column).

experimental investigation similar to [218, 247] will provide such information in the near future
in more and more configurations. This will challenge even more conjugate heat transfer studies
with large-eddy simulations.



106 Part II. Research activities

6.2 Thermal radiation in reactive flows

6.2.1 High-fidelity simulation of radiative heat transfer

The accurate prediction of heat flux and temperature at the combustor wall requires accounting
for the coupling between the turbulent reactive flow, the heat conduction within the walls and
the radiative energy transfer. The later phenomenon, radiation, has also been coupled to DNS
or LES in different studies [241, 111, 81, 189, A17, 88, 13, A2]. Beside the better description
of turbulence with LES, coupling LES with radiative heat transfer enables to alleviate most of
the modelling issues of Turbulence-Radiation Interaction (TRI) [35, 36] which is significant in
RANS simulations. Nevertheless, subgrid-scale TRI effects that are neglected in this work are
not strictly negligible and sgs modelling studies can be found in [200, 215, 88].

Table 6.1: Short literature review of advances in coupled simulations of radiative heat transfer
with DNS or LES. Gas radiative properties are described as: Gray Gas (GG), Global model
(Glob.), narrow band CK model (CK), Line-By-Line (LBL). The type of radiation solver is also
highlighted: Discrete-Ordinates Method (DOM), Monte Carlo (MC).

Year Description GG Glob. CK LBL

2005 Wu et al. [241]: MC; DNS of a statistically 1D turbulent
premixed flame

x

Jones and Paul [111]: DOM; LES of a gas turbine com-
bustor

x

2008 Gonçalves dos Santos et al. [81]: 2D ray tracing; 2D LES
of a premixed flame stabilised behind a flame holder

x

2012 Poitou et al. [189]: DOM; 3D LES of a premixed flame
stabilised behind a flame holder

x

2013 Zhang et al. [A17]: MC; DNS of a turbulent channel flow x
Gupta et al. [88]: MC; LES of a turbulent jet flame x

2016 Berger et al. [13]: DOM; LES of a helicopter combustion
chamber

x

2018 Koren et al. [A2]: MC; LES of laboratory-scale combustor
with a premixed turbulent flame

x

Table 6.1 shows the evolution of coupled numerical studies. Gas radiative properties initially
described with a notoriously erroneous gray gas assumption are nowadays mainly modelled with
global models (SLW-WSGG [48], FSK [157] and other full-spectrum variants) in practical ap-
plications while relying on Discrete-Ordinates Methods (DOM) to solve the radiative transfer
equation. Advances in computational power and in Monte Carlo (MC) algorithms and solvers
have allowed to achieve state-of-the-art results with such reference methods. Besides, very accu-
rate gases properties can be accounted for with MC methods such as narrow band models (SNB,
CK[82]) or even reference Line-By-Line (LBL) spectra. A review of infrared radiative properties
of CO2 and H2O and models can be found in [220]. Note that CO2 and H2O are the main
contributors to radiative heat transfer in most engineering applications. The short historical
synthesis in Tab. 6.1 shows the firm trend towards involving more and more accurate solvers
and gas radiative properties, and with the applications to more and more complex systems.
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Figure 6.9: Scalability plot for a case of 8 millions cells on a cluster equipped with Intel E5-
2690 processors. Blue circles: test performed with 200 rays; red triangles: test performed with
1000 rays; dashed line: ideal curve.

6.2.2 The Monte Carlo Rainier solver

References: [D10], [T1, T4, T6, T8]

The Rainier code developed by Olivier Gicquel solves the radiative transfer equation on un-
structured 3D meshes with a reciprocal Monte-Carlo method, either ERM [223] or OERM [250].
The emision-based reciprocity principle of these methods allows the calculation of the radiative
power at each node with a local control of the desired accuracy. Furthermore, the treatment of
each mesh point independently from the others insures a high degree of scalability of the code
as shown in Fig. 6.9. With a sufficient workload, the code scales almost ideally: 2000 cpu cores
yield a computational result 2000 times faster. The error control is carried out with absolute
and relative accuracy thresholds on the quantities of interest: radiative power, wall radiative
fluxes, directional probes.

The radiative properties of CO2 and H2O species are modelled through a cK model based on
updated parameters of Rivière and Soufiani [199]. For H2O, 44 spectral bands, with widths vary-
ing from 50 cm−1 to 400 cm−1 are considered between 150 cm−1 and 9200 cm−1. CO2 absorbs
radiation in only 17 of these bands. The cK database is made of 7-points Gauss quadrature per
band for each gaseous component, leading to 1022 pseudo-spectral points, since 49 quadrature
points are used in the 17 overlapping bands.

As illustration of the fields computed in Rainier, figure 6.10 shows the radiative power fields
computed in the combustor studied in Sec. 6.1.5. The radiative power field is determined
from the temperature (also shown in the figure) and the burnt gases composition fields of an
instantaneous LES solution. The local radiative power is written as P rad = P rada − P rade ,
the difference between the absorbed (P rada ) and emitted (P rade ) radiative powers. Most of the
domain emits energy through radiative heat transfer (negative radiative power). The regions
where energy absorption dominates (positive radiative power) are the coldest gas pockets mainly
located near the walls. The middle subfigure only shows the emitted radiative power (−P rade

is plotted) which is showed to be larger in magnitude than the real one (bottom figure) that
accounts for the actual reabsorption. This difference outlines that an optically thin assumption
that would neglect absorption phenomena for all the spectrum wavelength is wrong, even for
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Figure 6.10: Computation of radiative fields for the combustor studied in Sec. 6.1.5. Top:
Instantaneous temperature field on the center plane. Middle: Radiative power −P rade (emission
only). Bottom: Radiative power P rad = P rada − P rade with emission and absorption accounted
for.

the considered atmospheric combustor of a moderate size. In the combustion community, this
optically thin assumption is often wrongly used in many studies which overlook the necessary
detailed resolution of the radiative transfer equation.
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6.2.3 Quasi Monte Carlo method

References: [D10], [T4, T6, T8]

Thanks to their statistical estimation of the radiative power and associated error control, Monte
Carlo methods provide reference results. Moreover, the accounting for spectral gas radiative
properties or complex geometries is straightforward. This makes this family of methods a promis-
ing candidate for coupled high-fidelity simulations. However, the drawback of all these methods
is their slow convergence, making them very much computationally intensive. Several variance
reduction techniques [47, 140] such as importance sampling [46, 114, 63, 250] strongly accel-
erates the convergence by favouring more meaningful photon rays in the computed quantity
of interest. An additional improvement is the use of an alternative sampling mechanism for
numerical integration usually referred to as Quasi-Monte Carlo integration [140]. This method
has barely been studied for the numerical resolution of thermal radiation, we have used it to
demonstrate its undeniable efficiency to solve 3D participating media problem such as the ones
met in combustors. Besides, Quasi-Monte Carlo simulations can be combined with any variance
reduction technique.
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Figure 6.11: Comparison of the sampling of polar (θ) and azimuthal angle (ψ) following the
probability density function 1

4π sin(θ)dθdψ using a Sobol sequence (left) and a classic purely
random sequence (right).

In Quasi Monte Carlo, the pure random sampling generator is replaced by a quasi-random (also
called low-discrepancy) deterministic sampling. The samples’ greater uniformity achieved by
low-discrepancy sequences is shown in Fig. 6.11. This results in the enhancing the convergence
rate of the integration method. In our work, a Sobol sequence is used following the construction
from [19]. In order to keep an estimation of the integration error and the associated dynamic
error control, the method is combined with a randomization technique, yielding a Randomized
Quasi-Monte Carlo [140]: for a total of N samples, n packages are considered; within each of
this package, a low-discrepancy sequence of N/n points is used; the n sequences of the packages
are randomized using an I-binomial scrambling [224]. This Randomized Quasi-Monte Carlo
approach allows for benefitting from the faster convergence rate of Quasi-Monte Carlo within
each package and to have an estimation of the error using the variance between the packages,
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Figure 6.12: Instantaneous field of standard deviation of radiative power obtained with Monte
Carlo OERM (top) and Quasi-Monte Carlo OERM (bottom) at imposed number of rays.

as it is done classically for the Monte Carlo method. Figure 6.12 shows the error of the OERM
method combined with either regular Monte Carlo sampling or Quasi-Monte Carlo. The Quasi
Monte Carlo error is significantly lower. Hence, practical computation with local control of
the convergence of the radiative power exhibits almost a threefold speedup with Quasi Monte
Carlo. This significant improvement in computational efficiency makes such a method ideal for
expansive coupled simulations.

6.2.4 Prediction of radiative heat transfer from a turbulent sooted jet flame

References: [D5], [T6]

Accounting for soot in thermal radiation Taking into account the contribution of soot
particles in the radiative heat transfer from sooted turbulent flames requires the modelling
of these particles evolution and of the complex coupling that exists between soot, turbulence
and thermal radiation. Several RANS studies have been carried out while few LES works
have addressed this challenge. Table 6.2 gathers a couple of these studies to highlight the
different soot radiation and formation models that have been considered. They also differ in
their description of gas radiative properties, which is not detailed here. With the exception of
Mehta et al. [151], all studies solving the radiative transfer equation rely on empirical or semi-
empirical models for the soot formation. This introduces strong uncertainties in the prediction
of soot particles emission, which penalises the validation of such computations. Additionally, the
radiative properties of soot aggregates is complex: the complex refraction index of soot material
is uncertain, radiation scattering is a new phenomenon that appears in presence of particles and
the detailed morphology of soot fractal aggregates also impact significantly the soot particles
extinction coefficient [248, 173]. Table 6.2 shows that all studies have so far retained soot
radiative properties from Rayleigh theory valid for small spherical particles.

These different limitations and associated challenges make the characterization and understand-
ing of soot formation and radiation a very active area of research. Soot radiative properties are
not only involved in heat transfer but also appear as key quantities in quantitative measurement
of soot with optical diagnostics.
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Table 6.2: Short literature review of coupled simulation with luminous radiation. The soot
radiation model and the type of radiation solver are given in the third column. The fourth
column indicates the type of soot formation model

Approach Reference Soot radiation Soot formation
model model

RANS Tesse et al., 2004 [222] Rayleigh + MC Empirical
Wang et al., 2005 [236] Rayleigh + Sn Empirical
Mehta et al., 2010 [151] Rayleigh + MC Method of moments

Consalvi and Nmira, 2016 [44] Rayleigh + FVM Semi-Empirical
LES Mueller and Pitsch, 2012 [162] Optically thin assumption Method of moments

Gupta et al., 2013 [88] Rayleigh + MC Empirical
Lecocq et al., 2014 [137] Rayleigh + DOM Semi-Empirical

Numerical setup The large-eddy simulation of a sooted jet flame presented in Sec. 4.3.3 has
been coupled to the Rainier solver to additionally describe radiative heat transfer from burnt
gases and the predicted soot particles. The coupled simulation benefits from the developed
Quasi Monte Carlo method.

For the radiation of soot particles, 93 spectral bands have been introduced between 150 and
29 000 cm−1, of which 44 are common to the gas. Radiation scattering by soot particles is
neglected in the present simulation. The complex index of refraction of soot particles is taken as
equal to m = n− ik = 1.57− 0.56i [213]. Then, the soot absorption coefficient κsoot

ν is modelled
using the RDG-FA theory for soot aggregates’ radiative properties. However, without describing
scattering, it is equivalent to the one obtained from Rayleigh’s theory [156]:

κsoot
ν = C0fV ν with C0 =

36πnk

(n2 − k2 + 2)2 + 4n2k2
(6.8)

Both codes AVBP and RAINIER are coupled with the Open-palm library and use the same
mesh. The radiative power field is updated based on the temperature, XCO2 , XH2O and soot
volume fractions fields provided by the LES solver every 70 iterations of the flow solver in
order to preserve a relative error lower than 3% on the computed radiative power. In the
following, gaseous predictions with the coupled simulation are compared with experiments and
two other computations: one considering neither radiation nor soot particles formation and the
computation from Sec. 4.3.3 that considered an optically thin radiation model for both both
gaseous and solid phases. The cost for the simulation of the adiabatic case without considering
soot sectional model is 150 000 cpu hours for a 250-ms averaging time of statistics. With the
same cores and for the same physical time, the cost of the uncoupled and coupled simulations,
both considering soot sectional modelling, are 600 000 and 1 200 000 cpu hours, respectively.

The coupled simulation gathers: a state-of-the-art LES describing soot formation with a sectional
model, a Monte Carlo resolution of radiative transfer, accurate gas radiative properties and a
spectral description of soot properties through Rayleigh theory. While uncertainties remain in
the soot formation and radiation model, the present study achieves a significant progress.

Results Figure 6.13(a) presents the evolution of predicted axial temperature profiles for the
three simulation cases: adiabatic hypothesis (ADIAB), optically thin (OPT) and coupled Monte-
Carlo (MC). While for the first part of the flame, the temperature profiles are quite similar,
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the downstream temperature decrease is largely impacted by the hypothesis done for thermal
radiation. The lowest decrease rate is obtained for the computation without radiation whereas
the highest decrease rate is obtained for the computation with the optically thin radiation model.
The coupled simulation, which accounts for reabsorption, presents lower radiation heat losses
and therefore, an intermediate temperature decrease rate.
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Figure 6.13: (a) Temperature axial profile for the different studied cases: ADIAB (blue), OPT
(red) and MC (green) solid lines. (b,c) Impact of radiation modelling on soot volume fraction
(b) and intermittency (c) predictions. Experimental measurements from [104] are presented in
black squares.

Figure 6.13(b) presents a comparison of axial soot volume fraction profiles with experiments for
two different simulations. Figure 6.13(c) compares the axial profiles of soot intermittency for
both computations. First, for both quantities and for both computations, a good agreement
between predictions and experimental data is observed. It can be noticed that soot depletion
due to oxidation is predicted too soon compared with experiments. Secondly, detailed radia-
tion modelling impacts slightly these results compared to results obtained with optically thin
radiation model: Soot oxidation is predicted slightly later than in the optically thin radiation
computation case. Achieving significantly better soot predictions is then not related here with
radiation modelling as it impacts the flow mostly downstream the soot oxidation. The remaining
error is therefore rather due to the uncertainties that remain in soot modelling.

Figure 6.14 compares the axial and radial profiles of radiant intensities computed by directional
probes in Rainier with experimental measurements. The gaseous contribution from CO2 and
H2O species is distinguished from the total contribution when taking into account both gaseous
and solid phases. It can be observed that for the results with the total contribution, a good
agreement with the experiments is observed. Comparing these results with the ones obtained
for only the gaseous contribution, one can see that soot particles are an important contributor
of the axial directive intensity for this flame. The discrepancies with the experimental results
are mainly due to the differences observed in soot predictions (see Sec. 4.3.3). Indeed, for the
heights where soot volume fraction profiles are well predicted (x/D = 135 and x/D = 175),
good predictions in radial profiles of radiative intensities are also obtained. The predictions are
globally in a reasonable agreement with experimental measurements.

Analysis The soot formation being localised in a finite volume, the major contributor in ra-
diative power can be either the gas or the soot phase depending on the position. In order to
investigate the role of gaseous participating species and soot particles in the total volume inte-
grated radiative power, four separate computations have been carried out for one representative
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Figure 6.14: Comparison between experimental radiative intensity profiles from [104] and
numerical predictions with the Monte-Carlo approach. The contributions of only gaseous phase
is plotted in blue, whereas total contributions are plotted in red.

instantaneous field: one considering only gas emission and gas absorption (computation GEGA),
one considering only gas emission and soot absorption (computation GESA), one considering
only soot emission and gas absorption (computation SEGA) and one considering only soot emis-
sion and soot absorption (computation SESA). Several observations could be done from these
computations:

• Approximatively 56% of the emitted power from the gaseous phase is reabsorbed by the
gaseous phase,

• Less than 0.5% of the emitted power from the gaseous phase is reabsorbed by the soot
phase,

• Approximatively 10% of the emitted power from the soot phase is reabsorbed by the soot
phase,

• Less than 2% of the emitted power from the soot phase is reabsorbed by the gaseous phase,
• Even if for regions of high soot volume fraction soot particles are the major contributors

of radiative transfer, soot particles only account for 21% of the total volume integrated
radiative power.

Reabsorption phenomena are then more important for the gaseous phase. Reabsorption only
slightly modifies soot total contribution to radiative power. Moreover, very small interactions
are observed between soot particles and gaseous species in terms of radiative transfer: soot
only slightly absorbs gaseous emission, and gas absorbs little of soot emission. The correspond-
ing spectral volume-integrated emission and absorption of the different cases are presented in
Fig. 6.15. Two cK bands from CO2 are the major contributors of gaseous emissions (from 2000
to 2500 cm−1). For these bands, important gas absorption is also observed. For soot particles,
soot absorption coefficient presents a continuous wide band spectrum and lower reabsorption for
soot particles is observed. Finally, gaseous reabsorption from soot emission is negligible and is
only observed for the two bands mostly responsible for gaseous emissions.
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Figure 6.15: Spectral emitted and absorbed volume-integrated powers for an LES instanta-
neous solution. Results are shown for the reference case (Ref.) taking into account gas and soot
particles emission and absorption and the four other studied cases: GEGA, GESA, SEGA and
SESA.

The nature of radiative transfer in terms of optical thickness was identified for both solid and
gaseous phases with spectra of transmissivity: For several gas bands, in particular the ones
contributing to the radiative power, the optically thin medium assumption is not valid and
reabsorption must be considered. Concerning soot particles, the optically thin medium is not
valid at high wavenumbers for regions with high values of soot volume fraction.

Finally, the effects of turbulence-radiation interaction (TRI) on the average radiative power
have been studied from the resolved LES fields: TRI effects increase slightly the radiative power
contribution from gas while it decreases significantly the one from soot particles. This effect of
soot dynamic is due to the intermittent behaviour of soot formation and the associated intense
level of fluctuations previously outlined in Sec. 4.3.3. This negative soot contribution to TRI
has also been observed in recent RANS studies [44, 43].

6.2.5 Role of radiation in a confined turbulent premixed flame

References: [A2], [T2]

The conjugate heat transfer study from Sec. 6.1.5 is here enriched with the description of radia-
tive energy transfer. Figure 6.10 previously demonstrated that an optically thin approximation
would lead wrong results. Since the considered lean premixed flame is not sooty, radiative emis-
sion and absorption from burnt gases is only taken into account. In order to make the simulation
affordable, the Monte Carlo Rainier solver works on a coarser mesh (8 million elements) than
the LES solver. For this fully coupled simulation (LES+MC+CHT) that did not benefit at that
time from the Quasi-Monte-Carlo method, the cpu cores repartition is as follows: 256 for the
reactive LES solver YALES2, 48 for the wall heat transfer solver from YALES2 and 991 for
Rainier. The coupled case with radiation (denoted as CASE-FWR) is therefore 8.5 times more
expansive than the coupled case without radiation (denoted as CASE-FW).

The difference of mean gaseous temperature for cases CASE-FW and CASE- FWR is shown
for the center longitudinal plane in Fig. 6.16. The temperature maximum remains the same
because the sudden temperature increase through the flame front is only marginally impacted by
radiation. In the rest of the chamber, the radiative energy transfer homogenises the temperature
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Figure 6.16: Mean temperature on center plane for CASE-FWR (top) and CASE-FW (bot-
tom). Iso-lines are given for T=1800 K (black solid line), T=1600 K (gray solid line) and
T=1400 K (brown solid line).

differences. Downstream the flame, hot burnt gases are seen to be cooler when radiation is taken
into account. This is outlined by the noticeable difference for the T = 1400 K iso-line. On the
other hand, the cold burnt gases at the bottom of the chamber are in fact hotter for CASE-FWR
because of the radiation absorbed by the walls which yields a higher wall temperature as seen
hereafter.

[K] [K]

(a)

[K] [K]

(b)

[K] [K]

[K]

(c)

Figure 6.17: Wall temperature (in Kelvin) over the measurements zone (lengths in mm).
(a): experimentally measured temperature values [153]. (b): computed wall temperature in
CASE-FW without radiation. (c): computed wall temperature in CASE-FWR with radiation.

The predicted wall temperature fields in the measured region of the combustor wall are in
Fig. 6.17. The first two figures are the one from Sec. 6.1.5 with the 10%-accurate field from
CASE-FW. When radiation from burnt gases and quartz walls is taken into account, CASE-FWR
(right subfigure) shows numerical predictions which are noticeably improved with a maximal
local error of about 3% and an average error of 2%. The previous underestimation of the wall
temperature is then due to the neglected radiative effects. However, further analysis reveals that
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the picture is not as simple. Indeed, in CASE-FWR, the contribution of the wall radiative flux
in the total wall heat flux is larger than 50%!
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Figure 6.18: (a) Wall conductive heat flux for CASE-FW. (b) Wall radiative (top) and con-
ductive (bottom) heat flux for CASE-FWR.

Figure 6.18 shows the wall heat fluxes for both cases along the full height of the quart window.
In CASE-FW, only one flux is present: φcond,bnd, the boundary conductive flux due to convective
heat transfer from the hot gases to the wall. The total wall heat flux in CASE-FWR is the sum
of two contribution: φcond,bnd and the wall radiative flux φcond,rad. As seen in Fig. 6.18(b), both
contributions in the fully coupled simulatio CASE-FWR have the same order of magnitude.
Surprisingly, the wall conductive flux in CASE-FWR is quite reduced compared to CASE-FW.
Let us explain this. Thermal radiation is an additional energy transfer mechanism that attenuate
temperature differences between gas cells and also between the gas temperature and the wall
temperature. Hence, when radiation is included, it is expected that the walls become hotter
(see Fig. 6.17) while the burnt gases become cooler (see Fig. 6.16). After the thermal transient,
the reduced temperature difference between the burnt gases and the walls induces a reduced
wall conductive flux: φcond,bnd is indeed roughly halved when considering radiation. In CASE-
FWR, the reduced wall conductive flux is finally compensated by an additional contribution
from the wall radiative flux. This feed-back loop of radiative transfer on the wall conductive
flux explains why the total wall fluxes in the CASE-FWR is simply not the conductive flux from
the CASE-FW with an additional contribution due to the radiation.

What remains unexplained is the fact that the compensation from this feed-back loop lead
roughly to the same wall temperature although the nature of the wall fluxes in the CASE-FWR
is so different. This is because, in the studied configuration, the CASE-FW wall conductive heat
flux, which is overestimated compared to reality, surprisingly accounts approximatively for the
total wall heat flux (radiative and conductive) in case FWR.
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6.2.6 Multiphysics simulation of the FIRST combustor

References: [A4], [T6]

Configuration and numerical setup In this section, results of a coupled simulation com-
bining large-eddy simulation, conjugate heat transfer and thermal radiation is carried out on the
combustor FIRST studied in DLR [74] which features a pressurised sooting ethylene/air flame.
This configuration is of great interest in the combustion community as it is a first-of-its-kind
setup where soot modelling can be challenged for turbulent swirled flames in pressurised con-
ditions. The configuration shown in Fig. 6.19(a) is one of the target flame of the International
Sooting Flame (ISF) workshop. Nowadays, this laboratory-scale setup is the closest to the ones
met in realistic gas turbines. Several numerical studies have investigated this setup [69, 52, 127,
240] without much attention paid to the combustor heat transfer mechanisms. The nominal
operating point studied in this work is characterised by a 3-bar pressure and an equivalence
ratio at the injectors level of Φ = 1.2. A secondary air stream is injected through four ducts
located at a height of 80 mm downstream the main injectors leading to a global equivalence
ratio of Φglobal = 0.86.Part II - Large Eddy Simulations of sooting flames 157

Figure 5.1: Burner geometry (from Geigle et al. (2015))

The burner including the cooling system was designed for operation at approx-
imately 10 kW/bar thermal power. The flow rates applied for the considered
operating condition, given in standard liters per minute (slpm), are shown in
Table 5.1.

p � P Qair,c Qair,r Qfuel Qoxi Qair,c/ Qoxi/ �global Pglobal

[bar] [kW] [slpm] [slpm] [slpm] [slpm] Qair Qair [kW]
3.0 1.2 32.2 140.8 328.5 39.3 187.4 0.3 0.4 0.86 38.6

Table 5.1: Flame parameters of the studied case (flow rates are referenced at STP
conditions: 1.013bar and 273K).

The equivalence ratio � and thermal power P were calculated from the pri-
mary air flow rate Qair as a sum of central (Qair,c) and ring air (Qair,r), whereas
the global equivalence ratio �global and the global thermal power Pglobal were
calculated from the total air flow rate, Qair + Qoxi (where Qoxi corresponds
the secondary oxidation air flow rate). The variable amount of oxidation air is
given as fraction Qoxi/Qair. The air split ratio is defined as the ratio of central
air to the total combustion air Qair,c/Qair. Note that due to the excess fuel the
value for P is purely a function of the combustion air mass flow rate whereas
�global changes to lean after injection of oxidation air and thus Pglobal depends
on the fuel mass flow rate.

(a) (b)

Figure 6.19: (a) Burner and combustor of the FIRST test rig in DLR. (b) Design of burner,
combustion chamber and optical module of pressure housing.

In order to provide an external boundary condition for the computation of heat conduction within
the combustor walls, a dedicated study was necessary to model the complex external environment
of the combustor. Figure 6.19(b) shows that the optical access into the combustion chamber
is provided through four separate quartz windows, collectively labelled as quartz windows 1.
Cooling of the quartz windows 1 is established through multiple transverse laminar air jets on
the outer face, i.e. outside of the combustion chamber. The combustion chamber is finally
surrounded by the stainless steel pressure housing equipped with four other quartz windows
(denoted quartz windows 2) for optical access to the combustion chamber. The modelling study
of this complex environment has carefully assessed the assumptions and their sensitivity. In
particular, a specific care is addressed here to the semi-transparent nature of the quartz viewing
windows. For the first time in radiative heat transfer simulations of combustors, the transparent
or opaque nature of such windows with wavenumber will be here considered (see Fig. 6.20(a)).
Given the number of laboratory-scale combustor equipped with such viewing windows, the
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Table 6.3: Relative computational cost of different simulations of the DLR test rig.

Simulation Relative cost

Adiabatic LES (FPV) 1
Non-adiabatic LES (RFPV) 1.1
Non-adiabatic LES + Soot 4
Non-adiabatic LES + Soot + CHT 4.5
Non-adiabatic LES + Soot + CHT + MC 9

number of coupled studies dealing with the impact of semitransparent windows is expecting to
grow rapidly.

0 2 4 6 8 10
λ [µm]

0.0

0.2

0.4

0.6

0.8

A
sl
a
b,
m
od
el

λ
,

R
sl
a
b,
m
od
el

λ
,

T
sl
a
b,
m
od
el

λ
[-

]

Aslab,model
λ

Rslab,model
λ

Tslab,model
λ

(a)

Flow 
solver

Solid
solver

Radiation solver

(b)

Figure 6.20: (a) Transparent and non-transparent spectral band model for a 3-mm thickness
Corning HPFS 7980 quartz. (b) Communication scheme between the three solvers.

The large-eddy simulation of the turbulent reactive and sooting flow follows the same modelling
setup (RFPV + section model) as in Secs. 4.3.3 and 6.2.4 with the solver AVBP. The accelerated
HCND coupling method is used with the wall heat transfer solver AVTP. Finally, similarly to
the simulated sooted jet flame in Sec. 6.2.4, the Quasi-Monte-Carlo method from the Rainier
solver is here used with ERM to solve radiative transfer between burnt gases, soot particles and
the combustor windows considered semi-transparent. The communication scheme between the
three solvers is shown in Fig. 6.20(b). The solver meshes are composed of 45 million, 16 million
and 13 million elements for AVBP, AVTP and Rainier, respectively. Table 6.3 represents the
computational cost of the different simulations that have been performed. The adiabatic case
based on the FPV flamelet model and without the section model transport equation is taken
as the reference for the reported computational cost. The final coupled simulation is almost
ten times more expansive than the adiabatic case. However, compared to the already expansive
soot sectional model, the cost to add detailed radiation is only twofold. Note that without the
Quasi-Monte-Carlo acceleration, the cost would have been doubled.

Results The gaseous temperature field computed by the fully coupled simulation is shown in
Fig. 6.21(a). It is the result of several captured phenomena:

• Combustion yields to the sharp raise of temperature from the fresh gases temperature.
In cases without radiation (adiabatic or CHT alone), the flame stabilises in the injector
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Figure 6.21: (a) Temperature field inside the combustor predicted by the fully coupled sim-
ulation (CHT+MC). (b) Flow field and wall temperature on the same longitudinal cut. (c)
Corresponding combustor wall temperature (inner side) .

whereas, when radiation is taken into account, the flame is stabilised in the combustion
chamber as seen in the experiment.

• Downstream cold gases from secondary air inlets in the FIRST combustor are entrained
in the inner recirculation zone (IRZ). Thus, a mixing between these cold air gases and
the hot burnt gases from combustion is observed and a lower temperature in the IRZ is
obtained.

• The pockets of burnt gases near the walls are cooled down by the predicted wall heat
losses. This is particularly visible in the outer recirculating zone (ORZ). The cooled burnt
gases then mix with the other regions.

• Radiation emission and reabsorption generate an additional source term which can be
either positive or negative as seen in Fig. 6.22 (right). A negative radiative power is
computed in the hotter pockets of burnt gases while the cooler ones near the wall or in he
IRZ reabsorbs radiation, yielding a positive radiative power. In this pressurised combustor,
the medium is relatively optically thick and makes an optically thin approximation totally
erroneous as seen in Fig. 6.22.

Figure 6.21(b) shows that the flow in the combustor makes the hot gases impinge on the windows.
This generates high convective fluxes on the walls with a maximum occurring at approximatively
one-third of the chamber height. The corresponding computed wall temperature is seen in
Fig. 6.21(c). The low temperature at the bottom side (650 K) of the window is prescribed from
the estimated temperature on the combustor flange in the experiment. The four copper posts
located at the chamber corners and that surround each window are accounted for in the wall
heat transfer simulation. They are cooled at 333 K and yields the low temperature seen on
the sides of Fig. 6.21(c). These boundary conditions explain the obtained bi-dimensionality of
the wall temperature field with a maximum temperature located where the wall convective flux
is maximum. The maximum temperature is well above the quartz annealing temperature and
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Figure 6.22: Comparison between radiative powers instantaneous fields for an optically thin
approximation (left) and the Monte-Carlo computation (right).

explains the damages seen on the windows in the experiments. This outlines the great interest
of such coupled simulation to estimate heat loads.

Figure 6.23 presents a comparison of wall temperature prediction and experimental LIP mea-
surements [163] of the inner and outer faces of the combustion chamber windows. A good
general agreement can be observed for both CHT cases with or without radiation. In the case
with radiation, the wall convective fluxes are four to ten times larger than the magnitude of
wall radiative flux. Nonetheless, it can be observed that radiative effects tend to decrease the
highest temperature leading to a very good prediction of quartz temperature in the first part of
the quartz (until x = 40 mm). For highest heights, an under-prediction of quartz temperature is
observed by approximatively 100 K. Given the complexity of the described flow, this mispredic-
tion could be due to different sources of error: the simulated flow in LES, the derived external
heat transfer model, the radiative transfers, the retained wall laws for the turbulent boundary
layers. The next section will investigate another class of wall-models to better describe wall
convective flux. In particular, the possible coupling effects with radiation in turbulent boundary
layers will be investigated. It can be noticed indeed in Fig. 6.22 (right) that a sudden change in
the radiative power takes place very near the wall, which is unlikely to be correctly resolved on
the retained mesh. This takes place for the heights where the misprediction was observed.

The effects of heat losses on soot emission is presented in Fig. 6.24 for different simulation cases:
an adiabatic simulation (ADIABATIC), an uncoupled LES with 2D wall temperature fields
prescribed from the 1D experimental profile and with an optically thin approximation (ISOT
+ OPT radiation), the coupled simulation without radiation (CHT + no radiation) and the
fully coupled simulation (CHT + MC). For all cases, soot production position is well retrieved
compared with experimental data. Soot magnitude is underestimated with a factor varying
from 2 to 5 depending on the modelling of radiative and wall heat losses. Soot magnitude is
therefore dependent on heat losses modelling: the highest soot magnitude level is obtained for
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Figure 6.23: Comparison between wall temperature predictions and experimental LIP mea-
surements [163].

the adiabatic case which neglects all heat losses, and the level then decreases with the increase
of heat losses. It is important to outline that the adiabatic case giving the best agreement with
experimental data is due to cancelling errors between the soot model and the wrong description of
heat transfer. The modified amount of soot particles in the fully coupled simulation demonstrate
the need to describe accurately the different heat transfer mechanisms to quantitatively predict
the soot volume fraction.

Additional analyses have been conducted on the radiative transfer in the chamber and the
balance of different fluxes in the fluid domain and the combustor walls. In particular, the
simulation predicts that approximatively half of the internal radiation is leaving the combustion
chamber through the described transparent bands of the quartz windows. Finally, although soot
radiation was taken into account, they marginally participate here to radiative heat transfers.
This is due to the small level of soot particles in the FIRST combustor (fv ≈ 30 ppb) compared
to aeroengines where luminous radiation from soot particles is known to contribute significantly
[139, 138]. Validation of radiative heat transfer from soot in realistic configurations will then
require further experimental studies.

6.3 Convective heat transfer: coupled effects with radiation

In the atmospheric combustor studied in Sec. 6.2.5, the Reynolds number based on the cham-
ber cross-section was low enough to allow a wall-resolved LES (WRLES). However, in high
Reynolds number flows, large-eddy simulations cannot afford resolving the large eddies in tur-
bulent boundary layers. That is why, the LES of the pressurised combustor in the previous
section (Sec. 6.2.6) has relied on wall laws to model the turbulent boundary layers and predict
the associated wall convective flux. However, such standard wall laws have a restricted domain
of applications (constant properties, equilibrium boundary layer: no unsteadiness, no pressure
gradient) and are often applied outside of the boundary inner layer where they are not valid.
In this section, specific studies on the analysis and modelling of convective heat transfer are
presented. TBLE wall models are presented in Sec. 6.3.1 with their application to high-speed
flows. Then, section 6.3.2 enquires about the possible effect of radiation in turbulent boundary
layers. These effects are analysed in coupled direct numerical simulations (DNS) of channel
flows. They are finally accounted for in wall-modelled LES (WMLES) with a newly derived
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Figure 6.24: Comparison between soot volume fraction measurements [74] and numerical
predictions for different cases.

wall-model.

6.3.1 Wall-modelled large-eddy simulations of high-speed flows

References: [A11], [C5, C4]

The pressure profile in the HyShot II scramjet studied in Sec. 4.2.6 can be shown to be equally
sensitive to the heat release, wall heat losses and wall friction from a Rayleigh-Fanno analysis.
The conclusion is that near-wall processes are of paramount importance in this scramjet flow,
and thus they must be accurately predicted by the LES. The friction Reynolds number Reτ of
the boundary layers in the HyShot II isolator and combustor varies from 1500 to 4000; with
reasonable resolution of the viscous length scale this implies that a grid of order 1011 points
would be needed with wall-resolved LES. This is unfeasible and the presented computation
results have relied on a wall-model instead.

52 I. Bermejo-Moreno et al.

Outer, LES grid

Inner, WM grid
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Figure 3. Wall-model schematic diagram.

the wall), whereas the outer LES takes the wall-shear stress and heat-flux at the wall, ⌧w
and qw respectively, from the wall-model inner simulation. The wall-model is applied in
all four walls of the LES, considered adiabatic to account for the long period over which
the batches of PIV image pairs are gathered in the experiment.

2.2. Turbulent inflow

To avoid excessive computational cost, the computational domain comprises only part
of the experimental setup. In particular, the domain does not include the converg-
ing/diverging nozzle and the initial part of the duct present in the experiment, where
the boundary layers transition to turbulence. As a consequence, the boundary condition
imposed at the inflow of the simulation must introduce not only mean velocity profiles
but also suitable turbulence quantities that will account for the turbulent nature of the
boundary layers, matching those extracted from the experiment. This is achieved by ap-
plying the synthetic method of turbulence generation proposed by Xie & Castro (2008),
with the modifications of Touber & Sandham (2009), which is based on a digital filtering
technique (see Klein et al. 2003) designed to match specified single- and two-point cor-
relations. In our simulation, the generation of the turbulent inflow boundary condition
is done in several steps:

(a) First, we use the 1D profiles measured in the experiment at a location 21 mm
upstream of the foot of the wedge and in four xy-planes (z = 2.5, 4, 5.5 and 21 mm from
one of the side walls) to generate 2D transverse-profiles for the mean and turbulent quan-
tities corresponding to that measurement station. This is achieved by using symmetries,
interpolation and constant extrapolation from the available experimental data.

(b) Because not all required mean/turbulent quantities are known from the exper-
imental data, the 2D reconstructed profiles are used as the inflow to an independent
wall-modeled LES of a constant-area duct with a 45.2 mm ⇥ 47.5 mm cross section that
matches the inflow geometry of the final LES. Unknown turbulence quantities are ini-
tially set to zero and then let to evolve downstream until the turbulence is fully developed
in the boundary layers. At that point, the complete set of 2D profiles for all required
quantities is extracted from this additional duct-LES, time-averaged after the simulation
has reached a statistically stationary state.

(c) Finally, to provide a boundary layer thickness in the final LES equivalent to the
one measured experimentally at the station 21 mm upstream of the foot of the wedge
(�0 = 5.4 mm), the 2D profiles extracted from duct-LES at a downstream location in the
computational domain are rescaled accordingly. The resulting profiles are then used as
the inflow boundary condition to the LES simulating the experiment.

Figure 6.25: Wall-model schematic diagram.
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A recent review of wall-modelled large-eddy simulations can be found in [20]. The wall-model
used here is taken from the work of Kawai and Larsson [115]. For the lowest 10% of the boundary
layer (based on δ99), the flow is described by thin boundary layer equations (TBLE) while the
LES resolves the rest of the boundary layer and the combustor. The chosen equilibrium TBLE
wall-model is defined by the two ordinary differential equations (ODEs):

d

dn

[
(µ+ µt)

dU||
dn

]
= 0, (6.9)
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dn
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dn

]
= 0, (6.10)

where n is a local wall-normal coordinate; U|| is the velocity magnitude locally parallel to the
wall; and µ, cp, Pr and T are the viscosity, specific heat at constant pressure, Prandtl number
and temperature, respectively. Turbulent transfer is modelled with the eddy viscosity µt used in
the wall-model taken from a mixing-length hypothesis and a constant turbulent Prandtl number
Prt. The boundary value problem for both ODES is then solved at each face where the wall-
model is applied. Boundary conditions are the no-slip and temperature conditions at the wall
and off-the-wall LES data as shown in Fig. 6.25. Once solved, the model returns the wall shear
stress and heat flux. The predicted wall heat flux in the HyShot II scramjet is shown in Fig. 6.26.
The computed wall heat flux agrees quite well with the measurements, though less well for the
upper wall. The present wall-model implemented in CharlesX was also used for the simulation
of shock/turbulent boundary-layer interaction in a duct [C4].

concurrent with the mixing and heat release. For this reason, and
to distinguish it from more common isolator shock-trains, we refer
to it as a ‘‘combustor shock-train’’ in this paper.

The flow is partially visualized in Fig. 7. The combustor shock-
train begins with the sharp rise in pressure and density towards
the end of the combustor. Note the co-existence (or co-location)
of the combustor shock-train and the fuel jet. The term ‘‘leading
shock’’ is used to denote the beginning of this combustor shock-
train. The location of the leading shock is denoted by xs, and is
defined as the point where the cross-sectionally averaged Mach
number bM first decreases below 1.1. This location is not very sen-
sitive to the exact threshold, nor to which quantity is used to
define it, with variations limited to within 2–3 mm.

We note that the appearance of a combustor shock-train for ER
J 0:40 here is consistent with the results of Chapuis et al. [23],
who noticed a qualitative difference in the results between the
flight at 33 km altitude and the shock tunnel experiments designed
to approximate that flight condition. The ER was about 0.38 in the
flight but around 0.43 in the experiments, and the pressure profile
in the latter case appears similar to the present ones with a com-
bustor shock-train.

The range of ERs that result in a combustor shock-train is the
focus of the remainder of the paper. Comparisons will be made
with a series of shock-tunnel experiments, described more fully
in the companion paper [15] to the present one. It should be noted
that, although the present LES investigation into this regime was
launched in parallel with the experimental investigation in the
HEG shock tunnel at DLR, no further communication between the
respective parties took place before the simulation details were
finalized and most of the results were obtained. The simulations
were thus truly blind predictions.

4.1. Long-time integration and validation

The first step is to verify that the simulations reach a truly
steady state, and that the combustor shock-train does not continue
moving upstream eventually causing inlet unstart. Figure 8 shows
an x! t contour of the cross-sectionally average pressure bp for
ER = 0.414. The highest pressures form ‘‘ridges’’ in the figures;
the first (most upstream) ridge is the leading shock of the combus-
tor shock-train.

This case was integrated for 10 ms, about twice the test time in
the experiments at DLR. The solution clearly reaches a steady state
after about 5 ms, and then stays in place for the remaining 5 ms of
the simulation. This length of time corresponds to approximately
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Fig. 5. Mean wall pressure and heat flux in HyShot II from LES (lines) for run #810 with ER = 0.35. Compared with experiments [10,11] for the same run #810 (circles) as well
as runs #804 and #809 (ERs = 0.34 and 0.33; both marked with crosses) to show the run-to-run variation. LES on fine mesh (100 M cells, dashed), medium mesh (43 M cells,
solid) and coarse mesh (14 M cells, dash-dotted). Top row: wall pressure along a line halfway between the injectors. Bottom row: wall heat flux along a line through the
injector. Left column: Lower wall. Right column: Upper wall.
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Fig. 6. Effect of increasing ER on the cross-sectionally averaged pressure bp. Steady
state at the nominal operating point ER = 0.303 (lowest line). Steady state at
ER = 0.377 is qualitatively similar (second lowest line). Increasing to ER = 0.396
creates a ‘‘combustor shock-train’’, where solutions are shown after 0.8 ms, 1.2 ms,
2.0 ms and the long-term steady solution after about 9 ms (most upstream line).
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Figure 6.26: Mean wall heat flux along a line through the injector in HyShot II from LES
(lines) for run #810 with ER=0.35. Compared with experiments [93, 92] for the same run #810
(circles) as well as runs #804 and #809 (ERs=0.34 and 0.33; both marked with crosses) to
show the run-to-run variation. LES on fine mesh (100M cells, dashed), medium mesh (43M
cells, solid) and coarse mesh (14M cells, dash-dotted). Left column: Lower wall. Right column:
Upper wall.

The validated TBLE wall-model allows for accounting for variable properties (ρ, cp, µ, λ) as
often met in boundary layers in combustors with a large variation in temperature and it remains
accurate as long as non-equilibrium effects, if any, remain outside of the inner layer and are
captured by the LES directly. In the next section, radiation is shown to modify the classical
universal law-of-the-wall throughout the boundary layer. These effects are first analysed before
being finally taken into account in LES with an improved TBLE wall-model derived in Sec. 6.3.3.
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6.3.2 Coupled radiative effects in turbulent boundary layers

References: [A10, A15, A17], [T1]

Previous studies on the impact of radiation in a channel flow configuration [217, 216, 89, 3,
75] do not expose a general trend or understanding of the influence of radiation in turbulent
boundary layers. Several direct numerical simulations of channel flows with YALES2 have then
been coupled with the Monte Carlo solver Rainier to thoroughly analyse these effects in multiple
cases.

Control of channel flow bulk Reynolds number It is however beforehand necessary to
develop a numerical algorithm to properly control the channel flow simulations. Such simulations
are periodic in longitudinal and spanwise directions and require to specify a homogeneous source
term that replaces the mean pressure gradient to drive the flow at the chosen mass flow rate
i.e the bulk Reynolds number Reb in the computed channel flow. The latter key quantity is
defined as Reb = ρbubδ

µb
where ρb, ub and µb are the bulk density, velocity and dynamic viscosity.

The channel half-width is denoted by δ. Usually, the source term, which will be balanced by
the integrated wall shear stress, is unknown, especially for the envisioned coupled simulation.
One must then adapt the source term to obtain the target Reynolds number. Similarly, in an
isothermal walls case, a source term is prescribed in the energy equation to drive the flow to a
desired bulk temperature.

To determine these source terms, a control algorithm was developed to replace the unsatisfactory
previous method. The derived method appears as PI controllers with a thorough setting of
the coefficients so that the dynamics of the quantities of interest is exactly controlled. This
allows for setting the desired target values for the bulk Reynolds number and bulk temperature
by temporally adapting the prescribed homogeneous source terms. The controlling method is
validated in several cases and is shown to be robust and efficient. Figure 6.27 presents DNS
results with the simultaneous control of the bulk Reynolds number and temperature to new
target values. These quantities closely follow the prescribed temporal evolution (symbols) for
any response time τ . On the other hand, the wall shear stress τw and wall flux qw, denoted

by the friction Reynolds number Reτ =
ρwuτδ

µw
and Nusselt number, follow their own dynamics

determined by the channel flow response time estimated as δ/urefτ . The friction velocity is

defined as uτ = (τw/ρw)1/2. The reference value urefτ is estimated from classical correlations.

Numerical setup and case definition The low Mach number Navier-Stokes equations are
solved with the YALES2 code. The channel is filled with a homogeneous composition: the molar
fractions of CO2, H2O and N2 are 0.116, 0.155 and 0.729, respectively. The two parallel walls
are set with different temperatures, which allows for studying two boundary layers at once. For
the case detailed here, the cold wall temperature is Tw,c = 950 K and the hot wall temperature
is Tw,h = 1150 K. The system is studied at a pressure p = 40 atm. The channel flow control
strategy enables to study the case without radiation (C1) and the case with radiation (C1R1)
for the same bulk Reynolds number Reb = 5850. Other cases CnRm have been studied for the
effects of pressure, Reynolds number, wall temperature difference and wall emissivity. They are
defined through Tabs. 6.4 and 6.5. The radiative transfer equation is solved by the Monte Carlo
Rainier solver with the OERM method [250]. A visualization of the instantaneous flow fields
was shown in Fig. 1.3.



Chapter 6. Heat transfer and multiphysics simulations 125Y.F. Zhang, R. Vicquelin / Journal of Computational Physics 305 (2016) 208–216 215

Fig. 7. Temporal evolution of Reb (a) and Reτ (b) for with varying Tb at the same time with the control equations. Circles: theoretical solution; Black plain 
line: τ = 0.33δ/uref

τ ; Gray plain line: τ = 0.033δ/uref
τ .

Fig. 8. Temporal evolution of Tb in Kelvin (a) and Nusselt number (b) for varying Reb at the same time with the control equations. Circles: theoretical 
solution; Black plain line: τ = 0.33δ/uref

τ ; Gray plain line: τ = 0.033δ/uref
τ .
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momentum source term is still set by the differential equation dS1
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with the energy source term determined by d$
dt = b1(t) dTb

dt + b2(t).
The same simulation case as in section 3.2.2 is carried out with these new equations. The obtained temporal evolutions 
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Bulk Reynolds number and bulk temperature are key quantities when reporting results in channel flow simulations. 
There are situations when one wishes to control these parameters although they are actually results of the simulations 
when imposing a fixed source term in the momentum and energy equations. A control strategy has been developed to 
carefully set the desired target values for the bulk Reynolds number and bulk temperature by temporally adapting the 
prescribed source terms. Final equations appear as PI controllers with a thorough setting of the coefficients so that the 
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Figure 6.27: Temporal evolution of bulk and friction Reynolds number (a) and bulk tem-
perature (in Kelvin) and Nusselt number (b). Circles: theoretical solution; Black plain:

τ = 0.33δ/urefτ ; Gray plain line: τ = 0.033δ/urefτ .

Finally, the effects of radiation are due to different coupled phenomena, in particular gas–gas
(GG) and gas–wall (GW) interactions. The effects of gas–gas and gas–wall interactions have then
been separated by considering cases C1R1 GG and C1R1 GW where only gas–gas (respectively
gas–wall) radiative interactions are computed.

Results: a new temperature law-of-the-wall The profiles of the mean temperature T
associated with the cases C1 and C1R1 are compared in Fig. 6.28(a). The corresponding T

+

profiles, for both the cold and the hot sides, are plotted in Fig. 6.28(b). The wall-units scaling
of the mean temperature profile is given as

T
+

=
|T − Tw|

Tτ
,

where Tw is the considered wall temperature and Tτ =
∣∣qcdw

∣∣ /(ρw cpwuτ ) is the friction tempera-
ture. In the case C1, without radiation, the distribution of T is practically antisymmetric and
the T

+
profiles are identical for the two sides. As the agreement with the DNS by KIM et al.

[122] confirms, the T
+

profiles of case C1 follow the universal law-of-the-wall.

When only gas-wall radiation is considered, in the C1R1 GW case, the temperature gradient is
smaller in the vicinity of a wall than in C1 case: The associated wall conductive fluxes presented
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Table 6.4: Channel flow parameters.

Reb ReDh
Tw,c [K] Tw,h [K] p [atm]

C1 5850 23400 950 1150 40.0

C2 5850 23400 950 1150 1.0

C3 5850 23400 950 2050 40.0

C4 11750 47000 950 1150 40.0

Table 6.5: Wall emissivities in radiative conditions R1, R2, R3 and R4.

R1 R2 R3 R4

ε1 (cold wall) 0.8 0.3 0.1 0.1

ε2 (hot wall) 0.8 0.3 0.1 1.0
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Figure 6.28: Mean temperature profiles in global coordinates (a) and in wall units (b). Symbols
(5): DNS results (Pr= 0.71) [122]. Thin plain line ( ): C1. Thick dashed line ( ): C1R1 GW.
Thick dashed-dotted line ( ): C1R1 GG. Thick plain line ( ): C1R1. In (b), blue lines
( ): old side; red lines ( ): hot side.
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in Table 6.6 are two to three times smaller than in C1 case. Indeed, the wall tends to impose its
temperature to the fluid. Consequently, the temperature variation is higher in the core of the
flow than in case C1. The conductive flux variations are more important at the hot side than
at the cold one, as gas-wall radiative interactions strongly increase with the temperature.

On the other hand, in the case C1R1 GG, the gas-gas radiative transfer is a supplementary
transfer that homogenises the temperature field within the gas by comparison with the case C1,
without radiation, as shown in Figs. 6.28 (a) and (b). Consequently the temperature gradients
and the conductive fluxes strongly increase at the two walls, as shown in Table 6.6.

Table 6.6: Wall fluxes (in W/m2) qcd
w and qR*

w for different cases at cold and hot walls. The

relative variation of qcd
w compared to the case without radiation is put between parentheses.

Flux values are rounded, typical errors are within 2-3 %.

Reτ,c Reτ,h qcd
w,c qcd

w,h qR*
w,c qR*

w,h

(cold) (hot) (cold) (hot) (cold) (hot)

C1 386.6 305.7 -875 -875 – –

C1R1 390.8 303.3 -1230 (+40.6%) -960 (+9.7%) -6970 -7240

C1R1 GW 394.7 304.4 -460 ( -47.4%) -270 ( -69.1%) – –

C1R1 GG 389.5 306.1 -1930 (+120.6%) -1750 (+100.0%) – –

When all the radiative effects are accounted for, in the case C1R1, the gas-gas and gas-wall
interactions, that have opposite effects, are coupled. As shown in Fig. 6.29, in the vicinity of
the wall, the amplitude of the radiative power associated with gas-gas interaction is much larger
than the one associated with gas-wall interactions. Consequently, in the present conditions, the
wall temperature gradients and the conductive fluxes increase, as in the gas-gas case, at the two
walls by comparison with the case C1 without radiation, as shown in Tab. 6.6 and Fig. 6.28(a).
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Figure 6.29: Comparison of mean radiative power of C1R1, C1R1 GG and C1R1 GW Plain
line: C1R1; Dashed line: C1R1 GW; Dashed-dooted line: C1R1 GG; Blue lines ( ): cold side;
Red lines ( ): hot side. Error bars represent the Monte-Carlo standard deviation.

Several parameter variations have been taken into account in additional coupled direct numerical
simulations. Their effects are summarised below:
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• At atmospheric pressure (case C2R1), the smaller optical thickness allows interaction phe-
nomena between the two walls. The previous analysis still stands but the effects related
to gas–gas and gas–wall interactions are smaller than at high-pressure.

• The wall emissivity (cases C2R1, C2R2, C2R3, C2R4) modifies the balance of antagonist
gas–gas and gas–wall effects: when the wall emissivity decreases, gas–gas effects become
more and more important and the temperature profile becomes more uniform in the flow
center part while the temperature gradient near the wall increases.

• A hotter wall (case C3R1) increases the temperature in the channel which individually
magnify the gas–gas and gas–wall radiative interactions. The final effect is the result of
the balance between the opposite effects of these contributions. For all investigated cases,
gas-gas effects generally win.

• Increasing the Reynolds number (case C4R1) has two effects. First, the enhanced turbulent
heat transfer relatively weakens the radiation effects and the profile T (y+) relaxes to the
curve corresponding to the universal law-of-the-wall. Secondly, the change in Reynolds
number modifies the nature of the radiative energy transfer: magnitude of the gas–gas
contribution decreases for the larger Reynolds number case while the magnitude of the
gas–wall contribution increases. This draws the profile T (y+) upwards. Among these two
effects, the second one was dominating for the studied configuration.

In all cases, an important result is that radiation modifies the standard law-of-the-wall and
no logarithmic-law can be clearly identified. Besides, each case yields a different profile: no
universal profile exits anymore. This modified behaviour is also seen in the modified value of
the wall conductive heat flux. The effect of radiation is then much more complex than the
addition of a supplemental wall radiative flux.

Further analysis: impact on temperature fluctuations In coupled simulations, the root-
mean-square of enthalpy or temperature fluctuations is significantly damped compared to the
corresponding cases without radiation. The explanation is found the balance equation of en-
thalpy variance. The different terms scaled in wall-units are shown in Fig. 6.30. On the one
hand, in case C1, production and molecular dissipation terms are dominant and decrease away
from the wall as expected in such standard conditions. On the other hand, in case C1R1, a third
dominant term appears in the balance of enthalpy variance: the enthalpy–radiative-power cor-
relation h′′P ′rad. Since this term appears as a negative contribution to the budget, it is referred
to as radiative dissipation. Hence, equilibrium between production and molecular dissipation
away from the buffer layer for y+ > 30 is replaced by a balance of production with molecular
and radiative dissipations in the case with radiation. In the case studied, this equilibrium takes
place sooner for y+ > 20 and molecular dissipation remains weaker than radiative dissipation
for y+ > 50 approximatively. The budget equation of the turbulent heat flux also impacted by
radiation exhibits a new term as well that perturbs significantly the usual balance.

In turbulent boundary layer without radiation, the profiles of different terms in the budget of
enthalpy rms computed in different flow conditions overlap on each other if they are properly
scaled in wall-units or with semi-local scaling [37, 99, 176] to account for variable property
effects. When considering different cases with radiation, this universal overlapping breaks down
and each profile is different from the others. A new radiation-based scaling has been derived
instead and has significantly improved the profiles similarity. This new scaling has been finally
used to write a model for the turbulent Prandtl number that is also significantly affected in
coupled simulations. The results of the model shown in Fig. 6.31 present a very good agreement
with the coupled DNS data.
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Figure 6.30: Budget of enthalpy variance (cold side only) in cases C1 (a) and C1R1 (b):
Production (plain line); Molecular dissipation (dashed line); Radiative dissipation (dashed-
dashed-dotted line); Turbulent diffusion (dashed-dotted line); Molecular diffusion (dotted line);
Density-enthalpy correlation term (dashed-dotted-dotted line).
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Figure 6.31: Profiles of modelled turbulent Prandtl number on the cold side (a) and hot side
(b) compared to DNS results in cases C1R1 (DNS: Circles; Model: Plain line) , C3R1 (DNS:
Down-pointing triangles; Model: Dashed line) and C4R1 (DNS: Up-pointing triangles; Model:
Dotted line).
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6.3.3 Development of a new wall-model and criteria accounting for radiation
effects

References: [A6, A16], [T1]

Derivation of a wall model accounting for radiation effects A wall-model is developed
in order to account for the studied effects of radiation in turbulent boundary layers. In low-
Mach flows, the wall-model equations for a thin equilibrium boundary layer with the additional
radiative power source term PR are

d

dn

[
(µ+ µt)

dU||
dn

]
= 0, (6.11)

d

dn

[
cp

(
µ

Pr
+

µt
Prt

)
dT

dn

]
+ PR = 0. (6.12)

The obtained TBLE wall-model is iteratively solved until convergence and resolution of the
coupled set of equations: the ODEs for velocity and temperature are solved with the wall model
boundary conditions and the 1D radiative power field PR1D; the field PR1D is computed with a
semi-analytical method from the 1D temperature field T1D and prescribed spectral incoming
intensities I

−
ν in predefined solid angles. The latter quantities are computed from the Monte

Carlo solver coupled to the LES and describe the anisotropy of radiation. The connections
between the LES, the Monte Carlo solver and the wall-model are given in the scheme in Fig. 6.32.

2.2.2. Analytical radiation model in the inner layer
The one-dimensional configuration for radiation in the inner

layer is shown in Fig. 2. The opaque wall is isothermal at temper-
ature Tw and its emissivity !m is assumed isotropic. At any point y of
the inner layer, the radiative power per unit volume PR(y), differ-
ence between absorbed and emitted powers, writes

PRðyÞ ¼ PaðyÞ $ PeðyÞ; ð13Þ

PeðyÞ ¼ 4p
Z þ1

0
jmðyÞI&mðyÞdm; ð14Þ

PaðyÞ ¼
Z þ1

0
jmðyÞ

Z 0

$ 1
I$m ðy;lÞ2pdl þ

Z 1

0
Iþm ðy;lÞ2pdl

! "
dm; ð15Þ

where m is the radiation wave number, l is the cosine of the angle h
defined in Fig. 2, and Im!(y) is the equilibrium spectral intensity at
the temperature T(y) associated with the current position y. The lo-
cal spectral intensity in a positive y direction Iþm ðy;lÞ, associated
with l > 0, and the spectral intensity in a negative direction
I$m ðy;lÞ, associated with l < 0 are given by

Iþm ðy;lÞ ¼ sm0yðlÞIþm ð0Þ þ
Z y

0
jmðy0ÞI&mðy

0Þsmy0yðlÞ
dy0

l with

: y0 < y; dy0 > 0; l > 0; ð16Þ

I$m ðy;lÞ ¼ smywyðlÞI$m ðyw;lÞ þ
Z y

yw

jmðy0ÞI&mðy
0Þsmy0yðlÞ

dy0

l with

: y0 > y; dy0 < 0; l < 0; ð17Þ

where

Iþm ð0Þ ¼ !mI&mðTwÞ $ 2ð1 $ !mÞ
Z 0

$ 1
I$m ð0;lÞldl ð18Þ

and s0my0y is the directional spectral transmissivity between y0 and y
given by

smy0yðlÞ ¼ exp½$ emðy0; yÞ=l( with : emðy0; yÞ ¼
Z y

y0
jmðy00Þdy00: ð19Þ

Here em(y0,y)/l > 0 is the spectral optical thickness between y0 and y
in the direction l while jm is the spectral absorption coefficient of
the medium. Note that: (i) dy0 and l in Eqs. (16) and (17), and em(-
y0,y) and l in Eq. (19) are simultaneously positive or negative; (ii) As
the wall reflection is assumed diffuse, the intensity leaving a wall
Iþm ð0Þ is isotropic, whereas I$m ðyw;lÞ the intensity entering the inner
layer at abscissa yw is anisotropic.

By introducing the exponential integral function, detailed in
Ref. [34], i.e.

EnðXÞ ¼
Z 1

0
ln$ 2 expð$ X=lÞdl ð20Þ

and the generalized incomplete function defined by

EnðX; ½l j;l jþ1(Þ ¼
Z l jþ1

lj

ln$ 2 expð$ X=lÞdl; ð21Þ

a discretized expression of the radiative power PR(y) is simply given
by

PRðyÞ ) 2p
Z þ1

0
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XNl
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# $

dm;

$ 4p
Z þ1

0
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ð22Þ

where Nl is the number of angular sectors [l j,lj+1] used to discret-
ize the 2p steradians associated with the incoming intensity at a
point yw. I

$
$
m ðyw; ½l j;l jþ1(Þ is the average value of I$m ðyw;lÞ over the

range [lj,lj+1].1

The mean anisotropic spectral incoming intensity field
I
$
$
m ðyw; ½l j;l jþ1(Þ at any grid point yw is determined by the Monte

Carlo method, as detailed in Appendix.
In this analytical radiation model in the boundary inner layer,

the radiative power PR(x) is a function of the temperature field
within the fluid inner layer model given by Eq. (1). It is then worth
noticing that the effects of turbulence fluctuations on the radiative
power are not accounted for within the inner layer only. In fact,
these effects can indeed be neglected in channel flows with non-
reacting gases where fluctuations of temperature remain moder-
ate, as shown by Ref. [22] and by post-processing of DNS results
in Ref. [25].

2.3. Coupling of inner and outer layers radiation and turbulence
models

The purpose of wall-modeled LES is to overcome the under-res-
olution of the boundary inner layer, which leads to erroneous esti-
mations of wall temperature and velocity gradients. For each LES
grid point on the wall and each time step, the set of Eq. (1)
combined with the analytical radiation model is solved with an

0

wall

y y

I (y 1)

I (y 2)

12T

Fig. 2. Definition of forward and backward intensities Iþm and I$m (l1 and l2 are the
cosine of polar angle h1 and h2 respectively; y = 0 and y = yw are the two boundaries
of the 1D model).

1 If I$m ðyw;lÞ were isotropic the first term of the second member of Eq. (22) would
be similar to the classical result of the second one.

LES Monte-Carlo
TLES

P RMC
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Fluid/Turbulence

Radiation

P R1D T1D

Fig. 3. Scheme of coupling between LES, the Monte-Carlo method and the 1D wall
models located at each point of the walls. T1D and PR

1D are the inner layer
temperature and radiative power fields on the embedded grids.
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Figure 6.32: Scheme of coupling between LES, the Monte-Carlo method and the 1D wall
models located at each point of the walls. T1D and PR1D are the inner layer temperature and
radiative power fields on the embedded grids.

An a priori study was carried out to carefully select the different submodels and parameters of
the wall-model (formulation of the eddy viscosity, variable turbulent Prandtl number formula,
number of solid angles to describe anisotropy) by providing exact DNS inputs and comparing
the predicted scaled profiles T+(y+). Figure 6.33 shows that the final version of the wall model
accurately predicts the temperature field for the two near wall regions of the three considered
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coupled DNS cases. Note that the results of wall models that do not account for radiative power
source term strongly deviate from the DNS corresponding results, which indicates that in these
three cases, radiation strongly modifies the mean temperature field within the inner layer.

C1R1   

C3R1   

C4R1   

Figure 6.33: Mean temperature profile in wall units of cases C1R1, C3R1 and C4R1 from [A17]
on the cold side (blue colour) and hot side (red colour). Circles: coupled DNS data. Dashed
line: wall model without radiative power source term. Plain line: wall model with radiative
power source term.

Validation of wall-modelled LES For all these cases, the LES grid consists of 36× 36× 36
points. The derived wall-model is implemented in the YALES2 code and is used in coupled
simulations between the LES solver YALES2 and the Monte Carlo solver Rainier. Figure 6.34
presents the corresponding results. The new wall-model is compared to a standard TBLE wall-
model where the radiative source term is not accounted for. Note that the combination of such
a standard TBLE wall-model with coupled LES simulations based on Monte-Carlo simulation
is already a state-of-the-art simulation. However, this combination is not able to retrieve the
correct mean temperature profile and wall conductive flux. On the other hand, the wall-modelled
LES based on the new model yields an excellent agreement.

Results for other cases are shown in Tab. 6.7 along with additional results from coupled LES
without any wall model.

Criteria for a quick estimation of radiation effects The new wall-model is proven to be
accurate but one can wonder when it is necessary to account for radiative effects in boundary
inner layers. A costless indicator has then been built to know whether a specific wall model
must be used. Two indicators have been defined. Ĩ quantifies the importance of averaged wall
radiative flux compared to the conductive one. Ĩ > 1 indicates that the radiative flux is larger.
This simple indicator can be used to determine when a coupled LES simulation is even necessary.
The indicator J̃ quantifies the departure of the mean temperature profile from the universal
law-of-the-wall due to radiation effects: J̃ = 0.1 means that the coupled scaled temperature
profile T+(y+) is 10% below the universal wall law. These indicators are computed from 1D
non-coupled RANS simulations of channel flows and the computation of radiative power on the
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Case A (coupled WM) with radiation (A_RAD) 
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Figure 6.34: Comparison of wall-modelled LES results for the new model and a standard one:
mean temperature in wall units (left) and value of the wall conductive flux (right).

Table 6.7: Comparison of mean wall conductive heat flux qcdw [W.m−2] between wall-modelled
LES (new, standard and no wall model) and DNS results.

side DNS new model standard model no model

C1R1 cold 1230 1270 918 443

hot 960 1030 631 363

C3R1 cold 16260 16041 10985 6583

hot 8720 8911 3738 3303

C4R1 cold 1650 1666 1288 660

hot 1290 1358 925 569

C2R2 cold 1220 1180 1105 677

hot 1100 1055 955 622

C2R1 cold 1070 1040 1018 773

hot 930 926 821 750

corresponding mean temperature field. Further details on the definition of Ĩ and J̃ and their
validation compared to DNS data can be found in [A6].

The low cost of these indicators allow for exploring fully the parameter space which is not
affordable with coupled DNS. Several 2D maps of both indicators have been drawn by varying the
system geometrical size, Reynolds number, wall emissivity and pressure. All results generalise
the trends already identified and explained in DNS cases. For example, the criterion Ĩ values are
plotted as a function of the channel hydraulic diameter Dh and the Reynolds number ReDh

in
Figure 6.35(a). The criterion threshold value where one must consider a radiation computation
is arbitrarily chosen equal to 0.2 to simplify the discussion. It corresponds to a radiative flux
equal to 20% of the conductive flux. As expected in such a high-pressure case, the region where
a radiation simulation is needed covers the main part of the domain (grey zone in the figure
where Ĩ ≥ 0.2). On the one hand, for a given Reynolds number, the importance of wall radiative
flux increases with the channel hydraulic diameter of the channel, due to an increased optical
thickness. On the other hand, the weight of wall radiative flux becomes less important at higher
Reynolds number as the wall conductive flux increases with Reynolds number.
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(a) (b)

Figure 6.35: Contour plots of the Ĩ (a) and J̃ (b) indicators as functions of the Reynolds
number ReDh

and the channel hydraulic diameter Dh. The pressure is set to 40 atm and the
walls emissivity to 0.8.

The criterion J̃ values are plotted as a function of ReDh
and Dh in the same conditions in

Fig. 6.35(b). A criterion threshold value of 0.2 similarly characterises non-negligible radiation

effects on the law-of-the-wall T
+

(y+): a specific coupled wall model has then to be accounted
for. The grey region, such that J̃ ≥ 0.2, is smaller than the grey one associated with Ĩ: In some
region, although the wall radiative flux is important, the radiation effect is not strong enough
to influence T

+
profiles near the wall.

The magnitude of the J̃ -indicator value increases with Dh as the optical thickness becomes
larger. The dependency of J̃ with the Reynolds number is more complex. Two aspects have
been enlightened previously regarding the influence of the Reynolds number ReDh

on the wall-
scaled temperature. First, while ReDh

increases, the weight of turbulent convective heat transfer

increases: radiation effect is then relatively less important. Consequently, the T
+

profile gets
closer to the classical law-of-the-wall, and the absolute value of J̃ decreases. On the other
hand, the weight of gas-gas radiation is reduced while the gas-wall radiation effect is enhanced.
Moreover, gas-gas radiation decreases the T

+
value and yields a positive J̃ value whereas gas-

wall radiation has an opposite effect. Therefore, as Reynolds number increases, the value of
the J̃ criterion is expected to decrease and to even become negative when gas-wall radiation
dominates over gas-gas radiation. The latter effect (J̃ < 0), that has been anticipated from
DNS studies but could not be observed due to the computational limitations associated with
high Reynolds numbers, is clearly shown in the top-right corner of Fig. 6.35(b). For smaller
Reynolds number values, gas-gas radiation is dominant and a positive value of J̃ is obtained.
Both of the two aforementioned aspects tend to decrease the criterion value when Reynolds
number increases.
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Chapter 7

Synthesis of research activities

My research activities cover the study of turbulent reactive flows and coupled heat transfers.
From an initial expertise in combustion modelling, I have enriched my activities with two original
themes. The first is application-driven thanks to the maturity of combustion models. It studies
the ignition in annular combustion chambers with numerical simulations. The second was initi-
ated from the acknowledgement that wall temperatures in large-eddy simulations of combustors
were unknown, which penalizes their validation. The requirement of accurate prediction of heat
transfer in our computations has led the development of multiphysics high-fidelity simulations
of coupled heat transfer, notably radiative transfers. Since 2011, these activities are being con-
ducted through the co-supervision of several Ph.D. students (∼ 5 graduated, 7 in progress) and
the participation to several national and European projects. All these studies could not have
been achieved without access to supercomputers: the CentraleSupélec mésocentre and the clus-
ters from GENCI and PRACE. The development, validation and analysis of massively parallel
simulations rely a lot on continuous investment in public supercomputing facilities.
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Figure 7.1: (a) Scheme of developments in numerical simulations. (b) Synthesis of different
contributions ordered by type of research activity and configuration. Chapters are denoted by
the different symbols: blue triangles for Chapter 4, green diamonds for Chapter 5 and orange
squares for Chapter 6

The results of studies in the first research theme on modelling and simulations of turbulent reac-
tive flows were presented in Chapter 4. The works were mainly focused on model development
and their validation, which are two important steps in research developments with large-scale
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simulations. Other steps are shown in Fig 7.1(a). The decreasing arrow indicates the goal-driven
direction of these developments, the ultimate objective being the analysis and macroscopic un-
derstanding of a given phenomenon with a costless low-order model. The uprising arrow outlines
the upstream flow of developments: one must first have an efficient numerical solver before im-
plementing and validating models with it. Without access to high-scalability LES codes such
as AVBP and YALES2, the presented results could not have been achieved. Hopefully with the
scalability and numerics kindly handled by CERFACS and CORIA, we have been able to focus
on other features. Chapter 4 has demonstrated the growing maturity of combustion models.
This has led to the two new research themes in Chapters 5 and 6 and also additional contri-
butions in terms of numerics, analysis and low-order modelling throughout this manuscript. A
synthesis of the different contributions is given in Fig. 7.1(b). They are ordered by types of
configuration and contribution.

(I)! (II)! (III)a! (III)b! (III)c!

(IV)! (V)!

Figure 7.2: Scheme of ignition in annular combustors with multiple burners.

With the use of mature combustion models, the light-round in the MICCA combustion chamber
was studied under gaseous premixed conditions and with liquid fuel in Chapter 5. With the
exception of the richer condition with liquid fuel, very good agreement was obtained between
numerical simulations and experiments. The flame development during the ignition of such
annular combustors is quite particular. The analysis of the flame topology and the flows inside
the fresh and burnt gases has led to define different phases during the light-round of MICCA.
They are represented in Fig. 7.2. This definition refines the initial 3-phase splitting proposed
by Lefebvre and Ballal [138] (see Fig. 7.3(a)). On the other hand, for the ignition of a single-
burner, Eyssartier et al. [61] have distinguished 6 phases (see Fig. 7.3(b)). All these definitions
are synthesised in Fig. 7.4.

The impact of the induced flow due to the burnt gases volumetric expansion was also outlined
in Chapter 5: it propels the flame fronts to a much higher velocity than the consumption speed;
it presents particular features in annular combustors with the presence of counterflows in the
regions of fresh and burnt gases; in two-phase flows, it creates a complex coupling with the flame
propagation through the generation of rich fresh gases in the wake of the swirlers behaving like
jets in crossflows. Finally, the leading point behaviour was highlighted as a possible driving
mechanism for the flame propagation while another macroscopic point of view enabled to derive
a low-order model for the flame absolute flame speed.
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A!

B!

C!

(a) Lefebvre and Ballal [138] (b) Eyssartier et al. [61]

Figure 7.3: (a) Scheme of ignition in aeroengines. (b) Scheme of ignition of a single burner.

Developments around heat transfer (a new coupling algorithm for unsteady conjugate heat trans-
fer, the Quasi Monte Carlo method to solve radiation) and the associated multiphysics simula-
tions were detailed in Chapter 6. The growing complexity of the target applications (see Fig. 7.5)
demonstrate the increasing maturity of the conducted simulations. The retained methodology
combines reactive large-eddy simulations with conjugate heat transfer and a Monte Carlo solver
to describe thermal radiation. The expansive fidelity of such simulations was awarded with
accurate predictions of wall temperature while outlining the coupling effects of radiation.

Phases Lefebvre!
Gas Turbine Combustion!

Phases thèse Philip!

(A)! (B)! (C)!

(I)! (III)a! (III)b! (III)c! (IV)! (V)!(II)!

(1)! (2)! (3)! (4)! (5)! (6)!

Phases Eyssartier et al.!
Combustion and Flame!

Figure 7.4: Synoptic splitting of ignition in annular combustion chamber from the energy
deposit to steady state.

Such coupled effects have been separately studied in turbulent boundary layers. They revealed
that the classical mean temperature profile can be strongly impacted by radiation effects (see
Fig. 7.6(a)) and that new mechanisms perturb the natural equilibrium of temperature fluctu-
ations and turbulent transport in boundary layers (see Fig. 7.6(b)). A wall-model for LES
has then been developed and validated to account for the modified law-of-the-wall and costless
criteria have finally been derived to determine when such a wall-model is necessary.

With the developments of the two new research themes from the first one (see Fig. 7.7(a)), the
necessity to have more interconnections (black arrows in the figure) between the different research
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Figure 14: Mean profile of radiative power of C3R1 ( ·· : Total; : Gas-wall;
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classical wall law

effect of radiation
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Figure 7.6: (a) Modification of the temperature law-of-the-wall duo to radiation effects.
(b) Scheme of coupling effects in turbulent channel flow with radiation. The fields of veloc-
ity (u, v, w), temperature (T ) and radiative power (PR) are split into mean and fluctuating
components. Other quantities are considered for the radiation field: The spectral intensity (Iν)
and absorption coefficient (κν). Main effects are represented by thick plain arrows while thin
dotted arrows indicate negligible or null effects.

activities is made stronger and stronger. The accurate prediction of wall temperature now
allows for going back and (i) developing and validating combustion models aiming at describing
effects of heat transfer on turbulent flames, (ii) and analysing these effects in flames strongly
involved with heat transfer challenges such as in oxycombustion. The limitations of light-round
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simulations for the richer two-phase conditions invite to consider a more accurate representation
of the two-phase flow and to improve the understanding of two-phase combustion. Furthermore,
the sensitivity of MICCA ignition to the wall temperature that was observed experimentally
highlights the critical role of wall heat losses. In particular, prescribing realistic boundary
conditions for the wall temperature in PREHEATED cases will rely on predicting such steady-
state temperature field from coupled simulations. All these connections invite to consider the
three research themes as more entangled as shown in Fig. 7.7(b). All these perspectives are
considered in future and on-going studies which are described in the next Chapter.

II. Ignition in annular 
gas turbines

III. Heat transfer and 
multiphysics simulation

I. Modelling and simulations of turbulent reactive flows
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multiphysics 
simulation
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Figure 7.7: Historical development of research themes (left) and connexions between my re-
search activities: black arrows in (a) and scheme in (b).





Chapter 8

Research perspectives

My current and future research studies in numerical simulations rely on unique experimental
setups in the EM2C laboratory: the MICCA annular chamber developed by Daniel Durox and
Sébastien Candel and the OxyTeC test rig designed for the investigation of pressurised oxyflames
by Clément Mirat and Thierry Schuller. I continue to pursue several activities to extend the
present works and open new perspectives. Beforehand, a substantive work has been undertaken
for several years to develop in-house codes (a flexible flamelet library, numerical methods for
uncertainty quantification) in order to anticipate these future developments.

8.1 Preparing future developments with established new library
codes

In addition to new developments in existing solvers such as AVBP, YALES2 or Rainier, several
entirely new libraries have been coded since 2011. They have enabled to accelerate the initial
stage of PhD theses based on programming, to easily compute 1D flames for combustion analysis
and modelling and to implement and use uncertainty quantification numerical methods. Several
future developments mentioned in Sec. 8.2 rely on these newly established codes.

CommComb: Common Tools for Combustion Codes
65 000 lines of code
CommComb first provides an in-house equivalent of the C++ STL library for modern Fortran
codes. The addition of high-level interface to I/O (keywords input file, XML, HDF5) allows for
manipulating such files with a minimum level of code. Similarly, a set of objects and functions
was developed for handling multi-dimensional flamelet tables. All these functionalities along
with numerical methods (Linear systems, Newton solvers, ODE solvers, Cubature) are used in
several codes developed in EM2C. CommComb is the foundation core of the Agath, Rainier
and UnliQ codes. Most of the developed modules rely on oriented object programming, which
strengthens modularity, reusability and unit testing.

Agath: Gas Thermodynamics, Kinetics, Transport, 0D/1D flame simulations
55 000 lines of code
CommComb and Agath have been developed since 2012 with the initial acknowledgment that
uncertainty quantification (UQ) studies based on heritage codes such as CHEMKIN are not
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only impractical but penalize the computation and programming efficiency, and ultimately the
scientific advances. Since UQ studies involve manipulating several instances of the same system
(chemical mechanisms, homogeneous reactor solutions or 1D flamelets), both library rely on the
object-oriented paradigm. Beyond the initial design guidelines for UQ, this entirely new flamelet
library focuses on flexibility towards the developer and user side to carry out computations
of simple flame configurations with different modeling approaches seamlessly. For example,
the thermodynamics can be described with constant properties, NASA polynomials, AVBP
thermodynamics or tabulated chemistry. The different Agath solvers rely on similar flexibility for
the kinetics and transport description. A non-exhaustive list of available solvers is: homogeneous
reactors, detonation, steady and unsteady counterflow flames in spatial or mixture fraction space,
premixed flames, spherical flames. During the NextFlame ANR project, two-phase flames were
also enabled with multi-class and multi-fluid descriptions of polydisperse sprays.

UnliQ : UQ toolbox
105 000 lines of code
A set of algorithms and methods related to uncertainty quantification studies [140, 136] has been
implemented during the thesis of Nicolas Dumont. The object-oriented Agath library enables
easily manipulating different mechanism objects with modified uncertain parameters. Several
probabilistic sampling methods are available: Classic Monte-Carlo, Latin Hypercube Sampling,
Quasi Monte-Carlo with low-discrepancy sampling and their randomization. The latter is pre-
ferred for its higher convergence rate with a Sobol sequence built following [108] and randomized
with full or linearized scrambling [174]. When the number of uncertain parameters is below 4-5,
Monte-Carlo methods are outperformed by deterministic cubature formula. Several techniques
are available in UnliQ: plain or sparse grids based on Gauss-Legendre, Clenshaw-Curtis or Féjer
quadrature rule. An adaptive sparse grip method following the Smolyak algorithm is also imple-
mented. Pre- and post-treatment analyses are based on several mathematical expansions and
key quantities that are computed in the toolbox: Random Sampling-High Dimensional Rep-
resentation and its corresponding Sobol indices [214], Polynomial Chaos Expansion [244, 136].
Computation of Karhunen-Loève expansion KLE (equivalent of POD or PCA for stochastic
processes) is also available following the Nyström method [17].

8.2 Ongoing and future developments

Several works will continue to develop and validate models for turbulent reactive flows associated
the first research theme. This research theme will in fact diffuse into the other ones to support
the corresponding developments. Ongoing studies and perspectives for the recently developed
research axes are given below. Two new sets of activities on oxycombustion and uncertainty
quantification are then presented.

8.2.1 Ignition in gas turbines

Given the critical process that is ignition in aeroengines and the remaining associated unknowns,
there will still be numerous studies to analyse, simulate and model the different phases of ignition
in a gas turbine. The study of light-round in the MICCA chamber allows for the investigation
of the last stage of this process which remains the most uncharted. Following the works of
Maxime Philip and Théa Lancien, several studies are planned to improve the understanding
and prediction of ignition in full-scale engines.
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Many phenomena impact the ignition process: the wall temperature, the liquid fuel injection,
the type of fuel or the droplet polydispersion. It is then primordial to understand these ef-
fects. In order to model them accurately, the numerical simulation faces multiple modelling
challenges: chemical models, turbulent combustion models, description of the dispersed liquid
phase, two-phase combustion models, prediction of heat losses and their effects on the flame.
The development and validation of new models usually take place in simplified single-burner
configurations that can be associated with multiple diagnostics rather than large-scale and com-
plex configurations like MICCA which are not suitable to assess the modelling of fundamental
mechanisms. Nonetheless, several modelling advances have proven themselves and are nowadays
mature enough to consider them in light-round simulations. Quantifying the impact of more ad-
vanced modelling approaches in a system such as MICCA will be of great interest. The planned
studies are:

• The impact of combustion modelling with the use of a dynamic model for the flame wrin-
kling factor [235, 206, 233] is being investigated by Stefano Puggelli during his post-
doctoral fellowship at EM2C.

• The impact of a polydisperse Lagrangian description of the n-heptane spray in MICCA-
Spray is studied by Félix Collin-Bastiani at CERFACS under the supervision of Eleonore
Riber and Bénédicte Cuenot.

• The accounting for heat losses in light-round simulations will be studied in the thesis of
Karl Töpperwien. A priori analysis suggests that describing wall heat losses under the
unsteady ignition process will require specific wall models.

• The investigation of less volatile liquid fuels such as dodecane is likely to require additional
modelling efforts in two-phase combustion. In particular, the specific propagation of a
flame in a mist of droplets will require a specific fundamental study that can be carried
out with the two-phase flame solvers in Agath.

As midterm perspectives, tackling the different phases in ignition is most desirable to assess
the global ignitability of the system. Additionally, experimental and numerical studies have so
far investigated successful ignition sequences. Exploring operating conditions closer to the lean
ignition limit is a necessary next step. Finally, more realistic high-altitude relight conditions
with low pressure and temperature would be of high relevance but such numerical studies are
not envisioned in the short term without the development of a dedicated experimental setup.

As longterm perspectives, the MICCA chamber gives the opportunity to study multiple phe-
nomena linked to the operability conditions of an aeroengine, not just ignition. Therefore,
combustion instabilities (already studied experimentally) and lean blowout are two important
subjects where a combined experimental and numerical investigation will be interesting. The
impact of modelling choices in such simulations of a complete system will be of great value.
Several of these points will be addressed in the European project ANNULIGHT.

8.2.2 Heat transfer and multiphysics simulation

Several works will keep enriching this research theme in terms of numerical methods, models
and applications:

• A first axis is the developments and improvements of numerical methods to solve radiative
energy transfer. The retained approach remains the use of Monte Carlo methods for
reference results of coupled simulations. The parallel study on statistical methods from the
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uncertainty quantification area has enabled anticipating several and original improvements
for a solver dedicated to radiation: importance sampling, Quasi Monte Carlo, ... The
impact of these improvements has started in the thesis of Lorella Palluotto and will be
pursued. The results obtained with such a type of solvers will nonetheless remain more
expansive than with other approaches such as Discrete Ordinated Methods with a global
model for gas radiative properties. It will then be interesting to further compare these
approaches in collaboration with other research teams such as CERFACS or CORIA where
other solvers are used to describe radiative transfer in combustion simulations. Finally,
one must not forget that the present Monte Carlo simulations rely on physical models
and assumptions. Line-by-line gas properties as considered in the studies by Michael
Modest and co-workers and more accurate wall boundary properties will be investigated
to achieve a higher fidelity of the simulations. A better description of soot radiative
properties, notably with the accounting for scattering, will be studied during the thesis of
Kévin Torres.

• The detailed computations can be used to analyse Turbulence-Radiation Interactions
(TRI) with uncommon accuracy. The thesis of Jan Mateu Armengol thus studies such
effects in direct numerical simulations of non-reacting jets of water vapor. In the mean-
time, the soot dynamics was shown to have a significant impact during the thesis of Pedro
Rodrigues. Finally, the effects of subgrid-scale TRI which have been neglected so far will
be studied. They can be in particular magnify by the use of coarser meshes in coupled
simulations.

• The maturity of coupled large-eddy simulations remains low. Another axis of numerical
developments will deal with the coupling procedure between the corresponding different
solvers. While the matter has been studied for conjugate heat transfer with the HCND
method, coupling simulations with radiation suffer from the same ad hoc parameters and
choices. It is then necessary to make these coupling methods more reliable and robust
by quantifying and controlling the associated numerical errors. This is all the more true
for simulations standing as high-fidelity computations. The effects of the coupling period
and mesh coarsening in coupled simulations with radiation will then be studied it order
to better control their impact.

• The efforts on better predictions of convective heat transfer will be pursued in the thesis
of Matteo Gelain where TBLE wall models will be implemented in AVBP before inves-
tigating non-equilibrium effects. In the meantime, following the thesis results of Yufang
Zhang, the application of such wall models augmented with radiation effects will allow
better prediction of coupled heat transfer through turbulent boundary layers. Mid-term
developments should also consider thermal barriers which can be implemented in such wall
models. This will require a pluridisciplinary and collaborative study given the complex
porous and semitransparent properties of such material.

• Multiphysics simulations enable to study several types of flames where coupled heat trans-
fer has a great impact. This is the case for example of pressurised flames, oxyflames
(developed in next section) and sooted flames (thesis of Kévin Torres). The further appli-
cations of coupled simulations and subsequent analysis will of course form a large portion
of future activities. First, this will improve the validation of such simulations that are
founded on an increasingly richer set of models. Secondly, such computations increase the
understanding of heat transfer and their reciprocal effects in the considered combustors.

• Finally, with a better estimation of heat transfer, the impact of combustion models de-
scribing heat loss effect on the flame will be better assessed. The addressed topics are the
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pollutants emission and the flame stabilisation.

8.2.3 Oxycombustion

The enrichment of oxygen in oxyflames amplifies the role of heat transfer mechanisms in the
corresponding combustor either through the maximum temperature that is greatly increased or
because of the large dilution with burnt gases often used to neutralise the temperature peak.
In both cases, wall heat transfer and radiative heat transfer are enhanced. Thanks to the
development on multiphysics simulations and successful applications, this new research theme
will be further nourished with dedicated applications to oxycombustion. This activity benefits
from the OxyTeC test rig in EM2C designed for the investigation of pressurised oxyflames.
The combined experimental and numerical study of oxycombustion is exciting and has already
begun. An atmospheric confined oxyflame studied experimentally by Paul Jourdaine [113] is
being simulated during the thesis of Lorella Palluotto by combining the AVBP and Rainier
solver. In 2017, I was invited by Thierry Schuller to participate to the supervision of the thesis
of Arthur Degenève. This is a very pleasant experience for me to participate to the analysis of
experimental data and combine numerical and experimental investigations in the same thesis.
Several studies on the stabilisation, length and heat transfer of oxyflames have recently been
accepted for publication or are under review.

Activities will naturally pursue then the coupled simulation of oxyflames and associated chal-
lenges. I also intend to continue the supervision of combined numerical and experimental studies
on the OxyTec test rig.

8.2.4 Uncertainty quantification

Finally, I present here another new research theme dedicated to uncertainty quantification (UQ).
Indeed, with the increasing physical complexity of our current developments, the number of
uncertainties in so-called high-fidelity simulations strongly grows. It is then necessary to quantify
these uncertainties, to associate numerical error bars with the reported results and to distinguish
the contributions from each submodel. Such studies with reactive large-eddy simulations [161,
121] are seldom although they are more then relevant. The actual computational resources make
such a study affordable nowadays, outlining the timeliness of the topic.

Given the low maturity of LES applications, such a UQ investigation on all described phenomena
in multiphysics simulations is today unrealistic but should be seen as an ultimate goal to tend
to. In order to advance on this path then and allow for a growing reliability of LES validations,
it is planned, in the midterm, to study the uncertainty associated to different models separately:

• In reactive flows: uncertainties in chemical mechanisms.

• In heat transfer applications : uncertainties of soot radiative properties, wall emissivities,
material properties.

• Two-phase flows: uncertainty in the droplet injection model.

These points are borne of my scientific interests in different areas (combustion modelling, mul-
tiphysics simulations, two-phase flames) that made me sensitive to the uncertainties in the
achieved computations. Turbulent combustion modelling should be added as a fourth uncer-
tainty contribution. However, the treatment of such epistemic uncertainties remains difficult
and will not be investigated at the beginning.



148 Part III. Perspectives

Several efforts have been initiated on this theme already. Several UQ methods have been tested
and validated during the thesis of Nicolas Dumont and yielded the UnliQ library. Nicolas Du-
mont also developed a new framework to define reduced order models based on flamelets that
retain the uncertainty information from the detailed mechanisms they are derived from. A
LASIPS project with Oliver La Mâıtre will extend this study to global mechanisms. Develop-
ing such studies on uncertainties in chemical mechanisms is critical as detailed mechanisms are
indeed affected by uncertainties [10], even for hydrogen [126]. The associated CFD simulations
are then sensitive as well to the underlying uncertainty of chemical mechanisms, especially in
configurations where detailed kinetics effects prevail such as in the Cabra flame (see Fig. 4.4).
Furthermore, mechanisms for biofuels and emerging ones are impacted by even larger uncertain-
ties, which makes the use of UQ methodology even more critical in computations if one wants
to certify their usage in aeroengines for example. This activity will soon be strengthened with
the thesis of Guilhem Lavabre who will assess the global sensitivity of large-eddy simulations of
the H2/N2 Cabra flame with uncertainty quantification.

8.3 Synthesis

The aforementioned five research themes are of course interconnected, which is shown in Fig. 8.1
that extends the previous picture in Fig. 7.7(b). The effects of wall temperature in light-round
anchors the associated activities between the combustion and heat transfer modelling chal-
lenges. Oxycombustion features even more connexion with the heat transfer axis, notably with
the enhanced radiative transfer. Finally, the uncertainty quantification studies will ultimately
encompass all these activities.

III. Heat transfer and 
multiphysics 
simulationI. Modelling and simulations 

of turbulent reactive flows

II. Ignition in annular 
gas turbines

Oxycombustion

Uncertainty Quantification

Figure 8.1: Connexions between future research activities.

The range of activities is large and exciting. It will keep me and many collaborators busy for
some time!
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of an ignition sequence in a gas turbine engine”. In: Combustion and Flame 154.1–2
(2008), pp. 2–22.

[19] M. Boileau. “Large eddy simulation of two-phase ignition in aeronautical combustors”.
Theses. Institut National Polytechnique de Toulouse - INPT, 2007.

[20] S. T. Bose and G. I. Park. “Wall-Modeled Large-Eddy Simulation for Complex Turbulent
Flows”. In: Annual Review of Fluid Mechanics 50.1 (2018), pp. 535–561.

[21] J.-F. Bourgouin, D. Durox, T. Schuller, J. Beaunier, and S. Candel. “Ignition dynamics
of an annular combustor equipped with multiple swirling injectors”. In: Combustion and
Flame 160.8 (2013), pp. 1398–1413.
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PhD thesis. INP Toulouse, 2015.

[179] R. Pecnik, V. E. Terrapon, F. Ham, G. Iaccarino, and H. Pitsch. “Reynolds-averaged
Navier-Stokes simulations of the HyShot II scramjet”. In: AIAA journal 50.8 (2012),
pp. 1717–1732.

[180] P. Pepiot-Desjardins and H. Pitsch. “An efficient error-propagation-based reduction
method for large chemical kinetic mechanisms”. In: Combustion and Flame 154.1 (2008),
pp. 67–81.

[181] N. Peters. Turbulent combustion. Cambridge University Press, 2000.

[182] X. Petit, G. Ribert, and P. Domingo. “Framework for real-gas compressible reacting flows
with tabulated thermochemistry”. In: The Journal of Supercritical Fluids 101 (2015),
pp. 1–16.

[183] C. D. Pierce and P. Moin. “Progress-variable approach for large-eddy simulation of non-
premixed turbulent combustion”. In: Journal of Fluid Mechanics 504 (2004), pp. 73–
97.

[184] H. Pitsch. “Large-eddy simulation of turbulent combustion”. In: Annual Review of Fluid
Mechanics 38 (2006), 453–482.

[185] H. Pitsch. A C++ computer program for 0-D combustion and 1-D laminar flame calcu-
lations. Tech. rep. RWTH Aachen, 1998.

[186] T. Poinsot. “Prediction and control of combustion instabilities in real engines”. In: Pro-
ceedings of the Combustion Institute 36.1 (2017), pp. 1–28.

[187] T. J. Poinsot, D. C. Haworth, and G. Bruneaux. “Direct simulation and modeling of
flame-wall interaction for premixed turbulent combustion”. In: Combustion and Flame
95.1 (1993), pp. 118–132.

[188] T. J. Poinsot and S. K. Lele. “Boundary-conditions for direct simulations of compressible
viscous flows”. In: Journal of Computational Physics 101.1 (1992), pp. 104–129.

[189] D. Poitou, J. Amaya, M. El Hafi, and B. Cuénot. “Analysis of the interaction between
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