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Introduction

THIS manuscript provides solutions and results obtained in the context of two unrelated

studies having only one common ground consisting of coded modulations. It is logically

divided into two main parts:

The first part entitled “Turbo coded modulations and fading channels” is inspired by

the results reported in literature where the quasi-optimality of turbo codes associated with

high order M -ary modulations over fading channels remains to be proven. In fact, previous

simulations have shown wider gaps to capacity for this type of association when compared to

the error correcting performance over Gaussian channels. From this observation, in addition

to the increasing demands for wireless applications, our interest in turbo coded high order

modulations over fading channels saw the light. We had the opportunity later on to apply

the results of our study in the context of the Digital Video Broadcasting, Terrestrial, Second

Generation (DVB-T2).

The second part entitled “Coded continuous phase modulation schemes for satellite trans-

missions” presents the results of a study motivated by the advantages of this type of mod-

ulation schemes over non-linear channels. It was intended to investigate enhanced digital

transmission techniques for broadband satellite digital transmissions with continuous phase

modulations. The aspects that have been addressed include signal selection (frequency pulse

type and duration, modulation index, alphabet size) and forward error correcting code selec-

tion in order to optimize the performance over typical satellite links. Afterwards, the results

of this study have been applied in the context of a European Space Agency (ESA) funded

project initiated in January of 2006.
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Part I

Turbo coded modulations and

fading channels
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5

Market driven telecommunication systems push toward further development of wireless

applications. Numerous technical aspects should be considered, like for example source coding,

channel coding, interleaving, frame synchronization, phase detection and modulation issues.

We restrict ourselves to studying methods intended to improve throughput and reliability

in the context of channel coding and modulation. These latter are greatly affected by the

transmission medium. For wireless applications, the fading channel represents the model that

fits real world test measurements.

On one hand, higher throughputs can be achieved by spectrally efficient systems. On the

other hand, designing reliable applications is generally attained thanks to the introduction

of Forward Error Correcting (FEC) solutions. Consequently, in this part of the manuscript,

we investigate FEC solutions for spectrally efficient systems over fading channels.

Important efforts have been undertaken in the field of channel coding to approach the

theoretical limits established by Shannon in [1, 2]. One of the important landmarks was the

invention of turbo codes in 1993 by Berrou et al [3]. Afterwards, approaching the channel

capacity over Gaussian channels for antipodal signaling was within reach. These results were

extended for high order modulations [4, 5] where turbo codes have proven once more their

quasi-optimality in approaching theoretical limits.

Thanks to the flourishing demand for wireless applications, turbo codes over fading chan-

nels have already found their way into literature. A quick review of published results have

shown that the performance over fading channels of coded high order modulations in terms of

probability of error suffers from greater gaps to capacity and high error floors when compared

to the performance over Gaussian channels.

The goal of this part of the manuscript is to propose high order turbo coded modula-

tion schemes over fading channels improving previously published results in literature and

approaching further the channel capacity established by Shannon. It is organized in two

chapters as follows:

• Chapter 1 provides the necessary technical background for the study, including an intro-

duction to fading channels followed by their mathematical description, the computation

of the theoretical limits, a review of existing works on coded modulations over fading

channels and simulation results showing the error correcting performance of turbo codes

over fading channels.

• Chapter 2 describes an innovative technique intended for doubling the diversity order of

turbo coded high order modulations over fading channels. This contribution is based on

introducing simple modifications to the modulator and demodulator. In order to fully

take advantage of the proposed technique, an additional iterative processing is introduced

at the receiver side. Finally, conclusions and future work perspectives are given.





CHAPTER 1 Coded modulations and

fading channels

THIS chapter sets the basis for an in-depth comprehension of factors acting on error

correcting performance of coded modulations over fading channels. Once achieved, in-

novative contributions intended to improve existing systems can follow.

We start from the basics by introducing fading channels and defining the channel model

adopted in the rest of the study. Afterwards, theoretical limits consisting of the Shannon chan-

nel capacity and the underlying frame size penalty are investigated. The remaining sections

offer a review of existing coded modulation solutions designed for fading channels. They offer

as well an accurate identification of the parameters with great influence on coded performance

over fading channels.

7



8 CHAPTER 1. CODED MODULATIONS AND FADING CHANNELS

1.1 The fading channel model

A key component in the design of wireless systems is the wireless channel model. It has to

provide an accurate description of the effects of the channel on the system behavior and

performance. First of all, we briefly recall the main physical phenomena that induce fading

effects over the propagation channel. Then, we provide the detailed mathematical description

of the flat fading channel model that we have adopted in our study.

1.1.1 General description of fading channels

In a wireless communication system, the signals may travel through multiple paths between

a transmitter and a receiver causing what is called multipath propagation [6]. Due to the

multiple paths, the receiver observe variations of amplitude, phase and angle of arrival of

the transmitted signal. These variations originate the phenomenon referred to as multipath

fading. The variations are usually classified according to the fading scale [6]: one distinguishes

large-scale and small-scale fading. Fig. 1.1 shows a simplified diagram of the one in [6] de-

scribing the different fading manifestations, their interaction and the associated specific types

of degradations.

Fading 
events

Small-scale
fading

Large-scale
fading

Signal
dispersion

Time variance
of the channel

Frequency
selective

fading

Flat
fading

Fast
fading

Slow
fading

Simultaneously

Figure 1.1 — Fading types and their corresponding manifestations

Large-scale fading refers to the degradation caused by the presence of physical objects of

considerable size (like hills, buildings, forests) in the wireless signal path. The receiver is said

to be shadowed by these obstacles. This type of fading can be modeled through the estimate

of a path loss as a function of the distance between the transmitter and the receiver. this

model can be divided into a mean loss and a Log-normal probability density function (pdf)
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variation around this mean.

Small-scale fading events describe changes in the separation between a transmitter and

a receiver. They can be caused by the mobility of the transmitter or the receiver as well as

by the crossing by any physical object of the line of sight path stretching between them.

The rate of change of the propagation conditions accounts for the fading rapidity. Small-

scale fading results into important variations of signal amplitude and phase. It shows itself in

two distincts mechanisms: time-spreading of the signal or signal dispersion, and time variant

behavior of the channel. When there is no predominant line of sight between the transmitter

and receiver, the fluctuation of the signal envelope is Rayleigh distributed. Small-scale fading

is then referred to as Rayleigh fading. When there is a predominant line of sight between the

transmitter and the receiver the fluctuations are statistically described by a Rician pdf.

As shown in fig. 1.1, the signal dispersion manifestation leads to frequency selective fading

and flat fading degradations. From the time domain point of view, frequency selective fading

occurs when the maximum spread in time of a symbol is greater than the duration of the

symbol. Consequently, this fading degradation is also known as channel induced intersymbol

interference. From the frequency domain point of view, frequency selective fading occurs

when the spectral components of a signal are affected in different ways by the channel.

In particular, frequency selective fading occurs when the channel coherence bandwidth, i.e.

the channel bandwidth in which all components experience approximately the same fading

characteristics, is smaller than the signal bandwidth. When the channel characteristics are

approximately flat for all frequencies, the degradation is referred to as flat fading.

Fig. 1.1 also shows the degradation types due to the channel time variance. These are fast

and slow fading. From the time domain point of view, fast fading refers to the condition in

which the channel coherence time i.e. the time interval during which the channel response is

invariant is smaller than the symbol duration.

Fast fading in the frequency domain is directly related to the Doppler effect [6, 7, 8]. The

Doppler frequency f characterizes the maximum Doppler frequency shift of the signals in a

mobile environment. It is computed as

f =
v

λ
(1.1)

where v is the relative velocity between the transmitter and the receiver and λ is the wave-

length of the transmitted signal. Thus, from the frequency domain point of view, fast fading

occurs when the signal bandwidth is less than the maximum frequency Doppler shift.

Any wireless radio signal transmitted over large physical distances is subject to both

large as well as small-scale fading types. Since, large-scale fading affects only the average

strength of the received signal, it will not be considered in the rest of our study. Thus, we will
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restrict ourselves to small-scale fading and precisely to flat fading. The flat fading channel is a

typical channel encountered in many wireless environments. For instance, many systems such

as Wireless Fidelity (IEEE 802.11) (WiFi), Worldwide Interoperability for Microwave Access

(IEEE 802.16) (WiMax), Digital Audio Broadcasting (DAB), or Digital Video Broadcasting,

Terrestrial (EN 300 744) (DVB-T) can be modeled as flat fading channels, since they call for

the Orthogonal Frequency Division Multiplexing (OFDM) technique that has the capability

to transform frequency selective channels into parallel flat fading channels.

1.1.2 Mathematical model for flat fading channels

In this section, we will derive the mathematical equations suited for describing the flat fading

channel model with its associated slow fading time variance manifestation based on the

previous works of [7, 8, 9]. An interesting observation is that the pdf of the fading process

follows well known mathematical distributions. The resulting description is referred to as

“the fading channel model” in the rest of this study.

The mathematical model according to [9] assumes that the received field at the receiver is

made up of a number of horizontally traveling plane waves, with random amplitudes and phase

angles, arriving from different locations. The phases of the waves are uniformly distributed

between 0 to 2π. The amplitudes and phases are considered to be independent. Assuming

a moving vehicle with constant velocity v, fig. 1.2 describes the model where the vehicle is

moving in the x-direction.

iα
v x

y

i-th
receive

d wave 

Figure 1.2 — A mobile receiver and an incoming wave

The motion of the vehicle introduces a Doppler shift ∆fi of the frequencies in every

received wave:

∆fi = βvcos(αi) (1.2)

where β =
2π
λ

.
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S(t) being the transmitted complex signal having a carrier frequency f0 modulated by a

baseband complex signal x(t), it can be written as:

S(t) = x(t) exp(j2πf0t) (1.3)

For a transmission over a multipath channel with m distincts waves, and omitting the

additive white Gaussian noise at the input of the receiver, the received signal can be expressed

as:

S′(t) =
m∑
i=1

ai(t)S(t− τi(t)) =
m∑
i=1

ai(t) exp(−j2πf0τi(t)) · x(t− τi(t)) exp(j2πf0t) (1.4)

where ai(t) and τi(t) represent the attenuation and the delay of the path wave i. The

baseband version y(t) of the received signal S′(t) can be written as:

y(t) =
m∑
i=1

ci(t)x(t− τi(t)) (1.5)

with

ci(t) = ai(t) exp(−j2πf0τi(t)) (1.6)

ci(t) represents the lowpass (after filtering) channel impulse response for wave i. ai(t)

and ϕi(t) = −2πf0τi(t) denote the envelope and the phase of the corresponding lowpass

channel response. From equ. 1.2, the Doppler shift is bounded to ±βv which is in practice

small when compared to the carrier frequency. Assuming m is large or equivalently having

a large number of incoming uncorrelated waves the central limit theorem can be applied

for a statistical modeling of the overall channel response c(t) =
m∑
i=1
ci(t). It follows that c(t)

becomes a complex mutually independent Gaussian process as follows:

c(t) = p(t) + jq(t) = ρ(t) exp(jϕ(t)) (1.7)

where p(t) and q(t) are independent Gaussian processes having the same variance σ2.

The enveloppe is then ρ(t) =
√
p(t)2 + q(t)2 and the phase ϕ(t) of c(t) is taken uniformly

distributed in [0, 2π].

If we suppose that p(t) and q(t) are centered, the fading enveloppe ρ(t) is then Rayleigh

distributed with the following pdf:
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Pρ(t)(u) =

u

σ2
exp

(
− u2

2σ2

)
for u ≥ 0

Pρ(t)(u) = 0 for u < 0

(1.8)

For simulation purposes, the normalized Rayleigh distribution is generally adopted, i.e.

E{ρ(t)} = 1, which leads to:


Pρ(t)(u) = 2u exp

(
−u2

)
for u ≥ 0

Pρ(t)(u) = 0 for u < 0

(1.9)

When a line of sight path arrives to the receiver with an average power of mp, the en-

veloppe is Rice-Nakagami distributed with the following expression for the pdf:


Pρ(t)(u) =

u

σ2
exp

(
−
u2 +m2

p

2σ2

)
I0

(mpu

σ2

)
for u ≥ 0

Pρ(t)(u) = 0 for u < 0

(1.10)

where I0(.) represents the Bessel function of the first kind and order 0.

In the case of a flat fading channel, the maximum value taken by the delay τi(t) is

small when compared to the signal symbol period T. As a consequence, x(t − τi(t)) can be

approximated by x(t). The received signal y(t) can be rewritten as:

y(t) = x(t)
m∑
i=1

ci(t) = x(t)c(t) (1.11)

Introducing the additive complex white Gaussian noise b(t), the received signal can be

expressed as:

y(t) = ρ(t) exp(jϕ(t))x(t) + b(t) (1.12)

From the signal space viewpoint [10] after filtering, the received discrete time signal yn at

time period n can be written as a function of the discrete time transmitted signal xn, channel

response envelope ρn, channel response phase ϕn and gaussian noise bn such that:

yn = ρn exp(jϕn)xn + bn (1.13)
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In our study we mainly focus on the Rayleigh flat fading channel model (fading distribu-

tion of ρn follows equ. 1.9) assuming perfect Channel State Information (CSI) and perfect

phase estimation at the receiver. Consequently, the phase shift of ϕn can be compensated

and the received discrete time faded signal used in our study becomes:

yn = ρnxn + bn (1.14)

1.2 Theoretical limits for transmissions over fading channels

1.2.1 Capacity computation

In this section we focus on the computation of the Shannon’s capacity for the most widely used

digital modulation schemes over fading channels. When compared to the Gaussian channel

case, the capacity for fading channels with perfect CSI is nothing else but the averaging of the

conditional capacity for Gaussian channels with respect to the probability density function

of the fading amplitude [11]:

C =

∞∫
0

Cg(ρ)Pf (ρ)dρ (1.15)

where Pf (ρ) is the fading distribution and Cg(ρ) is the conditional capacity with the

following expression for an M -ary transmission scheme:

Cg(ρ) = max
p(X)

M∑
i=1

∞∫
−∞

.D times over y.

∞∫
−∞

Pi(Y/X, ρ) log2

[
Pi(Y/X, ρ)
Pi(Y/ρ)

]
dy1...dyD (1.16)

where

• D represents the number of signal space dimensions for the transmitted symbols.

• p(X) designates the probability distribution of the transmitted M -ary D-dimensional

symbols X.

• Y = (y1, ..., yD) denotes the corresponding received symbol.

• Pi(.) is the conditional probability of (.).

In this study we are mainly interested in 2-dimensional modulation schemes (D = 2)

such as Quadrature Amplitude Modulation (QAM) for which we assume an equiprobable
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distribution for the M -ary constellation signals. This assumption also holds for Phase Shift

Keying (PSK) Modulation schemes. When a Rayleigh distributed fading is considered:

C =

∞∫
0

2ρ exp(−ρ2)Cg(ρ)dρ (1.17)

with

Cg(ρ) = log2M −
1

M · log(2) · πN0

M∑
i=1

∞∫
−∞

∞∫
−∞

‖Y − ρXi‖2

N0
exp

(
‖Y − ρXi‖2

N0

)
dyIdyQ

− 1
M · πN0

M∑
i=1

∞∫
−∞

∞∫
−∞

exp

(
‖Y − ρXi‖2

N0

)
log2

(
M∑
i=1

exp

(
‖Y − ρXi‖2

N0

))
dyIdyQ

(1.18)

where:

• N0 represents the single sided continuous time spectral density of the white additive

Gaussian noise.

• Xi is the transmitted QAM constellation signal.

• I and Q denote the in-phase and quadrature components in signal space.

For an in-depth derivation of the capacity computation the reader is referred to [11]. The

computation of the capacity for fading channels is quite cumbersome, but with the proper

usage of numerical integration methods and precisely the Romberg method [12], it is possible

to compute accurately the capacity curves. The results of the computation are plotted in

fig. 1.3 for QAM schemes and in fig. 1.4 for PSK schemes in the case of Rayleigh flat fading

channel.

1.2.2 Achievable optimal coded performance

Channel capacity represents the tightest upper bound on the amount of information that

can be reliably transmitted over a communication channel. Nevertheless, its computation as-

sumes the transmission of infinite length blocks, assumption far from the actual transmission

conditions in many practical real world applications. The transmission of finite length blocks

induces a penalty on the achievable error correcting performance. A way of estimating the

extent of this penalty over Gaussian channels has already been proposed in [13]. This method

is based on the previous work of Shannon introduced in [2] where the so-called sphere-packing
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Figure 1.3 — Shannon capacity for QAM schemes over Rayleigh flat fading channels
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lower bound on the probability of error is derived as a function of the average Signal To Noise

Ratio (SNR), the target spectral efficiency and the frame size. This bound is computed for

transmission over Gaussian channels.

The derivation goes through a geometrical approach in signal space (see fig. 1.5). In fact,

modulated codewords of N symbols are assumed to have equal energy (PSK schemes) and

are assimilated to N -dimensional vectors. For covenience, Shannon used in his derivation

an optimal code in terms of ’spatial separation’ for which the codeword (vectors) are taken

uniformely distributed over an N−dimensional sphere in signal space. The bound on the

probability of error then corresponds to the probability for the received vector to be moved by

an additive N−dimensional Gaussian noise outside the pyramid surrounding the transmitted

original vector c. The pyramidal form surrounding a transmitted vector corresponds to what

is known as the voronoi region of the vector. A Voronoi region associated to an N -dimensional

point is the set of points closer to that point than any other. The measure of closeness is

based on the definition of the distance measure.

As the bound in [2] is a function of the frame size, it can be used in order to have an

insight on the effect of the frame size over error correction for spherical codes. Note that even

the most powerful codes in terms of error correction do not attain neither the optimum spatial

distribution nor the equal codeword energy characteristic of spherical codes. Consequently,

the accuracy of the computed penalty via the lower bound depends on the considered code

and its closeness to the characteristics of a spherical code. It was shown in [14] by means of

simulation that for codeword sizes exceeding 100 bits, the bound estimate is asymptotically

accurate as it predicts values of the probability of error quite close to the simulation values

for quasi-optimal codes like turbo codes [15].

Figure 1.5 — Geometrical representation of the solid angle associated to a codeword

Unfortunately, the extension of this work in order to evaluate the block length penalty

over fading channels is not straightforward. In fact, in the original paper by Shannon, an
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essential mathematical assumption was made in the described geometrical approach: the

effect of adding N Gaussian variables to N orthogonal components on the probability of

error is modeled by a statistical distribution known as the t−student distribution. This as-

sumption cannot be extended to fading channels mainly because of the introduction of the

N−dimensional Rayleigh distributed fading amplitudes in the computation of the bound.

Despite these difficulties, some work was undertaken in [16, 17] on the subject. This work is

based on a Voronoi region study. However, in order to carry out the bound computation for

fading channels, the authors of [16, 17] had to make specific mathematical assumptions that

turned out to be questionable, as stated by the authors themselves. These assumptions are

not discussed here and the reader is referred to [16, 17] for further details. Due to the lack

of accuracy in the provided estimate in [16, 17] we have only used the capacity values for

comparison with the theoretical limits in the rest of the study.

1.3 Coded modulations over flat fading channels

Bandwidth being a limited asset for most telecommunciation applications, one of the most

important criteria for the design of a communication system is an efficient usage of the

available frequency spectrum. Multiple ways for increasing this efficiency exist from using

high order modulation schemes to carefully choosing the pulse shape. Another important

aspect is transmission reliability. The most common way of building reliable applications

relies on the introduction of FEC codes.

We start by a brief review of previous studies on coded modulations designed for fading

channels then identify the main factors acting on error correcting performance. We proceed

afterwards to a detailed study of particular types of coded modulation schemes representing

the state of the art solutions over fading channels. They include schemes with simple outer

codes and more powerful error correcting codes like turbo codes.

1.3.1 A brief review of previous studies

Since Ungerboeck’s work on Trellis Coded Modulation (TCM) [18], it has been generally

accepted that modulation and coding should be combined in a single entity for improved

performance. Several results followed this line of thought, as documented by a considerable

body of work aptly summarized and referenced in [19].

As a brief summary of [19], we note that TCM schemes were also proposed for fading

channels. Under the assumption that transmitted symbols were interleaved with a depth ex-

ceeding the coherence time of the fading process, new codes were designed for fading channels

in the purpose of inducing maximum diversity in the transmission system. This implied in
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particular that parallel transitions should be avoided in the code trellis, and that increasing

the constraint length of the code should lead to increased diversity.

A notable departure from Ungerboeck’s paradigm was proposed by Viterbi et al [20]

in 1989. In this so-called pragmatic approach, coded modulation schemes are generated by

pairing an M -ary signal set with a binary convolutional code offering large free Hamming

distance. This approach implied giving up the joint code/modulation concept in favor of two

separate entities. One should mention that for non-Ungerboeck systems, i.e. those separating

modulation and coding, the cumulated Euclidean distance along a trellis path is proportional

to the Hamming distance. With a reasoning based on this concept, Zehavi in [21] first recog-

nized that the code diversity, and hence the reliability of coded modulations over Rayleigh

fading channel, can be improved by introducing bitwise interleaving at the encoder output

and by using an appropriate soft-decision bit metric as an input to the Viterbi decoder. This

technique, now called Bit-Interleaved Coded modulation (BICM), makes the code diversity

order equal to the smallest number of distinct bits along an error event, rather than equal to

the number of distinct modulated symbols as in TCM. The BICM concept will be detailed

in section 1.3.3.

One of the interesting findings in [21] was that, over fading channels, combining demod-

ulation and decoding as in the TCM approach is not appropriate. This result prompted the

study whose results are presented in a comprehensive fashion in [22] and [23]. An advantage of

the BICM approach lies in its robustness, since changes in the physical channel do not greatly

affect the receiver structure. Thus, BICM provides good performance over fading channel as

well as over AWGN channel and, consequently, over Rice fading channel, which can be seen

as intermediate between these two.

Before detailing the BICM approach, we first describe the main factors acting on the error

correcting performance for coded modulations.

1.3.2 Factors acting on the error correcting performance of coded modu-

lations over fading channels

It has been established that the optimum design criterion acting on TCM performance over

Gaussian channel is the maximization of the free Euclidean distance [18]. Over fading chan-

nels, different factors influence error correcting performance. On the basis of an analytical

asymptotic performance analysis, we are going to identify these factors as pointed out in [24].

The average bit error probability at the output of the fading channel is upper bounded

by the union bound:
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Pb ≤
∑
v∈ς

∑
v̂∈ς

a(v, v̂)p(v)P (v→ v̂) (1.19)

where a(v, v̂) is the number of bit errors occuring when the sequence v is transmitted and

the sequence v̂ 6= v is chosen by the decoder, p(v) is the a priori probability of transmitting

v and ς is the set of all coded sequences. P (v→ v̂) represents the Pairwise Error Probability

(PEP) corresponding to the probability that the decoder chooses sequence v̂ while sequence

v has been transmitted.

For memoryless channels, the channel probabilities satisfy:

PN (γ|v,ρ) =
N∏
n=1

P (γn|vn, ρn) (1.20)

where γ corresponds to the received bit sequence. Under the Maximum Likelihood (ML)

assumption, the detection metric can be expressed as:

met(γ,v,ρ) = lnPN (γ|v,ρ) =
N∑
n=1

met(γn, vn, ρn) (1.21)

Consequently, the PEP can now be written as:

P (v→ v̂) = P{met(γn, v̂n, ρn) ≥ met(γn, vn, ρn)|v} (1.22)

Applying the Chernoff bound, the PEP becomes [25]:

P (v→ v̂) ≤
∏
n∈η

E {exp (λ [met(γn, v̂n, ρn)−met(γn, vn, ρn)]) |v} (1.23)

where E{} is the averaging operation, λ represents the Chernoff bound parameter and η

stands for the set of all n where vn 6= v̂n. In the case of coherent detection with perfect CSI,

the metric met(γn, vn, ρn) is defined as [24]:

met(γn, vn, ρn) = − |γn − ρnvn|2 (1.24)

resulting into a PEP conditioned on the fading amplitude ρ that can be written as [26]:

P (v→ v̂|ρ) ≤
∏
n∈η

exp
[
−λρ2

n |vn − v̂n|
2 (1− 2λN0)

]
(1.25)

where N0 represents the power spectral density of the Gaussian noise. Since N0 is inde-

pendent of n, λoptimum =
1

4N0
and the conditioned PEP becomes:
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P (v→ v̂|ρ) ≤ exp
{
− Es

4N0
d2(v, v̂)

}
(1.26)

where

d2(v, v̂|ρ) ,
∑
n∈η

ρ2
n |v − v̂|2 (1.27)

represents the weighted Euclidean distance between the two symbol sequences v and v̂. In

order to obtain the PEP, we need to average equ. 1.26 with respect to the fading distribution.

The averaged weighted Euclidean distance with respect to a Rician distribution becomes:

d2(v, v̂) =
∑
n∈η

 K · |vn − v̂n|2

1 +K +
Es

4N0
|vn − v̂n|2

+
1
Es

4N0

ln

1 +K +
Es

4N0
|vn − v̂n|2

1 +K


 (1.28)

=
∑
n∈η

[
d2

1n + d2
2n

]
where K is the Rician fading coefficient. Despite the rather complex aspect of equ. 1.28,

it provides an insight on the factors that dictate error correcting performance over Gaussian

as well as over fading channels.

For K = ∞, the Rician channel amounts to the classical Gaussian channel (no fading)

and equ. 1.28 becomes:

d2(v, v̂) =
∑
n∈η

[
d2

1n + 0
]

=
∑
n∈η
|vn − v̂n|2 (1.29)

Notice that d2(v, v̂) reduces to the classical sum of the squared Euclidean distances along

the error event path. Consequently, the PEP over Gaussian channel is obtained by replacing

in equ. 1.26 the value of d2(v, v̂) obtained in 1.29:

P (v→ v̂) ≤ exp

{
− Es

4N0

∑
n∈η
|vn − v̂n|2

}
(1.30)

One interesting observation from equ. 1.30 is that the error probability decreases expo-

nentially with Es/N0 over Gaussian channel, where the main optimization criterion is the

Euclidean distance along the error path.

For Rayleigh fading channel, we have K = 0 and the corresponding weighted Euclidean

distance becomes:
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d2(v, v̂) =
∑
n∈η

[
0 + d2

2n

]
=
∑
n∈η

1
Es

4N0

ln
(

1 +
Es

4N0
|vn − v̂n|2

)
(1.31)

For large values of Es/N0, we can re-write the upper bound on the PEP as in [26] by

applying the Chernoff bound:

P (v→ v̂) ≤ 1∏
n∈η

Es
4N0

|vn − v̂n|2
(1.32)

Equ. 1.32 shows that:

• Over fading channels, the probability of bit errors decreases with the Es/N0 term raised

to the power nd, nd being the cardinality of η. This is in contrast with findings over

Gaussian channel where the probability of bit error decreases exponentially with Es/N0.

• This probability of error is inversely proportional to the product of the squared Euclidean

distances along the error path of length nd.

It is important to notice here that the longer the shortest error path, the larger the

product of the distances along that path and the better the code will perform even though

the minimum Hamming distance of the code is not achieved along this path.

Recalling that the diversity order is defined as the minimum number of distinct com-

ponents between any two sequences, since n represents the positions where vn 6= v̂n, it is

referred to as the diversity order of the coded modulation. When n increases, the probability

of bit error rapidly decreases with Es/N0. Consequently, maximizing the diversity order

represents the most important design criterion over fading channels.

In the following section, we introduce BICM as a mean of increasing the diversity order,

thus improving error correcting performance with respect to TCM schemes.

1.3.3 The Bit-Interleaved Coded Modulation (BICM)

First introduced by Zehavi in [21], BICM offered a considerable improvement in error cor-

recting performance for coded modulations over fading channels compared to the previously

existing techniques.
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Figure 1.6 — Transmitter (a) and receiver (b) in the BICM approach.

1.3.3.1 System description

The BICM transmitter shown in fig. 1.6 (a) is a serial concatenation of an encoder, a bit

interleaver π and a memoryless modulator. The pragmatic coded modulation approach is

therefore adopted.

The information frame u is encoded via a binary outer code. The encoded sequence c

is then interleaved by π and the resulting interleaved sequence v is mapped to a succession

of complex modulation symbols x. At the discrete time signaling interval t, m bits of the

interleaved sequence are mapped to symbol xt chosen from a 2m-ary constellation by an

m-bit signal label µm.

xt =
{

(xIt , x
Q
t ) ∈ χ

}
(1.33)

where xIt and xQt represent respectively the in-phase and quadrature components of µm(vt)

at the signaling interval t. χ represents the possible set of constellation signals.

If we define i = {0, ..,m − 1} and let Ns be the frame size as a number of discrete time

modulation symbols, the interleaving function for every interleaved bit respects:

π(mt+ i) = mt′ + i (1.34)

where t and t′ ∈ [1, Ns]. In other words, the interleaving function is a modulo m mathemat-

ical operation that divides the coded sequence into m subsequences. This type of interleaver is

known as an inline interleaver [27]. Then for every subsequence corresponding to the function

relating t′ to t, classical interleaving functions can be used. From the wide available choice, we
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can mention the probabilistic uniform interleaving [28] as it offers an insight on the average

performance of the BICM and the S-random interleaving [29] as it guarantees a minimum

spreading of the successive bits. Note that the frame size is supposed to be sufficiently long

so that the interleaving function is considered to break any existing correlation between the

m subsequences.

Bits-to-symbol mapping represents an important parameter for coded modulation. It

greatly affects the bit error correcting performance. Different strategies can be adopted. They

include:

• Set Partitionning (SP), a mapping designed to maximize the Euclidean distance of the

coded modulation taking into account the trellis structure of the code and is therefore

constrained by the characteristics of the outer code. In the case of BICM, the interleaver

introduces randomness between the code and the modulation breaking any means of

joint optimization. Consequently SP mapping is not suited for BICM.

• Gray mapping, characterized by only one different bit between one constellation point

and all of its neighbors. This feature minimizes the bit error probability at the output

of the demodulator. Consequently, when code and modulation are separate entities, at

the transmitter side as well as at the receiver side as in fig. 1.6, Gray mapping offers the

lowest bit error probability of all mapping types. Therefore Gray mapping is adopted in

the rest of this section.

At the receiver side (see fig. 1.6 (b)), the demodulator (that we also call demapper in this

report) provides probabilities on transmitted bit sequence vi, i = {0, ..,m − 1}. At signal

time t, the probability of error on bit vit noted P (vit = b|y;O) is expressed as follows:

P (vit = b|y;O) =
∑
xt∈χ

P (xt|yt) =
∑
xt∈χ

P (yt|xt) · P (xt) (1.35)

where b = {0, 1} and P (xt) designates the a priori probability of transmitting xt. Assum-

ing a perfect estimation of the CSI, the soft information at the output of the demodulator

can be rewritten as:

P (vit = b|y;O) =
∑
xt∈χ

1
σ
√

2π
· exp

−
∣∣yIt − ρtxIt ∣∣2 +

∣∣∣yQt − ρtxQt ∣∣∣2
2σ2

 · P (xt) (1.36)

where σ2 represents the gaussian noise variance and ρt the amplitude of the fading. P (xt)

being unavailable at the receiver, an equally likely assumption is adopted. After deinterleav-

ing, P (cit = b|y;O) constitutes the input of the Soft Input (SI) decoder which delivers hard

decisions related to the transmitted information bits.
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1.3.3.2 Reasons behind the improvement in performance with respect to TCM

The improved performance of BICM with respect to TCM can be explained through the

analysis of the PEP of equ. 1.32. In order to do so, let us consider the 8PSK modulation as

an example [21].
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Figure 1.7 — Decision regions for the 3 distincts binary modulations corresponding to a

Gray mapped 8PSK modulation.

Since the interleaver π is divided into m sub-interleaving functions and is supposed to

operate on a bit stream of sufficiently long size to remove any existing correlation, the 8PSK

modulation can be seen as 3 independent binary modulations. The introduction of a BICM

bit interleaver induces a random bitwise mapping. Constrained by the 8PSK modulation, the

induced random mapping proves to be suboptimum in terms of minimum Euclidean distance

between constellation points. Consequently, BICM suffers from a lower minimum Euclidean

distance when compared to TCM (see fig 1.7).

Nevertheless, the BICM 8PSK being equivalent to 3 independent binary modulations, the

corresponding 3 bits at the input of the FEC decoder become uncorrelated and an error on

one of the bits does not enduce any consequence on the remaining two bits. We can say that

the FEC decoder only sees uncorrelated binary error events instead of symbol error events

in the case of TCM. Consequently, the optimization criterion for the BICM scheme relies on

minimizing the number of binary error events. It can be achieved by increasing the separation

in number of distincts bits between the transmitted sequence and the potentiel challenging

error sequences or, in other words, by optimizing the diversity order between the transmitted

and any other potentiel candidate bit sequence. This bit separation is lower bounded by the

outer code minimum Hamming distance dHmin . The diversity order becomes then nd ≥ dHmin .

When applying equ. 1.32 for BICM, as nd ≥ dHmin , a greater diversity order is achieved

by BICM when compared to TCM at the price of a decay of the Euclidean distance. This

latter is compensated though, as the probability of errors decreases rapidly with increasing

values of nd.
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For example, let us consider a BICM scheme based on the association of a Recursive

Systematic Convolutional (RSC) code with a Gray-mapped 8PSK modulation. The code is

the (1,15/13) in the octal generator form [30]. For the Ungerboeck’s 8-state trellis-coded

8PSK, we have nd = 3 and d2
E−TCM (v, v̂) = |vn − v̂n|2 = 4.59 [18] whereas for the proposed

BICM, nd ≥ dHmin = 4 and d2
E−BICM (v, v̂) = 2.34. This leads to the following pairwise bit

error probabilities over Rayleigh fading channel:

PTCM (v→ v̂) ≤ 1(
Es

4N0

)3

· (4.59)3
(1.37)

≤ 1

96.70 ·
(
Es

4N0

)3

and

PBICM (v→ v̂) ≤ 1(
Es

4N0

)4

· (2.34)4
(1.38)

≤ 1

29.98 ·
(
Es

4N0

)4

The PEPs of equ. 1.37 and equ. 1.38 lead to a crossing for the bit error probabilities curves

of TCM and BICM at Eb/N0 = 12.9 dB corresponding to a probability of 4.10−3. Before the

crossing, TCM offers best error correcting performance whereas BICM outperforms TCM

for Eb/N0 values greater than 12.9 dB with a slope decreasing as a power of 4 with Es/N0

or Eb/N0. The crossing value depends on the outer code minimum Hamming distance: the

higher the minimum Hamming distance dHmin , the earlier the crossing.

A further improvement to BICM schemes has been afterwards proposed by Li and Ritcey

in [31]. Taking advantage of the so-called turbo principle [15], they proposed iterative pro-

cessing between the decoder and the demodulator of the BICM receiver in order to improve

the overall performance of the scheme. This technique, called (BICM-ID) is presented in the

next section.
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1.3.4 The Bit-Interleaved Coded Modulation with Iterative Demodulation

BICM-ID

1.3.4.1 System description

After the seminal paper on turbo codes [15], the iterative decoding principle has been extended

to other functions than error correction in transmission systems in order to improve their

overall performance. This was the case of BICM systems with the introduction of iterative

demodulation [31].

As iterative processing between the decoder and the demodulator is introduced, they have

to be able to exchange extrinsic information [15, 32]. Consequently, the original BICM receiver

of fig. 1.6 (b) has to be modified in order to incorporate two Soft Input Soft Output (SISO)

[33] modules for the demodulator and the decoder as shown in fig. 1.8.

Bit deinterleaver π-1
SISO

demodulator
SISO

decodery

Bit interleaver π

Hard decisions
ũ

( ; )iP Ov ( ; )iP Ic
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( ; )iP Ou

Figure 1.8 — Structure of the BICM-ID receiver.

In a BICM-ID scenario, the SISO decoder provides soft extrinsic output information

P (cit;O) that is interleaved by the same permutation π as at the transmitter side. The inter-

leaved soft information P (vit; I) is forwarded to the input of the demodulator to constitute

the symbolwise a priori information P (xt) of equ. 1.36 by applying:

P (xt) = P (µm(v0
t , v

1
t , ..v

m−1
t ); I) =

m−1∏
l 6=i
l=0

P (vlt; I) (1.39)

As far as the interleaving function is concerned, it has to respect the constraints given

by equ. 1.34 for classical BICM. However, as stated in [34], the interleaving function design

assuring optimum error correcting performance still remains an open issue. Nevertheless the

authors of [34] propose design guidelines for the interleaver construction offering good error

correcting performance to the system:

• The use of an inline bit interleaver.
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• The bits issued from the same coding instance should not be mapped into the same

modulation symbol.

• The succeeding bits at the output of encoder should be spread in order to avoid localized

error bursts for the feedback when iterative demodulation is introduced.

All guidelines listed above can be completely satisfied by an inline S-random interleaver

if the spreading factor S constraint is applied to the bits originating from the same coding

instance as well as the successive bits at the output of the encoder.

Another important modification with respect to BICM concerns bits-to-symbol mapping.

Since a joint processing of modulation and code is performed at the receiver side through

iterative demodulation, mapping design has to be reconsidered. In fact, in light of the a priori

information available at the demodulator input, the maximization of the iterative process gain

becomes the design criterion for the mapping. Numerous studies aimed at optimizing signal

mapping for BICM-ID using a convolutional code exist in the literature: [35], [34, 36] and

recently [37] and [38].

Among the main conclusions of these studies, Gray mapping has been shown to offer

negligeable iterative gain and is consequently not suited for these schemes. The so-called

Semi Set Partitionning (SSP) mapping – described in the next section – is shown to be well

suited for iterative schemes, and consequently, improves error rate performance with respect

to other mapping types.

As an illustration example of the superior performance of BICM-ID with respect to BICM

for convolutional codes, we have compared the corresponding average Bit Error Rate (BER)

performance of a rate 2/3 8-state (1, 13/15) convolutionally coded 8-PSK. Fig. 1.9 shows the

simulation results for the transmission of 4,000-information bit frames over Rayleigh fading

channel for

• A classical Gray-labeled BICM scheme

• A SSP-labeled BICM-ID scheme with 8 iterations.

Observing fig. 1.9, we can confirm that BICM offers significant improvement in error

correcting performance when compared to classical BICM. The Gray-mapped BICM-ID curve

is not displayed in the figure since it shows quasi-identical performance to the Gray-mapped

BICM scheme.

1.3.4.2 Reasons behind the performance improvement with respect to BICM

BICM-ID being a particular case of BICM, it offers high diversity order with respect to TCM

at the price of a loss in intersignal Euclidean distance. If we assume error free feedbacks to the
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Figure 1.9 — BER comparison of R = 2/3, K = 4000 bits (1,15/13) CC 8PSK BICM-ID

and BICM.

demodulator, we can illustrate the effect of iterative demodulation. This assumption holds

asymptotically as feedbacks from the decoder tend to error free feedbacks for high SNRs.

When the soft information P (vit;O) related to the ith bit of symbol xt is computed,

the feedbacks on the other bits of the same transmitted symbol are assumed to be perfect.

Consequently the potential bit error to be committed concerns only bit i. In order to minimize

the residual probability of error, maximum separation for bit i between symbols where its

value is 0 and symbols where its value is 1 should be achieved. The resulting procedure

increases the Euclidean distance conditioned by incoming a priori soft information from the

outer decoder d2
E−C called conditional Euclidean distance.

Fig. 1.10 presents the SSP mapping that maximizes d2
E−C for an 8PSK BICM-ID scheme.

For example, for bit 1 and symbol 111, if perfect feedbacks are assumed for the remaining

two bits, the challenging constellation signal neighbor is represented by the symbol having

the same values of bits 2 and 3 (bit 2 = 1 and bit 3 = 1) and the value 0 for the considered bit

1 (challenging symbol = 011). A suitable mapping for BICM-ID is then the one designed for

maximum separation of a symbol and its challenger (symbol 111 and its challenger 011 for bit

1 for example). However, due to the spatial distribution of the 8PSK modulation considered

in this example, maximum bitwise separation consisting of antipodal signaling could not be

attained for bits 2 and 3.
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Figure 1.10 — Constellation signals and their corresponding remaining neighbor when

perfect feedback is assumed for SSP labeled 8PSK.

Increasing conditional Euclidean distance implies lowering the PEP of BICM-ID with

respect to BICM. If we consider once again the example of section 1.3.3.2 for SSP-mapped

BICM-ID, we have nd = 4 and d2
E−C = 12 resulting into the following PEP:

PBICM−ID(v→ v̂) ≤ 1(
Es

4N0

)4

· (12)4
(1.40)

≤ 1

20736 ·
(
Es

4N0

)4

When compared to the PEP of TCM in equ. 1.37 and of BICM in equ. 1.38, the PEP of

BICM-ID of equ. 1.40 offers an important improvement by lowering the error rate for chosen

value of the SNR. Note that for actual receivers, the soft feedbacks from the outer code tend

to error-free feedbacks only for values of Eb/N0 exceeding the convergence threshold of the

iterative process. For lower values of Eb/N0, SSP-mapped BICM-ID suffers from the increased

number of constellation signal neighbors and presents worse error correcting performance than

BICM. Nevertheless the crossing point generally corresponds to high values of BER as in the

example of fig. 1.9.

In this section, we have recalled the main results of [31] showing that the introduction

of iterative demodulation significantly improves the error correcting performance of BICM

schemes. However, when simple codes such as convolutional codes are used in BICM schemes,

high error floors and large gaps to capacity are observed. For example, for the scheme

simulated in fig. 1.9, the error floor occurs at a BER of 10−5 and a gap of 2 dB to capacity

(at 5.38 dB) for a BER as high as 10−4 is seen. The next logical step of this study involves

the investigation of more powerful codes such as turbo codes.



30 CHAPTER 1. CODED MODULATIONS AND FADING CHANNELS

1.3.5 Turbo coded modulation schemes

1.3.5.1 Brief review of previous work

Turbo coded modulation schemes being a particular case of coded modulation, two main

approaches exist:

1. A joint coding and modulation approach inspired by the TCM principle. First introduced

in [4], the Turbo Trellis-Coded Modulation (TTCM) is oriented towards an optimization

of the Euclidean distance along the error path of the code trellis. Since it is a TCM-based

approach, it produces quasi-optimum results in terms of error correction over Gaussian

channels, but significantly suffers from a lack of diversity over Rayleigh fading channels.

2. A separate coding and modulation approach inspired by the BICM principle called turbo

BICM. First introduced in [5], it is based on the pragmatic approach of Viterbi et al [20]

and offers greater flexibility when compared to TTCM thanks to a simpler puncturing

procedure as the modulation and coding are treated separately. This flexibility comes

at a cost in performance ranging from 0.3 to 0.5 dB over Gaussian channels explained

by the non-optimized Euclidean distance. However, over fading channels, turbo BICM

enjoys greater diversity than TTCM and consequently as pointed out in section 1.3.2

offers improved error correcting performance of several dBs.

As we are interested in obtaining best performance over fading channels, we will mainly

focus on turbo BICM. Among the previous works on turbo BICM in literature, we only cite

the pioneer works done by:

• Le Goff et al [5] which considered fully-interleaved Rayleigh channels for bandwidth

efficient turbo coded schemes.

• Junk [39] which showed results for a reduced complexity decoding scheme over a fully-

interleaved Rayleigh fading channel.

• Hall and Wilson [40] which treated turbo coded BPSK signaling over fully-interleaved

and exponentially correlated Rayleigh fading channels.

The cited articles assume theoretical fully-interleaved fading channels. This channel model

is non realistic as in-phase and quadrature components of the transmitted signal are supposed

to fade independently. In real world applications, the transmitted constellation signal is sub-

ject to the same fading over the I and Q axes as described in section 1.1.2.

We have opted for studying turbo BICM in the context of the realistic channel model

adopted in [22]. The error simulation performed are in compliance with the approach in [5]
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adapted for the realistic channel model and the results obtained will serve as a reference for

the rest of our study.

1.3.5.2 Turbo Bit-Interleaved Coded Modulation (TBICM)

System description First introduced in [5], Turbo Bit-Interleaved Coded Modulation

(TBICM) represents an extension of BICM to turbo codes. Based on the pragmatic ap-

proach, TBICM replaces the outer FEC code of fig. 1.6 by a powerful turbo code. High

spectral efficiencies can be obtained by varying the modulation order M and the outer code

rate R. This latter is achieved by means of puncturing.

At the transmitter side (see fig. 1.11), TBICM reproduces the same steps undertaken by

BICM.

At the receiver side (see fig. 1.12), similarly to BICM, the demodulator computes soft

information on the transmitted bits that will be fed to the turbo decoder after deinterleaving.

This latter adopts iterative processing, exchanging extrinsic information between its two

constituents. After a predefined number of iterations, hard decisions are made.
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22

InterleaverInterleaver

Encoder Encoder 
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InterleaverInterleaver

16 QAM modulator16 QAM modulator
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Figure 1.11 — TBICM transmitter with a double binary turbo encoder and a 16-QAM.

In our study of TBICM, we investigate double-binary turbo codes, known to offer advan-

tages in terms of throughput and performance with respect to classical binary turbo codes

[41]. From this family of error correcting codes, the double-binary 8-state turbo decoder

adopted by the European Telecommunications Standard Institute (ETSI) for the Digital

Video Broadcasting Return Channel over Satellite (EN 301 790) (DVB-RCS) standard is

used. The interleaver used for non DVB-RCS-based frame sizes follows the Almost Regular

Permutation (ARP) model [42]. It represents an arithmetic permutation model fully defined
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by four parameters (P, Q1, Q2, Q3) [42]. The extension of this turbo code to 16-state com-

ponent codes is also investigated when low error floors are targeted. Both codes offer good

convergence properties mainly due to symbolwise turbo interleaving.

BICMBICM

deinterleaverdeinterleaver

SISO 1SISO 1

SISO 2SISO 2

Code Code deinterleaverdeinterleaver

Hard Decisions

16 QAM16 QAM
DemodulatorDemodulator

Code Code InterleaverInterleaver

Code Code interleaverinterleaver

Double Double binarybinary turbo turbo decoderdecoder

Figure 1.12 — TBICM receiver with a double binary turbo decoder and a 16-QAM.

Concerning the BICM interleaver, the remarks of section 1.3.3 apply here.

As an example, a TBICM scheme with a double-binary turbo decoder and a 16-QAM

has been introduced here. Nevertheless, the approach applies for any type of association of a

turbo code and a modulation.

Bits-to-symbol allocating techniques and modulator mapping

As presented earlier in the case of BICM-ID, the mapping plays a significant role in error

correcting performance. In the case of TBICM, in the absence of iterative demodulation to

the demapper, the remarks of section 1.3.3 concerning the mapping still apply. Consequently,

Gray mapping provides best performance (this was in particular stated in [38]). With this

type of mapping, QAM schemes are reduced to two independent Pulse Amplitude Modulation

(PAM) on every component axis represented by the I and Q channels.

Restricted to Gray mapping, PSK and QAM schemes offer different types of bit protection

depending on the position of the allocated bit within the transmitted symbol and the order

of the modulation. For example, the Gray mapped 16-QAM of Fig. 1.11 offers two levels of

bit protection. In fact, bits S1 and S3 enjoy lower BER (better protected) than bits S2 and

S4 due to the position of their respective decision regions.

In [5], the most protected bit positions are allocated to parity bits. In [43], these positions

are allocated to systematic bits. The latter allocation method (we chose to call it “system-

atic”) associated with a turbo code outperforms the former (called “redundancy”) in the
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waterfall region due to the fact that systematic bits are used in both component decoders

compared to parity bits that are used only in one. Nevertheless, lower error floors are achieved

when parity bits are best protected.
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Figure 1.13 — BER comparison between systematic and redundancy bits-to-symbol allo-

cating techniques for 16-QAM TBICM. R = 1/2 DVB-RCS code. Gray-mapped 16-QAM

transmission of 16,000-information bit frames over Rayleigh fading channels.

Fig. 1.13 offers an insight on the effect of bits-to-symbol allocation on error correcting

performance of TBICM. It offers a comparison in terms of BER of the 16-QAM, R = 1/2,

TBCIM system of fig. 1.11 and fig. 1.12 for the two different types of bit allocation: systematic

and redundancy. For comparison purposes, the bold straight line represents the capacity of

the Rayleigh fading channel.

These simulation results confirm the fact that systematic-allocated TBICM schemes

slightly outperform redundancy-allocated schemes in the waterfall region while they suffer

from a higher error floor. Note that a compromise is possible when subsets of systematic and

redundancy bits with different ratios are allocated to best protected bit positions. For this

type of allocation, BER performance lies between the two extreme cases of fig. 1.13.

Note that the performance difference between the two different allocation methods, sys-

tematic and redundancy, diminishes with increasing code rate.

Error correcting performance over Rayleigh fading channel for a wide range of

spectral efficiencies
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In this section we present simulation results of the DVB-RCS code in a TBICM scenario

for various modulation schemes and code rates spanning a large interval of spectral efficien-

cies from 1.0 bit per channel use (bpcu) to 6.0 bpcu over the Rayleigh fading channel of

section 1.1.2 with uniform interleaving. Simulation cases were chosen to illustrate the effect

of increasing the order of the modulation and the code rate on error correcting performance.

Gaps to capacity are also reported for all cases. These simulation results set the reference

performance for the rest of the study. A minimum of 50 erronous frames or 1000 bits in error

have been used for every point on the curves
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Figure 1.14 — BER performance of three TBICM for the transmission od 16,000-

information bit frames over Rayleigh fading channel. DVB-RCS code, QPSK and 64-QAM

modulators. Spectral efficiencies of 1.0 bpcu, 1.5 bpcu and 4.0 bpcu. 8 turbo iterations.

In fig. 1.14, fig. 1.15 and fig. 1.16, we have plotted the BER simulation results of DVB-RCS

coded TBCIM for the transmission of 16,000-information bit frames. The ARP parameters

used for the 16000-bit frames correspond to (P = 87, Q1 = 8, Q2 = 0, Q3 = 36). Systematic

allocation and 8 turbo iterations have been used. The following schemes were simulated:

• Spectral efficiency of 1.0 bpcu: QPSK, R = 1/2

• Spectral efficiency of 1.5 bpcu: QPSK, R = 3/4

• Spectral efficiency of 2.0 bpcu: 16-QAM, R = 1/2

• Spectral efficiency of 3.0 bpcu:
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Figure 1.15 — BER performance of three TBICM for the transmission od 16,000-

information bit frames over Rayleigh fading channel. DVB-RCS code, 16, 64 and 256-QAM

modulators. Spectral efficiencies of 2.0 bpcu, 3.0 bpcu and 4.0 bpcu. 8 turbo iterations.
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Figure 1.16 — BER performance of three TBICM for the transmission od 16,000-

information bit frames over Rayleigh fading channel. DVB-RCS code, 16 and 256-QAM

modulators. Spectral efficiencies of 3.0 bpcu and 6.0 bpcu. 8 turbo iterations.
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– 16-QAM, R = 3/4

– 64-QAM, R = 1/2

• Spectral efficiency of 4.0 bpcu:

– 64-QAM, R = 2/3

– 256-QAM, R = 1/2

• Spectral efficiency of 6.0 bpcu: 256-QAM, R = 3/4

The vertical lines correspond to the channel capacity values.

The following observations deserve to be pointed out:

1. All curves exhibit a change in the slope between 10−5 and 10−6 of BER predicting an

error floor.

2. The gap to capacity is code rate and modulation order dependent. When the order of the

modulation increases, the gap to capacity increases if the code rate is kept unchanged.

When the code rate increases, the gap to capacity decreases when the modulation order

is kept unchanged. However, a limit on this last observation exists. In fact, the error

correcting capability of the turbo code diminishes with increasing code rate due to heavy

puncturing.

3. For a chosen code rate, gap to capacity increases with the modulation order.

High error floors and wide gaps to capacity even for powerful error correcting codes like

turbo codes can be explained by an unsufficient diversity order.

1.3.5.3 Turbo Bit-Interleaved Coded Modulation with Iterative Demodulation

TBICM-ID

Inspired by the previous work on BICM-ID with a Convolutional Code (CC) as outer, the

authors of [44] have replaced the outer single CC by a more powerful binary turbo code.

On the transmitter side, it is equivalent to replacing the FEC code in fig. 1.6 (a) by

the turbo encoder. The interleaver design follows the recommendations of section 1.3.4.1.

As for the bits-to-symbol mapping, the recommendations of section 1.3.4.1 are no longer

valid. In fact, the introduction of another interleaver corresponding to the turbo code adds

an extra randomness level to the mapping. This latter, when optimized for one component

code, will certainly not be for the second one. Consequently, without any means of rational
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optimization, the classical Gray mapping prevails as the mapping type best suited for TBICM-

ID. This observation is in coherence with the guidelines of [38] where the Gray mapping was

recommended with and without iterative demodulation, when a turbo code was introduced.

However, Gray mapping offering negligible iterative gain as mentioned in section 1.3.4, the

improvement in error correcting performance of TBICM-ID with respect to TBICM is not

expected to be significant.

On the receiver side, the SISO decoder of fig. 1.8 consists of a turbo decoder in the case

of TBICM-ID. The decoding process is identical to BICM-ID case with the exception of the

presence of two iteration levels: iterations inside the turbo decoder and iterations between the

turbo decoder and the demodulator. In [44], a feedback to the demodulator is done after each

turbo iteration. The resulting system improves the iterative process convergence. We denote

by convergence threshold (covergence in short) what is generally known as the beginning of

the ’waterfall region’ of a turbo code. It corresponds to the value of the SNR for which the

error rate curve starts to exhibit steeper slopes. The extent of the improvement for an 8-PSK

TBICM with R = 2/3 is around 0.3 dB over Gaussian and Rayleigh flat fading channels

and around 0.1 dB for a 16-QAM TBICM with R = 1/2. However, the performance results

presented in [44] show that TBICM-ID suffers from the same error floor as TBICM.

In order to estimate the potential improvement in convergence when iterative demod-

ulation is applied to TBICM and confirm previous results of [44], we have simulated two

16-QAM TBCIM schemes using the DVB-RCS turbo code and its extension to 16 states,

with R = 3/4, with iterative demodulation. We have compared the obtained BERs with

the ones of a simple TBICM scheme for the transmission of 16,000-information bit frames.

BER curves of fig. 1.17 confirm the results of [44] as the curve with iterative demodulation

and the DVB-RCS code outperforms by only 0.25 dB at 10−6 of BER the curve correspond-

ing to TBICM while exhibiting the same error floor. When the code memory increases the

convergence improvement due to iterative demodulation is decreased to less than 0.1 dB.

In conclusion, iterative demodulation slightly improves the iterative convergence of

TBICM while exhibiting the same error floor. This meager gain is due to Gray mapping

that stops short from improving performance when iterative processing is introduced be-

tween the decoder and the demodulator. This slight improvement in convergence diminishes

when the code memory is increased.

1.4 Conclusion

In this chapter, we have recalled existing coded modulation schemes and their performance

over fading channels. It has been established that maximizing the diversity order represents

the dominant criterion for designing powerful coded modulations over fading channels.
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Figure 1.17 — BER comparison of TBICM and TBICM-ID. Systematic allocation. R =

3/4 DVB-RCS and 16-state TC. 16-QAM transmission of 16,000-information bit frames. 8

iterations.

By increasing the diversity order, BICM outperforms pre-existing coded modulation

schemes. An additional significant improvement of error correcting performance is reached

when iterative demodulation is applied to BICM. However, high error floors and wide gaps

to capacity are still observed when simple outer codes are used. Consequently, more pow-

erful codes like turbo codes, were investigated. They allow the error correcting performance

of BICM schemes to be improved and the gap to capacity to be reduced. For the range of

TBICM schemes simulated, we have observed that, for the transmission of 16000-information

bit frames this gap varies from 1.0 dB (R = 1/2, QPSK modulator) to 2.75 dB (R = 1/2

256-QAM modulator). A large gap to capacity can therefore be observed for high order mod-

ulations. The use of iterative demodulation for TBICM schemes only slightly improves the

convergence threshold while exhibiting the same error floor.

The increased gap to capacity with increased modulation order can be explained by the

fact that at the output of the fading channel, the transmitted constellation signal is subject

to the same fading on both component axes. For a M -ary constellation (M = 2m), all the

bits carried by a symbol suffer from the same fading. As M increases (and consequently m

increases), a greater number of transmitted bits become subject to the same fading coefficient

resulting into a lower diversity order that leads to poorer error correcting performance. This
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decrease in diversity becomes critical for high-order modulation schemes.

In the following chapter we investigate ways of increasing the diversity order of TBICM

schemes in the purpose of improving their error correcting performance.





CHAPTER 2 Improving error rates of

TBICM schemes over

Rayleigh fading channel

DIVERSITY schemes are aimed at improving the performance of transmissions over

fading channels. Several families of diversity techniques can be adopted to combat

fading: they include for instance frequency diversity in the case of multi-carrier transmission

or antenna diversity with Multiple-Input Multiple-Output (MIMO) systems. In our study,

the use of these techniques is restricted to the coding and modulation functions, thus limiting

the diversity to the time domain.

As mentioned in the previous chapter, the diversity order of BICM schemes is dictated

by the minimum Hamming distance of the outer code, thus we start by observing the effect

of increasing the code memory on the TBICM performance. Since this basic solution turns

out to be unsatisfactory for very high spectral efficiencies, we propose a modification to the

transmitter structure in order to double the diversity order of the TBICM and introduce

iterative processing to take advantage of this increased diversity.

41
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CHAPTER 2. IMPROVING ERROR RATES OF TBICM SCHEMES OVER RAYLEIGH FADING

CHANNEL

2.1 Improving error correcting performance by increasing

code memory

By considering the TBICM scheme of 1.3.5.2, a straightforward solution to improve the

diversity order of the coded modulation involves increasing the component code memory. As

the Hamming distance of the code increases with the component code memory ν, TBICM

achieves higher orders of diversity for higher values of ν.

Quoting [41] when ν increases from 3 to 4, or equivalently the number of states rises from

8 to 16, a 30 to 50 % improvement in the minimum Hamming distance of double binary

turbo codes is observed. In order to estimate the induced improvement in error correcting

performance when high order modulations are considered, we have studied the 16-state double

binary turbo codes in TBICM scenarios with the systematic allocation.
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Figure 2.1 — BER performance of three TBICM for the transmission od 16000-information

bit frames over Rayleigh fading channel. DVB-RCS and 16-state tubo codes, QPSK and 64-

QAM modulators. Spectral efficiencies of 1.0 bpcu, 1.5 bpcu and 4.0 bpcu. 8 turbo iterations.

In fig. 2.1, fig. 2.2 and fig. 2.3, we have plotted the BER simulation results of the DVB-

RCS code compared to its extension to 16-state constituent codes in TBCIM schemes for the

transmission of 16,000-information bit frames and for spectral efficiencies ranging from 1.0 to

6.0 bpcu. For the 16-state code, the following ARP parameters (P = 396, Q1 = 6, Q2 = 1,

Q3 = 2) have been used.

The following observations deserve to be mentioned:
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Figure 2.2 — BER performance of three TBICM for the transmission od 16000-information

bit frames over Rayleigh fading channel. DVB-RCS and 16-state turbo codes, 16, 64 and 256-

QAM modulators. Spectral efficiencies of 2.0 bpcu, 3.0 bpcu and 4.0 bpcu. 8 turbo iterations.
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Figure 2.3 — BER performance of three TBICM for the transmission od 16000-information

bit frames over Rayleigh fading channel. DVB-RCS and 16-state turbo code, 16 and 256-

QAM modulators. Spectral efficiencies of 3.0 bpcu and 6.0 bpcu. 8 turbo iterations.
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• Excluding the case of 256-QAM TBICM with R = 3/4 (spectral efficiency 6.0 bpcu),

the error floor is lowered by at least two orders of magnitude when the 16-state turbo

code replaces the 8-state DVB-RCS code. This leads to lower gaps to capacity for low

BERs. For the highest efficiency value, the error floor is lowered only by half an order

of magnitude. This can be explained by the significant decay of the Hamming distance

with increasing code rate even for the 16-state code.

• No convergence threshold penalty has to be paid when increasing the code memory. A

slight gain can even be obtained in some cases such as 256-QAM TBICM with R = 1/2.

• In order to attain each of the two spectral efficiencies of 3.0 and 4.0 bpcu, two coding

and modulation solutions were simulated. The BER results tend to favor the association

of a high order modulation scheme and a lower code rate than the other competing case.

The selection of a winning coding and modulation scheme could have been be predicted

by the computation of the asymptotical gain as proposed in [22].

As a conclusion, despite the additional improvement in error correcting performance in-

troduced by increasing the code memory, when we consider high order modulation schemes

coupled with high code rates, the gain in the floor region is limited. Moreover, the increase

of the code memory from 3 to 4 leads to doubling the decoding complexity. This is the

reason why we have investigated another technique allowing the same decoder complexity

to be kept while doubling the diversity order by introducing modifications to the modula-

tor/demodulator couple. This technique is detailed in the following section.

2.2 Doubling the diversity order of TBICM schemes

In this section, we propose a low complexity solution intended to double the diversity order

of TBICM schemes. This solution relies on two indispensable parts:

• correlating the in-phase I and quadrature Q components of the transmitted signal

• making these two components fade independently.

We start with a description of the proposed solution through detailing the founding tiers

followed by a mathematical justification of doubling the diversity order. Then, we provide a

comprehensive description of the proposed system before showing some Monte Carlo simula-

tion results.
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2.2.1 Correlating the in-phase and quadrature components

For QAM schemes, as Gray mapping is used for TBICM, the I and Q channels are mapped

separatly as two independent PAMs. In the example of fig. 2.4, bits S1 and S2 are mapped

on the I channel independently of bits S3 and S4 which are mapped on the Q channel. All

constellation points cannot be uniquely identified in the I channel or the Q channel separately.
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Q

Figure 2.4 — Example of 16-QAM Gray mapping.

In order to circumvent this natural independence and hope for any improvement in the

diversity order, we should correlate the I and Q channels of every constellation point. This

correlation has as purpose to uniquely identify every constellation point from any component

axis.

Several means of correlating I and Q components could be imagined such as precoding or

changing the constellation mapping. Since Gray mapping is mandatory due to the use of a

turbo code (see section 1.3.5.3), a simple answer to the correlation procedure to be performed

involves applying a simple rotation to the constellation as shown in fig. 2.5. This approach is

a particular case of the multidimensional modulation schemes designed to optimize diversity

order over fading channels and detailed in [45, 46, 47, 48]. The value of the rotation angle

is based on a lattice study of the spatial distribution of constellations in a Rayleigh fading

environment. It is chosen intentionally to achieve an optimal distribution in terms of spatial

separation of the constellation points in signal space. A rotation angle of π/8 is shown to be

optimal in the case of QAMs [48] since it maximizes the minimum Euclidean distance of the

constellation in every component axis.

From the complexity point of view, when the rotation is applied, the number of one-

dimensional metrics (Euclidean distances) to be computed for LLR estimation regarding the

m bits in a symbol is increased from 2
m
2 in the case of usual QAMs to 2m in the case of
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Figure 2.5 — 16-QAM rotated Gray mapper

rotated QAMs. Nevertheless, the metric computation complexity is much lower than the one

of the turbo decoder and only represents a small part of the overall receiver complexity.

Note that any rotation of the constellation alters neither the distances between constal-

lation points or the distances to the origin. This means that no modification to the transmit

power or bandwidth has to be performed.

2.2.2 Ensuring independent fading for in-phase and quadrature compo-

nents

When a transmitted constellation point is subject to a fading event, its I and Q coordinates

fade identically. When subject to a destructive fading, the information transmitted on I and

Q channels suffers from an irreversible loss leading to an erroneous detection of the symbol

at the receiver side. If I and Q fade independently, in most cases it is highly unlikely to have

both subject to severe fading. Consequently, when combined with the constellation rotation

proposed in the previous section, this feature is expected to help the demodulator recover

the whole transmitted information.

One way to allow both component axes to fade independently is to introduce coordinate

interleaving. This solution known as Signal Space Diversity (SSD) was first proposed as means

of increasing diversity for TCM in [49]. The main drawback of coordinate interleaving is the

need to quantize and store the modulator signal to be transmitted, operation which requires

allocating large amounts of rapid access memory.

Simplified component interleaving can be introduced depending on the fading channel
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model. In [36], the authors proposed the replacement of I and Q component interleaving by

a simple time delay for one of the two component axes over uncorrelated flat Rayleigh fading

channels. In fact, since any two modulation symbols of a frame are subject to an independent

fading in the case of uncorrelated flat fading, a simple delay of the I component with respect

to the Q component of only one symbol period is sufficient for having these two subject to

different fading amplitudes. We can imagine extending this concept to other types of widely

used fading channels:

• For correlated fading channels [7, 50], the delay should be superior to the correlation

length in number of symbol periods.

• For block fading channels [7, 50], a number of different delay values, equal to the size

of the faded blocks, should be introduced. Then a suitable switching operation should

be performed for the delayed component of the transmitted signal so that successive

components in a given faded block are not affected by the same fading event.

I and Q channels being affected by independent Gaussian noise components, the I or Q

delay becomes transparent over Gaussian channel. Consequently, the proposed solution offers

identical performance to the pragmatic approach over this type of channels and close to the

optimum performance attained by a TTCM.

From the implementation point of view, an additional latency consisting of a delay identi-

cal to the one introduced at the transmitter is needed in order to match the I and Q channels

for accurate detection of the transmitted signal.

2.2.3 Effect on the diversity order of the TBICM scheme

This section is intended to demonstrate that the diversity order of the proposed solution is

doubled with respect to a classical TBICM scheme.

When the transmitted signal fades without I/Q component interleaving, the constellation

used for detection is equally faded on both axes. When component interleaving (in practice

component delay) is introduced, the I and Q channels are subject to independent fading

coefficients. Consequently, we can write the discrete time complex received signal yn at time

interval n with respect to the discrete time transmitted signal xn, the fading amplitude ρn,

the fading amplitude ρn−d in time interval n − d and the zero mean double sided discrete

time white Gaussian noise process bn with power spectral density N0/2 as:

yn=ρn−dxIn−d + jρnx
Q
n + bn (2.1)
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The delay d is chosen in such a way that the fading coefficients ρn−d and ρn are indepen-

dent. If we dismiss the time index n, we can write:

y=ρIxI + jρQxQ + b (2.2)

where ρI and ρQ represent independent fading amplitudes. Consequently, the diversity

order of the uncoded modulation is increased by one additional dimension with respect to

the fading. In the light of the modified channel model due to constellation rotation and the

introduced Q delay, the detection metric is written as:

met(yn, xn, ρn) =
∑
i=I,Q

−
∣∣yin − ρinxin∣∣2 (2.3)

where yIn and yQn denote the I and Q components of yn, xIn and xQn denote the I and Q

components of xn. Equ. 2.3 differs from the description of equ. 1.24 in section 1.3.2 by offering

different fading amplitudes by component axis (ρIn 6= ρQn ). The ML metric (see equ. 1.21) is

now expressed as:

met(y,x, ρ) = lnPN (y|x, ρ) =
N∑
n=1

met(yn, xn, ρn) =
N∑
n=1

∑
i=I,Q

−
∣∣yin − ρinxin∣∣2 (2.4)

where N is the transmitted sequence length. This equation can be rewritten as:

met(y,x, ρ) = lnPN (y|x, ρ) =
Ndim∑
n=1

metdim(yn, xn, ρn) (2.5)

where Ndim = 2N and metdim(yn, xn, ρn) represents the metric per component I or Q.

Consequently, the resulting PEP for the proposed scheme has the same expression as in

section 1.3.2:

P (v→ v̂) ≤ 1∏
ndim∈ηSSD

Es
4N0

|vn − v̂n|2
(2.6)

However, since Ndim = 2N , the cardinality ndSSD
of ηSSD , is doubled with respect to the

cardinality nd of η for a standard BICM scheme. Hence, the proposed scheme doubles the

diversity order over Rayleigh faded channel with respect to standard TBICM schemes.
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Figure 2.6 — General system decription for the proposed solution. (a) transmitter (b)

receiver.

2.2.4 Overall system description of a TBICM-SSD

In this section we provide the transmitter and receiver description of a TBICM-SSD scheme.

The system diagram is shown in fig. 2.6.

The transmitter structure (see fig. 2.6 (a)) only differs from the classical TBCIM ap-

proach detailed in section 1.3.5.2 in the modulator that has been replaced by a π/8-rotated

modulator. Then the Q component for every transmitted constellation signal is delayed by a

delay d being a multiple of the symbol period (instead, the delay could identically be applied

to the I component).

At the receiver side (see fig. 2.6 (b)), in order to compute the soft metrics for each

modulation symbol, we have to apply a delay with the same value d on the other component,

that is I. At signaling time t, the bit probabilities P (vit−d = b|y;O) at the output of the

demodulator or demapper can then be obtained via:

P (vit−d = b|y;O) =
∑

xt−d∈χ
P (xt−d|yt−d) =

∑
xt−d∈χ

P (yt−d|xt−d) · P (xt−d) (2.7)

where b = {0, 1}, i = {0, ..,m − 1} and P (xt−d) designates the a priori probability of

transmitting xt−d. Assuming a perfect estimation of the CSI, the soft information at the

output of the decoder can be rewritten as:
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P (vit−d = b|y;O) =
∑

xt−d∈χ

1
σ
√

2π
· exp

−
∣∣yIt−d − ρt−dxIt−d∣∣2 +

∣∣∣yQt − ρtxQt−d∣∣∣2
2σ2

 · P (xt−d)

(2.8)

where σ2 represents the noise variance and ρt is the fading amplitude at signaling time

t. P (xt−d) is unavailable at the receiver, therefore an equally likely assumption is adopted.

After deinterleaving, P (cit = b|y;O) constitutes the input of the SISO decoder. At the output

of the decoder, hard decisions are computed.

2.2.5 Performance comparison of TBICM and TBICM-SSD schemes over

flat fading channels

We have performed simulations of the TBICM-SSD scheme using the DVB-RCS code with

coding rate R = 1/2 and a 16-QAM modulator for the transmission of 16,000-information

bit frames. Fig. 2.7 compares the resulting BER performance with TBICM.
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Figure 2.7 — BER comparison of TBICM and TBICM-SSD. R = 1/2 DVB-RCS code,

16-QAM for 16000-information bit frames, systematic allocation.

We can observe that TBICM-SSD offers a poorer convergence threshold than TBICM. It

looses around 0.3 dB for the simulated scheme and suffers from a change in the slope at an

Eb/N0 value comparable to TBICM.
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Figure 2.8 — BER comparison of uncoded 16-QAM and rotated and Q-delayed 16-QAM.

In order to understand the underlying reasons for such a degradation, we have plotted in

fig. 2.8 the BER of an uncoded standard 16-QAM compared to the Rotated and Q-Delayed

16-Quadrature Amplitude Modulation (RQD-16-QAM). A performance gain of 6.5 dB is

observed at 10−3 of BER. As both curves do not show the same slope, the performance

improvement continues to increase with Eb/N0. Since these curves constitute the error prob-

ability at the input of the decoder, we would expect an improved asymptotical performance

of TBICM-SSD with respect to TBICM. This has already been observed in fig. 2.7 where,

despite the loss in the convergence, the BER curve of TBICM-SSD crosses the one corre-

sponding to TBICM between 6.75 and 7.00 dB.

If we take a closer look at the uncoded curves between Eb/N0 values of 0.0 and 5.0 dB

(fig. 2.9), we notice that uncoded 16-QAM slightly outperforms RQD-16-QAM for low values

of Eb/N0. A crossing occurs between 3.0 and 4.0 dB where the latter starts to exhibit the

best error correcting performance.

Considering the curve plotted in fig. 2.7, we can estimate the convergence threshold of

TBICM at Eb/N0 ' 5 dB. If we take into account the outer code rate R = 1/2 inducing

a shift of 3 dB in Eb/N0, the BER at the input of the decoder is the y-axis coordinate

value of the 16-QAM curve corresponding to an approximate value of Eb/N0 ' 2 dB. At

this value of SNR, the uncoded 16-QAM still outperforms the RQD-16-QAM. Consequently,

the TBICM-SSD decoder suffers from a higher average probability of error at its input and
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Figure 2.9 — BER comparison of uncoded 16-QAM and rotated and Q-delayed 16-QAM

between 0.0 and 5.0 dB

provides a degraded error correcting performance when compared to TBICM. We can expect

an improvement in error correcting performance of TBICM-SSD with respect to TBICM for

Eb/N0 values greater than 6.5 ∼ 7.0 dB since it corresponds to the crossing values between

uncoded RQD-16-QAM and 16-QAM (see fig. 2.7).

The worsened uncoded performance of RQD-16-QAM at low SNR values with respect to

classical 16-QAM explains why this technique has never been associated with coding in a

practical application. However, in the following section we propose a way of improving the

convergence threshold of TBICM-SSD schemes by means of iterative demodulation.

2.3 Improving error correcting performance of TBICM-SSD

schemes

As pointed out in the previous section, TBICM-SSD suffers from a worsened convergence

threshold while presenting a similar error floor in comparison with TBICM due to the uncoded

modulator performance. In this section, we propose an approach to improve convergence

threshold of TBICM-SSD while taking advantage of the doubled diversity order to lower

error floors.

We start with an analysis of the uncoded modulator by means of tools widely used in
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the coding field. Then a detailed description of the proposed solution is provided and finally

Monte Carlo simulation results validate the good performance of our proposal.

2.3.1 Uncoded modulator analysis

2.3.1.1 EXIT chart analysis

The key to any improvement in performance of the TBICM-SSD scheme resides in the un-

derstanding of the RQD-16-QAM modulator/demodulator. EXtrinsic Information Transfer

(EXIT) chart [51] is a tool that plots the mutual information at the output of a block as

a function of the information at its input. It gives an insight on a potential performance

improvement when the mutual information at the output increases with the one at the input

in an iterative processing scenario.
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Figure 2.10 — EXIT chart analysis comparison of uncoded Gray mapped 16-QAM and

rotated and Q-delayed 16-QAM.

In fig. 2.10, we have compared the EXIT chart of the Gray-mapped 16-QAM to the EXIT

chart of the Gray-mapped RQD 16-QAM. The curve corresponding to the standard 16-QAM

demodulator, nearly a flat line, predicts almost no improvement in performance with increased

information at the input as already observed in the previous chapter. However, the curve
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corresponding to the proposed modulator/demodulator has a tilted slope with respect to the

classical modulation. In other words, as the mutual information at the input IA increases,

the mutual information at the output IE increases as well. Consequently, an increase of the

mutual information at the output of the RQD 16-QAM demodulator is possible when mutual

information at its input increases.

In conclusion to this analysis, we can predict that the RQD-16-QAM should be able to

take advantage from iterative processing in order to improve error correcting performance

whereas negligeable gain can be obtained with the classical 16-QAM.

One way to consolidate the prediction concerning the proposed modulator involves sim-

ulating the demodulator with the assumption of perfect a priori information at the input of

the demodulator or what is called genie-aided demodulator.

2.3.1.2 Uncoded genie-aided performance

The genie-aided performance corresponds to feeding into the demodulator input, perfect a

priori information, i.e. P (xt) in equ. 1.36 for the classical demodulator and P (xt−d) in equ.

2.8 for the RQD-16-QAM demodulator.
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Figure 2.11 — BER comparison at the demodulator output for uncoded 16-QAM and

uncoded RQD-16-QAM with and without perfect a priori information.

Fig. 2.11 shows the BER at the output of the demodulator for 16-QAM and RQD 16-

QAM. Curves corresponding to the genie-aided demodulation have also been added. The
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following observations can be made:

• The BER curve corresponding to the genie-aided 16-QAM demodulator is quasi-identical

to the one corresponding to 16-QAM confirming no improvement in performance with

iterative processing.

• Genie-aided RQD 16-QAM demodulation improves the performance of RQD-16-QAM

for all values of Eb/N0. For example, at 10−3 of BER, a gap around 1.75 dB in favor of

the genie-aided curve can be observed. In the interval of interest for TBICM-SSD, the

genie-aided RQD 16-QAM offers the best BER performance of all curves in fig. 2.11 with

an improvement around 1 dB.

These results allow us to confirm that, in contrast to classical Gray-mapped 16-QAM

where the existence of a priori information offers no or negligeable improvement in error

correcting performance, RQD 16-QAM with a priori information shows improved BER even

for low SNR values.

Since TBICM-SSD also doubles the diversity order, one would expect that TBICM-SSD

with iterative demodulation improves both convergence threshold and error floors with respect

to TBICM.

2.3.2 TBICM-ID-SSD

When the transmission is coded and iterative demodulation is adopted, extrinsic information

at the output of the decoder is fedback as a priori probabilities to the input of the demodula-

tor or demapper. The BER performance at the output of the demodulator/demapper in the

case of iterative demodulation tends to the one of the genie-aided demodulator/demapper as

the SNR increases.

2.3.2.1 TBICM-ID-SSD system description

The transmitter structure is identical to the one in fig. 2.6 (a), whereas the receiver introduces

iterative demodulation as shown in fig. 2.12.

The feedback of a priori information P (xt) for all transmitted symbols is constructed

by combining the soft information related to the coded bits available at the decoder output

P (cit;O), transformed to P (vit; I) by the interleaver. Two levels of iterations now exist:

1. iterations inside the turbo decoder

2. iterations from the decoder to the demodulator.
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Figure 2.12 — General system decription for the receiver of the proposed solution with

iterative demodulation.

In order to determine the number of iterations to be run at each level aiming for the best

error correcting performance for TBICM-ID-SSD, we have performed an EXIT chart analysis

of the DVB-RCS turbo code, also taking into account iterative demodulation. Due to this

analysis, the effect of iterative demodulation on error correcting performance of TBICM-ID-

SSD can be clearly emphasized.

2.3.2.2 EXIT chart analysis of the decoder in a TBICM-ID-SSD scheme

Fig. 2.13 presents an EXIT chart analysis of the association of the RQD 16-QAM demapper

and the DVB-RCS turbo code with and without iterations to the demapper. The mutual

information at the output of each component decoder is a function of the channel SNR and

the a priori mutual information at the input:

IE = T (IA,Eb/N0) (2.9)

The a priori information available at the demapper input allows the BER to be improved

at its output. The resulting scheme can be seen as a demapper without a priori input per-

forming at a different value of Eb/N0. Having a changing value of Eb/N0 at the input of the

decoder every demapping iteration, the computation of the mutual information IE of equ.

2.9 for the turbo decoder should, as a result, also be performed every demapping iteration.

The simulations of fig. 2.13 have been carried out for realistic decoder feedbacks at an Eb/N0

of 5.25 dB. Mutual information at the output of each component decoder is re-evaluated ev-

ery demapping iteration. At the first iteration, the computed mutual information represents

the one of the proposed demapper without a priori information. While in the absence of

demapping iterations the receiver does not attain convergence (innermost curves) at 5.25 dB,

the area between the two curves widens when feedbacks from the decoder are available and

the equivalent receiver attains convergence within a few iterations.

We have observed that the profile of iterations optimizing convergence is the one that

applies a demapping iteration for every turbo code iteration. Note that for this profile, after

the third demapping iteration, only a slight improvement is predicted from the EXIT chart.
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Figure 2.13 — EXIT chart analysis at an SNR of 5.25 dB of the 8-state DVB-RCS decoder

for every iteration to the RQD-16-QAM demapper for transmission over Rayleigh flat fading

channels.

Fig. 2.14 compares the EXIT chart at 5.25 dB of:

• The classical BICM receiver

• The proposed receiver.

A better iterative convergence is predicted for the proposed system since only four it-

erations are needed to achieve convergence for TBICM-ID-SSD, whereas five iterations are

required for classical TBICM.

Consequently, taking into account the improved uncoded performance of genie-aided

RQD-16-QAM and the EXIT chart analysis of fig. 2.14, we can expect an improvement

in achievable error rates for TBICM-ID-SSD in terms of both convergence threshold and

error floor with respect to TBICM.
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Figure 2.14 — EXIT chart analysis comparison at an SNR of 5.25 dB between 16-QAM

TBICM and the equivalent EXIT chart of the 16-QAM TBICM-ID-SSD over Rayleigh flat

fading channels.

2.3.3 Expected influence of code rate, frame length and code memory on

performance of TBICM-ID-SSD schemes

For a given modulation, the improvement in performance of TBICM-ID-SSD schemes with

respect to TBICM schemes is dependent on two main parts:

1. The performance of the uncoded RQD modulation scheme with respect to the classical

modulator as well as the extent of the improvement in performance introduced by genie-

aided iterative demodulation.

2. The reliability of the feedbacks to the demodulator, as they are constructed from the

output of the decoder. It should tend toward the reliability of error free feedbacks with

increasing SNR.

The existence of an error correcting improvement for TBICM-ID-SSD with respect to

TBICM in the waterfall region can be in a way predicted without the computation of EXIT

charts. The prediction relies on using the performance curves of the TBICM scheme under
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study on one hand and of the uncoded standard and RQD modulations with and without

perfect a priori information on the other hand.

In order to improve error correction, the RQD demodulator has to outperform the classical

one. This obviously depends on the Eb/N0 value of interest for the turbo decoder in a TBICM

context that we call its operating point. The minimum operating point to be contemplated is

the Eb/N0 value where the turbo decoder attains its convergence threshold.
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Figure 2.15 — BER comparison over Rayleigh flat fading channel of uncoded QPSK and

uncoded RQD QPSK with and without perfect a− priori information. The lower diagrams

correspond to a zoom of the performance for a window from -2.0 to 0.0 dB corresponding to

the operating point of R = 1/2 and from 3.5 to 5.5 dB corresponding to the operating point

of R = 3/4.

For example, let us study the influence of the code rate on a TBICM-ID-SSD scheme

using a QPSK modulation. From fig. 2.1, we can observe that, for R = 1/2, the minimum

operating point of the turbo decoder corresponds to an Eb/N0 around 2.0 dB. Taking into
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account the shift of 3.0 dB due to the code rate, the probability of error at the input of the

decoder corresponds to the one at -1.0 dB for the uncoded curve. For a rate R = 3/4 turbo

code, the minimum operating point is around 5.0 dB. Shifted by 1.3 dB due to the code rate,

the probability of error at the output of the demodulator has to be studied for SNRs greater

than 3.7 dB.

In fig. 2.15, we have illustrated the BER performance of uncoded QPSK, RQD-QPSK and

genie-aided RQD-QPSK over Rayleigh fading channel. The lower diagrams correspond to two

zoomed versions of the curves, for a window from -2.0 dB to 0.0 dB corresponding to the area

of interest for the rate R = 1/2 case, and for a window from 3.5 to 5.5 dB corresponding to

the area of interest for R = 3/4. As stated in the lower diagrams of fig. 2.15, in these SNR

regions, if the feedbacks from the decoder were error free, the potential gain could reach 0.8

dB at the input of the decoder for the former case, whereas it should be around 1.75 dB for

the latter case. However, since feedbacks to the demapper are not perfect, these gains will

not be attained in practice.

Consequently, we can expect from these curves an improvement in error correcting per-

formance when increasing the code rate. Showing steeper error correcting curve slopes when

compared to standard modulation schemes, genie-aided uncoded RQD modulation schemes

improve the potentiel gain since the operating point is located at a higher value of Eb/N0

when the code rate increases.

The same phenomenon should be observed when the length of the transmitted blocks is

reduced. The operating point for a given BER is shifted to the right and the potential gain

of the TBICM-ID-SSD scheme with respect to a classical BICM scheme is increased.

With regard to the influence of the code memory, it has been shown in [19] that, over

fading channels, under the ML decoding hypothesis, the SNR gain due to the increase of the

product distance of a coded modulation is inversely proportional to the Hamming distance

of the code. Consequenly, in a TBICM-ID-SSD scenario one can expect greater performance

gains for lower constraint length codes.

2.4 Monte Carlo simulation results of TBICM-ID-SSD

schemes

Monte Carlo simulations have been carried out in order to confirm the analysis results of the

previous sections and to observe the effect of signal space diversity combined with iterative

demodulation on the asymptotic behaviour of the TBICM scheme. BER simulations for

TBICM-ID-SSD have been performed for the modulation schemes, spectral efficiencies, code
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rates mentioned in section 1.3.5.2 and for two frame sizes: 16,000 and 1,504 bits. The DVB-

RCS code and its extension to 16 states constitute the outer turbo codes used.

The simulation of the transmission of long data blocks allow us to directly compare

obtained results with the channel capacity, whereas the transmission of short blocks is more

representative of actual packet-based transmissions such as in wireless communications.

One simulation has also been performed using the Rician channel model in order to

validate the TBICM-ID-SSD principle for this type of channels.

2.4.1 Simulation results for the transmission of long data blocks over flat

fading Rayleigh channel

The simulation results for the transmission of 16,000-information bit blocks are plotted in

fig. 2.16, fig. 2.17 and fig. 2.18.
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Figure 2.16 — BER performance of DVB-RCS, its extension to 16-state TBICM and

TBICM-ID-SSD for 16000 information bit-frames associated with QPSK R = 1/2 and R =

3/4, 64-QAM R = 2/3 over Rayleigh fading channels. Spectral efficiencies of 1.0 bpcu, 1.5

bpcu and 4.0 bpcu.

Selected informative results regarding the gap to capacity, the slope change and the per-

formance difference in convergence and in the floor between TBICM-ID-SSD and TBICM

schemes have been summarized in table 2.1 for the DVB-RCS turbo code and in table 2.2

for the 16-state turbo code. The gaps to capacity are displayed for BER values high enough

so that the slope change has not occured yet, that is 10−5 for the 8-state code and at 10−7
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Figure 2.17 — BER performance of DVB-RCS, its extension to 16-state TBICM and

TBICM-ID-SSD for 16000 information bit-frames associated with 16-QAM R = 1/2, 64-

QAM R = 1/2 and 256-QAM R = 1/2 over Rayleigh fading channels. Spectral efficiencies

of 2.0 bpcu, 3.0 bpcu and 4.0 bpcu.
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Figure 2.18 — BER performance of DVB-RCS, its extension to 16-state TBICM and

TBICM-ID-SSD for 16000 information bit-frames associated with 16-QAM R = 3/4, 256-

QAM R = 3/4 over Rayleigh fading channels. Spectral efficiencies of 3.0 bpcu and 6.0 bpcu.
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for the 16-state code. In table 2.2, the relative lowering of the error floor of TBICM-ID-SSD

with respect to TBICM is measured in number of orders of magnitude.

TBICM-ID-SSD scheme using the DVB-RCS turbo code

Modulation

and Code rate

Gap to capacity

at 10−5 of BER

Slope

change

Waterfall

vs TBICM

Floor vs

TBICM

QPSK R = 1/2 1.00 dB 1.0·10−6 of BER -0.30 dB -1.0 order(s)

QPSK R = 3/4 0.40 dB 1.0·10−6 of BER -0.90 dB -

16-QAM R = 1/2 0.90 dB 1.0·10−6 of BER -0.30 dB -1.0 order(s)

16-QAM R = 3/4 0.70 dB 2.0·10−7 of BER -0.75 dB -0.5 order(s)

64-QAM R = 1/2 1.50 dB 2.0·10−8 of BER - -2.0 order(s)

64-QAM R = 2/3 1.10 dB 1.0·10−7 of BER -0.25 dB -1.5 order(s)

256-QAM R = 1/2 1.55 dB 4.0·10−7 of BER -0.45 dB -2.0 order(s)

256-QAM R = 3/4 1.55 dB 2.0·10−7 of BER -0.20 dB -1.0 order(s)

Table 2.1 — Gap to capacity, slope change, waterfall and floor difference for DVB-RCS

coded TBICM-ID-SSD with respect to TBICM.

For the 16-state code, no change in the slope was observed for the TBICM-ID-SSD scheme

in all treated cases except 256-QAM, R = 3/4 where a slight change in the slope is detected

at 10−7 of BER. Consequently, in table 2.2, instead of reporting the change in the slope as in

the case of the DVB-RCS code, we have opted for mentioning the lowest attained simulated

point of the curve without any slope change. In the case of 16-state coded TBICM, only a

slight change in the BER slope is observed for all cases except the case of 256-QAM, R = 3/4.

This was reported in the last line of table 2.2.

TBICM-ID-SSD scheme using a double-binary 16-state turbo code

Modulation

and Code rate

Gap to capacity

at 10−7 of BER

Slope change

lower than

Waterfall

vs TBICM

TBICM slight

slope change at

QPSK R = 1/2 0.75 dB 1.0·10−9 of BER -0.30 dB 3.0·10−9 of BER

QPSK R = 3/4 0.40 dB 2.0·10−10 of BER -0.90 dB 3.0·10−8 of BER

16-QAM R = 1/2 1.00 dB 2.0·10−10 of BER -0.10 dB 4.0·10−8 of BER

16-QAM R = 3/4 0.80 dB 1.5·10−10 of BER -0.55 dB 4.0·10−8 of BER

64-QAM R = 1/2 2.00 dB 2.0·10−9 of BER +0.17 dB 6.0·10−8 of BER

64-QAM R = 2/3 1.40 dB 7.0·10−9 of BER - 4.0·10−8 of BER

256-QAM R = 1/2 1.80 dB 3.0·10−10 of BER -0.10 dB 1.0·10−7 of BER

256-QAM R = 3/4 1.80 dB 1.0·10−7 of BER -0.20 dB 3.0·10−7 of BER

Table 2.2 — Gap to capacity, slope change, waterfall and floor difference for 16-state turbo

coded TBICM-ID-SSD with respect to TBICM.
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From table 2.1 we can mention the following:

• At 10−5 of BER, the gap to capacity varies from 0.40 to 1.55 dB for the DVB-RCS coded

TBICM-ID-SSD schemes studied, whereas it lies between 1.0 to 2.3 dB in the case of

standard TBICM schemes.

• When the code rate increases, the gap to capacity decreases except for the case of 256-

QAM, where the observed gap for R = 3/4 is the same as for R = 1/2.

• In most cases, the gap to capacity increases with the modulation order.

• The performance improvement in the waterfall region with respect to TBICM depends

on the code rate and the modulation order. It ranges from no improvement (64-QAM

R = 1/2 case) to 0.9 dB (QPSK R = 3/4). As predicted in section 2.3.3, we can

observe an increasing gap between TBICM and TBICM-ID-SSD curves when the code

rate increases for a given modulation.

• The improvements in the waterfall and in the floor regions with respect to TBICM vary

in the opposite direction. When large threshold gaps are observed (QPSK, R = 3/4 case

for example), small improvement or no improvement at all in the floor region is attained.

On the contrary, when no or negligeable improvement in the threshold is seen (64-QAM,

R = 1/2 case for example), the error floor is significantly lowered (by at least 2 orders

of magnitude in the cases simulated).

• For all treated cases, the DVB-RCS coded TBICM-ID-SSD schemes guarantee error

floors lower than 10−6 of BER. This upper limit resides at 10−5 of BER for TBICM.

When low error floors are targeted, a double-binary 16-state turbo code is introduced. In

this case, we can make the following remarks on the summarized results of table 2.2:

• At 10−7 of BER, the gap to capacity varies from 0.40 to 2.00 dB for the 16-state turbo

coded TBICM-ID-SSD schemes simulated whereas it lies between 1.1 to 2.5 dB in the

case of standard TBICM schemes. As expected, in most cases, the gain of TBICM-ID-

SSD with respect to BICM is lower with the 16-state turbo code than with the DVB-RCS

code.

• The observations regarding the influence of code rate and modulation order on the gap

to capacity made in the case of DVB-RCS coded TBICM-ID-SSD schemes still apply

when a 16-state double-binary turbo code is used.

• In the waterfall region, a case where TBICM outperforms TBICM-ID-SSD has been de-

tected. It corresponds to the 64-QAM modulator with R = 1/2, where the degradation in
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waterfall performance reaches 0.17 dB. This could have be predicted from a comparison

of the uncoded performance of 64-QAM with respect to RQD-64-QAM, as detailed in

section 2.3.3. For the remaining cases, TBICM-ID-SSD schemes display a similar con-

vergence behavior (64-QAM, R = 2/3 case) or an improvement up to 0.9 dB (QPSK,

R = 3/4 case).

• When comparing the third column of table 2.2 with the last column, we can observe that

TBICM-ID-SSD significantly lowers the error floor with respect to TBICM. Excluding

the 256-QAM, R = 3/4 case the BER curves show no change in the slope until the lowest

simulated point. For the excluded case, despite the change in the slope, the error floor

is improved with respect to TBICM.

• Even if we were unable to simulate enough data sequences to show error floors, we expect

that the comment concerning the compromise between the improvement in convergence

threshold and the one in the floor observed in the case of the DVB-RCS coded TBICM-

ID-SSD schemes still holds for the 16-state turbo coded TBICM-ID-SSD schemes.

Note that, for a chosen modulation scheme, the improvement in error correcting perfor-

mance of TBICM-ID-SSD with respect to TBICM increases with the code rate R for both

code types used. This is an interesting result knowing that convolutional turbo codes suffer

from an important degradation in performance when increasing the code rate due to heavy

puncturing.

To conclude these remarks on the BER performance of TBICM-ID-SSD schemes, it is

worth pointing out that QPSK modulation coupled with high rate turbo codes constitutes

the best case scenario. In fact, since the proposed solution is limited to doubling the diversity

order, the modulation scheme with the highest diversity order per transmitted bit is QPSK.

In this case, the TBICM-ID-SSD scheme with R = 3/4 approaches capacity by 0.5 dB at a

BER as low as 10−9 for only 16,000-information bit frames. On the contrary, the 256-QAM

case with R = 3/4 represents the worst case scenario where doubling the diversity order

reveals to be unsufficient in order to avoid a change in the BER curve slope around 10−7

of BER, even when a 16-state turbo code is used. If spectral efficiencies of this magnitude

(6.0 bpcu) and error floors lower than 10−7 are targeted over fading channels, more powerful

error correcting codes than the ones considered here or ways of increasing further the diversity

order should be investigated.

2.4.2 Comparison with TBICM-ID schemes

In order to identify the effect of the increased diversity order apart from the iterative de-

modulation process, we have compared the performance of a TBICM-ID-SSD scheme with
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a standard TBICM with Iterative Demodulation (TBICM-ID) scheme. This comparison is

fairer in the sense that the underlying systems are quite similar in complexity point of view

(except for the number of metrics to be computed).
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Figure 2.19 — BER comparison of TBICM, TBICM-ID and TBICM-SSD. Systematic,

R = 3/4 DVB-RCS and 16-state TC, 16-QAM for 16000 information bit-frames.

In fig. 2.19 we have plotted the simulation results of TBICM, TBICM-ID and TBICM-

ID-SSD schemes for the DVB-RCS turbo code as well as its extension to 16 states for the

transmission of 16,000-information bit frames, using 16-QAM and coding rate R = 3/4.

As already mentioned in the previous chapter (section 1.3.5.3), the DVB-RCS code in a

TBICM-ID scenario slightly improves the waterfall performance of the TBICM. As for the

16-state turbo code, the gain is much smaller.

Nevertheless, for the two different turbo codes under study, we can confirm that the in-

creased diversity order introduced by the proposed solution is the dominant factor in improv-

ing the performance in the waterfall region. Concerning the error floor, since the TBICM-ID

scheme suffers from the same floor as the TBICM scheme, the gain in asymptotical perfor-

mance is entirely due to the diversity increase.
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2.4.3 Simulation results for the transmission of shorter data blocks over

flat fading Rayleigh channel

Reducing the frame size results in delayed convergence for turbo coded systems. This sec-

tion investigates the effect of reducing the frame size on the TBICM-ID-SSD performance

with respect to TBICM. FER simulations were then undertaken for MPEG frames (1,504

information bits) for the same spectral efficiencies, modulation schemes and turbo codes as

simulated in the previous section. Results are plotted in fig. 2.20, fig. 2.21 and fig. 2.22.
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Figure 2.20 — FER performance of DVB-RCS, its extension to 16-state TBICM and

TBICM-ID-SSD for MPEG frames of 1504-information bit frames associated with QPSK

R = 1/2 and R = 3/4, 64-QAM R = 2/3 over Rayleigh fading channels. Spectral efficiencies

of 1.0 bpcu, 1.5 bpcu and 4.0 bpcu.

The main observations concerning the simulation results are summarized in table 2.3 for

the DVB-RCS turbo code and in table 2.4 for the 16-state turbo code. Most of the comments

regarding the long block transmission still apply for the MPEG frames.

Table 2.3 includes the FER values where a change in the slope has been observed, the

waterfall improvement with respect to TBICM as well as the relative gain to TBICM in the

error floor region measured in number of orders of magnitude.

For the 16-state turbo code, since no change in the slope was detected for the TBICM-ID-

SSD scheme in all simulated cases, table 2.4 displays the FER values for the last simulated

point. The remaining two columns report on one side the difference in waterfall performance

with respect to TBICM and on the other side the FER value corresponding to a change in



68
CHAPTER 2. IMPROVING ERROR RATES OF TBICM SCHEMES OVER RAYLEIGH FADING

CHANNEL

4 4.5 5 5.5 6 6.5 7 7.5 8 8.5 9 9.5 10 10.5 11 11.5 12 12.5 13 13.5 14 14.5 15 15.5 16
Eb/N0 (dB)

100

10-1

10-2

10
-3

10-4

10-5

10-6

10
-7

10-8

10-9

F
E

R

DVB-RCS, 16-QAM, R=1/2

16-state TC, 16-QAM, R=1/2

TBICM-ID-SSD DVB-RCS, 16-QAM, R=1/2

TBICM-ID-SSD 16-state, 16-QAM, R=1/2

DVB-RCS, 64-QAM, R=1/2

16-state TC, 64-QAM, R=1/2

TBICM-ID-SSD DVB-RCS, 64-QAM, R=1/2

TBICM-ID-SSD 16-state, 64-QAM, R=1/2

DVB-RCS, 256-QAM, R=1/2

16-state TC, 256-QAM, R=1/2

TBICM-ID-SSD DVB-RCS, 256-QAM, R=1/2 

TBICM-ID-SSD 16-state, 256-QAM, R=1/2

16-QAM R=1/2

64-QAM R=1/2

256-QAM R=1/2

Figure 2.21 — BER performance of DVB-RCS, its extension to 16-state TBICM and

TBICM-ID-SSD for MPEG frames of 1504-information bit frames associated with 16-QAM

R = 1/2, 64-QAM R = 1/2 and 256-QAM R = 1/2 over Rayleigh fading channels. Spectral

efficiencies of 2.0 bpcu, 3.0 bpcu and 4.0 bpcu.
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Figure 2.22 — BER performance of DVB-RCS, its extension to 16-state TBICM and

TBICM-ID-SSD for MPEG frames of 1504-information bit frames associated with 16-QAM

R = 3/4, 256-QAM R = 3/4 over Rayleigh fading channels. Spectral efficiencies of 3.0 bpcu

and 6.0 bpcu.
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TBICM-ID-SSD scheme using the DVB-RCS turbo code (short blocks)

Modulation

and Code rate

Slope

change

Waterfall

vs TBICM

Difference at slope

change Vs TBICM

QPSK R = 1/2 3.0·10−5 of FER -0.25 dB -1.00 order(s)

QPSK R = 3/4 3.0·10−5 of FER -1.20 dB -0.75 order(s)

16-QAM R = 1/2 8.0·10−6 of FER -0.30 dB -1.75 order(s)

16-QAM R = 3/4 2.0·10−4 of FER -0.75 dB -

64-QAM R = 1/2 1.0·10−5 of FER -0.20 dB -1.00 order(s)

64-QAM R = 2/3 1.0·10−5 of FER -0.30 dB -1.25 order(s)

256-QAM R = 1/2 5.0·10−6 of FER -0.40 dB -2.00 order(s)

256-QAM R = 3/4 3.0·10−6 of FER -0.40 dB -2.00 order(s)

Table 2.3 — Gap to capacity, slope change, waterfall and floor difference for DVB-RCS

coded TBICM-ID-SSD with respect to TBICM for the transmission of short blocks.

TBICM-ID-SSD scheme using a double-binary 16-state turbo code (short blocks)

Modulation

and Code rate

Slope change

lower than

Waterfall

vs TBICM

TBICM slope

change at

QPSK R = 1/2 3.0·10−8 of FER -0.30 dB 1.5·10−7 of FER

QPSK R = 3/4 9.0·10−7 of FER -1.20 dB 2.0·10−6 of FER

16-QAM R = 1/2 1.0·10−8 of FER -0.10 dB 2.3·10−7 of FER

16-QAM R = 3/4 7.0·10−6 of FER -0.75 dB 2.0·10−6 of FER

64-QAM R = 1/2 8.0·10−9 of FER - 2.0·10−6 of FER

64-QAM R = 2/3 6.0·10−7 of FER - 8.0·10−6 of FER

256-QAM R = 1/2 8.0·10−8 of FER - 4.0·10−6 of FER

256-QAM R = 3/4 6.0·10−6 of FER -0.10 dB 1.0·10−6 of FER

Table 2.4 — Gap to capacity, slope change, waterfall and floor difference for 16-state turbo

coded TBICM-ID-SSD with respect to TBICM for the transmission of short blocks.
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the slope of the TBICM scheme. Note that for the two cases of the QPSK and 256-QAM

modulations with code rate R = 3/4, the TBICM scheme did not exhibit a change in the

slope for the lowest simulated points. Consequently we have opted for reporting the FER

values for the lowest simulated points.

As in the long frame case, one can observe that the improvement in the waterfall region

is generally lower with the 16-state turbo code than with the DVB-RCS code. In return, the

error floor lowering exceeds in some cases 2 orders of magnitude. Note that in the 64-QAM

R = 1/2 case, there is no longer any degradation of the TBICM-ID-SSD with respect to

TBICM in the waterfall region.

With a reasoning based on the one in section 2.3.3, we can say that for short frame

sizes the curves related to the TBICM schemes in the waterfall region have less steep slopes

than in the case of the transmission of long blocks. Consequently, the operating region of

interest in terms of Eb/N0 values for the uncoded modulation curves becomes wider, thus

increasing the potential improvement in performance for the RQD-demodulator with respect

to the classical one. Therefore, the slope difference between the TBICM-ID-SSD and TBICM

schemes is greater for short frames than for long frames and the improvement of TBICM-ID-

SSD with respect to TBICM grows larger with Eb/N0 than in the long frame transmission

case.

It is also worthwhile mentioning that in several cases corresponding to high modulation

orders and/or coding rates, the TBICM-ID-SSD scheme based on the DVB-RCS code per-

forms better than the standard TBICM scheme using the 16-state turbo code both in the

waterfall and in the floor regions, with an implementation complexity of the receiver that is

around half the complexity of the classical TBICM receiver.

For all modulation schemes, FER lower than 10−5 are attained without any change in

the slope. In some cases, like QPSK, 16-QAM and 64-QAM modulations with R = 1/2, FER

values equal to 10−8 have been reached.

In brief, TBICM-ID-SSD performs better with short frames than with long frames, since

the potential relative gain of TBICM-ID-SSD schemes with respect to TBICM increases when

the frame size decreases.

2.4.4 Performance of TBICM-ID-SSD schemes over Rician fading channels

When a Line Of Sight (LOS) exists between the transmitter and the receiver, the fading is

modeled by a Rician distribution [7, 50] as expressed in section 1.1.2. The ratio of the LOS

path with respect to the mean local power K becomes an important parameter. The Rician

distribution model can be used to describe both the Gaussian channel when K =∞, and the

Rayleigh fading channel when K = 0.
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Since TBICM-ID-SSD shows the same error correcting performance as TBICM over Gaus-

sian channel and improves it over Rayleigh fading channel, we expect to obtain an improve-

ment in error correcting performance over Rician fading channel to an extent reflecting a

halfway behavior between these extreme cases.

BER Monte Carlo simulations were undertaken for the 16-QAM, R = 3/4, DVB-RCS

coded TBICM-ID-SSD and TBICM for the transmission of 16,000-information bit frames.

Simulation results corresponding to a typical indoor environment with a value of K = 0.25

(KdB = 6.0 dB) are plotted in fig. 2.23.
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Figure 2.23 — BER comparison of TBICM and TBICM-SSD. Systematic, R = 3/4 DVB-

RCS code, 16-QAM for 16000 information bit-frames over Rician fading channels with K = 6

dB.

If we compare these results with those obtained over Rayleigh fading channel in fig. 2.18,

we can observe that the improvement in error correcting performance of TBICM-ID-SSD

with respect to TBICM is practically at the same level for both fading channel types: around

0.75 dB in convergence and an error floor lowered by one order of magnitude.

In conclusion, TBICM-ID-SSD seems to offer similar levels of improvement of error cor-

recting performance over Rician channel as over Rayleigh channel. These levels should be

lower though as we tend toward a Gaussian channel.
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2.5 Conclusion

In this chapter, we have provided solutions intended for improving existing coding solutions

for high order modulations over fading channels. Previous works have proven that the diver-

sity order plays the leading role in error correcting performance. We have revisited existing

contributions for doubling the diversity order. They involve the introduction of simple mod-

ifications to the modulator and the demodulator. We have investigated the impact of its

association with powerful error correcting codes like turbo codes in a BICM scenario. After

a thorough investigation of the proposed contribution, we have seen that the use of an addi-

tional iterative process at the receiver side enables us to fully take advantage of the proposed

diversity increase method. In fact, in most treated cases, we have observed by means of Monte

Carlo simulations that an improvement in error correcting performance of turbo coded high

order modulations is achieved in both waterfall and floor regions. This comes at the price of

a small increment in complexity.

We have proven by means of EXIT charts and uncoded error rate curves that this im-

provement increases with the code rate somehow compensating the weakness of convolutional

turbo codes.

We would like to mention that our solution has been adopted as a mean of improving

performance in the context of the forthcoming DVB-T2 standard. Work perspectives include

deriving bounding techniques for the proposed contribution in addition to extending it to a

broader family of codes and to realistic fading channel models elaborated in the context of

the DVB-T2 and DVB-H2 standards.
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The work presented in this second part of the manuscript has been carried out within the

framework of the Study of enhanced digital transmission techniques for Broadband Satellite

Digital Transmissions (BSDT) project, funded by the European Space Agency. The obtained

results are the fruit of a joint work with Dr. Alexandre Graell i Amat.

The BSDT project aims at designing advanced modem solutions for the triple play service

provided via a satellite link. In telecommunications, triple play service is a marketing term

for the provisioning of two broadband services, high-speed internet access and television, and

one narrowband service, telephone, over a single broadband connection.

Technical solutions for satellite triple play services already exist. They involve Digital

Video Broadcasting, Satellite, Second Generation (EN 302 307) (DVB-S2) systems [52] in-

tended mainly for TV broadcast; they include as well DVB-RCS systems [53] offering interac-

tive services like internet access, Wide Area Networking (WAN), telemedicine, video confer-

encing and Voice over Internet Protocol (VoIP). Other alternatives to interactive DVB-based

systems exist such as the latest ESA two-way satellite system SATMODE [54]. It allows

the connection of consumer TVs individually, both ways with their interactive TV content

providers, with other consumers and with other infrastructures (Global System for Mobile

communications (GSM) and internet) in real time. This two-way connectivity enables several

new services to the viewer, like betting, chatting, MMS, e-mail, gaming, interactive advertis-

ing, personal data consultation/banking and statistics gathering ...

Nevertheless, the increasing needs in bandwidth for next generation services like interac-

tive High Definition TV (HDTV), very high speed secure internet services or reliable video

conferencing have pushed system designers toward the study of technical solutions better

suited for the transmission channel. Two unquestionable qualifiers describe the satellite trans-

mission channel in the context of BSDT: non-linear and band-limited. These characteris-

tics logically lead into the investigation of improved spectral and power efficient modulation

schemes.

In the context of coherent linear digital phase modulation techniques such as M-PSK or M-

APSK schemes adopted in the DVB-S2 and DVB-RCS standards, the carrier phase exhibits

abrupt changes at the start of every symbol. This causes a discontinuity that requires an

important percentage of the power to occur outside of the intended frequency band (high

fractional out-of-band power), leading to a limited spectral efficiency. This discontinuity can

be avoided by adopting a Continuous Phase Modulation (CPM). It represents a method for

phase modulation distinguished by a continuous carrier phase with respect to other digital

phase-modulation techniques. Furthermore, CPM is typically implemented as a constant-

envelope waveform, consequently the transmitted carrier power is constant. This feature

makes CPM appealing when the transmitter amplifier is not perfectly linear. Therefore,

CPM offers undeniable advantages consisting of high spectral efficiency thanks to the phase
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continuity and excellent power efficiency due to the partly constant-envelope waveform. These

advantages make this type of modulation particularly interesting for band-limited systems

employing non-linear power amplifiers as in the case of satellite communication systems.

Despite an enthusiastic interest by the international research community for CPM, it has

so far been applied to only a limited number of applications. Among these, the Gaussian

Minimum Shift Keying (GMSK) has been used in the GSM of most of the 2nd generation

cell phones worldwide, in the Wireless Local Area Network (WLAN) IEEE 802.11 standard

using Frequency-Hopping Spread Spectrum (FHSS) and in Bluetooth. More spectral/energy

efficient CPM schemes, which however imply a higher level of demodulation/decoding com-

plexity, have not yet found their way to any commercial application. This is mostly due to

the lack of maturity of digital signal processing chips at the time of the most intense research

effort.

Recently, thanks to a new flourishing interest of literature on the topic of reduced com-

plexity receivers for CPM together with the tremendous increase of processing power in

consumer-grade equipments, a renewed interest in high spectral/energy efficient CPM modu-

lated systems saw the light. The BSDT project follows this line of thought. In the context of

this project, we have performed a study of high spectral/energy efficient coded CPM schemes

designed in order to provide the error correcting performance required in next generation

broadband satellite communications and that for a wide range of spectral efficiencies.

This part of the manuscript is divided into three chapters:

In chapter three, we start by a detailed description of the CPM followed by definitions

concerning power, spectral efficiency, Euclidean distance and CPM error events.

Chapter four includes an in-depth study of coded CPM systems adapted for a broadband

satellite link. In fact, coded CPM can be treated as a serial concatenation of an outer error

correcting code and an inner code: the CPM itself. A wide choice of outer codes is available,

from simple convolutional codes up to higher complexity turbo-like codes and block codes.

The important number of CPM parameters and the presence of several possible outer code

solutions have driven us to elaborate criteria for the selection of the set of parameters resulting

into error correcting performance satisfying the BSDT project constraints.

We conclude in chapter five by presenting the results of the selection providing the pa-

rameters of a coded CPM system covering a wide range of spectral efficiencies. The obtained

system offers the best compromise in terms of error correction and complexity.



CHAPTER 3 Continuous Phase

Modulation

THIS chapter provides the technical background necessary for a successful in-depth study

of CPM modulated systems.

It starts by a mathematical description of a CPM signal showing that the modulator can

be derived into a linear time invariant continuous trellis encoder coupled with a memoryless

mapper. The corresponding demodulator/detector has to incorporate a decoding structure

based on the Viterbi or the BCJR algorithm for a successful maximum likelihood detection

of the received signals.

It continues by describing the families of CPM pulse shapes that are covered in our study.

In addition, definitions of the spectral efficiency, the theoretical limits, the Euclidean distance

and the CPM error events are provided and will proove to be of great usefulness in designing

coded CPM systems with good error correcting performance.

77
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3.1 The CPM general description

The CPM is a phase modulation with a constant envelope. The description presented in this

scope is compliant with [55].

The CPM transmitted signal can be expressed as:

s(t, α) =

√
2E
T

cos(2πf0t+ ϕ(t, α) + ϕ0) (3.1)

where E is the symbol energy, T is the symbol time, f0 is the carrier frequency, and ϕ0 is

an arbitrary constant phase shift which, without loss of generality, can be set to zero in the

case of a coherent receiver. α is a sequence of uncorrelated data information symbols to be

transmitted, all equiprobable and each taking one of the values:

αi = ±1,±3, ...,±(M − 1); i = 0,±1,±2, ... (3.2)

The information carrying phase ϕ(t, α) can be written as:

ϕ(t, α) = 2πh

t∫
−∞

∞∑
i=−∞

αig(τ − iT )dτ ; −∞ < t <∞ (3.3)

The variable h is referred to as the modulation index. The amplitude of the baseband pulse

g(t) is chosen to give the maximum phase change αihπ radians over each symbol interval when

all the data symbols in the sequence α take the same value αi.

To obtain a causal CPM system, frequency pulse g(t) is chosen to satisfy:

{
g(t) = 0; t < 0 or t > LT

g(t) 6= 0; 0 ≤ t ≤ LT
(3.4)

where the pulse length L is measured in symbol intervals T . Defining the baseband phase

response as:

q(t) =

t∫
−∞

g(τ)dτ (3.5)

q(t) should be chosen to verify:
q(t) = 0; t < 0

q(t) 6= 0; 0 ≤ t ≤ LT
q(t) = 1/2; t > LT

(3.6)
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The CPM phase signal can be written as:

ϕ(t, α) = 2πh
∞∑

i=−∞
αiq(t− iT ); −∞ < t <∞ (3.7)

Taking into account equ. 3.6 and the fact that finite frames of size N are transmitted, the

phase signal up to symbol n can be rewritten as:

ϕ(t, αn) = θn + θ(t, αn) =

(
πh

n−L∑
i=0

αi

)
mod(2π) + 2πh

n∑
i=n−L+1

αiq(t− iT ) (3.8)

θn can be seen as the phase state at time n − L and θ(t, αn) as the phase function from

time period n−L up to time period n. In other words, we can say that for any symbol interval

n, the phase ϕ(t, αn) is uniquely defined by the current data symbol αn, the correlative state

vector (αn−1, αn−2, ..., αn−L+1) and the phase state θn at symbol n− L.

In practice, rational modulation indexes are used such that:

h =
k

p
(3.9)

where k and p are relatively prime positive integers. The values of θn are limited to{
0, 2π

p , ...,
(p−1)
p 2π

}
and the CPM can be seen as a time variant trellis based modulation

having a phase state defined by the vector ∂n = (θn, αn−1, αn−2, ..., αn−L+1). The current

possible symbol values αn can then be seen as trellis transitions.

Due to the presence of memory, a trellis based decoder is needed in order to detect CPM

signals. It uses the trellis description of CPM signals having pML−1 states each defined by a

variant in the vector ∂n. For a transmission over a Gaussian channel, the received complex

signal at time t is:

r(t) = s(t,α) + n(t) (3.10)

where n(t) is a complex additive white Gaussian noise. We will denote by õ the estimated

received version of variable o. The ML receiver maximizes :

ln [P (r(t); α̃)] ' −
∞∫
−∞

[r(t)− s(t, α̃)]2 dt (3.11)

which is equivalent to maximize the intercorrelation between the transmitted and received

signals:
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Figure 3.1 — The CPM receiver

J(α̃) =

∞∫
−∞

r(t)s(t, α̃)dt (3.12)

The computation of J(α̃) can be done recursively:

Jn(α̃) =

(n+1)T∫
−∞

r(t)s(t, α̃)dt (3.13)

with

Jn(α̃) = Jn−1(α̃) + Zn(α̃) (3.14)

and

Zn(α̃) =

(n+1)T∫
nT

r(t) cos [w0t+ ϕ(t, α̃)] dt (3.15)

The metric Zn(α̃) represents the correlation between the received signal over the nth

symbol interval and an estimated signal from the receiver. This correlation is downsampled

keeping a sample every t = (n+1)T. A metric for every different ML input data sequences and

p possible θn values constitute sufficient statistics. The resulting metric after downsampling

becomes:
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Zn(α̃n, θ̃n) =

(n+1)T∫
nT

r(t) cos
[
w0t+ θ(t, α̃n) + θ̃n

]
dt (3.16)

Metrics Zn(α̃n, θ̃n) are fed into the decoder which applies the Viterbi algorithm in order to

find the sequence maximizing the log-likelihood function up to the nth symbol interval. When

the CPM detector has to be embedded into an iterative receiver, a SISO detection algorithm

has to be implemented. Classically, it consists of the Bahl, Cocke, Jelinek and Raviv (BCJR)

algorithm [56]. The resulting receiver structure is presented in fig. 3.1.

In fact by using the basic quadrature detector, the received components are:

Ĩ(t) =

√
2E
T
I(t) + nI(t)

Q̃(t) =

√
2E
T
Q(t) + nQ(t) (3.17)

where I(t) and Q(t) designate the in-phase and quadrature components of the transmitted

signal. nI(t) and nQ(t) represent the complex Gaussian noise with a double-sided power

spectral density of N0/2. Assuming a perfect coherent detection, metrics Zn(α̃n, θ̃n) can be

written as:

Zn(α̃n, θ̃n) = cos θ̃n

(n+1)T∫
nT

Ĩ(t) cos [θ(t, α̃n)] dt+ cos θ̃n

(n+1)T∫
nT

Q̃(t) sin [θ(t, α̃n)] dt (3.18)

+ sin θ̃n

(n+1)T∫
nT

Q̃(t) cos [θ(t, α̃n)] dt− sin θ̃n

(n+1)T∫
nT

Ĩ(t) sin [θ(t, α̃n)] dt

The pML metrics are then calculated by 4ML filtering operations (the integral terms

in equ. 3.18) of the received signal using m = 2ML different baseband filters with impulse

responses:

fcos(t, α̃n) =


cos(2πh

∑0
j=−L+1 α̃jq((1− j)T − t)); 0 ≤ t ≤ T

0; t < 0 or t > T

and

fsin(t, α̃n) =


sin(2πh

∑0
j=−L+1 α̃jq((1− j)T − t)); 0 ≤ t ≤ T

0; t < 0 or t > T

(3.19)
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Rimoldi in [57] was able to decompose CPM modulator into a time invariant linear con-

tinuous trellis encoder part and a memoryless mapper. This decomposition will be detailed

in the following section.

3.2 The Rimoldi decomposition of CPM

The description of the decomposition of CPM into a linear time invariant continuous trellis

encoder and a memoryless mapper presented in fig. 3.2 is compliant with the description in

[57]. It offers two main advantages:

• It allows the CPM “encoding” operation to be studied independently of the signal

mapping. This suggests an alternative realization of the CPM. Now, it consists of a

Continuous Phase Encoder (CPE) and a Memoryless Mapper (MM). The former presents

the advantages of being time invariant and linear over ring algebraic structures. As a

consequence, it can be studied with the same techniques as those used for convolutional

codes.

• It isolates the MM. Consequently, the cascade of the MM, the waveform channel (white

additive Gaussian noise) and the demodulator that operates over one symbol time inter-

val can be seen as a classical discrete memoryless channel (see fig. 3.2).

CPE MM

n(t)

S(t,α) r(t)
CPM 

filtering

Discrete memoryless channel

Figure 3.2 — The CPE and the discrete memoryless channel representation of CPM

Rimoldi proved that by taking a particular phase path in the time varying trellis as a

reference phase, and expressing all the remaining phase paths with respect to it, the phase

trellis is time invariant. A “modified” phase path is called tilted phase [58] and obtained by:

ψ(t, α) = ϕ(t, α) + πh(M − 1)
t

T
(3.20)

where ϕ(t, α) is the traditional phase. In addition to the tilted phase, Rimoldi introduces

the “modified” data sequence as follows:
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Ui =
(αi + (M − 1))

2
(3.21)

where Ui ∈ {0, 1, ...,M − 1}. The symbols of the modified data sequence simply become

M -ary digits.

After some mathematical operations, the tilted phase in the time interval n (t = τ + nT )

can be written as:

ψ(τ + nT ) =

2πh

[(
n−L∑
i=0

Ui

)
mod(P )

]
︸ ︷︷ ︸+ 4πh

L−1∑
i=0

Un−iq(τ + iT )︸ ︷︷ ︸+W (τ)︸ ︷︷ ︸
mod(2π) (3.22)

data only dependent term θn data and pulse dependent data independent

(3.23)

where 0 ≤ τ < T and

W (τ) = πh(M − 1)
τ

T
− 2πh(M − 1)

L−1∑
i=0

q(τ + iT ) + πh(M − 1)(L− 1) (3.24)

is a data independent term (absence of Ui terms). W (τ) can be omitted for error rate

simulation purposes. In fact, the tilted phase is a linear function of the input sequence whose

“modified” alphabet contains the zero symbol element. Therefore, when the input sequence

is the zero sequence, all data-dependent terms vanish. There remains only data independent

term W (τ). If the derivative of W (τ) depends on τ, the transmitted signal frequency is subject

to a periodic data-independent variation that wastes bandwidth. Therefore, the choice of the

frequency (respectively phase) pulse should ensure that the derivative of W (τ) is a constant

term. Pulses considered in this study, addressed in section 3.3 are designed to respect this

constraint.

The data only dependent term in equ. 3.22 represents the phase state θn and the recursive

output of the CPE (see fig. 3.3). The data and pulse dependent term represents the input of

the MM.

The transmitted carrier based signal over the nth interval (t = τ +nT ) is then defined by:

sc(τ + nT ) = Re [s(τ + nT ) exp(j [2πf1(τ + nT )])] (3.25)

where
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s(τ + nT ) =

√
2E
T

exp(jψ(τ + nT )) (3.26)

is the baseband signal and

f1 = f0 −
h(M − 1)

2T
(3.27)

is the tilted carrier frequency.

D D D D
mod p

nα

nθ

1n Lα − +

1nα −

2nα −

Figure 3.3 — The continuous phase encoder CPE

As for the receiver, the detection method presented in the previous section still applies,

operating on the resulting time invariant trellis of the Rimoldi decomposition.

3.3 CPM schemes under consideration

Our study of CPM signals in the framework of project BSDT is limited to two subclasses of

partial response (L > 1) CPM:

• Raised Cosine (RC) family of frequency pulses with the following expression:

g(t) =


1

2LT

(
1− cos

[
2πt
LT

])
; 0 ≤ t ≤ LT

0 otherwise

(3.28)

g(t) is a raised cosine over L symbol intervals leading to the following phase pulse response:

q(t) =



0 ; t < 0

1
2

(
t

LT
− 1

2π
sin
[

2πt
LT

])
; 0 ≤ t ≤ LT

1/2 ; t > LT

(3.29)
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The subclass under study is then obtained by varying M, L and the modulation index h.

It is denoted by (B for binary or Q for quaternary or O for octal alphabet)-LRC.

• Spectrally Raised Cosine frequency (SRC) pulses, in other words, the Fourier transform

of the frequency pulse g(t) is raised cosine shaped:

G(f) = F{g(t)} =


LT

4

(
1 + cos

[
πLt

2β
|f | − 1− β

LT

])
;

1− β
LT

< |f | ≤ 1 + β

LT

0 otherwise

(3.30)

The resulting frequency pulse is :

g(t) =
1
LT

sin
(

2πt
LT

)
2πt
LT

cos
(
β

2πt
LT

)
1−

(
4β
LT

t

)2 (3.31)

where 0 ≤ β ≤ 1 is the roll-off factor. In order to compute the phase response, equ. 3.5

should be applied. This integration is quite cumbersome for any value of β. For some particular

values of the roll-off factor, simplifications are possible and an analytical expression can be

obtained. For instance, when β = 1, the phase response becomes:

q(t) =



q1

(
LT

2

)
− q1

(
LT

2
− t
)

; 0 ≤ t ≤ LT

2

q1

(
LT

2

)
+ q1

(
t− LT

2

)
; 0 ≤ t ≤ LT

2

1/2 ; t > LT

(3.32)

where

q1(t) =
1

8π

[
2S
(

4πt
LT

)
+ S

(
π

4t− LT
LT

)
+ S

(
π

4t+ LT

LT

)]
(3.33)

and

S(x) =

x∫
0

sin t
t
dt (3.34)

is the sinus integral of x. The resulting subclass of CPM is denoted by (B or Q or

O)−LSRC.
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3.4 Computation of the spectral efficiency of CPM

As nowadays telecommunication applications require high rates, spectral efficiency defined as

the actual transfer rate of a transmission system represents an important parameter.

In order to assess the spectral efficiency of a CPM, we first need to compute its Power

Spectral Density (PSD). Several methods exist: we can mention the periodogram method

described in [59]. This method first computes the Fourier transform of several observation

windows of the signal at hand. Then it proceeds to an averaging of the obtained transform

values. This is a rather cumbersome operation: in order to achieve an accurate estimation,

averaging on a large number of windows is needed. A semi-analytical method for PSD esti-

mation based on the autocorrelation of CPM signals is proposed in [55]. It requires a lower

number of resources when compared to the periodogram method. Consequently, it has been

used in our study.

The PSD of a CPM signal is then given by [55]:

S(f) = 2 Re


LT∫
0

R(τ) exp(−j2πfτ)dτ +
exp(−j2πfLT )

1− Cα exp(−j2πfT )

T∫
0

R(τ + LT ) exp(−j2πfτ)dτ


(3.35)

where the autocorrelation function R(τ) is calculated over the interval [0, (L+ 1)T ] using

the following equation:

R(τ) = R(τ
′
+mtT ) (3.36)

=
1
T

T∫
0

mt+1∏
i=1−L


M−1∑

k=−(M−1) for k odd

Pk exp
(
j2πhk

[
q(t+ τ

′ − (i−mt)T )− q(t− iT )
]) dt

with mt =
⌊ τ
T

⌋
where bεc represents the integer part of ε. The probability Pk = 1/M

for equiprobable symbol sources. The decay constant (independent of τ) Cα in equ. 3.35 is

computed by:

Cα =
M−1∑

k=−(M−1) for k odd

Pk exp(j2πhkq(LT )) (3.37)

Fig. 3.4 shows the PSD of four CPM signals as a function of the normalized frequency

fT where f denotes the frequency. The following CPM schemes were investigated: Minimum

Shift Keying (MSK), Q2RC h = 1/4, O3RC h = 1/7, Q3SRC h = 1/7.

The total power of the transmitted signal can be computed using the PSD by:
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Figure 3.4 — Power spectral density as a function of the normalized frequency of four

different CPM schemes

Powt =

+∞∫
−∞

S(f)df (3.38)

When the available bandwidth is limited, only the power within this defined bandwidth

is of interest:

PowB =

+BT/2∫
−BT/2

S(f)df (3.39)

The fractional Out of Band Power (OBP), generally expressed in dB, is defined as the

amount of power outside the defined bandwidth and is given by:

POBP (in dB) = 10 log10

(
1− PowB

Powt

)
(3.40)
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The signal bandwidth is then defined as X-dB bandwidth with:

X dB bandwidth = B |POBP =−X dB (3.41)

In our study, we have adopted the bandwidth measurement proposed in [55] as the 99%

in-band power, equivalent to the 20 dB bandwidth of equ. 3.41.

0 1 2 3 4 5
-120

-100

-80

-60

-40

-20

0

Normalized bandwidth B.Tb

O
B

P
 (d

B
)

 

 
MSK
Q2RC, h=1/4
O3RC, h=1/7
Q3SRC, h=1/7

20 dB
bandwidth

Figure 3.5 — Out of band power as a function of the normalized bandwidth of CPM

schemes of fig. 2.4

Fig. 3.5 shows the OBP of four different CPM schemes as a function of the bandwidth

normalized to the CPM symbol rate: MSK, Q2RC h = 1/4, O3RC h = 1/7, Q3SRC h = 1/7.

Note that the Q3SRC CPM occupies less 99% bandwidth than the other CPM schemes as

indicated in fig. 3.5.

Since the Symmetric Information Rate (SIR) (a capacity equivalent, details and descrip-

tion in the following section) is upper bounded by log2M , the Spectral Efficiency (SE) of a

coded CPM with outer code rate R can be upper bounded by:
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SE =
SIR

B · T
≤ R · log2M

B · T
=

R

B · T

log2M

=
R

B · Tb
in bps/Hz (3.42)

Where 1/Tb denotes the normalized bitrate. This bound is tight at high SNR. It will be

used as means of SE computation in our study.

3.5 Capacity and information rate of CPM schemes

The capacity of a channel is given by the maximum of the mutual information between

the input and output of the channel, where the maximization is with respect to the input

distribution. It offers an insight into the maximum spectral efficiency achievable with a reliable

transmission.

The classical capacity computation of AWGN channels by Shannon [2] does not directly

apply for CPM mainly because of the modulator memory. Nevertheless, methods of capacity

computation for channels with memory exist [60] and could be applied in this case. These

methods rely on defining the channel as a finite state machine with a deterministic number

of states. In fact, considering CPM as a finite state machine represents a direct application

of the Rimoldi decomposition of CPM signals as described in the previous section. Other

bottlenecks exist though:

• No analytical expression of the channel entropy rate for signals with memory is known

to date, even for the simplest hidden Markov processes.

• In Independent Discrete Memoryless Channels (IDMC) with binary inputs, it was shown

that the choice of codeword letters equiprobably and independently constitutes a valid

assumption [10]. In the case of CPM signals (channel with memory), capacity compu-

tation involves optimizing the distribution of the symbol sequences at the input of the

modulator. In this case, no theoretically proven hypothesis on the choice of the distri-

bution of symbol exists. In fact, it is not clear if the individual αi should be selected

independently, and for non binary M−ary alphabets, should be selected equiprobably.

Due to all of these difficulties, the SIR is evaluated instead of the channel capacity.

It predicts the limit on the bandwidth efficiency of error free transmission, assuming an

equiprobable and uniform distribution of the modulation symbols.

In fact, studies of IDMCs [10] have shown that information rate often places little differ-

ence between the uniform and the optimal non-uniform distribution. Assuming that this still
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applies in the case of CPM signals, independent equiprobable symbol sequences are used for

SIR computation.

As for the channel entropy evaluation problem, a measurement could be done via simula-

tion relying on the Shannon-McMillan-Breimann algorithm [60]. It ensures the convergence

with a probability of 1.0 of:

H(YI) ' −
1
N s

log[f(Y Ns

I )] (3.43)

where Y Ns

I is a finite state machine representation of the signal at the channel output

corresponding to the modulator input frame. f(Y Ns

I ) is the probability density function of

the N s-symbol channel output YI observed in simulation and H(YI) is the entropy rate of

YI .

In other words, if we generate a sequence of realizations of Y Ns

I , and compute the right

hand side of equ. 3.43, it will converge to the entropy rate of YI with a probability of 1. The

computation of the probability density function f(Y Ns

I ) is quite complicated. The authors of

[61] proposed a method for the computation of f(Y Ns

I ) based on the BCJR algorithm. They

went further to apply it for CPM signals where they provided SIR results for some schemes.

We have adopted the proposed approach in [61] for SIR computation in our study.

In fig 3.61, the results of SIR computation for quaternary CPM schemes with different

values of L and h can be seen. Notice that between 0.5 and 1.6 bps/Hz many quaternary

schemes offer almost identical SIRs. These systems are then indistinguishable from the SIR

point of view. Fig 3.71 shows octal CPM SIR for different parameters. In this case, the systems

between 1.0 and 2.5 bps/Hz are the ones with comparable SIRs.

The SIR computation assumes infinite codeword length. For finite codeword length N s,

Shannon derived a lower bound on the probability of codeword error over the AWGN channel

in [2] known as the sphere-packing bound. In his setting, each code symbol takes real values,

and all the codewords are distributed over the N s-dimensional sphere. The additional SNR

required in dB (compared with the computed SIR) for the system to operate at symbol rate

T with information block size N s and probability of codeword error Pcod could be computed

by [14]:

∆
(
Eb
N0

)
dB

≥

√
SE

2N s

(
40

ln 10

)(
2SE + 1
2SE − 1

)(
P−1
cod

)
dB

(3.44)

where SE is the spectral efficiency in bps/Hz. Although this penalty term is originally

derived for the AWGN channel without any modulation constraint, it still gives us a simple

and insightful estimation on the practical limit of the modulation constrained AWGN chan-

nel. Adding the expression in equ. 3.44 to the SIR value, we can compute a bound on the
1Capacity figures are courtesy of Daniel Delaruelle from NEWTEC company



3.6. CPM ERROR EVENTS AND NORMALIZED SQUARED EUCLIDEAN DISTANCE 91

required SNR for a coded system to operate at a specific code rate, given the codeword length,

and the probability of codeword error. This estimate is defined as the Penalized Symmetric

Information Rate (PSIR) in [61] of the modulation constrained AWGN channel. The accu-

racy of the PSIR depends on the modulation constraints. Intuitively, the modulation scheme

which could distribute the codewords uniformly over the N s-dimensional sphere should have

performance close to the PSIR. Otherwise, additional gap to the SIR is expected.

3.6 CPM error events and normalized squared Euclidean dis-

tance

3.6.1 CPM error events

Since we are interested in the error correcting capability of CPM, it is useful to clearly define

CPM error events. Errors of a CPM differ from the ones of a linear modulation by the fact that

they should satisfy particular conditions due to the CPM memory and to the non-linearity

of CPM pulses.

And since the CPE is a convolutional code over rings, an error event starts when the

detected path through the trellis leaves the one given by the transmitter. It ends when the

two paths remerge into the same ending state. Since CPM does not satisfy the Uniform Error

Property (UEP) [24], the zero state cannot be assumed as a reference. Consequently, to study

CPM error events, we have to consider all possible pairs of detected and transmitted paths.

To that end, it is convenient to use the so-called difference symbol sequence instead. It is

defined as:

Ṽ = {Ṽn−L+1, ..., Ṽn−1} where Ṽi = Ui − Ũi and n− L+ 1 ≤ i ≤ n− 1 (3.45)

Ui and Ũi denote the transmitted symbol and the received symbol at time i respectively. Ṽ

represents the difference correlative state vector (see section 3.1).

Ṽi is in the range {−M + 1, ...,M − 1}. Thus, expressed in a difference symbol sequence

reasoning, an error event begins when a difference sequence leaves the all-zero path, and

finishes when its path merges with the all zeros path for the first time. From [62] the condition

for a non zero difference symbol sequence to form a CPM error event is:

∑
i

Ṽi mod .P = 0 (3.46)

Compound error events could also appear in CPM. They can be seen as two successive

error events where the second starts immediatly after the end of the first one. We will denote
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Figure 3.6 — SIR of quaternary alphabet LRC schemes
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Figure 3.7 — SIR of octal alphabet LRC schemes
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by effective difference sequence, a sequence at the input of the CPM satisfying equation 3.46.

An effective difference as well as any of its permuted versions induces an error event.

3.6.2 Normalized squared Euclidean distance of CPM

The Normalized Squared Euclidean Distance (NSED) between two M−ary CPM sequences

Seq1 and Seq2 of length Ne is defined as [63]:

dNSED(Seq1,Seq2) = log2M

NeT∫
0

‖s(t, Seq1)− s(t, Seq2)‖2 dt

= log2M

Ne −
1
T

Ne−1∑
i=0

(i+1)T∫
iT

cos

2πhWi + 4πh
i∑

j=i−L+1

Ṽjq(t− jT )

 dt


(3.47)

where Ṽj = Uj,Seq1 − Uj,Seq2 is the difference symbol and Wi =
(
i−L∑
n=0

Ṽj

)
mod p.

The minimum value of NSED for a particular value of Ne offers an insight on the error

correcting capability of uncoded CPM schemes for sequences of Ne symbols.

3.7 Conclusion

In this chapter we have provided a detailed mathematical definition of the CPM modulator

and the corresponding demodulator. An alternative description is possible via the Rimoldi

decompostion of CPM into a linear time invariant trellis encoder and a memoryless mapper.

It allows the study of CPM signals via pre-existing tools of the coding and modulation fields.

The provided material will proove to be of great importance in the following chapters

where CPM is studied in a coded iterative scenario. In fact, coding tools can take advantage

of the CPM trellis structure in order to provide iterative convergence threshold estimation in

addition to error floor prediction, facilitating the design of coded CPM systems.



CHAPTER 4 Study of coded

continuous phase

modulation schemes for

satellite transmissions

THIS chapter is intended to describe the design of coded CPM systems that satisfy con-

straints imposed in the context of the BSDT project. It is true that coding solutions for

CPM systems have already found their way into literature. Logically, we have first proceeded

to an in-depth review of previous works that provided the necessary technical background

allowing us to propose innovative solutions. Some of these have proven to be particularly

appealing for the broadband satellite link application targeted in our study.

Crippled by the great amount of design parameters to be taken into consideration for

the design of a coded CPM system (pulse type, modulation order, modulation index, code

type, code rate), we have adopted a two-step methodology. The first step is intended for the

choice of CPM parameters based on iterative process waterfall performance. It is followed by

a second step planned to satisfy code design constraints in terms of error floors.

This chapter is organized as follows:

We start by defining the design constraints (spectral efficiency, target error rates, code

rate flexibility, CPM parameters). Then, we detail the steps needed for the choice of CPM

parameters based on a capacity comparison and on the waterfall performance of the coded

system. We proceed afterwards to the investigation of several outer code solutions for CPM. It

includes the interleaving type (bit or symbol), the mapping type (Gray, natural) and the code

type (convolutional codes, block codes, parallel turbo codes, serial turbo codes, Flexicodes). It

uses extrinsic information transfer charts for estimating convergence thresholds and bounding

techniques for predicting error floors. Monte Carlo error rate simulations are then performed.

95
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CHAPTER 4. STUDY OF CODED CONTINUOUS PHASE MODULATION SCHEMES FOR SATELLITE

TRANSMISSIONS

4.1 General description of a coded CPM

When the Rimoldi decomposition is used, coded CPM can be seen as a Serial Concatenation of

Codes (SCC), having a FEC code as an outer code and the CPE as an inner code. The general

description of Serially Concatenated Continuous Phase Modulation (SCCPM) is presented

in fig 4.1.

CPE MMFEC π
CPM modulator

AWGN
channel

oU oC ( , )Is t CIU IC

( )r t

CPM demodulator
(U ; )IP out( ; )IP C in CPM

SISO
Filtering 1π − FEC

SISO

π

Iterative receiver

Hard
decisions

( )r t ( ; )oP C in

( ; )oP C out
(U ; )IP in

( ; )oP U out

oU

(b)

(a)

Figure 4.1 — Coded CPM seen as a classical SCC (a) Transmitter and AWGN channel (b)

Receiver.

The outer code has rate R = kout/nout. For convenience nout is an integer chosen as

a multiple of nCPM = log2M. Since the information data is binary, and since the CPM

works with M−ary symbols, a mapper should be introduced into the chain (not represented

in fig. 4.1). Depending on the location of the mapper in the transmission chain, bitwise or

symbolwise interleaving separates the outer and the inner code.

At the receiver side, iterative decoding can be carried out provided that the FEC and the

CPE decoders call for SISO algorithms. Extrinsic soft information [15] is exchanged between

the SISO modules until iterative process convergence is attained. Then hard decisions are

computed at the output of the outer decoder.
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4.2 Study objectives and parameters

4.2.1 Error correcting performance of SCCPM

Error correcting performance of iteratively decoded concatenated codes relies on two tiers:

• the convergence threshold of the iterative process that predicts the position of the wa-

terfall region

• the error floor performance of the concatenated scheme.

In order to propose SCCPM schemes offering error correcting performance satisfying tar-

get convergence threshold and error floor criteria, we have tried to introduce study guidelines

inspired by the ones proposed for SCC. For a target spectral efficiency, recent studies on SCC

have shown that the best error correcting performance is attained when the inner code is

punctured [64]. In the case of SCCPM, puncturing the inner encoder is not conceivable. The

CPM modulator plays at the same time the role of inner encoder and signal mapper. In fact,

the CPE is uniquely defined by the CPM parameters. As a consequence, the choice of a par-

ticular CPM scheme (the order M , the modulation index h, the pulse length L and the pulse

type) dictates the maximum achievable spectral efficiency and goes even further to impose

the inner encoder and its transfer function. This leads to outer code design restrictions. In

fact, in order to achieve the best concatenated performance in terms of error rates, the outer

and inner codes in a serial concatenation should be carefully “matched”.

4.2.2 Study scenario

At this early stage of the study, we propose to start by defining the code design objectives.

They are dictated by the target application consisting of a return link for satellite communi-

cations. The design parameters for such an application are:

• Frame sizes around one and two Asynchronous Transfer Mode (ATM) cells (∼ 500 and

1000 bits).

• Spectral efficiencies ranging from 0.75 bps/Hz to 2.5 bps/Hz.

• AWGN channel.

We can then define the objectives in terms of target error correcting performance by:

• For convergence threshold: the best possible convergence threshold when target error

floor is met.
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• For error floor: below 10−6 of average Frame Error Rate (FER).

To meet these requirements, it is useful to enumerate the possible degrees of freedom

available for a suitable design of a SCCPM. When a target spectral efficiency and a pulse

type are chosen, they include :

• The CPM set of parameters (M,L, h) dictating channel capacity, the inner encoder

transfer function and the outer code rate R.

• The choice of the mapping and interleaving types.

• The design of the outer code matching best the transfer function of the CPM dictated

inner encoder. The FEC should also satisfy the target code design objectives in terms

of convergence threshold and error floor taking into account the chosen mapping and

interleaving types.

Having in mind these design requirements and possible degrees of freedom, design oriented

questions arise:

• What criteria could be applied to choose the best CPM scheme achieving a particular

spectral efficiency (especially that some are undistinguishable from the SIR point of

view)? This is equivalent to finding a search criteria that leads to the best CPM set of

parameters acting as inner code.

• What could be considered as a suitable interleaver and mapping types for our chosen set

of CPM parameters?

• How can we propose an outer code best matched to the previously enumerated restric-

tions and satisfying the target code design objectives?

In the following sections, we try to answer these questions approprietly.

4.3 The choice of CPM parameters

4.3.1 Introduction

We started our selection procedure of CPM parameters by a capacity comparison. This is

a classical approach for linear modulation schemes, where in general best systems are those

achieving higher spectral efficiencies for a given signal to noise ratio.
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Due to its direct influence on system complexity, the alphabet size M of the CPM, being

a power of 2, should be kept reasonably low. This study investigates only quaternary and

octal alphabet sizes.

For different ranges of spectral efficiencies (from 0.5 and 1.6 bps/Hz for QLRC schemes

and 1.0 to 2.5 bps/Hz for OLRC schemes) several CPM schemes are undistinguishable from

the SIR point of view. Consequently two questions arise:

• Can we establish a systematic criterion to choose CPM parameters upon other than SIR?

• Is the actual gap to SIR independent of the CPM parameters? If not, other alternative

CPM schemes may be competitive in the range of interest even though they show poorer

SIR.

We would like to acknowledge the work in [65] presenting some power and bandwidth

efficient CPM systems with respect to uncoded MSK. This study has shown that by modifying

the different CPM parameters large gains in power and bandwidth with respect to MSK

become attainable. Based on these conclusions, we tried to propose methodologies for the

choice of CPM parameters.

In a first stage of the study, we have kept the values of the alphabet size M and the

pulse length L unchanged. In that case, a target spectral efficiency can be attained by several

modulation index and code rate (h,R) pairs. Then, increasing h dictates a higher code rate R

but the CPM system becomes less sensitive to noise. In this case one could wonder whether

the decreasing sensitivity to noise compensates for the rate loss.

We know from [55] that increasing L offers higher spectral efficiencies. Another aspect of

the study involves the analysis of error correcting performance of CPM schemes with different

values of L achieving the same spectral efficiency in order to observe whether L plays a role

in the error rate performance in this case.

4.3.2 Methodology based on convergence property of SCCPM

Having as a design objective the best possible convergence threshold of the SCCPM, a design

methodology should be proposed due to the multitude of CPM parameters affecting spectral

efficiency and error correcting performance. The EXIT chart analysis [51, 66] represents a

rather efficient tool to compare and select component codes in a SCC. In the SCCPM case,

it allows us to compare several SCCPM schemes with different set of parameters in terms of

convergence threshold. As a consequence, for a target spectral efficiency, a subgroup of CPM

set of parameters with best achieved convergence threshold can be constructed via EXIT
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chart analysis. This subgroup represents a preselection based on waterfall performance of

CPM parameters.

EXIT chart analysis is based on the plotting of an extrinsic information transfer chart

between two components of a concatenated scheme. As in SCCPM the CPE and the outer

code represent the two components; in order to study the effect of changing one, the other

component needs to be kept unchanged. Consequently, for a fair preselection of CPM param-

eters based on convergence behavior, we need to choose an outer code and keep it unchanged

for all of the performed EXIT analyses. The hierarchy of the CPM parameters based on

waterfall performance is kept if the outer code is changed.

4.3.3 Convergence study and illustration example

We have performed EXIT chart analyses over a large number of CPM parameters for par-

ticular values of spectral efficiencies ranging from 0.75 bps/Hz to 2.5 bps/Hz. Q2RC, Q3RC,

O2RC, O3RC, Q2SRC, Q3SRC families of CPM for multiple values of h were investigated.

For every treated spectral efficiency, a subgroup of CPM parameters has been preselected

based on its superior waterfall performance with respect to the rest. The outer code chosen

for the analysis is the (1, 35/23) 16-state RSC. We are going to illustrate the steps to be

followed in a study example.

4.3.3.1 Illustration example

As a study example, we compared the EXIT charts of two CPM systems having an almost

identical SIR and attaining the same spectral efficiency for two different ranges of spectral

efficiencies:

• SE range: 1.2-1.4 bps/Hz, Q3RC CPM

Case 1: Spectral efficiency 1.2 bps/Hz : (h = 2/7, R = 2/3) and (h = 1/4, R = 3/5).

Case 2: Spectral efficiency 1.4 bps/Hz : (h = 1/4, R = 7/10) and (h = 1/5, R = 3/5).

• SE range: 1.7-2.5 bps/Hz, O3RC CPM:

Case 3: Spectral efficiency 1.7 bps/Hz : (h = 1/8, R = 3/5) and (h = 1/10, R = 1/2).

Case 4: Spectral efficiency 2.5 bps/Hz : (h = 1/8, R = 7/8) and (h = 1/10, R = 3/4).

If we denote by TSE the Target Spectral Efficiency, when two sets of CPM parameters

(M1, L1, h1) and (M2, L2, h2) are compared, the difference in their bandwidth occupation can
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be compensated by adjusting the outer code rates (R1, R2) . This operation is based on equ.

3.42 (identical symbol periods are assumed for both cases):

TSE = R1 ·
log2M1

B1
= R2 ·

log2M2

B2
(4.1)

The same procedure can be applied for the comparison of several CPM schemes attaining

a particular TSE. Equ. 4.1 allows us to compute the code rates dictated by the sets of

parameters to be compared. Once the rates computed, we can proceed to an EXIT chart

analysis to compute the convergence threshold of the iterative process.

EXIT chart analysis

Let II(CC) and Io(CC) denote the prior and the extrinsic Mutual Information (MI) for

the FEC code. In a similar way, II(CPM) and Io(CPM) denote the prior and extrinsic MI

for the CPM. Io(CC) and Io(CPM) can be obtained via separate Monte Carlo simulation of

the two constituent codes for different values of Eb/N0. We have:

Io(CC) = TCC(II(CC)) and Io(CPM) = TCPM (II(CPM), Eb/N0) (4.2)

where TCC() and TCPM () denote the EXIT functions of the CC and the CPM respectively.

Assuming infinite length interleavers, the convergence threshold can be predicted by plotting

the EXIT curves for the CC and the CPM in the same diagram. When the process converges,

an opening appears between the two curves. The threshold is the lowest value of Eb/N0

resulting into a process convergence.

Since the CPM is non-linear, the transmission of the all-zero codeword could not be

assumed for EXIT chart analysis. In [67], the author presents a method that extends EXIT

chart analysis by means of simulation to non-linear schemes. This method was applied for all

CPM EXIT charts performed in this study.

Fig 4.2 provides the result of the EXIT chart analysis of case 1 corresponding to SC-

CPM with TSE equal to 1.2 bps/Hz. A tunnel between the curve of Io(CPM) with higher

modulation index h = 2/7 and the Io(CC) with R = 0.67 opens at 3.8 dB predicting the

convergence threshold for infinite block length. In the case of the CPM with h = 1/4 and an

outer code rate of 0.6, the predicted convergence threshold is debased by 0.4 dB. From the

iterative convergence point of view we can say that the pair (h = 2/7, R = 0.67) outperforms

the pair (h = 1/4, R = 0.60).

Fig 4.3 shows that the observation from the previous EXIT chart still applies for a TSE

of 1.4bps/Hz: the system with higher modulation index and a higher code rate (h = 1/4, R =

0.70) converges 1 dB earlier than the one with (h = 1/5, R = 0.60).
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Figure 4.2 — EXIT chart analysis of two coded CPM schemes having a spectral efficiency

of 1.2 bps/Hz
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Figure 4.3 — EXIT chart analysis of two coded CPM schemes having a spectral efficiency
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Figure 4.4 — EXIT chart analysis of two coded CPM schemes having a spectral efficiency

of 1.7 bps/Hz

Confirming the tendency, the CPM systems in fig 4.4 and fig. 4.5 for TSE of 1.7 bps/Hz

and 2.5 bps/Hz also show that the scheme with higher h and higher R enjoys the earlier

convergence thresholds by 1.0 and 0.7 dB respectively.

Results

We have summarized threshold estimation results from the computed EXIT charts for the

studied spectral efficiencies in table 4.1. Gaps to respective SIR computed as mentioned in

section 3.5 are also included in the table.

From table 4.1 we can conclude the following:

1. For a predefined TSE, a higher modulation index associated to a higher outer code rate

not only compensates for the rate loss with respect to their lower counterparts, but even

presents an earlier convergence threshold with a gap ranging from 0.4 dB to 1.0 dB.

2. For a given set of CPM parameters (M,L, h, pulse type), the gap to SIR decreases when

the TSE increases, that is when the rate R of the outer code increases. This could be

explained by two arguments:

• On one hand, the CPM set of parameters uniquely defines the capacity curve.
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Figure 4.5 — EXIT chart analysis of two coded CPM schemes having a spectral efficiency
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Spectral efficiency CPM system Convergence threshold Gap to SIR

1.2 bps/Hz
Q3RC h = 2/7, R = 2/3

Q3RC h = 1/4, R = 3/5

3.8 dB

4.2 dB

2.1 dB

2.4 dB

1.4 bps/Hz
Q3RC h = 1/4, R = 7/10

Q3RC h = 1/5, R = 3/5

4.8 dB

5.8 dB

2.2 dB

3.2 dB

1.7 bps/Hz
O3RC h = 1/8, R = 3/5

O3RC h = 1/10, R = 1/2

8.8 dB

9.8 dB

4.5 dB

5.5 dB

2.5 bps/Hz
O3RC h = 1/8, R = 7/8

O3RC h = 1/10, R = 3/4

11.2 dB

11.9 dB

1.7 dB

2.0 dB

Table 4.1 — Convergence thresholds and gaps to SIR of eight different coded CPM schemes

attaining four different spectral efficiencies
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• On the other hand, this same set of parameters defines the CPE acting as an inner

code in the SCCPM as well. Consequently, it plays an unavoidable active role in

concatenated error rate performance. As noticed earlier, when increasing h and the

outer code rate, an operation equivalent to having an operating point closer to the

maximum attainable spectral efficiency in the capacity curve, the SCCPM offers an

earlier convergence threshold. This is in contrast with results obtained with linear

modulations where gap to capacity increases with the code rate.

Nevertheless, a practical limit on code rate exists. In fact for very high code rates (> 0.9)

and for the used frame sizes in practice (around 1000 bits), it could be difficult to find efficient

error correcting codes in terms of error floors with reasonable complexity suitable to SCCPM.

4.3.4 Conclusion: design guidelines for the selection of CPM parameters

The results of the previous EXIT chart analysis allow us to provide answers to the questions

asked at the beginning of this section and propose some design guidelines for a preselection

of CPM parameters in a SCCPM attaining a target spectral efficiency. We can assert that:

• The choice of the modulation index h should not only be based on SIR considerations in

a SCCPM scenario. We have seen from the performed comparisons that SCCPM systems

with poorer SIR could actually outperform, in terms of error correction, systems with

better SIR.

• From the error correction capability point of view, two main aspects should be investi-

gated: convergence thresholds and error floors.

1. We first propose a preselection of CPM parameters based on the study of conver-

gence thresholds. This study involves comparing several CPM schemes in terms

of convergence thresholds by means of EXIT chart analysis when the outer code

is kept unchanged. From a large number of performed comparisons (not only the

ones of the previous section), we have noticed that for a target spectral efficiency,

a good choice would be the CPM scheme with highest possible modulation index

achieving this efficiency. This will result into the highest code rate. When respect-

ing this design guideline, SCCPM not only compensates the rate loss, it even offers

earlier convergence thresholds. Nevertheless, a limit exists. The outer code should

still offer acceptable error correcting performance for the resulting rate. In general,

rates exceeding 0.9 are to be avoided.

2. After the preselection, the final choice of a winner CPM scheme for a target spectral

efficiency is based on error floor considerations. These considerations are laid down
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by the code design objectives. While it is true that the best preselected set of

parameters offers best waterfall performance, it is still questionable if the floor is

low enough to satisfy the code design objectives. This constitutes the underlying

reason behind the necessity to address error floor issues in the FEC choice part of

the study. Nevertheless the procedure should be accomplished in close cooperation

with the choice of the CPM set of parameters. In fact, if even for the most efficient

proposed outer code, the target floor requirements are not met, a compromise is

unavoidable. It consists of choosing the closest set of CPM parameters in terms of

waterfall performance that attain the target floor requirements for the proposed

outer FEC. The investigation into error floor performance is described in section

4.5.

4.4 Study of the effect of CPM precoding on coded systems

Inspired by the use of precoders to improve the exchanged mutual information between the

transmitter and the receiver over non linear channels such as magnetic recording channels

[68], we have opted for the study of precoding for coded CPM systems. Any change in the

exchanged mutual information should have a direct influence on the transfer function of the

CPM modifying its EXIT chart. The modified EXIT chart could predict either an earlier

convergence threshold (opening of the tunnel between the EXIT of the CPM and the outer

code at a smaller value of Eb/N0) or a lower error floor (empirically, the distance separating

the two EXIT chart curves at a prior mutual information close to 1 is wider when precoding

is applied).

Taking into consideration the Rimoldi decomposition of CPM where the CPE operates

over an algebraic ring, an intuitive approach can be to conceive precoders over the same

algebraic ring. Consequently, the resulting structure consists of a convolutional rate one

encoder over rings ZM inserted at the input of the CPE as shown in fig 4.6. It can be seen

as a symbol scrambler decoded by the classical BCJR algorithm. Since the additions and

multiplications in the CPE and the precoder are performed over the same algebraic ring, we

were able to derive an “equivalent” CPE incorporating these two components. Fig. 4.7 shows

the structure of one investigated precoder with a Q2RC as well as the corresponding equivalent

CPE. The idea behind the derivation of an equivalent CPE is reducing the complexity of the

precoded modulator/demodulator. In fact, in some particular cases, the equivalent model had

the same number of trellis states as the original CPE. As a consequence, using the equivalent

model avoids an additional implementation of the BCJR algorithm (one for decoding the CPE

and another for the precoder). In some cases though, due to the irreversibility of algebraic

rings, an increase in the number of trellis states of the equivalent CPE with respect to the
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Figure 4.6 — Insertion of a precoder in the coded CPM scheme (a) Transmitter (b) receiver.

classical CPE is unavoidable. Nevertheless, even in this case, the total number of states is

still lower for the equivalent CPE.

Equivalent CPE

Precoder

CPE of Q2RC

Figure 4.7 — A convolutional precoder over rings example and the corresponding equivalent

CPE

The presence of a feedback recursion in the structure of the CPE imposes two strong
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design constraints:

• The design of a precoder for SCCPM has for objective increasing the minimum distance

[24] of the CPE. In order to do so, it has to shift the pre-existing recursion (summation

over the parameter p) of the CPE to the left.

• The choice of the CPM parameters has to respect M = p. The alphabet size of the CPM

has to be the same as the denominator of the modulation index. This transforms the

CPE into a classical convolutional code over rings where the mathematical operations

over the code structure are all modulo M = p. As a consequence, satisfying the first

constraint becomes possible.

Despite that the last constraint restricts considerably the search space for efficient CPM

parameters, an exhaustive search for precoders was performed for quaternary 2 and 3RC

schemes.

For every tested precoder, an EXIT chart analysis was carried out. The obtained results

showed that in every tested case, precoding worsens convergence threshold. EXIT chart anal-

ysis of the precoded structure in fig. 4.7, having a Q2RC, h = 1/4 as CPM scheme and a

(1, 35/23) R = 1/2 CC as outer code, is presented in fig. 4.8. We can observe that the conver-

gence threshold of the non-precoded CPM (dashed curve) is predicted at an Eb/N0 of 2.2 dB.

For this same value of Eb/N0, the EXIT chart of the precoded system (straight line curves)

crosses the EXIT chart curve of the outer code and the iterative receiver fails to converge.

Convergence is possible starting from an Eb/N0 of 2.9 dB. The estimated waterfall shift is

around 0.7 dB. Nevertheless, we would expect a rather important improvement in the error

floor performance.

EXIT chart analysis of yet another precoded case with an octal 3RC, h = 1/10 CPM and

a (1,5/7) R = 5/6 outer code is shown in 4.9. Similarly to the previous analysis, if we take a

look at the EXIT analysis of fig 4.9 we can clearly see that the precoded CPM curve crosses

the outer code curve resulting into late convergence. But when the extrinsic information at

the input gets higher than 0.2, the precoded system presents a wider tunnel (tunnel between

the precoded system and the outer code EXIT charts) which incinuates a lower floor. At 13.2

dB, the precoded system still doesn’t attain convergence whereas the non precoded system

converges at 12.4 dB.

For all tested precoders, we observed a worsening of the convergence threshold for pre-

coded compared to the non-precoded CPM. This threshold shift varies from 0.7 to 1 dB as a

function of the CPM parameters, the outer code and its parameters and obviously the chosen

precoder. Precoding would have remained a viable option when very low error floors were an

objective if it was not for the constraints it imposes on the choice of CPM parameters.
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Due to all of the mentioned limitations, and due to the worsened convergence threshold,

we conclude that precoded CPM systems do not represent good candidates when error rate

performance is the sole design criteria.

4.5 Outer FEC selection for SCCPM

4.5.1 Review of the previous work on coded CPM systems

A considerable work has already been done on coded CPM systems where concatenation with

different outer codes has been investigated. These studies can be divided into three different

types:

• Type 1: Studies of coded MSK (1REC) [69, 70, 71]. In almost all cases though, it rep-

resents work that cannot be extrapolated to higher order CPM schemes with higher

complexities and spectral efficiencies.

• Type 2: Studies of several SCCPM schemes having different CPM parameters with an

unvaried outer code solution [63, 72, 73, 74, 62, 75]. They were undertaken basically in

order to achieve a deeper understanding of SCCPM. In some cases, comparisons were

performed. But since MSK was taken as a reference, these comparisons were useful to

investigate SCCPM behavior compared to the simplest one, MSK. In fact, since the

achieved spectral efficiencies were not the same as the design parameters of section 4.2.2,

the conclusions of these comparisons were not directly applicable to our study. Neverthe-

less, they offered an insight into the effect of CPM parameters on the achievable spectral

efficiency, the bandwidth occupation and the error correcting capability of SCCPM.

• Type 3: Studies of a particular CPM scheme concatenated with a particular outer code

[76, 77]. In some cases [77], the set of CPM parameters was carefully chosen in order to

offer an interesting error correcting capability for the chosen outer code solution. The

proposed schemes lack flexiblity as the error correcting performance of the proposed

solution is dependent on the carefully chosen CPM parameters and outer code. In other

cases [76], the choice of CPM parameters was undertaken randomly. The goal of this

type of studies is to give guidelines on the design of the outer code. No insight into the

choice of CPM parameters was given.

For type 3-like solutions, the set of CPM parameters was not chosen to be the same as

in previous studies. Consequently the proposed different outer code solutions were not

comparable with pre-existing SCCPM structures.
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None of the results of previous studies turned out to be directly applicable for our target

application. The main goal of our study was then to fill in the existing gap in the literature

concerning the study of SCCPM solutions achieving a range of spectral efficiencies with the

best error correcting performance in convergence and in the floor.

Since section 4.3 proposes a methodology to choose CPM parameters based on waterfall

performance, we now need to propose outer FEC code allowing SCCPM to satisfy perfor-

mance criteria in terms of error floors with the least possible degradation of the convergence

thresholds. We start by providing suitable conditions for direct and fair comparisons of outer

FEC solutions inspired by the ones already proposed in literature.

4.5.2 Description of the SCCPM solutions covered in our study

Inspired by the investigation into the previously proposed outer code solutions for CPM, we

propose a deep study of three main configuration types. The transmitters for the proposed

configurations, representing the different associations of outer codes and CPM schemes, are

presented in fig 4.10. They enjoy several structural differences going from the interleaver

type, the outer code type to the mapper position and type. The corresponding receiver

configurations are shown in fig. 4.11.
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Figure 4.10 — Studied cases of coded CPM transmitter seen as a classical SCC
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1. First configuration: Configuration (1) in fig. 4.10, corresponds to the proposition of the

authors of [73, 62, 75] where outer convolutional codes over rings [78, 79] and symbol

interleaving were adopted. When compared to previous works where bit interleaving was

introduced, it has been shown in [73, 62, 75] that solutions based on the structure of the

first configuration offer earlier convergence thresholds. In some cases a significant gain

in waterfall performance of several tenths of dB (up to 0.8 dB) was observed. Conse-

quently, this type of coding solution seemed to be well suited for satisfying code design

requirements of section 4.2 where best convergence thresholds represent an objective.

Nevertheless, the design of efficient symbol-based codes for SCCPM in terms of error

correction is not an easy task as detailed in [73, 62, 75]. Notice that the M−ary mapper

is located at the start of the transmitter chain of blocks, therefore, as a direct conse-

quence, all the following blocks work on M−ary symbols starting from the ring encoder

up to the CPM.

At the transmitter side (configuration (1) in fig. 4.10), the information data bits vector

Uo is mapped to symbol vector U s
o which is then encoded by the outer convolutional ring

encoder working on an alphabet matched to the M−ary order of the CPM encoder. The

resulting codeword C s
o is symbol-interleaved via permutation π to UI which constitutes

the input of the CPM modulator. The signal at the output of the CPM modulator s(t, CI)

is transmitted over a classical AWGN channel.

At the receiver side (configuration (1) in fig. 4.11), the signal r(t) goes first through a

phase of filtering as previously described in section 3.1. Note that the filtering operation

is performed only once for every received frame. The filtered signal is then subject to

an iterative decoding process via a SISO module working on the trellis of the CPE.

Probabilities P (UI ; out) at the output of the CPE SISO are deinterleaved to P (Cso ; in)

via π−1. A second SISO module working on the trellis of the outer code over rings

is then initiated. This module provides extrinsic information P (Cso ; out) related to the

coded symbols. This soft information is interleaved via the permutation function π to

P (UI ; in) used as a priori probabilities in the CPE SISO after the each iteration. When

operating at a suitable SNR, this latter attains convergence within a small number

of iterations. Thereafter, the symbol-based information probabilities P (U so ; out) at the

output of the outer code SISO are marginalised to provide estimations P (Uo; out) of the

input information bits that allow the hard decisions to be computed.

2. Second configuration: Configuration (2) in fig. 4.10 is one of our propositions for outer

code solutions. It is motivated by the good convergence properties of symbol-based

schemes. We propose to replace the outer convolutional ring encoder of configuration

(1) by a rate 1/2 systematic log2M -binary Convolutional Code (log2M -CC) [80, 81].

This type of CC encodes in one step log2M bits available at its input. With this type
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of solution, we expect to offer error correcting capability comparable to the first config-

uration. Nevertheless, this type of CC offers higher flexibility than codes over rings in

the sense that a switch to convolutionally coded third configuration of fig. 4.10 is easily

conceivable. Also, as a key difference with respect to the codes in [73, 62, 75] we propose

puncturing at symbol level to adapt the code rate to system requirements. A method for

designing competitive log2M -CC for SCCPM is presented in the next section.

At the transmitter side (configuration (2) in fig. 4.10), the information vector Uo is first

encoded through the log2M convolutional encoder. Coded bits Co are mapped to symbols

C s
o and interleaved to constitute the input symbols of the CPM modulator UI .

At the receiver side, (configuration (2) in fig. 4.11) the CPM demodulator and the inter-

leaving type being unchanged, the same steps as in the first configuration are reproduced.

Nevertheless, at the output of the deinterleaver, the extrinsic symbol-based soft informa-

tion P (Cso ; in) is, in this case, marginalised to bit probabilities P (Co; in) used as input to

the log2M CC SISO. The extrinsic soft bitwise information P (Co; out) at the output of

the CC is combined to symbol probabilities P (Cso ; out) which, after interleaving, forms

the input a priori information to the CPE SISO.

3. Third configuration: Configuration (3) in fig. 4.10 calls for a bit-based interleaving ap-

proach. Under this assumption, three types of outer codes were studied:

(a) Binary recursive systematic convolutional codes: this structure is (almost) identical

to the one investigated in [63] and [72], with the difference that we used systematic

codes, while [63] and [72] consider the use of non-systematic codes. Nevertheless,

from the performance point of view, the two structures are equivalent.

(b) Turbo-like outer codes: this includes Parallel Concatenated Convolutional Codes

(PCCC) [15], Serially Concatenated Convolutional Codes (SCCC) [64] and Flexi-

like codes [82]. This represents one of our propositions if error floor requirement is

not attained with simpler outer codes.

(c) Block codes: extended Bose, Ray-Chaudhuri, Hocquenghem (eBCH) codes were

under consideration in our study. They constitute one of our propositions when

high Hamming distances are needed for high code rates.

This configuration differs from the previous two mainly by the type of interleaving.

Bitwise interleaving is adopted. The mapper is therefore pushed to the input of the

CPM.

At the transmitter side (configuration (3) in fig. 4.10), the information vector Uo is

encoded via one of the three considered encoders (turbo-like, convolutional, block). The
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mapper transforms the interleaved version C ′o of the coded bits Co to the symbolwise

input UI of the CPM.

In this case, only the CPM modulator/demodulator is identical to the previous con-

figurations. At the output of the demodulator block (configuration (3) in fig. 4.11),

symbol-based extrinsic information P (UI ; out) is marginalised to bitwise soft informa-

tion P (C ′o; in). This latter is then deinterleaved to P (Co; in) constituting the input of the

outer SISO decoder. This decoder should obviously correspond to the chosen encoder.

At the output of the decoder, bitwise extrinsic information P (Co; out) is interleaved to

P (C ′o; out). Symbolwise extrinsic a priori probabilities P (UI ; in) are then generated after

the bits to symbols conversion.

4.5.3 Design methodology and tools for SCCPM outer FEC selection

4.5.3.1 Design methodology

In order to study the available configurations in terms of error correction, tools for code

design should be introduced. Again, they involve two aspects:

• Convergence threshold estimation. It could be performed via:

1. Monte Carlo simulation.

2. EXIT chart analysis. In contrast with EXIT charts of section 4.3 where the outer

code was kept unchanged varying the CPM parameters, EXIT charts proposed in

this scope hold a CPM set of parameters and varies the outer code. This will give

us a clear insight into the outer code choice based on waterfall performance.

• Error floor estimation. There exists mainly two ways of predicting the probability of

error asymptotically:

1. By Monte Carlo simulation.

2. By deriving analytical expressions in the purpose of providing accurate bounds on

the asymptotic error rates.

Having a target FER of 10−6, identifying error floors by simulation is a time consuming

operation. It couldn’t be used as a time efficient tool for the selection of the outer codes

when a large number of cases are to be treated. It could be used though for the final

validation of the chosen outer code solution. Instead, bounding techniques represent a

suitable efficient alternative for the choice of the outer code solution. They offer upper

bounds on the probability of errors.
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In the study of the three SCCPM configurations, an SCCPM scheme consisting of the

third configuration with an outer CC concatenated with a Q2RC, h = 1/4 is chosen as a

reference. The hierarchy of the outer code solutions in terms of convergence threshold and

error floor should be preserved when concatenated with other sets of CPM parameters. In

some cases though, additional CPM schemes were also investigated in order to validate results

on a wider range of parameters.

4.5.3.2 Bound derivation for bit-interleaved systems:

Bounding techniques provide time saving error floor prediction tools. In our study, we derived

an upper bound on the word error probability greatly inspired by the work in [24, 28, 83] and

[63, 72]. They are based on the union bound technique.

Any derivation of the union bound [24] for concatenated codes with Maximum Likelihood

Sequence Detection (MLSD) implies the study of concatenated error events. For trellis based

decoders, an error event starts when the detected path through the trellis leaves the one

given by the transmitter. It ends when the two paths remerge into the same ending state.

A compound error event represents an error event where several remerging to and diverging

from a state occur in the trellis steps corresponding to the sequence of length N. For the

study of error events in the case of linear codes, the all-zero sequence can be taken as a

reference. A concatenated error event represents an error event for all component codes in

a concatenated structure. For parallel concatenated codes, a concatenated error event is a

nonzero input sequence generating an error event for the first constituent code and for the

second after interleaving. In a serial concatenation scenario, concatenated error events are

nonzero input sequences causing an error event in the outer code with an output Hamming

weight dH . These sequences of weight dH should then induce an inner error event having

an output Hamming weight of dHo . Input sequences resulting into the lowest value of dHo

dominate the asymptotical performance.

In the case of SCCPM, as the inner is a modulator with memory, input sequences with

the greatest impact on asymptotical performance are the ones with an outer code weight

dH and length Ns in symbols causing an error event for the CPE corresponding to the

minimum NSED for this length (see section 3.6.1). In addition, since CPM does not respect

the UEP where all the transmitted bits are equally protected, we cannot restrict our study

to a comparison to the all-zero sequence. In fact, the NSED could be different for an effective

difference sequence (see section 3.6.1) and any of its possible permutations.

As concatenated codes are separated by an interleaver, this latter plays a role in bounding

the averaged probability of errors. We have adopted the same interleaver function as for the

derivation of the bounds for SCC [24, 28, 83]. It is the so-called uniform interleaver defined as
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the probabilistic device that maps a sequence at its input to all of its possible permutations

equiprobably. Fig 4.12 illustrates the uniform interleaving and the non UEP compliance for

the NSED of CPM sequences with respect to any of their permutations.
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Figure 4.12 — Uniform interleaver and CPM UEP illustration example

The union bound on the frame error probability over AWGN channels with double-sided

spectral density
N0

2
and MLSD with bit interleaving for a serial concatenation of codes is

expressed as [24, 28, 83]:

Pw ≤
1
2

∑
dNSED

BdNSED
exp

(
−dNSEDREb

2N0

)
(4.3)

where

BdNSED
=
∑
dH

AoutdH
·AindH ,dNSED(
N

dH

) (4.4)

is the word error multiplicity for error events with NSED dNSED. AoutdH
and A

in
dH ,dNSED

represent the weight spectra of the outer code and the CPM respectively. In other words, the

Output Weight Enumerating Function (OWEF) AoutdH
is the number of length-N concatenated

outer code error events with Hamming distance dH . AindH ,dNSED
represents the Input-Output

Weight Enumerating Function (IOWEF) with an input weight of dH corresponding to an

outer NSED dNSED, averaged with respect to the number of transmitted codewords they

correspond to. The denominator counts the number of distinct permutations that the uniform

interleaver can produce from an output weight codeword dH provided by the outer encoder.

The derived bound depends on the bit labeling of the CPM symbols (natural binary, Gray,

etc...) if M ≥ 4.
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Compound events made up of single error events having a minimum NSED dNSED for

the length Ns are considered. Every compound error event gives a particular contribution to

the bound where:

BdNSED
≈
AoutdH min

·AindH min,dNSED(
N

dHmin

) (4.5)

The computation of AindH min,dNSED
being cumbersome, an approximation is proposed in

[63, 72]. It consists of the following argument: A compound event consisting of nin single inner

code error events in a block of size N can be obtained in
(
N

nin

)
ways. Since the computation

of AindH min,dNSED
is performed on a truncated trellis, compound error events could be truncated

resulting into an underestimate of their corresponding multiplicities. However, if N is large

compared to nin and the length of these events, the impact of truncating the trellis can be

neglected. If we use the approximation
(
N
nin

)
< Nnin

nin! , equ. 4.5 leads to an overestimate of

BdNSED
as follows:

BdNSED
≈ AoutdH min

dHmin!
nin!

Nnin−dH min (4.6)

where AoutdH min
could be computed in a similar way as in [24, 28, 83].

BdNSED
computed following equ. 4.6, the NSED computed following equ. 3.47, the prob-

ability of word error Pw could now be estimated following equ. 4.3.

Fig. 4.13 shows the result of union bound computation for several bit-interleaved coded

CPM schemes. For comparison purposes, the simulated FER curves have also been added.

The outer code is the (1,5/7) 4-state CC. It has been punctured to R = 0.8 when concatenated

with Q3RC, h = 1/3 and Q2RC, h = 1/4 and to R = 0.7 when concatenated with Q3RC,

h = 2/7. From Fig. 4.13, we can observe that the derived bounds represent an accurate

estimation of the error floor.

The conclusions of fig. 4.13 on the tightness of the bounds still apply for fig. 4.14 where

a (1, 35/23) 16-state outer CC replaces the 4-state CC.

Taking into account the tightness of the union bound asymptotically, we can confirm that

this coding design tool constitutes an efficient and time saving way of predicting error rate

curve slope change for bit-interleaved SCCPM schemes.

4.5.3.3 Bound derivation for symbol-interleaved systems

Switching to symbol interleaving enduces small modifications in the computation of bounds

on the probability of frame error derived in section 4.5.3.2 for bit-interleaved SCCPM. This
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section follows at first the derivation and terminology in [73], thenafter, it differs in some

key parameter computation. The union bound on the frame error probability for symbol-

interleaved serial concatenation of codes over AWGN channels with double-sided spectral

density
N0

2
under MLSD is identical to the bit-interleaved case and can be written as:

Pw ≤
1
2

∑
dNSED

BdNSED
exp

(
−dNSEDREb

2N0

)
(4.7)

Nevertheless, in the case of symbol interleaving BdNSED
becomes [73, 62, 75]:

BdNSED
=
∑
l̃

Aout
l̃
·Ainl̃,dNSED(
Ns

l−M+1,l−M+2, ..., lM−2,lM−1

) (4.8)

where the addition over l̃ represents an addition over the set of distincts vectors enumer-

ating the number of non-zero difference symbols li corresponding to return to zero symbol

sequences in the trellis of the outer code. For example, for quaternary CPM and the follow-

ing difference sequence {−3,−1,−1, 0, 0, 1, 2} the corresponding vector l̃ is equal to {num. of

(−3) = l−3, num. of (−2) = l−2, num. of (−1) = l−1, num. of (1) = l1, num. of (2) = l2, num.

of (3) = l3} = {1, 0, 2, 1, 1, 0}. The evaluation of equ. 4.8 is a complex task. In [73, 62, 75]

a truncated bound was proposed, based on the use of the difference state graph to compute

the spectrum of the outer code and the CPM. Despite lowering the complexity of the task

at hand, this approach remains computationally demanding, especially for long constraint

length codes and CPM with a large number of trellis states. Therefore, in [73, 62, 75] the

computation was limited to few dominant terms.

Here, we propose a slightly different computation of equ. 4.8 exploiting the linearity of the

outer code. The resulting computation becomes simpler allowing to keep yet a higher number

of terms in the weight spectrum. We recall that symbol based codes proposed in our study

consisting of codes over rings and log2M−binary CC are linear codes. Therefore, despite the

concatenation with inner CPM, we can still assume that the uniform error probability holds

for the outer code, and the transmission of the all-zero codeword can still be considered to

compute the OWEF of the convolutional encoder. In this case the symbol alphabet at the

output of the convolutional code corresponds to {0, 1, ...,M − 1}. Sequences causing an outer

code error are identified as well as their enumerating function with respect to the all-zero

sequence l̄ (l̄ = {num. of (1), num. of (2), num. of (3)}). These sequences could be easily

mapped into difference sequences when a symbol to symbol subtraction with respect to the

all-zero symbol sequence is performed. Note that the cardinality of the outer code error

sequences is the same for symbol and difference symbol sequences (
∣∣l̄∣∣ =

∣∣∣l̃∣∣∣).
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The resulting alphabet is then extended to {−M +1,−M +2, ...,M −2,M −1}. The cor-

responding enumerating function becomes then l̃ and the OWEF Aout
l̃

can be easily obtained

using standard WEF computation methods for binary codes with the slight difference that

the procedure is performed at difference symbol level. Finally, the totality of Aout
l̃

coefficients

can be simply obtained by considering all possible difference symbol combinations l̃.

Note that only difference symbol combinations that lead to an error event for the CPM

known as effective symbol sequences satisfying equ. 3.46 of section 3.6.1 need to be considered.

Consequently, we define Aout
l̃eff

as the effective WEF of the outer code and replace Aout
l̃

in equ.

4.8 by this term.

The computation of Aout
l̃eff

is followed by the computation of the IOWEF A
in
l̃,dNSED

of the

CPM. For every effective sequence l̃eff identified in Aout
l̃eff

, the corresponding Ainl̃,dNSED
should

be computed.

We can summarize the steps to be followed in order to compute the bound on the frame

error probability of symbol-interleaved SCCPM as follows:

1. Compute Aout
l̃

using standard WEF computations for linear codes. To reduce complexity,

the computation of Aout
l̃

can be truncated to a maximum number of non-zero symbols∣∣∣l̃∣∣∣
max

. Typically,
∣∣∣l̃∣∣∣

max
= 6 or 7 is sufficient.

2. Identify vector sequences known as l̃eff corresponding to non-zero enumerating sequences

l̃ leading to effective difference sequences in CPM. This is followed by the derivation of

the effective WEF Aout
l̃eff

.

3. Process all possible difference symbol permutations corresponding to every l̃eff enumer-

ating vector over a sequence with a truncated length N trunc
s .

4. For every permuted sequence corresponding to a vector l̃eff , compute the corresponding

Euclidean distance of the CPM and its multiplicity Ainl̃,dNSED
.

5. Substitute the computed terms in equ. 4.8 and then in equ. 4.7.

Note that the accurate evaluation of Ainl̃,dNSED
requires considering all possible difference

sequence permutations over the frame length in symbols Ns, corresponding to the totality of

vectors l̃eff of the outer code spectrum. This task is unfeasible for large values of l̃eff and

Ns. In order to simplify this step while keeping dominant terms in the computation of the

bound, the length of l̃eff vectors is limited to values around 6 or 7 (as in step 1.) and the

permutations are performed over a truncated length N trunc
s < Ns. In practice, N trunc

s = 10

to 12 can be assumed.
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Figure 4.15 — Bound validation example for R = 1/2 symbol-interleaved (1,5/7) CC coded

Q2RC h = 1/4 for the transmission of 128-, 512- and 1000-bit frames

Fig. 4.15 demonstrates the accuracy of the frame error rate bound for symbol-interleaved

(1, 5/7) R = 1/2 coded Q2RC h = 1/4 for the transmission of 128-, 512- and 1000-bit frames.

FER curves of Fig. 4.16 represent yet another evidence of the accuracy of the symbol-

interleaved bounds on the probability of frame error as they confirm the tightness of these

analytical bounds for the following SCCPM systems:

• R = 1/2 symbol-interleaved (1,5/7) CC coded Q2RC h = 1/4 and h = 2/5 for the

transmission of 1000- and 512-bit frames respectively.

• R = 4/5 symbol-interleaved (1, (1 + D)/(1 + D + D2)) CC over ring Z4 with Q3RC

h = 2/7 for the transmission of 1272-bit frames.

4.5.4 Symbol-interleaved SCCPM

4.5.4.1 Introduction

Targeting the best convergence threshold for a given SE, we actually started our study of

SCCPM by investigating symbol-based interleaving, since in previously treated studies of

concatenated codes (e. g. [41]) symbol-based systems have been shown to offer earlier con-

vergence when compared to their bit-based counterparts.
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Figure 4.16 — Bound validation example for two types of symbol-interleaved SCCPM:

R = 1/2 (1,5/7) CC coded Q2RC with h = 1/4 and h = 2/5 for the transmission of 1000-

and 512-bit frames respectively and R = 4/5 (1, (1+D)/(1+D +D2)) CC over ring Z4 with

Q3RC h = 2/7 for the transmission of 1272-bit frames.

4.5.4.2 Signal mapping

In the case of symbol-interleaved SCCPM, the mapping type does not affect FER error

correcting performance. In fact as the mapping is performed before the interleaver, it does

not have any influence on the FER performance. BER curve could be slightly modified, but

since the probability of bit error is symmetric for 1s and 0s we would not expect the difference

to be noticeable.

4.5.4.3 Symbol-interleaved SCCPM with codes over rings

The authors of [73, 62, 75] have compared symbol-based to bit-based interleaving techniques

for SCCPM. For the symbol-based systems, they have studied binary codes as well as codes

over algebraic rings. The SCCPM structure under investigation is described by configuration

(1) of section 4.5.2. The motivation for going from the usual GF(2) to integer rings is to

explore the existing natural relation between M -ary CPM and codes over integer rings. They

call for the same algebra concerning addition and multiplication operations by labelling the

signal points of M -ary phase modulation by the ring elements 0, 1,···,M − 1.
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(b)(a)

3

2

Figure 4.17 — Codes over ring Z4 for Q2RC SCCPM (a) 4-state code. (b) 16-state code.

Symbol ⊕ stands for the modulo 4 addition.

The conclusions of the study point out that the design of symbol-based codes adapted

to the CPM is essential when symbol interleaving is adopted. The design procedure should

follow specific guidelines taking into account CPM error events and effective difference symbol

distance (see section 3.6.1). Best proposed 4- and 16-state codes over ring Z4 in the error

floor region for Q2RC by the authors of [73, 62, 75] are presented in fig. 4.17. These codes

over rings designed for symbol interleaving show earlier convergence thresholds than classical

binary codes with bit interleaving and comparable complexity.

The study in [73, 62, 75] of symbol-interleaved codes over rings is complete in the sense

that both aspects (convergence threshold and error floor) of the corresponding SCCPM were

treated. The obtained results in [73, 62, 75] can easily be extrapolated to be used in our

study. We had only to check by means of Monte Carlo simulations and bounding techniques

if the proposed codes over rings satisfy the SCCPM requirements of our study in terms of

convergence threshold and error floor.

4.5.4.4 Symbol-interleaved SCCPM with log2M−binary convolutional codes

A possible alternative to the codes over rings could be the log2M−binary code. This code

structure is symbol-based as it encodes log2M bits in one symbol period. The SCCPM struc-

ture under investigation is configuration (2) in fig. 4.10. The generator polynomial of the

log2M−binary code should satisfy the design constraints of the symbol based SCCPM. Con-

sequently, a search for competitive log2M -binary codes for SCCPM has been performed. This

search has been performed considering the code structure presented in [80] and reported in

fig 4.18.

Fig. 4.18 describes a convolutional code with n inputs Ui and w outputs Rj . The alphabet

of the inputs and outputs is a variable and it can span all integers (generally a power of 2).

hij and zij are elements of connection matrices. hij values define the recursivity of the code

as well as the input matrix connections. zij values define the ouput polynomials for parity
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Figure 4.18 — Generalized code structure used for the search for symbol based codes
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outputs.

Code optimization:

The outer code and its puncturing should be selected to minimize the error floor. The

dominant term in the error floor is the one associated with the highest exponent αM,max of

the interleaver size, defined as [73, 62, 75]:

αM,max = max
{
nin + nout −

∣∣∣l̃∣∣∣eff
min
− 1
}

(4.9)

where
∣∣∣l̃∣∣∣eff

min
denotes the number of non-zero symbols of the CPM effective sequence.

nin and nout denote the number of inner and outer error events in symbols, respectively. In

[73, 62, 75] the minimization of αM,max is proposed to list all codes achieving the highest

interleaving gain. Then union bounds are computed to select the best code in terms of error

floor. Unfortunately, this criterion links the selection of the outer code to the CPM (note

that
∣∣∣l̃∣∣∣eff

min
depends on both the outer code and the CPM). In other words, changing the

CPM may lead to another outer code choice. However, one would be primarily interested in

designing a good outer code independently of the CPM. Therefore, a different optimization

criterion is proposed here. From (equ. 4.9) it arises that the interleaver gain increases with∣∣∣l̃∣∣∣eff
min

. Moreover, one would expect that maximizing
∣∣∣l̃∣∣∣

min
leads to the maximization of

∣∣∣l̃∣∣∣eff
min

,

and hopefully to the maximization of αM,max. Since
∣∣∣l̃∣∣∣

min
depends only on the outer code,

it is a more appealing parameter for code optimization. Now, maximizing
∣∣∣l̃∣∣∣

min
is equivalent

to maximizing
∣∣l̄∣∣

min
(actually,

∣∣∣l̃∣∣∣
min

=
∣∣l̄∣∣

min
). Therefore, we can assume the maximization

of
∣∣l̄∣∣

min
, and more generally the optimization of the symbol distance spectrum Aout

l̃
of the

outer code, as the key design criterion, independently of the inner CPM. Aout
l̃

can be easily

evaluated by using standard WEF computations for linear codes.

An exhaustive search for rate
2
4

, 4-state and 16-state double-binary codes was performed

to optimize Aout
l̃

, as previously described. We are going to illustrate our search procedure by

an example.

Search example:

In this example, we have launched a search to find codes suited for Q2RC h = 1/4 as it

was chosen as a reference in section 4.5.3.1. This implies n = 2, w = 2 in the code structure of

fig. 4.18. The code to be found is a rate
2
4

binary code that can be seen as a rate
1
2

quaternary

code if a mapping is applied at the output of the corresponding encoder.

In the case of a 4-state outer code, an effective distance of 4 and a maximum interleaver

gain of αM,max = −2 was found for both, the best double binary code in the error floor region



4.5. OUTER FEC SELECTION FOR SCCPM 127

resulting from our search and the best code over rings reported by the authors of [73, 62, 75]

(see fig. 4.17).

When the number of code states is increased to 16, the highest interleaver gain of the

codes over rings reported in [73, 62, 75] for Q2RC is −3. It is the code presented in fig. 4.17.

It was proposed as an alternative to the 4-state code when lower floors are needed.

16-state

log2M CC
hij matrix zij matrix dsymb

Code # 1

U1 U2

h11 = 111

h21 = 000

h12 = 011

h22 = 101

R1 R2

z11 = 111

z21 = 000

z12 = 010

z22 = 111

6

Code # 2

U1 U2

h11 = 111

h21 = 000

h12 = 011

h22 = 110

R1 R2

z11 = 001

z21 = 101

z12 = 010

z22 = 101

6

Code # 3

U1 U2

h11 = 111

h21 = 000

h12 = 011

h22 = 110

R1 R2

z11 = 101

z21 = 011

z12 = 001

z22 = 101

6

Table 4.2 — Table of first three best 16-state double binary codes in terms of symbol

distance. The classification takes their respective multiplicities into account.

Table 4.2 enumerates the best three 16-state double binary codes (log2M = 2) found,

in terms of symbol distance.They are enumerated in increasing multiplicity [24] order. Code

number 1 enjoys a minimum effective difference distance of 6 and an interleaver gain of −3. It

should offer the best error correcting performance asymptotically with SCCPM of all double

binary symbol-interleaved codes. It is expected to outperform the 16-state code over ring

proposed in [73, 62, 75] when associated with the same inner CPM since it offers improved

multiplicity.

4.5.4.5 Frame error rate Monte Carlo simulation results

FER Monte Carlo simulations were undertaken in order to:

• check the results of the search procedure.

• verify if the proposed codes (over rings and double binary) can satisfy the code design

requirements.

We have simulated:
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Figure 4.19 — FER comparison of R = 1/2 4-state codes with a Q2RC h = 1/4 CPM

• 4-state codes: the code over ring Z4 of section 4.5.4.3, the best found double binary code,

and the symbol and bit interleaved classical (1, 5/7) binary code. Results are presented

in fig. 4.19.

• 16-state codes: the code over ring Z4 of section 4.5.4.3, the double binary code number 1

of table 4.2 and the symbol and bit-interleaved classical (1, 35/23) binary code. Results

are shown in fig. 4.20.

For all simulated codes, 10 iterations to the CPM were performed for the transmission of

500-bit frames with a code rate of 1/2 and uniform symbol and bit interleaving.

From simulation results of fig. 4.19 we can observe that:

• The best code over ring enjoys a lower floor when compared to the classical (1, 5/7)

4-state code.

• The symbol-based double binary 4-state code shows quasi-identical error correcting per-

formance as the best 4-state code over rings.

• Symbol-interleaved SCCPM enjoys earlier waterfall performance than bit interleaved

SCCPM. The gap is estimated to 0.8 dB for 4-state codes.



4.5. OUTER FEC SELECTION FOR SCCPM 129

1.E-06

1.E-05

1.E-04

1.E-03

1.E-02

1.E-01

1.E+00

1 1.5 2 2.5 3 3.5 4 4.5 5
Eb/N0

FE
R

(1,5/7) CC. Bit Interleaver
4-state Best Ring Code. Xiao&Aulin
(1,35/23) CC. Bit Interleaver
(1,35/23) CC. Symbol Interleaver
Best found 16-state Symbol CC
16-state Best Ring Code. Xiao&Aulin

Figure 4.20 — FER comparison of R = 1/2 codes with a Q2RC h = 1/4 CPM

• Bit-interleaved SCCPM shows lower error floors when compared to symbol interleaved

SCCPM.

When the number of code states is increased to 16 (fig. 4.20), we can say that:

• 16-state symbol CC suffers from a loss in convergence with respect to 4-state CC. It is

around 0.2 dB for the (1, 35/23) binary CC and the code over ring. Around 0.45 dB

separates the best 4-state code and the best 16-state double binary code.

• The symbol-based double binary code shows the lowest error floor of all simulated

symbol-based codes. This improved asymptotical performance confirms the code search

results. The floor is around one order of magnitude lower than the one for the code over

rings.

• A gap of 0.2 dB separates the 4 state (1, 5/7) code from the 16-state (1, 35/23) code with

bit interleaving.

• A gap of 0.5 dB separates the best 16-state double binary code from the bit-interleaved

(1, 5/7) code at 10−4 of FER. An even larger gap to the (1, 35/23) exists.

Taking into account that the corresponding SIR resides at an Eb/N0 of 1.4 dB, it is worth

mentioning that even for a quite small frame size we are able to be within 2.0 dB (symbol-

based) from the SIR at 10−4 of FER. Nevertheless, despite the search for best codes, a floor
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at 10−4 of FER is unavoidable for 4-state symbol based codes even without puncturing.

Consequently, this type of codes cannot satisfy target floors of 10−6 of FER.

On the contrary, simulations of fig. 4.20 show that the proposed best double binary

R = 1/2 16-state code is able to achieve the target error floor. Nevertheless, it is questionable

if it will still be the case after puncturing.

In order to apply suitable symbol puncturing patterns, we had to run a new search. We

have used the best found symbol-based code and performed a trellis search for puncturing

patterns that lead to the highest effective distance and interleaver gain for the target code

rate:

• For R = 4/5, a puncturing periodicity of 8 symbols and the following pattern: 11X11X1X

where 1 denotes a kept position and X a punctured one and the symbols are ordered

in the form SR...SR. where S denotes a systematic symbol and R denotes a redundancy

symbol.

• For R = 2/3, a puncturing periodicity of 6 symbols and the following pattern: 111X1X.

FER simulations have been undertaken for the double binary code number 1 of table 4.2

for R = 2/3 and R = 4/5 and have been compared to the bit interleaved (1, 5/7) CC for

R = 2/3, and to the bit-interleaved (1, 35/23) CC for R = 4/5. Results for R = 2/3 are

presented in fig. 4.21.
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(1,5/7) CC. Bit Interleaver. R=2/3

Best found 16-state symbol, R=1/2

Best found 16-state symbol, R=2/3

4-state Best Ring Code. Xiao&Aulin

Figure 4.21 — FER comparison of R = 1/2 and R = 2/3 CC with a Q2RC h = 1/4 CPM
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The simulations for R = 2/3 show a presence of an error floor for the 16-state best

symbol-interleaved code at 2.10−4 of FER and for the (1, 5/7) CC at 5.10−4 of FER. Here,

the 16-state symbol code offers a floor comparable to the one of a 4-state bit-interleaved code.

Hence, the two simulated codes do not satisfy error floor requirements for R = 2/3.
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Symbol interleaving. Best log2M-CC 
Bit interleaving. (1,35/23) CC. Natural mapping   

Figure 4.22 — FER comparison of bit and symbol-interleaved Q2RC h = 1/4. For symbol

interleaving the best symbol-based code is used. For bit interleaving, the 16-state (1,23/35)

code is used for natural mapping. Code rate is R = 4/5

The high sensitivity of error floor performance to the increase of the code rate for symbol-

interleaved codes becomes obvious for R = 4/5. In fact, results of fig. 4.22 show an error floor

for the double binary CC around 10−3 of FER whereas it is at 2.10−4 for the bit-interleaved

(1, 35/23) CC. Notice that the gap between the convergence thresholds is reduced to 0.5 dB

when the code rate is increased to 0.8.

Conclusions:

We can conclude this section by stressing on the following observations:

1. Symbol-based SCCPM offers the earliest iterative convergence thresholds.

2. Best found 4 and 16-state double binary codes for Q2RC h = 1/4 do not satisfy code

design requirement for the target error floors. The error correcting behaviour of SCCPM

becomes alarming when the code rate increases.
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3. When the code rate increases, the gap between the waterfall of the symbol and bit-

interleaved SCCPM decreases.

Consequently, powerful symbol-interleaved codes should be investigated. They could in-

clude higher constraint length log2M -CC or concatenated codes such as turbo codes.

4.5.4.6 Symbol-interleaved SCCPM with turbo codes

Introduction

After the breakthrough of turbo codes and iterative decoding techniques, turbo-like codes

became the building stone of many studies of coded systems. Offering quasi-optimum per-

formance when associated with linear modulations over Gaussian channels, it seemed then

natural to study the association of turbo-like codes with non-linear modulations and more

precisely CPM.

Previous work

Previous work on double binary turbo coded CPM with symbol interleaving has already

been done in literature. The approach in [77] is obtained from configuration (2) of fig. 4.10

by replacing the simple outer CC by a double binary turbo code and by setting the per-

mutation function π to the identity function. The solution in [77] is designed to group the

systematic outer code symbol and its corresponding redundancy together into one CPM

symbol. The resulting transmitter represents then a sort of Trellis-Coded Continuous Phase

Modulation (TCCPM). As we know from previous works on trellis-coded modulations, this

type of schemes offers best performance in terms of error rates over Gaussian channels. Only

symbol based double binary turbo coded O2RC systems were investigated in [77].

Study of symbol-based SCCPM with turbo codes

We have started by comparing the proposed solution of [77] to the previously proposed

solutions of [63, 72] where bit interleaving and an outer CC were adopted. The approach

of [77] reveals to be interesting from the error correcting point of view. It shows waterfall

performance comparable to the best achievable previously presented approaches and lower

error floors.

The superior error correcting performance results from the fact that the O2RC scheme is

tailored to the outer code in order to achieve a TCCPM-like structure. We can think of yet

another possible SCCPM scheme offering a TCM-like structure consisting of a quaternary

CPM with an outer binary turbo code with a code rate of R = 1/2. However, this type

of solution looses its interesting error correcting capability and the trellis coded modulation

property when any of the following parameters is changed:
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• the code rate

• the alphabet size of the CPM.

In fact simulations were undertaken using the well known double binary DVB-RCS [53]

code associated with different CPM sets of parameters. When a TCCPM structure was re-

spected, the resulting system offered interesting error correcting performance, rather close to

the SIR (within 1 dB at 10−5 of BER for the transmission of 2000-bit frames). When this

structure type was not respected (changing either the rate or the alphabet size of the CPM),

the system offered late convergence thresholds (2 to 2.5 dB) away from the SIR. Symbol

puncturings and the division of the code rate between two constituents are to be blamed in

this case.

TCCPM structure being very restricting from the design point of view, the design of

turbo codes with symbol interleaving for SCCPM was abandoned.

4.5.4.7 Conclusions on symbol-based SCCPM

We have tested different codes with symbol-based SCCPM ranging from convolutional codes

over rings and log2M−binary CC to turbo codes. For all tested SCCPM structures with

symbol interleaving, the solutions did not offer a satisfactory answer to the code design

requirements of our study. The cases where the outer code was a standalone CC suffered

from an alarming error floor. The cases where the outer code was a turbo code did not

present acceptable convergence thresholds.

We can conclude the symbol based SCCPM study by asserting that structures based on

this type of solution do not satisfy the code design requirements of our study with a reasonable

complexity. This research axis has been abandoned.

4.5.5 Bit-interleaved SCCPM

4.5.5.1 Introduction

Since bit-based SCCPMs offer higher spread and higher diversity order than their symbol

counterparts, we have opted for the study of this type of SCCPM schemes. In fact, if we

consider equ. 4.6 when symbol interleaving is adopted, N represents the sequence length in

number of symbols. For quaternary CPM for example it represents half the total number

of bits in the frame. Consequently, as the decay of the probability of error is dependent

on the power of the frame size, bit-interleaved SCCPM having a larger value of N should

outperform in terms of error correction symbol-interleaved SCCPM. Moreover, the symbol



134
CHAPTER 4. STUDY OF CODED CONTINUOUS PHASE MODULATION SCHEMES FOR SATELLITE

TRANSMISSIONS

interleaver working on half the frame size of the bit interleaver, it can logically offer half the

spreading properties when compared to the latter.

The approach adopted in our study is inspired by the work in [63] and [72]. The authors

have studied the concatenation of some CPM systems and an outer convolutional code with

bit interleaving. The considered CPM schemes enjoy low complexity but do not achieve high

spectral efficiencies. In fact, a comparison to MSK in terms of bandwidth occupation, error

rate performance and complexity was one of the motivations of the study. The work in [63, 72]

has provided a deep first comprehension of concatenated iterative CPM schemes and has the

merit of starting a renewed wave SCCPM studies. Nevertheless, as it had different goals from

our study, the reported results are not directly applicable in our case.

Other outer codes but a CC have already been investigated with SCCPM:

• Irregular Repeat Accumulate (IRA) codes [84] in [74]. The degree profile of IRA codes

represents a main design parameter as it defines the transfer chart of the code. When

encapsulated in a SCCPM structure, the degree profile can be chosen in a way that

matches best the CPM from the EXIT charts point of view. This type of codes is simple

to decode. The price to pay is high error rate floors (around 10−5 of BER for unpunctured

codes and 2000-bit frames). We can also mention a high implementation latency as

the number of iterations necessary to achieve convergence is quite high (around 100

iterations).

• Low Density Parity Check (LDPC) codes in [76]. The authors study the design of an

outer LDPC code for a serial concatenation with CPM and propose ways of parity-check

matrix optimization. On one side, the main interest of this study lies in its propositions

on LDPC design methods for CPM. On the other side, the authors prechoose the CPM

set of parameters that is kept unchanged for the study. We can also point out that no

comparison with pre-existing coding techniques for CPM is shown. In fact, if compared

with solutions presented in [63, 72], the proposed best LDPC schemes for CPM show a

gap of 2.0 dB in waterfall performance.

As far as we know about previous work on bit-interleaved SCCPM, no direct and complete

comparison between different families of codes and between different set of CPM parameters

yielding the best SCCPM structure attaining a target spectral efficiency has been done yet.

The main goal of our study is then to fill in the existing gap in the literature concerning the

real world implementation of bit-interleaved SCCPM solutions.
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4.5.5.2 Signal mapping

In the case of bit-interleaved SCCPM, the mapping type represents one of the parameters that

act on the error correction capability. It has been mentioned in [63, 72] that CPM systems

suffer from weight one error events. For this type of errors, the decoder could diverge at a

particular state from the transmitted sequence without merging back until the end of the

frame. These are undesirable events causing quite high error floors and should be avoided.

The authors of [63, 72] proposed to modify the mapping type as a solution. In fact weight

one error events are modulation index dependent:

• For M = 2 , weight one error events appear for integer values of the modulation index.

• For M = 4 with natural binary mapping, only h = K/2 modulation indices suffer from

this type of errors. On the other hand, with Gray mapping we get the condition h = K/3.

• For M = 8 with natural binary mapping, we have h = K/4 . With Gray mapping,

h = K/3, h = K/5 or h = K/7 all are necessary and sufficient conditions.

Since the values of p leading to weight one error events are different for the 2 types of

mapping when M ≤ 8, it is always possible for a given modulation index to avoid input

weight one error events by selecting the mapping.

From FER simulations, we observed that Gray mapping offers earlier convergence than

natural mapping when weight one error events are avoided. It seems that this result has not

been reported in any previous work. Further EXIT chart analysis allowed us to confirm this

behavior.

Fig 4.23 shows that for any value of the mutual information Iin at the input of the Q2RC

h = 1/4 scheme, the corresponding mutual information at the output Iout is greater or at

worse equal for the Gray mapped CPM when compared to the natural binary mapped one.

Both are expected to have comparable floors as the gap between the two curves of fig 4.23

closes when the exchanged extrinsic information at the input increases approaching 1.

For quaternary CPM schemes, natural binary or Gray mapping constitute the only avail-

able options. For the octal schemes however, even if additional mapping types are possible,

we chose to restrict ourselves to these two mapping types.

4.5.5.3 Bit-interleaved SCCPM with convolutional codes

In this section we investigate the SCCPM scheme of the configuration (3) of fig. 4.10 with

an outer CC. The investigation starts by studying the effect of the mapping on the error

correcting performance of this type of coded CPM. It continues to identify the effect of the
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Figure 4.23 — EXIT comparison of natural and Gray mappings for Q2RC h = 1/4

constraint length of the outer CC on the convergence threshold and the error floor of bit

interleaved SCCPM. The study then proceeds to evaluate the effect of puncturing on the

performance. It ends by drawing some conclusions.

Mapping choice validation example

In order to validate our rationale concerning the mapping choice, FER simulations have

been carried out for the concatenation of the outer 16-state (1, 35/23) rate 1/2 code with our

reference CPM scheme (Q2RC h = 1/4). Results are plotted in fig 4.24.

We can see from fig. 4.24 that bit-interleaved Q2RC h = 1/4 converges 0.6 dB earlier when

Gray mapping is used. On the other hand, it is still 0.4 dB away from symbol interleaving with

the same outer code. But when higher rates are to be used, knowing that symbol puncturing

leads to higher losses in convergence when compared to bit puncturing for the same rate, the

Gray mapped system adopting bit interleaving could offer the best compromise in terms of

error correcting performance both in convergence and floor regions.

Fig. 4.25 preserves the same SCCPM scheme as in fig. 4.23 but the outer code is punctured

to a higher code rate of 0.8. The correposnding puncturing has a periodicity of 8 bits with the

pattern 111X1X1X in the SRSRSRSR format (S= systematic bit and R= redundancy bit).

For the symbol-interleaved system, the best 16-state double binary CC in the floor region is

used with the best found puncturing pattern for the simulated rate (see section 4.5.4.5). For

bit-interleaved systems, the outer (1, 35/23) CC is used.
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Figure 4.24 — FER comparison of Gray and natural mapping for bit-interleaved Q2RC

h = 1/4 with the outer 16-state R = 1/2 (1,23/35) code for the transmission of 500-bit

frames. Symbol-interleaved SCCPM was introduced for comparison purpose.

3 3.25 3.5 3.75 4 4.25 4.5 4.75 5 5.25 5.5 5.75 6 6.25 6.5 6.75 7
Eb/N0(dB)

100

10-1

10
-2

10-3

10-4

10-5

10-6

F
E

R

Symbol interleaving. Best log2M-CC 
Bit interleaving. (1,35/23) CC. Gray mapping
Bit interleaving. (1,35/23) CC. Natural mapping   

Figure 4.25 — FER comparison of Gray and natural mapping for bit-interleaved Q2RC

h = 1/4 with the outer 16-state R = 0.8 (1,23/35) code for the transmission of 1272-bit

frames. Symbol-interleaved SCCPM was introduced for bit-symbol comparison purposes
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The symbol-interleaved SCCPM of fig. 4.25 shows unacceptable floor for our study. This

was expected as the outer code is punctured to a high rate of 0.8. Having an interleaver

working on 2-bit symbols, the spread of the interleaver is divided by a factor of 2. The gap

separating the bit interleaved systems from the symbol-interleaved ones decreases when the

code rate increases. In fact, the Gray mapped bit-interleaved SCCPM looses only 0.1 dB in

convergence when compared to the symbol-interleaved SCCPM. It shows a lower error floor

by two orders of magnitude: 0.4 dB separates natural from Gray mapping at the convergence

threshold. They show quasi-identical floors. This result was predicted by the EXIT chart

analysis of fig. 4.23.

Fig. 4.25 also shows that even with bit-interleaving, the SCCPM with a 16-state outer CC

is not able to satisfy the 10−6 target error floor. Showing a minimum Hamming distance of

3 for a code rate of 0.8, this code suffers floors at 10−4 of FER for the Q2RC h = 1/4 CPM.

Higher floors were also detected when concatenated with different sets of CPM parameters.

A trivial way to circumvent the floor problem involves increasing the number of memory

cells of the convolutional code.

Effect of the code memory on the convergence threshold of SCCPM

Increasing the code memory leads to lower error floors but we expect a performance

penalty for the convergence threshold. In the case of SCCPM, this penalty can be easily

estimated by an EXIT chart analysis of different outer codes when the CPM set of parameters

is kept unchanged.

Table 4.3 summarizes the convergence thresholds for the 4-state (1, 5/7), the 8-state

(1, 13/15), the 16-state (1, 35/23) and the 32-state (1, 75/53) convolutional codes concate-

nated with our reference CPM scheme Q2RC, h = 1/4.

Convolutional 4-state 8-state 16-state 32-state 64-state

code (1, 5/7) (1, 13/15) (1, 35/23) (1, 75/53) (1, 171/133)

Convergence threshold 1.8 dB 2.1 dB 2.2 dB 2.4 dB 2.6 dB

Gap to 4-state threshold - 0.3 dB 0.4 dB 0.6 dB 0.8 dB

Table 4.3 — Convergence thresholds for 4, 8, 16, 32 and 64-state convolutional codes

concatenated with a Q2RC h = 1/4 CPM

The values of the threshold gap provided in table 4.3 is CPM scheme dependent. In fact

if we replace the Q2RC h = 1/4 by a Q3RC h = 2/7, the threshold gap values can be slightly

different as shown in fig. 4.27 and table 4.4.

In the case of Q3RC h = 2/7 SCCPM, the threshold gaps seem slightly higher when

compared to the Q2RC h = 1/4 case.
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(1,75/53) and (1,171/133) outer CC codes concatenated with Gray mapped Q2RC h = 1/4
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Convolutional 4-state 8-state 16-state 32-state 64-state

code (1, 5/7) (1, 13/15) (1, 35/23) (1, 75/53) (1, 171/133)

Convergence threshold 2.5 dB 2.8 dB 3.1 dB 3.3 dB 3.7 dB

Gap to 4-state threshold - 0.3 dB 0.6 dB 0.8 dB 1.2 dB

Table 4.4 — Convergence thresholds for 4, 8, 16, 32 and 64-state convolutional codes

concatenated with a Q3RC h = 2/7 CPM

From EXIT chart analysis, we can assert that a loss in convergence threshold is unavoid-

able when the code memory of the outer CC increases. This degradation of error correcting

performance can reach non-negligeable levels. A gap around 0.5 dB commonly separates the

threshold of a 4-state CC from the threshold of a 16-state CC. It gets even wider when the

number of code memory cells increases.

Effect of the code memory on the error floor of SCCPM

The natural effect of incrementing the code memory is to offer superior asymptotical

performance. The error floor is lowered and the slope of the FER curve gets steeper. These

consequences could be explained through the computation of the interleaver gain and bounds

on the asymptotical error rate.

The interleaver gain for bit-interleaved SCCPM can be expressed as follows [24, 28, 83]:

αM,max = −
⌊
dHmin + 1

2

⌋
(4.10)

where dHmin represents the minimum Hamming distance of the outer CC code and bOc is

the integer part of the variable O. As dHmin increases with the code memory, the interleaver

gain decreases, leading to lower error floors for SCCPM.

Convolutional 4-state 8-state 16-state 32-state 64-state

code (1, 5/7) (1, 13/15) (1, 35/23) (1, 75/53) (1, 171/133)

dHmin 5 6 7 8 10

αM,max −3 −3 −4 −4 −5

Table 4.5 — Minimum Hamming distances of 4, 8, 16, 32 and 64-state convolutional codes

and the corresponding interleaver gains

Table 4.5 shows the minimum Hamming distances and their corresponding interleaver

gains of commonly used CC for R = 1/2. Notice that the αM,max decreases only when

the number of states is an even power of 2 due to the integer part of equ. 4.10. Even if

the interleaver gain is kept unchanged for (odd power of 2)-state CC, a slight asymptotical
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improvement is expected. In fact the bound on the probability of word error depends as well

on the minimum Hamming distance and its multiplicity [28, 83].

In order to quantify the effect of the code memory on error floors, we have computed the

FER bounds described in section 4.5.3.2 for the 4, 8, 16 and 32-state codes of table 4.5 where

the inner CPM is kept unchanged (Q2RC, h = 1/4) and plotted results for 1272 bit-frames

in fig. 4.28..
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Figure 4.28 — Bounds on the frame error rate of R = 1/2 CC with increasing code memory

and for an inner Q2RC h = 1/4 CPM

From the bound curves of fig. 4.28, we can enumerate the following observations:

• Only a slight improvement in the floor is observed when we replace the 4-state by the

8-state CC as the interleaver gain is the same. The same observation applies in the case

where the 32-state replaces the 16-state CC.

• The error floor of a Q2RC CPM is lowered by 2 orders of magnitude when the 16-state

code is introduced instead of the 4-state CC. Identical gap exists between the floor of a

16-state coded Q2RC and the one of a 64-state coded Q2RC.

• All codes satisfy the error floor requirement of 10−6 of FER for R = 1/2 Q2RC h = 1/4

CPM.
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From the design guidelines of section 4.3.4, we are interested in working at high code rates

as SCCPM offers earlier convergence thresholds for a target spectral efficiency. Consequently,

we have to evaluate the effect of puncturing on the asymptotical performance of bit-interleaved

SCCPM with an outer CC.

Effect of puncturing on the error floor of SCCPM

The natural effect of puncturing a CC is to decrease its minimum Hamming distance.

Therefore, lower interleaver gains are attained resulting into higher error floors. We will start

evaluating the effect of puncturing by computing the Hamming distance and interleaver gain

for the codes of table 4.5 for code rates ranging from 1/2 to 4/5. The obtained results are

summarized in table 4.6.

Convolutional 4-state 8-state 16-state 32-state 64-state

code (1, 5/7) (1, 13/15) (1, 35/23) (1, 75/53) (1, 171/133)

dHmin for R = 1/2 5 6 7 8 10

αM,max for R = 1/2 −3 −3 −4 −4 −5

dHmin for R = 3/5 4 4 5 6 7

αM,max for R = 3/5 −2 −2 −3 −3 −4

dHmin for R = 7/10 3 4 4 5 5

αM,max for R = 7/10 −2 −2 −2 −3 −3

dHmin for R = 4/5 2 3 3 4 4

αM,max for R = 4/5 −1 −2 −2 −2 −2

Table 4.6 — Minimum Hamming distances of 4, 8, 16, 32, 64-state convolutional codes and

the corresponding interleaver gains for rates ranging from R = 0.5 to R = 0.8

From Table 4.6, we can see that even for the 64-state code, the interleaver gain decreases

dramatically from αM,max = −5 at rate 1/2 to αM,max = −2 at rate 4/5. As it represents

the CC with the best behavior in the error floor region investigated in our bit-interleaved

SCCPM study, bounds for the (1, 171/133) CC are computed to give an insight into the lower

limit of the error floor to be expected with this type of solution.

Fig. 4.29 presents the bounds on word error probability of the 64-state CC of table 4.6

for rates ranging from 1/2 to 4/5 concatenated with a Q2RC h = 1/4 inner CPM. Results

point out that if rates higher than 0.7 are needed, even the best CC in the error floor region

does not achieve the target of 10−6 of FER for our application. This is explained by the low

value of the interleaver gain (αM,max = −2) for this code rate. Taking into consideration that

the interleaver gain is independent of the CPM parameters, we would expect unacceptable

error floors even for the 64-state CC for high code rates.



4.5. OUTER FEC SELECTION FOR SCCPM 143

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6 6.5 7 7.5 8
Eb/N0(dB)

100

10-1

10-2

10
-3

10-4

10-5

10
-6

10-7

10
-8

10-9

10-10

10
-11

10-12

10-13

10-14

F
E

R

R=4/5
R=7/10
R=3/5
R=1/2

Figure 4.29 — Bound on the FER for rates ranging from R = 1/2 to R = 4/5 for the

(1,177/133) 64-state CC and an inner Q2RC h = 1/4 CPM

Conclusion

From the results of the EXIT analyses and simulations undertaken in this section we can

underscore the following observations:

• The gap between the waterfall of the symbol SCCPM and the Gray mapped bit SCCPM

decreases when the code rate increases. It varies from 0.3 to 0.1 dB for rates ranging

from 0.7 to 0.9.

• Gray mapped SCCPM outperforms natural binary mapped SCCPM in convergence

threshold provided that weight one error events are avoided. This conclusion was verified

by EXIT chart and simulation results.

• Gray mapped SCCPM shows comparable floors to natural binary mapped SCCPM,

considerably lower than symbol-interleaved systems when high rates are used.

• Even for Gray mapped SCCPM, the 64-state outer CC is not able to satisfy target error

floors. Showing an interleaver gain of −2 for a code rate of 0.8, this code suffered floors

at 10−4 of FER for the Q2RC h = 1/4 CPM. Higher floors were also detected when

concatenated with different sets of CPM parameters.
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Taking into account these observations, we can conclude this section by confirming that

bit-interleaved Gray mapped SCCPM can satisfy target error floor when concatenated with

high minimum Hamming distance codes. Nevertheless, these codes resulting into high inter-

leaver gain should be carefully chosen in order to offer competitive convergence thresholds.

Since best SCCPM schemes in waterfall performance correspond to outer code solutions with

high rates (see section 4.3.4), outer codes offering high Hamming distances for high code rates

should be investigated.

Aiming at outer code solutions with greater error correcting capability when the code rate

increases, turbo-like codes seem to be good candidates. A turbo and Flexi-like structures are

investigated in the following sections.

4.5.5.4 Bit-interleaved SCCPM with turbo-like outer codes

Turbo-like codes are known to offer higher Hamming distances when compared to standalone

CC. Since the performance of bit-interleaved SCCPM is greatly degraded when single outer

CC are used with high code rates, a natural replacement could be turbo-like codes. The

resulting SCCPM scheme is configuration (3) of section 4.5.2 with turbo-like code as outer.

In contrast with the symbol-based turbo-like solution, flexiblity of the alphabet size and the

code rate is possible for bit-interleaved turbo coded SCCPM.

As pointed out in section 4.5.5.2 and verified in the example of section 4.5.5.3, Gray

mapping should be adopted with bit-interleaved SCCPM as it offers an improvement of the

convergence threshold with no impact on the error floor performance.

The introduction of turbo-like outer codes could have some drawbacks though, having two

elementary codes, the concatenation with the CPE results into a three-fold equivalent code

for the SCCPM. As far as convolutional codes are concerned, it was shown in [83] that an

increase in the dimension of the concatenation tends to improve the asymptotic performance

of the code at the expense of a loss in convergence. In fact, since every component code has

a code rate R ≤ 1, the overall outer code rate is divided between two modules (as the CPE

constitutes a rate-1 encoder) consisting of the elementary CC components of the turbo-like

outer code. This induces a threshold penalty.

In order to verify if the hypothesis in [83] about three-fold concatenations still applies in

the case of a SCCPM, we simulated the FER performance of turbo coded SCCPM with two

different families of codes:

• A PCCC: It consists of the DVB-RCS code (known to be one of the best turbo codes in

the waterfall performance region).
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• An SCCC: The serial code in [85] that has been retained in the project funded by the

European Space Agency, entitled Modem for High Order Modulation Schemes (MHOMS)

[86], aimed at the design of a high-rate reconfigurable satellite digital modem prototype.

It is a low complexity code achieving good error floor performance at the price of a small

loss in the iterative convergence process.

FER simulations were conducted for the SCCPM system taken as reference for two outer

code rates: 0.5 and 0.8.
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Figure 4.30 — FER Simulation of R = 0.5 Q2RC h = 1/4 SCCPM with three different

outer codes: the single bit and symbol inteleaved 16-state (1,35/23) CC, the MHOMS serial

turbo code and the DVB-RCS parallel turbo code

Fig. 4.30 shows FER simulation results for the MHOMS SCCC turbo code and the DVB-

RCS PCCC with R = 0.5 and 1272-bit frames. 10 iterative decoding and demodulation

steps are performed whereas only one turbo iteration is carried out for every iteration to

the CPM SISO. The error correcting performance is compared with the one of the symbol

and bit-interleaved (1, 35/23) CC. This figure presents around 1.0 dB gap at the beginning

of the waterfall region between the bit-interleaved convolutionally coded and the DVB-RCS

coded SCCPM. An additional gap of 0.3 dB exists between the PCCC and the SCCC coded

SCCPM in the favour of the former. It is worth mentioning that the FER curves of the

simulated two families of turbo coded SCCPM offer a steeper slope when compared to the

CC coded SCCPM. This indicates a larger interleaver gain for the turbo-like codes and
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predicts a crossing between the FER curves at lower values of frame error probabilities. In

fact the gap between the CC coded curves and turbo coded curves decreases with decreasing

probability of error.
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Figure 4.31 — FER Simulation of R = 0.8 Q2RC h = 1/4 SCCPM with four different

outer codes: the single bit-interleaved 16-state (1,35/23) CC, the best symbol-interleaved

DB code, the MHOMS serial turbo code and the DVB-RCS parallel turbo code

Fig. 4.31 shows simulation results for the same type of codes as in fig. 4.30 for a code

rateequal to 0.8. As presented in section 4.5.5.3, the CC is penalized by the heavy puncturing

and suffers from a diminishing Hamming distance at R = 0.8 resulting into a floor at 10−4

of FER. The serial and parallel turbo codes are able to achieve FER as low as 10−5 with

no change in the slope. They should be able to satisfy the target error floor constraint.

Once more, turbo coded SCCPM being a three-fold concatenation suffers from a large loss in

convergence comparable to the one of fig. 4.30 of around 1.0 dB. The gap between the PCCC

and the SCCC coded CPM is also comparable to the R = 0.5 case with a value close to 0.3

dB.

To conclude, simulation results confirm the previous observations regarding the error

correcting behaviour of three-fold concatenation schemes where higher Hamming distances

were attained at the price of a loss in convergence thresholds. Consequently, other SCCPM

structures offering high Hamming distances for higher code rates should be investigated, for

example flexi-like SCCPM.
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4.5.5.5 Bit-interleaved Flexi-like SCCPM structure

Flexicodes [82] enjoy interesting performance in the error floor at the price of a small loss

in convergence especially for very high code rates. They were developped by TrellisWare

technologies in 2003. They represent a class of Turbo-Like Codes (TLC) technically called

Systematic with Serially Concatenated Parity (S-SCP) codes. This new TLC is a systematic

code with parity bits generated using a serial concatenation of an outer code, an interleaver

and an inner recursive parity generator as in [82]. The key feature of this code is that the inner

parity generator outputs fewer bits than it takes in. It allows the code rate to be adjusted

easily by adjusting this ratio.

S/P SPC MapperOuter 
CC π CPE

CPM modulator

MM

Figure 4.32 — Structure of the flexi-like SCCPM transmitter

Motivated by the unavoidable introduction of high code rates for our SCCPM, and taking

into account the serial concatenation aspect of a flexicode structure, we tried to introduce

design modifications in order to adapt this code type to SCCPM. The result is a flexi-like

structure having an outer convolutional code, a Single Parity Check SPC code acting as a

puncturer replacement and a CPE as a rate-1 inner code. The transmitter corresponding to

our flexi-like structure is presented in fig.4.32. It operates as follows:

The systematic information bits are sent to the mapper and the outer code. All outer

CC encoded bits (systematic and parity) are interleaved by π and then sent to the Serial to

Parallel (S/P) converter. For every mS/P bits at its input, the SPC provides one output bit.

It plays a similar role to puncturing. The resulting code rate is a function of mS/P following:

R =
mS/P

mS/P + 2
(4.11)

Systematic bits added to the bits at the output of the SPC are mapped to M -ary symbols.

These are then forwarded to the CPM modulator.

The advantage of a flexi-like structure resides in the SPC. In fact, instead of keeping 1

bit out of mS/P as for a classical SCCC puncturing, the SPC combines mS/P bits together

to provide 1 bit. Since it is iteratively decoded, the information on combined bits would be

available after the first iteration and these bits can be recovered.
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Figure 4.33 — Structure of the flexi-like SCCPM receiver

A block diagram of the flexi-like SCCPM receiver is presented in fig. 4.33. The soft

information on systematic bits at the output of the demapper is passed to the CC. The soft

information on coded bits (systematic and parity) is passed to the SPC. The systematic nature

of the flexi-like structure means that the decoding process must always start by the outer code

[82]. A timing schedule showing steps (from 1 to 11) undertaken by the receiver is presented in

fig. 4.33. The extrinsic information at the ouput of the outer CC SISO is interleaved and sent

to the SPC. This latter could be decoded by a classical SISO as presented in [82]. Extrinsic

bit information is then combined to symbolwise soft information passed to the CPE SISO.

Starting from the second iteration through the demapper, the iterative receiver changes its

scheduling and goes through the SPC SISO. Extrinsic information is afterwards deinterleaved

and passed to the outer code, thus completing a receiver iteration. After a few iterations, hard

decisions on information bits are provided at the output of the CC.

The proposed flexi-like structure represent a turbo-like code. It is a three-fold concatena-

tion of an outer CC, an SPC and an inner CPE. In compliance to the conclusions of section

4.5.5.4, flexi-like SCCPM as a member of three-fold concatenation schemes is expected to

offer lower floors at the expense of convergence threshold loss with respect to single outer

code solutions. FER simulations in fig. 4.34 and fig. 4.35 have been performed using 1272-bit

frames and 10 iterations in order to to verify if this expectation still holds for our proposed

structure when adopting two different code rates of R = 0.5 and R = 0.8 respectively.

FER simulation results for the proposed flexi-like structure compared to the bit and

symbol-interleaved single 16-state (1, 35/23) CC are plotted in fig. 4.34. They show that

a small gap of around 0.3 dB exists between the single CC and the flexi-like structure at
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Figure 4.34 — FER Simulation of R = 0.5 Q2RC h = 1/4 SCCPM with two outer codes:

bit- and symbol-interleaved single (1,35/23) 16-state CC and the proposed flexi-like structure

the start of the waterfall region. This gap decreases with decreasing probability of error. It

becomes around 0.15 dB at 10−5 of FER. This implies that the flexi-like structure enjoys

higher interleaver gain for R = 0.5 while satisfying the error floor constraint of 10−6 of FER.

The same type of comparison is performed for R = 0.8 and codes of fig. 4.34 where the

symbol-interleaved code is the best log2M -binary code of section 4.5.4.4. Results are plotted

in fig. 4.35. Once again the flexi-like structure satisfies the error floor constraint. Nevertheless,

a considerable loss in the convergence threshold when compared to single outer bit-interleaved

CC represents the price to pay. It varies between 1.0 and 1.25 dB.

The proposed flexi-like SCCPM does satisfy the error floor constraint for medium code

rates (R = 0.5) with a convenient threshold penalty of only around 0.25 dB. When the code

rate increases though, this penalty increases to reach an unacceptable value of around 1.25

dB. Consequently, the proposed flexi-like structure does not represent a suitable candidate

for our SCCPM study.

Requiring high code rates with good Hamming distances for the lowest possible threshold

penalties while avoiding three-fold concatenation schemes, powerful single outer codes should

be investigated. Thus, extended BCH codes have then been considered.
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Figure 4.35 — FER Simulation of R = 0.8 Q2RC h = 1/4 SCCPM with three outer codes:

bit-interleaved single (1,35/23) 16-state CC, symbol-interleaved best single DB code and the

proposed flexi-like structure

4.5.5.6 Bit-interleaved SCCPM with extended BCH codes

The introduction of extended BCH codes is motivated by the error correcting performance

of the serial concatenation of eBCH outer code and inner accumulator [87]. In fact, the

CPM can be regarded as the accumulator of the serially concatenated structure. In addition,

eBCH codes represent excellent codes for high-rates as they offer larger minimum Hamming

distances than CC.

The proposed SCCPM structure is configuration (3) of section 4.5.2 with eBCH codes as

outer. Bit interleaving and Gray mapping are adopted.

eBCH codes: description and effect on SCCPM error floor

A family of (kout, nout) eBCH [88] having a correction capability of 2 bits is used. The code

is referred to as extended BCH since a parity bit is appended to the primary BCH codeword.

It offers a relatively interesting compromise between error performance (in terms of Hamming

distance) and SISO complexity. In some cases where the information frame length is not a

multiple of kout, some dummy bits were inserted. The use of dummy bits enduces a small

rate loss.

In order to study this family of codes, we chose the (64, 51) code as outer code in the
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concatenated SCCPM structure. It offers a Hamming distance of 6 for a code rate of R = 0.8.

Consequently, an interleaver gain αM,max = −3 is achieved leading to lower error floors

of SCCPM when compared to the CC coded SCCPM. Code rate flexibility is achieved by

shortening the eBCH code. Note that by applying shortening the multiplicity of the error

events increases, but dmin does not change, hence the interleaver gain is preserved.
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Figure 4.36 — Union bounds on FER for R = 0.8 (64,51) eBCH code compared to the

64-state (1,171/133) CC and Q2RC h = 1/4 CPM

Fig. 4.36 shows the FER union bounds for the 64-state (1,171/133) CC and the eBCH

(64,51) code for R = 0.8. The vertical line reports an estimate of the convergence threshold

for the Q2RC SCCPM via EXIT chart analysis. If we consider the bound at 1.0 to 1.5 dB

from the threshold, we can see that the eBCH code suffers from a floor around one order of

magnitude lower than the 64-state CC at around 4.10−6 of FER. Taking into account the fact

that we have adopted uniform interleaving, floors lower than 10−6 of FER could be achieved

if high spread interleavers are introduced.

eBCH codes: effect on SCCPM convergence threshold

In order to estimate the effect of the introduction of eBCH codes on the convergence

threshold of SCCPM, we have to perform a comparison of the EXIT chart analysis of the CC

on one hand and the one corresponding to the eBCH code on the other.

Fig. 4.37 plots the EXIT chart analysis for R = 0.8 of three codes: the 16-state (1,35/23)

CC, the 64-state (1,171/133) CC and the (64,51) eBCH code. It shows that the convergence
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Figure 4.37 — EXIT chart comparison for R = 0.8 of 3 codes: the 16-state (1,35/23) CC,

the 64-state (1,171/133) CC and the (64,51) eBCH code.

threshold of the eBCH code is comparable to the one of the 16-state CC as for the values

of the mutual information at the input Ii ranging from 0.2 to 0.3, the EXIT curve of the

(1,35/23) and the (64,51) are almost identical. Notice that the 64-state CC should suffer from

a threshold penalty as it presents in the previously selected range of Ii (0.2 to 0.3) higher

values of the mutual information at the output Io.

FER simulations of eBCH coded SCCPM

In order to check the behaviour of eBCH coded SCCPM in the waterfall and in the error

floor regions, we have performed FER simulations for the CPM scheme taken as reference. Due

to the rather significant complexity of the MAP decoder, a low complexity Chase-Pyndiah

decoder [89] has been implemented. This algorithm is quasi-optimum for short correction

capability eBCH codes (correction of 1 or 2 errors for every BCH matrix). Note that the

complexity of the (64, 51) eBCH code, while decoded using the Chase-Pyndiah algorithm,

is rather low, comparable to an 16-state CC Max-Log-MAP decoder in terms of number of

logic gates.

A comparison of FER simulation results of four outer code solutions for R = 0.8 are

plotted in fig. 4.38:

• The best symbol-based 16-state log2M−CC coded CPM for 10 and 30 iterations,
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Figure 4.38 — FER simulation results for R = 0.8 of 4 codes: the best 16-state symbol-

interleaved code, the 16-state (1,35/23) CC, the 64-state (1,171/133) CC and the (64,51)

eBCH code.

• The bit-interleaved SCCPM with the 16-state (1,35/23) CC for 10 iterations,

• The bit-interleaved SCCPM with the 64-state (1,171/133) CC for 10 and 30 iterations,

• The bit-interleaved SCCPM with the (64,51) eBCH code for 10 and 30 iterations.

The upper bounds on the word error probability corresponding to the eBCH code and

the 64-state CC have also been added. Let us stress on some observations:

• A non-negligeable gain in error correcting performance can be achieved when increasing

from 10 to 30 the number of iterations for the eBCH code. This gain is undeniably

smaller in the case of the 64-state CC.

• The 64-state (1,171/133) CC suffers from an error floor for frame error rates lower than

10−4. Nevertheless it is around one order of magnitude lower than the 16-state (1,35/23)

CC.

• The (64,51) eBCH code suffers from an error floor for frame error rates lower than 5.10−6.

Its is more than one order of magnitude lower than the 64-state CC.
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• The eBCH code offers a convergence threshold comparable to the 16-state code for 10

iterations. It is 0.4 dB earlier than the 64-state CC. An additional gain of 0.1 dB could

be achieved if the number of iterations is raised to 30 for eBCH code.

It is worth mentioning that the increase in number of iterations is of a relatively low

cost in terms of complexity for our SCCPM system as eBCH codes offer a reliable stopping

criterion. This effective criterion could be introduced leading into a low average number of

iterations for the eBCH coded SCCPM.

In conclusion, bit-interleaved eBCH coded SCCPM represents a viable FEC solution in

order to satisfy the code design requirements in terms of convergence threshold and error

floor. It offers convergence thresholds comparable to the solutions offering best waterfall

performance, and attains FER in the 10−6 decade without changes in the slope. Note that

observed error floors can be lowered further if high spread interleavers are introduced.

4.6 Conclusion

We conclude by a comparison of the error correcting performance of investigated SCCPM

schemes in this chapter. It is intended for selecting a winning SCCPM solution that satisfies

the code design requirements in terms of error correction at a reasonable complexity.

In order to offer a fair comparison, the same simulation conditions were adopted to obtain

the FER results of fig. 4.39. Simulated outer code solutions correspond to the ones investigated

in section 4.5.3 with an outer code rate of R = 0.8. They have been associated with a Q2RC

h = 1/4 CPM.

Observing curves of fig. 4.39, we can see that:

• Symbol-based solutions suffer from alarming floors higher than 10−3 of FER.

• The bit-interleaved SCCPM with the 64-state CC is not able to satisfy targeted error

floors while suffering from a threshold penalty of 0.4 dB when compared to symbol based

SCCPM solutions.

• Only eBCH and turbo-like codes allow floors around 10−6 of FER or below to be attained.

• Turbo-like codes, serial, parallel as well as the Flexi-like structure suffer from an im-

portant convergence penalty exceeding 1.0 dB when compared to the SCCPM scheme

offering the best waterfall performance.

• The eBCH coded SCCPM solution offers waterfall performance comparable to the symbol

based SCCPM while attaining floors around 10−6 of FER.
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Figure 4.39 — FER simulation results corresponding to the R = 0.8 Q2RC h=1/4 con-

catenated with the seven outer code solutions: the best 16-state symbol-interleaved code, the

16-state (1,35/23) CC, the 64-state (1,171/133) CC, the (64,51) eBCH code, the DVB-RCS

PCCC, the MHOMS SCCC and the Flexi-like structure.

Unreported in this chapter, additional FER simulations with different sets of CPM pa-

rameters than Q2RC h = 1/4 have been performed. They have allowed us to validate the

results summarized in fig. 4.39 on a broader scale.

We can conclude by saying that turbo-like codes suffer from a large waterfall region

penalty as gaps reaching 2.5 dB with respect to SCCPM schemes with simple outer codes

have been observed. Consequently turbo-like codes are to be ruled out as competitive outer

code solutions when waterfall performance is of interest. Instead, eBCH codes provide the best

compromise in both convergence and floor when compared to studied outer code solutions.

In the end, SCCPM with outer eBCH codes represents the winning solution since it

provides the error correcting performance that is best suited for our system constraints.

Nevertheless, for comparison purposes, single outer code solutions studied in this context

have also been simulated in the rest of our study.





CHAPTER 5 Final selection of the

SCCPM parameters for

0.75 to 2.25 bps/Hz

spectral efficiencies

THIS chapter is intended to provide the results of the selection procedure for CPM pa-

rameters spanning spectral efficiencies ranging from 0.75 to 2.25 bps/Hz. Then, by

means of FER simulation results, we proceed to the validation of the outer code solution

proposed in the previous chapter.

We start by a swift recall of the steps to be followed in order to design coded CPM systems

optimizing the convergence thresholds while satisfying error floor constraints. Afterwards,

we detail the approach for one case of spectral efficiency corresponding to 1.5 bps/Hz. We

conclude by presenting FER simulation results for the two extreme spectral efficiencies of

0.75 bps/Hz and 2.25 bps/Hz and two different frame sizes.
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5.1 Steps for selecting CPM parameters and code rate

Taking into account the guidelines of section 4.3.4 and section 4.6, the steps that have been

followed to select a winning SCCPM scheme and code rate for a target spectral efficiency can

be summarized as follows:

1. Preselect a group of CPM set of parameters representing the candidates for the study. In

fact, as the spectral efficiency is CPM dependent, there exists TSE values unachievable

with code rates R ≤ 1. In addition, as bit-interleaved SCCPM represents the adopted

solution, weight-one error events described in section 4.5.5.2 are to be avoided.

2. Compute the outer code rates for the preselected group of parameters attaining the TSE

using equ. 4.1.

3. Perform an EXIT chart analysis for every set of CPM parameters taking a particular

outer code as reference as proposed in section 4.3.

4. Repeat step 3. until identifying the convergence threshold for every set of CPM param-

eters in the preselected group.

5. Select the best set of CPM parameters in terms of convergence threshold.

6. Compute the bound on the frame error probability described in section 4.5.3.2 using the

selected set of CPM parameters. The computation is performed over a range of Eb/N0

of several dBs, starting from the convergence threshold value. At 1.5 to 2.0 dB from the

threshold value, if the computed bound offers a probability of frame error of 10−6 of

FER or close, the set of parameters is retained as a CPM solution for this TSE. If not,

repeat step 6. with the second best set of parameters in terms of convergence thresholds.

7. Perform FER simulations as a last step in order to verify the performance of winning

SCCPM scheme.

In the next section, we proceed to a brief recall of the CPM and code parameters involved

in the SCCPM scheme selection.

5.2 Set of CPM parameters and code rates used for the search

process

The steps proposed in section 5.1 were undertaken for every value of the spectral efficiency

for the following quaternary and octal CPM schemes : Q2RC, Q2SRC, Q3RC, Q3SRC and
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O2RC. The values of the modulation index h were chosen to keep the overall CPM complexity

reasonable : typically with a denominator lower than 8 for Q3RC and Q3SRC schemes, lower

than 10 for Q2RC and Q2SRC schemes and lower than 15 for O2RC schemes. Gray mapping

has been considered in all cases as it offers improved convergence threshold when compared

to natural mapping (see section 4.5.5.2).

We recall that for Gray-mapped bit-interleaved SCCPM, weight-one error events are en-

countered for quaternary schemes where the modulation index h satisfies h = K/3. For octal

CPM, the condition becomes h = K/3, h = K/5 or h = K/7. Consequently, the convergence

thresholds were not computed for SCCPM having these values of the modulation index.

The EXIT chart analysis was performed using the 64-state (1, 171/133) CC as outer code.

The choice of this outer code taken as a reference, instead of an eBCH code, is motivated by

the following reasons:

• Aiming for an accurate estimate of the threshold, a large number of samples in the

EXIT chart curve for the outer code and the CPM should be computed. In practice,

100 computation points have been used. Unfortunately the EXIT chart computation for

eBCH codes implies the use of a true BCJR decoder. For example, for the (64, 51) eBCH

code, the trellis profile has a maximum of 8, 192 states. Consequently, the search for the

best set of CPM parameters taking an eBCH code as outer is a very time consuming

operation.

• As already mentioned in section 4.3, if the outer code is kept unchanged during the

study, the hierarchy between the convergence thresholds obtained with a given set of

parameters is kept when the code is changed.

• Taking into account the collapse of the error correcting performance of CCs when exten-

sive puncturing is performed, only codes with rates lower than 0.9 were investigated. For

code rates approaching R = 0.9 a CC offering reasonable Hamming distances is required.

Therefore, a 64-state CC has been adopted for the EXIT analysis.

In order to validate our approach, the procedure is detailed for a spectral efficiency of 1.5

bps/Hz.

5.3 Example of CPM parameters and code rate selection for

a target spectral efficiency of 1.5 bps/Hz

In this section, the approach proposed in section 5.1 is detailed for a TSE of 1.5 bps/Hz. We

first start by tabulating the CPM set of parameters to be considered. In table 5.1, we present
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the CPM set of parameters of the Q2RC family that have been considered, their corresponding

code rate in order to achieve a TSE of 1.5 bps/Hz and the computed threshold.

Tables 5.1 to 5.5 show the CPM sets of parameters considered for the Q2RC, Q3RC,

Q2SRC, Q3SRC and O2RC families, the corresponding code rates required to achieve a TSE

of 1.5 bps/Hz and the computed convergence threshold (only for coding rates lower than

0.9). The lines in the tables marked with W1 EE indicate CPM parameters suffering from

weight-one error events.

Set number M L Spectral efficiency Code rate h Threshold

1 4 2 1.5 bps/Hz 0.937 1/4 -

2 4 2 1.5 bps/Hz 0.824 1/5 5.6 dB

3 4 2 1.5 bps/Hz 0.748 1/6 6.1 dB

4 4 2 1.5 bps/Hz 0.688 1/7 7.3 dB

5 4 2 1.5 bps/Hz 0.639 1/8 8.1 dB

6 4 2 1.5 bps/Hz 0.597 1/9 9.2 dB

7 4 2 1.5 bps/Hz 0.567 1/10 9.9 dB

Table 5.1 — Convergence thresholds obtained via EXIT chart analysis for Q2RC schemes

with modulation index values ranging from h = 1/4 to h = 1/10 and attaining a TSE of 1.5

bps/Hz

Set number M L Spectral efficiency Code rate h Threshold

1 4 3 1.5 bps/Hz 1.100 2/5 -

2 4 3 1.5 bps/Hz 0.839 2/7 4.7 dB

3 4 3 1.5 bps/Hz 0.761 1/4 4.8 dB

4 4 3 1.5 bps/Hz 0.654 1/5 6.2 dB

5 4 3 1.5 bps/Hz 0.582 1/6 6.9 dB

6 4 3 1.5 bps/Hz 0.529 1/7 7.8 dB

7 4 3 1.5 bps/Hz 0.488 1/8 8.6 dB

Table 5.2 — Convergence thresholds obtained via EXIT chart analysis for Q3RC schemes

with modulation index values ranging from h = 2/5 to h = 1/8 and attaining a TSE of 1.5

bps/Hz

From these tables, we can lay stress on two important observations:

• For all investigated families of CPM, the code rate increases with increasing modulation

index.

• The best convergence thresholds are observed for the highest values of both h and R, as

predicted in section 4.3.
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Set number M L Spectral efficiency Code rate h Threshold

1 4 2 1.5 bps/Hz 0.923 1/4 -

2 4 2 1.5 bps/Hz 0.812 1/5 5.6 dB

3 4 2 1.5 bps/Hz 0.737 1/6 6.0 dB

4 4 2 1.5 bps/Hz 0.677 1/7 6.8 dB

5 4 2 1.5 bps/Hz 0.628 1/8 7.4 dB

6 4 2 1.5 bps/Hz 0.587 1/9 7.9 dB

7 4 2 1.5 bps/Hz 0.558 1/10 8.8 dB

Table 5.3 — Convergence thresholds obtained via EXIT chart analysis for Q2SRC schemes

with modulation index values ranging from h = 1/4 to h = 1/10 and attaining a TSE of 1.5

bps/Hz

Set number M L Spectral efficiency Code rate h Threshold

1 4 3 1.5 bps/Hz 1.087 2/5 -

2 4 3 1.5 bps/Hz 0.829 2/7 5.0 dB

3 4 3 1.5 bps/Hz 0.752 1/4 5.1 dB

4 4 3 1.5 bps/Hz 0.645 1/5 5.8 dB

5 4 3 1.5 bps/Hz 0.573 1/6 6.3 dB

6 4 3 1.5 bps/Hz 0.521 1/7 6.8 dB

7 4 3 1.5 bps/Hz 0.481 1/8 7.6 dB

Table 5.4 — Convergence thresholds obtained via EXIT chart analysis for Q3SRC schemes

with modulation index values ranging from h = 2/5 to h = 1/8 and attaining a TSE of 1.5

bps/Hz

Set number M L Spectral efficiency Code rate h Threshold

1 8 2 1.5 bps/Hz 1.108 1/4 -

2 8 2 1.5 bps/Hz 0.813 1/6 5.0 dB

3 8 2 1.5 bps/Hz 0.647 1/8 6.1 dB

4 8 2 1.5 bps/Hz 0.599 1/9 6.2 dB

5 8 2 1.5 bps/Hz 0.563 1/10 6.4 dB

6 8 2 1.5 bps/Hz 0.534 1/11 7.1 dB

7 8 2 1.5 bps/Hz 0.509 1/12 7.4 dB

8 8 2 1.5 bps/Hz 0.487 1/13 7.9 dB

Table 5.5 — Convergence thresholds obtained via EXIT chart analysis for O2RC schemes

with modulation index values ranging from h = 1/4 to h = 1/13 and attaining a TSE of 1.5

bps/Hz
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The best seven CPM schemes identified in terms of convergence threshold (Eb/N0 < 6.0

dB) are:

1. Q3RC h = 2/7, R = 0.839: threshold at 4.7 dB

2. Q3RC h = 1/4, R = 0.761: threshold at 4.8 dB

3. Q3SRC h = 2/7, R = 0.812, and O2RC h = 1/6, R = 0.813: threshold at 5.0 dB

4. Q3SRC h = 1/4, R = 0.752: threshold at 5.1 dB

5. Q2RC h = 1/5, R = 0.824, and Q2SRC h = 1/5, R = 0.812: threshold at 5.6 dB

This short list should then be investigated in terms of performance in the error floor.

To do so, the bounds on the frame error probability have to be computed. Nevertheless a

problem exists: the (64,51) eBCH code does not achieve code rates higher than R = 0.8. For

these cases, we should then switch to a longer eBCH code with the same error correcting

power (t = 2 bits): the (128, 113) code.
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Figure 5.1 — FER bound comparison between the concatenation of a Q3RC h = 1/4

CPM with the R = 0.8 64-state (1, 171/133) CC and (64, 51) eBCH code on one side and

the concatenation of a Q3RC h = 2/7 CPM with the R = 0.88 64-state (1,171/133) CC and

(128,113) eBCH code on the other side.

Fig. 5.1 shows the bounds on the frame error rate for the (128, 113) eBCH coded Q3RC

with h = 2/7 compared to the (64, 51) eBCH coded Q3RC with h = 1/4 CPM. The
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(1, 171/133) CC coded SCCPM bounds corresponding to identical simulation conditions have

also been added for comparison purpose. The value of the probability of error predicted by the

bound at an Eb/N0 located 2.0 dB away from the threshold (Eb/N0 ' 7.0) is around 10−5 for

both eBCH coded SCCPM and the 64-state R = 0.8 SCCPM. However, the actual code rates

taken for the computation of the bounds correspond to the non-shortened native code rates

of the two BCH codes, that is R ' 0.80 for the (64, 51) eBCH and R ' 0.88 for the (128, 113)

eBCH. Since the actual code rates for the application are lower (Rh=1/4 = 0.761 < 0.80 and

Rh=2/7 = 0.839 < 0.88) and are obtained by the means of shortening, we would expect the

error floors to be slightly lower than the ones plotted in fig. 5.1.

As the two sets of parameters display comparable floors with an eBCH outer code, the

one with best iterative convergence properties should be chosen. Since two different codes are

contemplated, EXIT charts should be computed for these particular cases. However, com-

puting EXIT charts for the (128, 113) eBCH code is of unaffordable complexity as the BCJR

algorithm should operate on a trellis with up to 32,768 states. Then, the only alternative

involves Monte Carlo FER simulations in order to both, evaluate the effect of the choice of

the code on the convergence threshold and to verify the accuracy of error floor prediction via

bounding techniques.
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Figure 5.2 — FER comparison of the two competing schemes achieving a TSE of 1.5 bps/Hz

for the transmission of 1024-information bit frames: h = 1/4 Q3RC with the R = 0.761

(64,51) eBCH code on one side and h = 2/7 Q3RC with the R = 0.839 (128,113) eBCH code

on the other side. 30 iterations max.

Fig. 5.2 shows that the (64, 51) eBCH coded Q3RC scheme with h = 1/4 and R = 0.761
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performs slightly better in the waterfall region with a gain of 0.25 dB at 10−5 of FER and only

displays a slight slope change at 10−6 of FER1. Moreover, since the computational complexity

of both the CPM detector and the eBCH decoder is lower, this scheme has been definitely

retained for the 1.5 bps/Hz TSE.
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Figure 5.3 — FER performance of Q3RC, h = 1/4 associated with R = 0.761 (64,51)

eBCH code, R = 0.75 4, 16, 32, 64-state CC, R = 0.75 16-state symbol based Ring CC and

R = 0.839 (128,113) eBCH coded Q3RC, h = 2/7 for 1024-information bit frames and TSE

of 1.5bps/Hz.

In order to perform an a posteriori validation of our SCCPM proposal for a TSE of 1.5

bps/Hz, we have also simulated the bit-interleaved SCCPM schemes using (1, 5/7), (1, 13/15),

(1, 35/23), (1, 75/53), and (1, 171/133) outer CC codes with R = 0.75 and Gray-mapped

Q3RC h = 1/4 CPM. The simulation results are plotted in fig. 5.3. A symbol-interleaved

SCCPM using the 16-state code over the ring Z4 of fig. 4.17(b) has also been simulated and

the (128,113) eBCH coded Q3RC, h = 2/7 of the previous figure has also been reported for

a broader comparison. Note that a slight code rate advantage exists for the convolutionally

coded CPM as a code rate RCC = 0.75 < ReBCH = 0.761 was adopted in the undertaken

simulations. Table 5.6 summarizes the main results regarding the compared convergence

thresholds and the error floors for the simulated schemes.

We can observe that, despite the convergence threshold penalty reaching 1.2 dB for the

64-state CC and 1.0 dB for the (64, 51) eBCH code, these two schemes represent the only

solutions able to satisfy the error floor constraint of 10−6 of FER. Furthermore, the imple-
1The slope change can be lowered by introducing a high spread interleaver like the S-random.
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TSE of 1.5 bps/Hz

Outer code
∆Eb/N0 at 10−1 of FER

vs 16-state ring CC

Slope

change at

16-state ring CC - 4.0·10−3 of FER

4-state CC -0.05 dB 8.0·10−2 of FER

16-state CC +0.65 dB 2.0·10−4 of FER

32-state CC +1.10 dB 4.0·10−6 of FER

64-state CC +1.25 dB 1.0·10−6 of FER

(64,51) eBCH +1.00 dB 1.0·10−6 of FER

Table 5.6 — Waterfall difference with respect to the 16-state code over ring Z4 and FER

value corresponding to the change in the slope for all simulated SCCPM schemes. TSE of

1.5 bps/Hz.

mentation complexity of an eBCH SISO decoder using the Chase-Pyndiah algorithm is much

lower than the complexity of 64-state CC Max-Log-MAP decoder2. As expected, the symbol-

based 16-state ring CC offers the best waterfall performance, while it suffers from a critical

error floor higher than 10−3 of FER.

In conclusion, the (64, 51) eBCH coded bit-interleaved SCCPM represents the prevailing

solution with best convergence threshold and lowest implementation complexity able to attain

10−6 of FER without marked error floors.

5.4 Selected SCCPM schemes

This section is intended to provide a summary of the main results stemming from the CPM

and code selection process. First, we put forward the main trends regarding the CPM pa-

rameters and code rate effect that have been observed during the selection process and we

provide a table summarizing the CPM parameters and the code rates selection result for the

nine TSE values: 0.75, 1.0, 1.25, 1.5, 1.75, 1.875, 2.0, 2.125 and 2.25 bps/Hz. Then, some

FER comparisons obtained with different outer codes are provided for 0.75 and 2.25 bps/Hz,

representing the extreme TSE cases, for an a posteriori validation of the choice of the code.

Finally, some additional simulation results are presented, in order to observe the effect of

changing the frame size on the error correcting performance.

2The hardware complexity of a Chase-Pyndiah SISO decoder for the (64, 51) eBCH code is comparable to

the complexity of a 16-state CC Max-Log-MAP decoder.
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5.4.1 General remarks about the selection procedure

The successive steps described in section 5.1 have been followed to choose the best SCCPM

scheme for all values of target spectral efficiencies under study. The following observations

regarding the set of parameters and their corresponding error correcting performance are

worth mentioning:

• For spectral efficiencies lower than 1.0 bps/Hz, many systems with close (h,R) pair

values show quasi-identical convergence thresholds. Consequently the preselection offers

a wide set of parameters to choose from. The means of separation is thus mainly done

via error floor comparison.

• For the remaining spectral efficiencies, the SCCPM system with the highest (h,R) values

unambiguously shows the best convergence threshold respecting our proposed design

guideline. Nevertheless, the investigation through the other sets of parameters offering

the closest convergence thresholds has to be performed until the error floor requirement

is met.

• All the TSEs can be achieved by octal schemes as well as by quaternary schemes. How-

ever, no error correcting performance improvement has been observed with octal schemes

for spectral efficiencies lower than 1.75 bps/Hz. For higher efficiencies, octal schemes are

competitive.

• For spectral efficiencies lower than 1.0 bps/Hz, partial response systems with smaller

value of L (L = 2) tend to offer superior error correcting capability than the ones with

higher value of L.

• Apart from the 1.5 bps/Hz case, only one other spectral efficiency, 2.0 bps/Hz, leads

to a set of CPM parameters dictating an outer code rate R > 0.8. Consequently a

comparison between (128, 113) and (64, 51) eBCH codes has to be carried out again.

Simulation results show that, similarly to the 1.5 bps/Hz case, the (64,51) eBCH code

offers the best performance.

• The TSE of 1.5 bps/Hz represents the only case where the convergence threshold of the

eBCH code is worse than the one of 32-state CC and quasi identical to the 64-state CC.

For the remaining TSE, the eBCH always exhibits a convergence threshold improvement

with respect to these two CC.
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5.4.2 CPM selection for spectral efficiencies ranging from 0.75 to 2.25

bps/Hz

The selection of winning CPM parameters followed the steps enumerated in section 5.1 and

applied to the 1.5 bps/Hz case of section 5.3. The resulting selected CPM schemes offer the

earliest convergence thresholds when associated with an eBCH code while guaranteeing error

floors lower than 10−6 of FER for the transmission of 1024-bit frames.

The results of the selection procedure are summarized in table 5.7.

CPM scheme selection

TSE (bps/Hz) Modulation
Modulation index

h

Code rate

R

Convergence

Threshold

0.750 Q2RC 3/7 0.704 1.45 dB

1.000 Q2RC 2/7 0.688 2.25 dB

1.250 Q3RC 2/7 0.699 3.43 dB

1.500 Q3RC 1/4 0.761 4.89 dB

1.750 O2RC 1/8 0.755 7.54 dB

1.875 O2RC 1/9 0.749 8.15 dB

2.000 O2RC 1/9 0.799 9.40 dB

2.125 Q3RC 1/7 0.750 9.36 dB

2.250 Q3RC 1/7 0.794 9.97 dB

Table 5.7 — Selected CPM schemes and code rates. Convergence thresholds of the corre-

sponding eBCH coded CPM for TSE of 0.75, 1.0, 1.25, 1.5, 1.75, 1.875, 2.0, 2.125 and 2.25

bps/Hz.

The results reported in table 5.7 show that the choice of the modulation order M and the

pulse length L depends on the TSE value:

• for 0.75 bps/Hz ≤ TSE ≤ 1.0 bps/Hz, Q2RC schemes represent the best choice of CPM

parameters.

• for 1.0 bps/Hz ≤ TSE ≤ 1.75 bps/Hz and 2.125 bps/Hz ≤ TSE ≤ 2.25 bps/Hz, Q3RC

schemes represent the best choice of CPM parameters.

• for 1.75 bps/Hz ≤ TSE ≤ 2.0 bps/Hz, O2RC schemes represent the best choice of CPM

parameters.

One can observe that no unambiguous strong conclusion on the choice of the CPM scheme

family as a function of the TSE can be drawn, and a case by case study represents the only

solution allowing the SCCPM to achieve both design constraints.
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5.4.3 Code selection validation using FER Monte Carlo simulations

5.4.3.1 Simulation results for the 0.75 and 2.25 bps/Hz cases

In this section we report the FER simulation results for the two extreme TSE cases of 0.75

and 2.25 bps/Hz in order to validate the choice of the bit-interleaved SCCPM solution based

on eBCH codes. Simulations were performed for the transmission of 1024-information bits

frames for the single outer code symbol-interleaved and bit-interleaved SCCPM solutions

studied in the previous chapter.
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Figure 5.4 — FER performance of Q2RC, h = 3/7 associated with R = 0.7 (64,51) eBCH

code, 4, 16, 32, 64-state CC and 16-state symbol based Ring CC for 1024-information bit

frames and TSE of 0.75bps/Hz.

As already observed, the CC over ring Z4 displays the best convergence behaviour and

can be taken as a reference for the waterfall region performance. However, it does not satisfy

the floor constraint. Tables 5.8 and 5.9 recapitulate the Eb/N0 gaps observed in the waterfall

region between the different simulated schemes and the reference, as well as the position of

their error floor.

In both cases, only two outer code solutions satisfy error floor requirement of 10−6 of

FER consisting of the outer eBCH code and the 64-state CC. The block code shows 0.40 dB

threshold gain with respect to the 64-state CC in the case of 0.75 and 2.25 bps/Hz while

requiring a lower implementation complexity.

Although all the spectral efficiency cases have not been reported in this document, the
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Figure 5.5 — FER performance of Q3RC, h = 1/7 associated with R = 0.8 (64,51) eBCH

code, 4, 16, 32, 64-state CC and 16-state symbol based Ring CC for 1024-information bit

frames and TSE of 2.25bps/Hz.

TSE = 0.75 bps/Hz - transmission of 1024-bit frames

Outer code
∆Eb/N0 at 10−1 of FER

vs 16-state ring CC

Slope

change at

16-state ring CC - 3.0·10−3 of FER

4-state CC +0.20 dB 2.5·10−4 of FER

16-state CC +0.45 dB 2.0·10−5 of FER

32-state CC +0.50 dB 2.5·10−6 of FER

64-state CC +0.70 dB 1.4·10−6 of FER

(64,51) eBCH +0.30 dB 2.0·10−6 of FER (slight slope change)

Table 5.8 — Gap in the waterfall region with respect to the 16-state code over ring Z4

and FER value corresponding to the change in the slope for all simulated SCCPM solutions.

TSE = 0.75 bps/Hz.
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TSE = 2.25 bps/Hz - transmission of 1024-bit frames

Outer code
∆Eb/N0 at 10−1 of FER

vs 16-state ring CC

Slope

change at

16-state ring CC - 3.0·10−4 of FER

4-state CC - 1.0·10−2 of FER

16-state CC +0.35 dB 1.0·10−4 of FER

32-state CC +0.75 dB 9.0·10−5 of FER

64-state CC +0.80 dB 3.0·10−5 of FER (slight slope change)

(64,51) eBCH +0.40 dB 2.0·10−6 of FER (slight slope change)

Table 5.9 — Gap in the waterfall region with respect to the 16-state code over ring and

FER value corresponding to the change in the slope for all studied SCCPM solutions. TSE

of 2.25 bps/Hz.

same relative behaviour between the different codes has also been observed for the set of TSE

values under study where the proposed outer code solution (eBCH codes) still shows error

correcting performance best suited for a broadband satellite link application at a reasonable

complexity.

5.4.3.2 Effect of the frame length

Two frame sizes had to be investigated within the framework of the BSDT project: 1024 bits

and 512 bits. Consequently, simulations were also undertaken for the short block size case for

all considered spectral efficiencies. In this section, we report the corresponding results for SEs

of 0.75 and 1.5 bps/Hz in fig. 5.6. The latter SE case has been chosen in order to observe the

effect of changing the frame size on the relative error correcting performance of the 64-state

CC with respect to the eBCH in the only TSE case (1.5 bps/Hz) where quasi-identical FER

performance was observed for both codes.

The obtained FER simulation results for the transmission of 512-bit frames are in line with

the ones previously presented for 1024-bit frames since no change in relative error correcting

behaviour of the different studied SCCPM solutions have been observed. Particularly, the

proposed SCCPM solution with an outer eBCH code remains the best compromise when the

frame size decreases.

5.5 Conclusion

In this project, we have proposed a pragmatic method to optimise coded CPM schemes for

a range of spectral efficiencies varying from 0.75 to 2.25 bit/s/Hz, targeting the return link
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Figure 5.6 — FER performance of R = 0.7 Q2RC, h = 3/7 and R = 0.761 Q3RC, h = 1/4

associated with (64,51) eBCH code, 4, 16, 32, 64-state CC and 16-state symbol based Ring

CC for 512-information bit frames and TSE of 0.75 and 1.5bps/Hz.

of broadband satellite communications. Innovative contributions have been proposed in this

context namely a method for the choice of CPM parameters and the outer code solution.

The resulting CPM system offers the best possible convergence threshold while achieving

FER below 10−6 without change in the slope. This is due to the good distance properties of

eBCH codes improving the joint performance of the concatenated SCCPM scheme and that

for every value of the spectral efficiency.
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In this second part of the manuscript, we have investigated SCCPM schemes in order to

provide a technical solution to the design of a broadband satellite link. Some were inspired

by previous works, the remaining others bear our marks. From our innovative contributions

we would like to cite a method for choosing the set of CPM parameters, CPM precoding

with convolutional codes over rings, a symbol based outer code solution using double binary

convolutional codes, Flexi-like and eBCH outer code solutions. Some of these have proven to

be particularly adapted to the targeted application, namely the contribution on optimizing

the choice of CPM parameters and the proposition of eBCH as coding solution. Both allowed

us to fully satisfy the design objectives in the context of the BSDT project.



Conclusion

THE work accomplished in the context of this PhD thesis spans the wide field of coded

modulations while treating several aspects. The obtained results have found their way

into implementation. They are divided into two main fields of interest:

In the first part, we have investigated linear high order modulation schemes such as QAM

and PSK and their association with forward error correcting codes. After taking notice of

the degradation in performance when transmitting over fading channels, we have defined

the underlying reasons. Once depicted, factors acting on error correcting performance were

clearly identified. In fact, diversity order represents the coded modulation parameter with

the greatest influence.

Afterwards, we have proposed adequate solutions intended to increase the diversity order.

This latter can be doubled by introducing minor modifications to the modulator and the

demodulator inducing only a small increase in overall system complexity. A joint iterative

demodulation and decoding process was carried out in order to fully take advantage of the

increased diversity. Promising results have shown an improvement in error correcting per-

formance on both fronts, waterfall and error floor, in most coded modulation cases. Floors

lowered by two orders of magnitude or earlier convergence thresholds by 0.75 to 1.00 dB have

been frequently obtained.

Future works on the subject are expected to treat three main aspects:

Results have been so far obtained while assuming a perfect channel estimation. The

extension of the promising results to channels with partial CSI constitutes one of the steps

to be made.

When very low error floors are targeted, Monte Carlo simulations represent time consum-

ing operations. Consequently, adapting bounding techniques to the introduced modifications

shall be investigated in order to propose an alternative to simulation.

Up until now, we have studied the association of turbo codes and modulations with signal

space diversity. The extension to other types of strong outer codes namely LDPC is planned.

The diversity increase solution described in this part of the manuscript represents one of

the contributions of the response to the DVB-T2 call for technology in June 2007. In this

context, the work perspectives will be thouroughly investigated.

173
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In the second part, we have investigated power and bandwidth efficient modulation

schemes intended for a satellite link. Undertaken work is registered as a part of a Euro-

pean Space Agency funded project. Investigated schemes concern mainly continuous phase

modulation where one of the existing families, namely MSK, has already been adopted in

several standards and applications. High order CPM systems have yet to find their way into

practical applications basically because of the high implementation complexity of the receiver.

However, thanks to the great advancement made these recent years in computational power

of integrated circuits and the advantages of this type of modulation, a renewed interest in

CPM was born.

Our study provides answers to the choice of CPM parameters, the selection of the outer

code solution, the mapping and the interleaving type for attaining FER in the order of 10−6

without change in the slope while operating at spectral efficiencies up to 2.25 bps/Hz. It

includes innovative contributions that found their way into literature. Promising results sat-

isfying design constraints for a broadband satellite link were obtained thanks to our proposed

method for choosing CPM parameters on one side and our selection of the outer code solution

on the other side.

This study does not have any foreseen technical follow up in the near future at the

Electronics department of ENST Bretagne. However, obtained results are at the basis of

prototype implementation at this time.

Additional work has been performed during this PhD thesis that has not been addressed

in this manuscript. In 2004, we have participated in a project with partners from the Ecole

Nationale des Télécommunications (ENST), the Institut National des Télécommunications

(INT) and the EURECOM institute. The goal of this study was to conceive a low cost and

power consumption wireless product using Ultra Wide Band (UWB) architectures for indoor

high throughput short distance use. In this context, we have investigated the association of

turbo codes and Pulse Position Modulation (PPM) over UWB channels. Innovative results

with performance less than 1.0 dB from capacity have been published and set the road for a

successful hardware prototyping.
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