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Résumé étendu (French extended
abstract)

Introduction

Le traitement d’antenne multicapteurs ainsi que le traitement du signal radar ont beau-

coup d’applications pratiques.

Le traitement d’antenne multicapteur peut e utilisec diffnts types d’ondes telles que les

ondes sismiques, acoustiques, ctromagnques ou ultrasoniques. Les applications possibles

en traitement d’antenne multicapteurs sont nombreuses. On peut en citer quelques-unes

comme l’astronomie, les tcommunications (communications sans fil), les raux de micro-

phone, localisation de l’centre d’un tremblement de terre, la location de vide naturel ou

enthropique, l’imagerie mcale, la localisation d’objets ou de raux enterr l’imagerie subsur-

face, etc. Les signaux issus d’un rau de capteurs formant une antenne livrent les informa-

tions recherch sur le champ d’onde crar les sources. Ce traitement permet ainsi de dcter et

de localiser des tteurs par rapport au rau d’antennes. Dans cette thtique, nous nous sommes

principalement intss l’application de l’antenne multicapteurs aux ondes ctromagnques et

ceci dans le contexte des tcommunications et du ge civil. A ce jour, de nombreux progront

encore attendus en traitement d’antenne multicapteur (tels que la rction de la complexitl-

culatoire des modes existantes, l’amoration de la rlution et de la prsion des modes), et ceci

notamment dans un contexte de sources cohntes. L’objectif de cette th est alors de riser de la

localisation de sources, d’objet en champ lointain et/ou en champ proche dans un contexte

o les signaux sont cohnts, ayant un faible nombre d’observations.

Le traitement du signal radar s’intsse mesure de l’amplitude des os rodiffusinsi qu’aux

temps de retard de ces os. Dans le contexte d’luation et de contrle non destructif (E&CND),

le radar, et plus particuliment le radar ghysique, utilise les propris de propagation des on-

des ctromagnques (EM) pour drminer la gie et la structure d’un milieu dictrique sondlle
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permet ainsi de dcter, de localiser, de caractser et d’identifier des objets ou couches inteur

de ce milieu. Ainsi, les permittivitelatives et les isseurs des diffntes couches d’un milieu

peuvent e estim. Dans cette thtique, nous nous sommes intss l’auscultation des chauss par

radar ghysique pour estimer des isseurs fines. Plus particuliment, nous nous sommes intss

l’estimation des temps de retards des os rodiffusans une configuration de mesure en champ

lointain et dans le contexte o les signaux sont cohnts et mng. A ce jour, de nombreux

progront encore attendus avec le radar ghysique (tels que la rction de la complexitlculatoire

des modes existantes, l’amoration de la rlution et de la prsion des modes), et ceci lement

dans un contexte de sources cohntes.

Ainsi, cette th a pour objectif de proposer et de dlopper de nouvelles modes de traite-

ment (d’antenne multicapteurs et du signal radar) efficace pour des signaux cohnts, ayant

un faible nombre d’observations temporelles. Les modes propos dans cette th ont lu en

termes de rlution, du rapport signal sur bruit et du temps de calcul sur des signaux simult

rs.

Mod du signal et algorithme

Tout d’abord, le mod de signal utilisur localiser les sources (estimation des directions

d’arriv, DDA) et pour estimer les temps de retard en champ lointain est prntection 2.2).

Puis, diffntes modes de la littture bas sur un mod de signal a priori sont dites. La mode con-

ventionnelle « formation de voies », qui poss une rlution limitar la taille du rau de capteurs,

est prnt Les modes bas sur la prction linre qui ont une rlution plus vue les modes conven-

tionnelles sont lement prnt. De plus, une famille de modes (MUSIC, ESPRIT) exploitant les

propris de la dmposition en ments propres de la matrice de covariance des observations est

lement dite pour estimer les directions d’arriv. Ces modes us-espaces prntent la caractstique

de fournir en termes de rlution, des performances asymptotiques illimit et indndantes du

rapport signal sur bruit. Nmoins, ces modes us-espaces ne sont pas applicables directement

dans un contexte de sources cohntes. En effet, dans ce contexte, des modes de praitement

comme la mode SSP (Spatial smoothing preprocessing) sont nssaires. Ensuite, une mode

baseulement sur les donn, une mode d’apprentissage automatique supervisppelVR (pour

Support Vector Regression) est prnt Cette mode est dite pour la localisation de sources en

champ lointain.

Dans un second temps, le mod de signal ainsi que des modes haute rlution sont prntour

localiser les sources en champ proche (section 2.3). En champ lointain, une source est
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parameulement par sa direction d’arriv Quand les sources sont proches du rau de capteurs

et qu’elles se situent dans une situation de champ proche, cette hypoth n’est plus valide. En

effet, dans ce cas, le front d’onde du signal est sphque et deux parames sont alors nssaires

pour localiser les sources : la direction d’arrivt la distance entre la source et le rau de

capteurs.

De nombreuses modes ont d propos dans la littture pour localiser des sources en champ

proche comme par exemple la mode du maximum de vraisemblance et 2D-MUSIC. Ces

modes sont caracts par une recherche multidimensionnelle. Ces deux modes possnt alors

une complexitlculatoire trmportante. Afin de rire cette complexitlculatoire, plusieurs modes

de la littture, comme la mode symique, la mode inter-diagonale et la mode de focalisation

ont propos rtir de matrice spfique (ne contenant que l’information direction d’arriv. La

recherche des parames timer devient alors monodimensionnelle. Les distances entre les

sources et le rau de capteurs sont ensuite estim par des modes us-espaces en utilisant les

directions d’arriv prablement estim.

Mode propose localisation de sources en champ lointain

Dans ce chapitre, nous proposons de combiner les thies de la mode SVR et des modes

de traitement du signal se de mod de signal a priori pour estimer les directions d’arriv

dans un contexte o les sources sont cohntes. Nous nous sommes intsslus particuliment aux

modes de prction linre (PL). Les modes de prction linre sont capables implicitement de drrr

les signaux (gr ur formalisme mathtique). De plus, ces modes possnt aussi une rlution plus

grande que les modes conventionnelles. En outre, les modes de prction linre ne nssitent pas

de dmposition en ments propres de la matrice de covariance des observations. Cependant,

les modes de prction linres ne fonctionnent pas lorsque le nombre d’observations devient

faible. La mode SVR a d combinvec plusieurs mods linres, comme par exemple le mod

autoressif (AR) ou le mod ARMA (mod autoressif et moyenne mobile). Thiquement, le

mod autoressif est proche du mod de prction linre direct (ou avant, forward en anglais)

(FLP). Mais la prction linre directe-rograde (ou avant-arri, foward-backward en anglais)

donne de meilleures performances que la mode de prction avant. Ainsi, nous proposons

de combiner la thie de la SVR avec la thie de la prction linre avant-arri. Pour combiner

ces deux modes, les variables complexes sont transform en parties rle et imaginaire. La

mode des multiplicateurs de Lagrange et les conditions de Karush-Kuhn-Tucker sont utilis

pour rudre le probl d’optimisation. Les performances de la mode proposont lu avec diffntes
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simulations. La combinaison de la thie de ces deux familles de modes permet d’amorer la

robustesse de l’estimation pour des signaux cohnts, ayant un faible nombre d’observations.

Mode proposour l’estimation des temps de retards avec un

radar ghysique

Dans ce chapitre, nous proposons d’ndre la mode proposu chapitre 3 pour l’estimation

des temps de retards des os rodiffusvec un radar ghysique dans une configuration de mesure

en champ lointain et dans le contexte o les signaux sont cohnts. L’objectif est d’estimer les

diffnts temps de retard pour estimer dans un second temps les isseurs des diffntes couches

d’un milieu stratifie milieu di auscultns cette th est la chauss Contrairement au chapitre 3,

les variables complexes de la mode proposont formul directement dans le domaine com-

plexe avec le calcul de Wirtinger. Ce formalisme permet d’utiliser les donn complexes de

mani plus naturelle. Les performances de la mode proposont analys avec des donn simul et

expmentales. Le comportement de la mode est analysec deux bases de donn de deux exp-

mentations : la premi en laboratoire sur une dalle en PVC et la deuxi sur une chaussu man

de fatigue de l’IFSTTAR. Les rltats de simulations et des expmentations ont montr capacit

la mode propos estimer des temps de retard des os rodiffusour des signaux cohnts, ayant un

faible nombre d’observations. Une analyse de sensibilits diffnts parames est lement ris

Mode propose localisation de sources en champ proche

Dans le chapitre 5, nous proposons une mode de localisation de sources en champ

proche dans le contexte o les sources sont cohntes. Quand les sources sont proches du

rau de capteurs et qu’elles se situent alors dans une situation de champ proche, le front

d’onde du signal est sphque. Deux parames sont alors nssaires pour localiser les sources :

la direction d’arrivt la distance entre la source et le rau de capteurs. Par consent, le dasage

entre les sources est un mod non linre. Ainsi, afin de drrr les sources, une technique de fo-

calisation est appliquour transformer le mod de signal de champ proche (dasage non linre)

en un mod de signal en champ lointain (dasage linre). Ensuite, les modes de praitement

comme SSP peuvent e appliqu pour drrr les sources. Une mode us-espaces (ESPRIT, MU-

SIC, etc) peut ensuite e utilisour estimer les directions d’arriv La distance entre les sources

et le rau de capteurs sont quant le estimar la mode du maximum de vraisemblance en util-
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isant les directions d’arriv prablement estim. La mode proposst luvec des simulations en

fonction du rapport signal sur bruit et du nombre d’observations.

Conclusion et perspectives

Dans cette th, on se focalise sur la localisation de sources en champ lointain et en champ

proche ainsi que l’estimation des temps de retard des os rodiffusn champ lointain. Les

objectifs de cette th sont de proposer et dlopper de nouvelles modes de traitement (d’antenne

multicapteurs et du signal radar) efficaces pour des signaux cohnts, ayant un faible nombre

d’antillons. Les modes propos ont lu en termes de rlution, du rapport signal sur bruit, du

nombre d’antillons. et du temps de calcul sur des signaux simult rs.

En perspective s travaux, les modes propos pourront e ndues au radar ghysique ayant

plusieurs antennes ttrices et rptrices (configuration MIMO).

De plus, la mode M-SVR pour multiple-output SVR pourra lement e utilisour riser de

l’estimation multiparames (par exemple temps de retard et rugosit direction d’arrivt dis-

tance).
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1
Introduction

Source localization and time-delay estimation (TDE) are of great importance in practical

engineering applications. First, we present the fundamental issue and motivation concern-

ing this topic. Then, we summarize the development of key signal processing techniques

in localization and estimation problems. In particular, support vector regression (SVR), a

sparse machine learning method, and its implementation in signal processing, are specially

reviewed. In the end, the main contributions and the organization of this thesis are provided,

which is followed by a list of related publications.

1.1 Issue and motivation

Maxwell’s equations published in 1865 lay a solid theoretical foundation for the further

research and development of electromagnetic (EM) mechanisms. The history spans more

than two centuries and nowadays it is still evolving and active. During World War II (1939-

1945), the military applied the radio based radar systems to detect and track enemy aircrafts

[1, 2, 3]. The term ’radar’ is short for RAdio Detection And Ranging, which also indicates

its two main tasks: detecting a target and determining its range.

Apart from the pioneering applications of EM theory in military, it also has numerous

brilliant representatives in civil and commercial domains, for example, remote sensing,

communication, medical imaging, and ground penetrating radar (GPR). Remote sensing
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techniques monitor and measure the EM radiation emitted or reflected by the medium (the

earth, the atmosphere, the oceans) using satellites, aircrafts or other instruments with a

certain distance [4].

Communication systems transfer information between different points in space or time

through EM waves and channels [5]. In medical imaging, EM based equipments like com-

puted tomography (CT), magnetic resonance imaging (MRI), contribute efficiently in the

detection of a variety of diseases and the interpretation of physical states [6].

GPR is a non-destructive geophysical technique that uses radar pulses to probe media,

including pavements, land mines, buried objects [7, 8]. In civil engineering, the information

of the vertical structure of the stratified pavements can be extracted from GPR profiles by

means of time-delay estimation and amplitude estimation [9].

Theses applications cover the EM spectrum from low-frequency radio waves to the

microwave, infrared, visible, x-ray regions. In general, these applications are either to

detect signals or to extract the information within the signals. In this thesis, we deal with

the common case of signal detection and parameter estimation problem with radar systems,

that is, source localization and TDE (especially with GPR).

In radar systems, a single antenna or an array of antennas are used to collect the infor-

mation of signals. The field in front of the arrays is composed of three regions: the reactive

near-field region, the radiating near-field region (also called as the Fresnel region), and the

radiating far-field region [10]. Figure 1.1 demonstrates the filed composition, where D is

the aperture of the array and λ is the wavelength. The propagation pattern of EM waves

varies in different regions. When a source is in far-field, the wavefront received at the

array is assumed to be planar. Nevertheless, in near-field (radiating near-field), the plane

wave assumption is no longer valid and the wavefront becomes spherical, which shows high

nonlinearity. According to the wave propagation schemes, the information of direction of

arrival (DOA) is sufficient in the localization of sources in far-field while in near-field, both

DOA and range are necessary. Therefore, the positions of the sources with respect to the

antennas and the wave propagation schemes should be considered in source localization

problems.

Besides, the received signals might be partially correlated even coherent in practical

environments. Two signals are assumed to be coherent if one signal is a scaled and delayed

replica of the other [11]. In pavement survey using GPR, the received backscattered echoes

are the time-shifted and attenuated replicas of the source signals and hence they are coherent

[9, 12]. Smart jammers and the multi-path propagation of EM waves are also factors that
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Figure 1.1 – Field composition of array networks.
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induce coherency [13]. The coherence between signals degrades the performance of signal

processing methods, which adds up to the difficulties in signal detection and estimation, not

only in far-field but also in near-field.

Moreover, the performance of source localization and parameter estimation algorithms

are affected by imperfect observation [14]. The imperfection can come from the electri-

cal receivers’ noise, the environment disturbance, or short observation records. As stated

before, the process of signal detection and estimation is to detect and extract the informa-

tion from the information-bearing signals. A robust signal detection and estimation system

against noise, limited observation, and modeling error is therefore important.

An additional problem arises when the signals are too close to each other. In source lo-

calization, one goal is to locate closely spaced sources even if they are within the Rayleigh

resolution [15]. The same problem exists in TDE when the time-delays are too close. For

example, in the probing with GPR of thin pavements, the reflected echoes are overlapped

and we can not directly distinguish them. Thus, one of the goals is to improve the reso-

lution of the observation tools. To achieve this goal, we can use more sensors to enlarge

the aperture or widen the frequency bandwidth of GPR. However, the improvement of the

resolution is more convenient with signal processing algorithms.

1.2 Literature review

This thesis focuses on the source localization (in far-field or near-field) and TDE with

high resolution in scenarios where the signals are coherent and the number of snapshots is

low.

The signal model in GPR applications is similar to that of source localization in far-

field. Therefore, source localization methods in far-field can be applied to TDE. In the

following, classical signal processing methods in far-field and near-field will be reviewed

and summarized. Furthermore, the applications of SVR, a sparse machine learning method,

will be reviewed and discussed in several signal processing problems.

1.2.1 Classical signal processing methods

Fourier-based methods belong to the conventional signal processing methods, for ex-

ample, classical beamforming [16] for DOA and inverse fast Fourier transform (IFFT) for

TDE [9]. However, its performance is limited by the Rayleigh resolution [15]. In order
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to go beyond the Fourier limit, Capon beamformer (or minimum variance distortionless

response, MVDR) [17] is proposed, which has a better resolution.

Linear prediction (LP) methods are commonly applied in the context of time series anal-

ysis. They make use of known observation sequences for the prediction of unknown ones by

minimizing the mean square prediction error. In 1967, Burg et al. [18] successfully applied

LP theory in the estimation of DOA for the first time, which was also called the maximum

entropy method (MEM). Later, there were other developments of LP in source localiza-

tion and parameter estimation, for example, autoregressive (AR), forward linear prediction

(FLP), backward linear prediction (BLP), and forward–backward linear prediction (FBLP)

[19, 20]. The principle of AR is closely related to FLP [21]. For comparison, LP meth-

ods have higher resolution than conventional signal process methods. They perform spatial

smoothing implicitly, which is of great importance with coherent signals [13].

Maximum likelihood (ML) principle has applications in source localization problems.

There are two different ML approaches, deterministic maximum likelihood (DML) and

stochastic maximum likelihood (SML), according to the assumptions about the emitter sig-

nals [15]. The solution of ML leads to a multidimensional (MD) nonlinear optimization

problem of which the computational burden is high [15, 22]. But it has asymptotically best

performance and can handle not only independent signals but also coherent signals.

In 1979, Schmidt et al. [23] proposed the famous multiple signal classification (MUSIC)

method, which opened a new page in the signal processing history with asymptotic infinite

resolution and unbiased estimation performance. The principle of MUSIC is based on the

assumption of the orthogonality between the noise and signal subspaces. The subspaces

are obtained through the eigen value decomposition (EVD) of the covariance matrix of the

received signals. However, the implementation of traditional MUSIC has a considerable

computational burden through the spectrum searching. A polynomial version of MUSIC,

namely, root-MUSIC, was proposed to reduce the computational time in [24]. In 1986, Roy

et al. [25] proposed a method exploiting the signal subspace, called as estimation of signal

parameters via rational invariance technique (ESPRIT). ESPRIT is a search-free method

and its computation burden is close to that of root-MUSIC. There exists also the family of

propagator methods (PM) [26]. These methods have high accuracy and resolution. They

don’t require EVD of the covariance matrix.

Unfortunately, the performance of high resolution methods (MUSIC, ESPRIT, PM, etc)

degrades in the presence of highly correlated signals, owing to the rank-loss of the covari-

ance matrix [13, 27, 28].
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In 1980s, the spatial smoothing preprocessing (SSP) technique was proposed to restore

the rank of covariance matrix in coherent scenarios [13, 29]. Inspired by LP, SSP decor-

relates signal by averaging overlapping sub-matrices of covariance matrix. The method in

[13, 29] was a single-direction SSP technique in the early stages. Various kinds of improve-

ments were developed thereafter. Like in FBLP, a modified spatial smoothing preprocessing

technique (MSSP) was proposed in [30] by making use of forward–backward (FB) sub-

matrices of the covariance matrix to improve the performance of the single-direction one.

The authors in [31] developed a computational efficient version of MSSP. In [32], the cross

correlation in each sub-matrix was employed along with the auto-correlation information

during the processing. The authors in [33] focused on the correlated noise in coherent sce-

narios using MSSP and spatial differencing method. DOA finding of multi-group coherent

signals was considered in [34]. The SSP techniques above were restricted to uniform lin-

ear array (ULA) configurations. The authors in [35] presented a modified SSP for uniform

circular array (UCA) by transforming the steering vector into a virtual array with Vander-

monde structure. The SSP procedure was also extended to other nonlinear configurations

of array of antennas by using interpolation [12]. However, SSP suffers aperture loss since

the decorrelation is based on the sub-matrices of covariance matrix.

Around 2005, several methods [36, 37] have been proposed to reconstruct new matrices

whose ranks are independent of the coherency between signals in the estimation of DOA.

In [36], a Toeplitz matrix was reconstructed to estimate DOA. This method is not affected

by the coherency and provides satisfactory performance. But it leads to a reduction in array

aperture. A non-Toeplitz matrix was introduced in [37] to resolve more sources than the

number of sensors under the coexistence of coherent and incoherent signals.

Early implementations of the above signal processing methods (including decorrelation

techniques) were dedicated to source localization in far-field. However, near-field source

localization is also of high practical importance. In this case, two parameters are necessary:

range and DOA. In [38], the extensions of MUSIC and ML were proposed in near-field situ-

ations with multidimensional (MD) search (2 dimensional search for MUSIC, 2D MUSIC).

The spherical wavefront in near-field has high nonlinearity and the phase shift between ele-

ments is nonlinear. For simplification, the nonlinear phase shift expression is approximated

by using the second order Taylor series. A lot of methods exploit this approximation and

provide good estimation results. In 2005, the authors in [39] presented a weighted linear

prediction method, which makes use of the anti-diagonal elements of the covariance ma-

trix. But this method requires the pairing of parameters (both DOA and range). In 2007, the
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authors in [40] proposed an efficient near-field source localization method via symmetric

sub-arrays without parameter pairing. The symmetric based method requires K + 1 times

1D search in total, with K the number of sources. However, the maximum number of re-

solvable sources of [40] in the symmetric based method is N (the ULA is composed of

2N + 1 sensors) [41]. Likewise, in 2012, [42] proposed another K + 1 times 1D search

source localization method. It reconstructed a new matrix with the anti-diagonal elements

of the covariance matrix of observations to obtain DOAs. The range of each source can

be obtained from the covariance matrix of the whole array and the estimated DOA. This

method uses overlapping sub-arrays so that it has reduced aperture. In 2008, the authors

in [43] proposed a focusing-based method to transform the near-field signal model into a

far-field-like one. This method firstly estimates the DOA of each source and then performs

a 1D search with the estimated DOA to obtain the corresponding range. Unlike [40, 42],

the focusing-based method doesn’t require symmetric array configuration.

The sub-array processing (SAP) technique in [44, 45] also allows to transform the spher-

ical field for the whole array to locally planar field for each sub-array by using array par-

tition. The DOA at each sub-array is estimated with far-field source localization methods.

Then, the positions of the sources are obtained with the DOAs at different sub-arrays. The

SAP technique works in coherent scenarios. However, the number of array elements should

be large because the transform from near-field to far-field greatly reduces the real effective

aperture. Besides, SAP can not work with closely located sources.

There are also researches making use of higher order cumulant in source localization

problems [46, 47, 48]. The cumulant methods are robust to Gaussian noise and have higher

degrees of freedom. However, they are generally more computational expensive than the

second-order based methods.

In near-field, the signals are mostly considered as non-coherent in the literature. Con-

ventional far-field decorrelation techniques, like SSP, have limitations in near-field since

the phase shifts of signals in near-filed are nonlinear [49].

1.2.2 Support vector regression (SVR)

Support Vector Machine (SVM) is a machine learning method proposed by Vapnik

in 1990s [50]. There are two general formulations of SVM: support vector classification

(SVC) and support vector regression (SVR). Based on the principle of structural risk mini-

mization, SVM has fantastic generalization ability. They are good sparse machine learning

methods able to deal with small samples.
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In the literature, SVR has many signal processing applications, which can be classified

into two approaches. One is to use the training and testing of SVR to approximate the

mapping between the variables to be estimated and known features, which is the typical

supervised machine learning process. The features are usually elements of the correlation

matrix of the received signals, as in [51, 52, 53, 54]. In this way, models can also be trained

off-line to operate efficiently. Details can be found for the estimation of DOA in [51, 52, 53]

and time-delay in [54]. The performance of the supervised SVR depends on the learning

database.

The other approach combines the theory of SVR with classical signal processing meth-

ods. In [55], an SVR-based beamforming method was proposed to control the level of beam

sidelobes. Similarly, the authors in [28] combined SVR with Capon and then MUSIC for

the estimation of DOA. In coherent scenarios, the proposed method in [28] uses an addi-

tional SSP method or a recursive approach. The work in [28] also requires the repetition of

the SVR procedure along the DOA spectrum, which needs more computational time.

Besides, there are combinations of SVR with linear signal processing methods. A sup-

port vector autoregressive method (AR-SVR) is proposed for frequency estimation prob-

lems [56, 57]. The authors in [58] combine autoregressive moving average (ARMA) with

SVR for system identification problems.

The theory of SVM is originally developed in the real domain. However, the signals

are complex-valued in radar and communication systems. The complex characteristic of

signals motivates the complex representation of SVR in signal processing [28, 55, 59]. The

complex optimization function of SVR can be formulated in terms of real and imaginary

parts [55] or directly in the complex domain [28, 59].

1.3 Main contributions

The main contributions of this thesis are summarized as follows.

1. The first contribution is the formulation of linear SVR equations in the complex

domain with Wirtinger’s calculus and the quadratic optimization function. We also

present the sensitivity analysis of SVR parameters with complex-valued signals (in

TDE).

2. The second contribution is the proposal of FBLP-SVR, a combination between SVR

and FBLP. Unlike traditional supervised machine learning process (training and test-

ing), we propose to combine the theory of SVR with FBLP in this thesis to calculate
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the weight coefficient vector without using covariance matrix of received signals.

SVR is a sparse machine learning method and LP methods perform SSP implicitly.

The proposed method is applied to estimate DOA in far-field and time-delay. FBLP-

SVR shows better performance in the context of low snapshots and coherent signals.

Its effectiveness is validated through simulations and experiments.

3. The third contribution is the proposal of near-field source localization method with

closely located sources in coherent scenarios. The proposed method firstly uses a

focusing technique to transform the near-field situation into far-field. Then, SSP is

applied to decorrelate signals and DOA is estimated with a subspace method. From

the estimated DOAs, the range of each source is estimated by using ML.

1.4 Thesis organization

The reminder of the thesis is organized as follows. In Chapter 2, we firstly introduce

the signal models in far-field and near-field. The signal model to estimate time-delay is

also presented, which is very close to the signal model for DOA finding in far-field. Then,

the corresponding review of signal processing methods are provided in each field. The

theory of SVR is introduced to estimate DOA in far-field by using the supervised learning

approach.

Chapter 3 presents the proposed DOA finding method in coherent environment and in

far-field. The proposed method combines the theories of SVR and FBLP. FBLP is able

to directly deal with coherent signals while SVR is robust with small samples. The pro-

posed method combines the advantages of FBLP and SVR in the estimation of DOA. Its

performance is validated with numerical simulations in coherent scenarios, in terms of an-

gle separations, numbers of snapshots, signal-to-noise ratios (SNRs), and steering vector

uncertainty. The signals and variables in this chapter are converted from the complex to the

real domain for the implementation of SVR. The work in Chapter 3 is published in [60].

In Chapter 4, we propose to extend FBLP-SVR in TDE with GPR signals. Here, SVR is

directly formulated in the complex domain with Wirtinger’s calculus to deal with complex

data in a more natural way. The proposed method is tested with numerical and experimental

data in coherent scenarios with overlapping, non-overlapping echoes and limited snapshots.

The results demonstrate the effectiveness of the proposed method. The work in Chapter 4

is published in [61].

Chapter 5 presents the localization of two closely located sources in near-field and co-
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herent scenarios. The sources in near-field are parameterized with both the DOA and the

range. In the proposed method, the estimation of DOA is performed by using the focusing

technique, SSP and a subspace method. Then, the range of each source is estimated by

using ML with the obtained DOAs. The performance of the proposed method is evaluated

with several simulations.

Chapter 6 gives the conclusion, perspectives and future work.
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2
Signal model and algorithms

2.1 Introduction

This chapter presents the signal models for the source localization in far-field and near-

field. Then, several signal processing methods are reviewed in each filed. Moreover, the

signal model to estimate the time-delay is also presented and compared with that in far-field

source localization. Particularly, SVR, a machine learning method, is presented to estimate

DOA in far-field.

2.2 Far-field

The assumption for the far-field condition is that the distance between the source and

sensors is larger than 2D2/λ, with D the aperture of the array and λ the wavelength of

the imcoming signals. The wavefronts of signals in far-field are considered as planar. In

consequence, only DOA is necessary in far-field source localization.

2.2.1 Signal model

Consider a ULA with M isotropic antenna elements, as shown in Figure 2.1. There are

K far-field narrow band incoming signals impinging on the sensors, which are corrupted
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by an additive Gaussian white noise (AGWN). The output of sensor m can be expressed as:

xm(t) =
K∑
k=1

sk(t)e
−j2π d

λ
(m−1) sin(θk) + nm(t) (2.1)

where sk(t) denotes the kth incoming signal received at the first antenna; θk is the corre-

sponding DOA of the kth signal (with respect to the normal line of the array); nm(t) is the

AGWN at the mth antenna with zero mean and variance σ2; d denotes the distance between

two adjacent sensors.

1                                                                                                                              M                                                                                                                            

θ 

Figure 2.1 – Uniform linear array configuration in far-field source localization.

In vector form, the output of sensors x(t) = [x1(t), . . . , xM(t)]T can be formulated as

follows:

x(t) = As(t) + n(t) (2.2)

with the following notations:

• s(t) = [s1(t), . . . , sK(t)]T , is the vector of received signals; the superscript T de-

notes transpose operation;

• n(t) = [n1(t), . . . , nM(t)]T , is the noise vector;

• A is the mode matrix, A = [a(θ1), . . . , a(θK)]; each column of A is given by a(θk) =

[1, . . . , e−j2π
d
λ
(M−1) sin(θk)]T .

The theoretical covariance matrix is R = E[x(t)x(t)H ] = ARsAH + σ2I, where E[.] de-

notes ensemble average; Rs is the covariance matrix of the received signals; the superscript

H denotes transpose conjugate operation and I is the M ×M identity matrix.
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The exact covariance matrix of received signals in not available in practical applications.

But it can be approximated by the sample covariance matrix as follows:

R ≈ 1

L

L∑
t=1

x(t)x(t)H . (2.3)

where L is the number of snapshots.

The larger the number of snapshots L is, the closer the approximated covariance matrix

is to the theoretical one.

Now, we present an extension of the signal model to TDE within a stratified medium.

Here, we propose to use GPR to probe the stratified medium, as shown in Figure 2.2.

Layer 1

Layer 2

Layer 3

0r

1r

2r

3r

1 ( 1)S  1 ( M1)MS  2 ( 2)S 

Layer 0 (Air)

0 ( 0)S 

1 H

2 H

Figure 2.2 – Profile of a stratified medium.

Assume the GPR observations are conducted with M discrete frequencies. The fre-

quency fm is defined as fm = f1 + (m − 1)∆f , with f1 the beginning of the bandwidth

and ∆f the frequency difference between two adjacent frequencies, m = 1, . . . ,M . The

received signal at frequency fm can be expressed in frequency domain as [9, 62, 63]
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gm =
K∑
k=1

emske
−j2πfmτk + nm (2.4)

where K is the number of backscattered echoes, which can be primary and multiple reflec-

tion echoes; sk denotes the amplitude of the kth backscattered echo; τk is the kth time-delay

corresponding to the kth echo; em represents the radar pulse in the frequency domain at fre-

quency fm; nm is an AGWN with zero mean and variance σ2.

In frequency bandwidth B, the received backscattered echoes can be written as follows:

x = ΛAs + n (2.5)

with the following notations:

• x = [g1, . . . , gM ]T is the received GPR signals;

• s = [s1, . . . , sK ]T is the source vector composed of echo amplitudes;

• n = [n1, . . . , nM ]T is the complex noise vector;

• Λ = diag[e1, . . . , eM ] is a diagonal matrix and the elements are the Fourier trans-

form of the radar pulse;

• A = [a(τ1), . . . , a(τK)] is called mode matrix whose columns are defined as a(τk) =[
e−j2πf1τk , . . . , e−j2πfM τk

]T , k = 1, . . . , K.

Table 2.1 shows the summary of the signal models for DOA and TDE in far-field. It is

obvious that the variables and expressions of signal models are close to each other. In TDE,

M becomes the number of frequencies and K the number of echoes.

Table 2.1 – Summary of signal models in far-field.
DOA TDE

Configuration
1                                                                                                                              M                                                                                                                            

θ 

Layer 1

Layer 2

Layer 3

0r

1r

2r

3r

1 ( 1)S  1 ( M1)MS  2 ( 2)S 

Layer 0 (Air)

0 ( 0)S 

1 H

2 H

Parameter θ τ

Signal Model x(t) = As(t) + n(t) x = ΛAs + n

M Number of sensors Number of frequencies

K Number of sources Number of echoes
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In the following, we will present the signal processing methods only for DOA. But the

extensions of the DOA estimation metods to TDE remain valid by taking into account the

radar pulse in the model.

2.2.2 Capon beamforming

The objective of Capon beamforming [17] is to minimize the output power with respect

to a spatial filter ωCapon, under a unit constraint to the steering direction:

min
ωCapon

ωHCaponRωCapon (2.6)

s. t. ωHCapona(θ) = 1.

The solution of (2.6) is given by:

ωCapon =
R−1a(θ)

aH(θ)R−1a(θ)
. (2.7)

The DOAs can be estimated by searching the following 1D spectrum:

PCapon(θ) =
1

aH(θ)R−1a(θ)
. (2.8)

The peak positions indicate the estimated DOAs of the sources.

2.2.3 Linear prediction (LP)

LP is built on a predictive filter and a prediction error filter [27]. The function of the

predictive filter is to predict unknown values with known observations while the prediction

error filter is to adjust the filter weights according to the errors between the true values and

the estimations.

FBLP makes use of the observations from both the forward and backward sensor obser-

vation sequences in the estimation. The observation sequence of sensormwith L snapshots

can be expressed as follows:

rm = [xm(1), xm(2), . . . , xm(L)]T . (2.9)

When the order of the prediction filter is P , the prediction equation can be written in matrix

form [19, 27]:
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

rP rP−1 . . . r1
...

...
...

rM−1 rM−2 . . . rM−P

. . . . . . . . . . . . . .

r∗2 r∗3 . . . r∗P+1
...

...
...

r∗M−P+1 r∗M−P+2 . . . r∗M


︸ ︷︷ ︸

Z


ω1

ω2

...

ωP

 =



rP+1

...

rM

. .

r∗1
...

r∗M−P


︸ ︷︷ ︸

y

. (2.10)

FLP and BLP can be expressed with the first and second halves (above and below the dotted

line) of (2.10), respectively. In a more compact way, (2.10) can be rewritten as:

ZωFBLP = y (2.11)

where y ∈ CNT×1, Z ∈ CNT×P and ωFBLP ∈ CP×1, NT = 2(M − P )L.

The weight coefficient vector ωFBLP is estimated by the following least-squares ap-

proach:

ωFBLP = R−1FBLP rFBLP (2.12)

where RFBLP = ZHZ/L and rFBLP = ZHy/L. The reverse of RFBLP requires the

inequality: NT > P so that RFBLP is a non-singular matrix. Hence we have the constraint

for the number of snapshots L: L > P/[2(M − P )].

According to [19], the order of the prediction filter P should satisfy: K 6 P 6 M −
K/2.

With the estimated weight vector ωFBLP , the power spectrum density (PSD) of FBLP

can be expressed as:

PFBLP (θ) =
1∣∣∣∣∣aH(θ)

[
1

−ωFBLP

] ∣∣∣∣∣
2 . (2.13)

Thanks to the mathematical formulation, LP methods are able to decorrelate coherent

signals. Besides, they have higher resolution than the conventional Fourier-based methods.
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2.2.4 High resolution methods

MUSIC

The general idea of MUSIC is based on the assumption of the orthogonality between the

noise subspace and signal subspace. The covariance matrix R can be formulated in terms

of eigenvalues and eigenvectors as follows:

R = UΣUH (2.14)

where Σ = diag[λ1, . . . , λM ], aM×M diagonal matrix with the eigenvalues in descending

order (λ1 ≥ · · · ≥ λK > λK+1 = · · · = λM = σ2) and U = [u1, . . . ,uM ], a M ×M

matrix of the corresponding eigenvectors.

Define the first K largest eigenvalues as the signal subspace eigenvalues Σs and the

associated eigenvectors as the signal subspace eigenvectors Us. Define the rest eigenval-

ues Σn and eigenvectors Un as the eigenvalues and eigenvectors of the noise subspace,

respectively. The matrices U and Σ can be rewritten as:

U =
[
Us Un

]
(2.15)

Σ =

[
Σs 0

0 Σn

]
. (2.16)

According to the above definitions and the properties of EVD, we have:

RUn = σ2Un = (ARsAH + σ2I)Un. (2.17)

Therefore, we deduce:

ARsAHUn = 0K×(M−K). (2.18)

Since A is a Vandermonde matrix and Rs has full-rank, (2.18) implies:

AHUn = 0K×(M−K). (2.19)

It is obvious in (2.19) that the noise subspace is orthogonal to the actual steering vector.

Consequently, the DOAs can be estimated by searching the peaks of the following 1D
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spectrum:

PMUSIC(θ) =
1

aH(θ)UnUH
n a(θ)

. (2.20)

ESPRIT

ESPRIT is developed with two overlapping sub-arrays. The first sub-array is composed

of the first M − 1 sensors in the ULA, while the latter is with the last M − 1. The cor-

responding source steering matrices of the two sub-arrays, A1 and A2, can be expressed

as:

A1 =


1 . . . 1
...

...
...

e−j2π
d
λ
(M−2) sin(θ1) . . . e−j2π

d
λ
(M−2) sin(θK)

 (2.21)

A2 =


e−j2π

d
λ
sin(θ1) . . . e−j2π

d
λ
sin(θK)

...
...

...

e−j2π
d
λ
(M−1) sin(θ1) . . . e−j2π

d
λ
(M−1) sin(θK)

 . (2.22)

A1 and A2 are related with a diagonal matrix as follows:

A2 = A1


e−j2π

d
λ
sin(θ1) . . . 0

...
...

...

0 . . . e−j2π
d
λ
sin(θK)


︸ ︷︷ ︸

Φ

= A1Φ.

(2.23)

The diagonal elements of Φ in (2.23) contain all the information about the DOAs.

According to the signal model (2.2), there exists a K ×K full-rank matrix T satisfying

A = UsT. As the whole array is partitioned into two parts, the signal subspace Us can be

split as:

Us =

[
Us1

last row

]
=

[
first row

Us2

]
. (2.24)

Likewise, we have:

A1 = Us1T (2.25)

and

A2 = Us2T. (2.26)
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Combining (2.23), (2.25), and (2.26), we have:

Us2 = Us1 TΦT−1︸ ︷︷ ︸
Ψ

= Us1Ψ.

(2.27)

The diagonal matrix Φ is composed of the eigenvalues of matrix Ψ. The matrix Ψ can

be obtained by the least-squares approach as follows:

Ψ = (UH
s1Us1)

−1UH
s1Us2. (2.28)

Then, we can estimate the DOAs through the eigenvalues of Ψ.

Spatial smoothing preprocessing (SSP)

Subspace methods, like MUSIC and ESPRIT, provide unbiased estimation and high

resolution. However, the properties of subspace method hold only when the rank of Rs is

K (or Rs is non-singular). If the input signals are fully correlated, Rs will be singular and

the rank of Rs is less than the number of sources.

Spatial smoothing preprocessing (SSP) techniques are proposed to solve this problem

with overlapping sub-arrays. In general, M identical observing sensors are arranged into Q

overlapping subsections. The number of sensors O in each subsection is associated with Q

by Q = M − O + 1. According to (2.2), the output of the qth subsection can be expressed

as:

xq(t) = AMΦq−1s(t) + nq(t), q = 1, . . . , Q (2.29)

where AM is a O ×K mode matrix and Φ = diag[e−j2π
d
λ
sin(θ1), . . . , e−j2π

d
λ
sin(θK)].

The covariance matrix of the qth subsection is:

Rq = E[xqxHq ] = AMΦq−1Rs(Φ
q−1)HAH

M + σ2IO×O. (2.30)

According to [13], the averaged covariance matrix by using SSP can be formulated as:

RSSP =
1

Q

Q∑
q=1

Rq. (2.31)
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The forward–backward averaged covariance matrix is expressed as [30]:

RMSSP =
1

2Q

Q∑
q=1

(Rq + JR∗qJ) (2.32)

where J is the exchange matrix.

With restored rank, the new covariance matrices RSSP , RMSSP can be applied with

subspace methods like MUSIC or ESPRIT to estimate DOAs in coherent scenarios.

2.2.5 SVR (training and learning)

In supervised learning, the objective of the SVR method is to determine the mapping

between the variable (for example, θ, τ ) and known features. The features can be extracted

from the covariance matrix R as in [51, 52, 53, 54]. R is a complex hermitian matrix.

Therefore, only the upper triangular elements of R are used to form the feature vector v. In

order to apply SVR, each diagonal element is transformed in terms of real and imaginary

parts as follows:

v = (R11, . . . ,RMM ,<(R12), . . . ,<(R(M−1)(M)),<(R13), . . . ,<(R1M),

=(R12), . . . , =(R(M−1)(M)),=(R13), . . . ,=(R1M))T
(2.33)

where <(.) and =(.) denote the real and imaginary parts, respectively. The vector v is

normalized to [0, 1] for the implementation of SVR.

Given dataset {(v1, θ1), (v2, θ2), . . . , (vn, θn)}, the linear regression function for the

estimation of DOA can be expressed as:

θ = Vω + b (2.34)

where V = [vT1 , . . . ,v
T
n ]T , V ∈ Rn×M2 ; θ = [θ1, . . . , θn]T , θ ∈ Rn×1; ω ∈ RM2×1.

Figure 2.3 gives a simplified example of SVR in x-y plane.

In general, the goal of the regression problem is to obtain two unknown variables ω and

b. In the theory of SVR, two terms are considered in the optimization: the regularization

term which indicates the complexity of the model, and the empirical risk term which quan-

tifies the residuals according to the loss-function. The ε-intensive loss function is adopted
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1



2

Support 

Vector

x 

y

Figure 2.3 – Framework of linear ε-SVR in x-y plane. Points with dashed circles represent
the support vectors.
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here:

Lε(θ, θ̂) =

0 if |θ − θ̂| 6 ε

|θ − θ̂| − ε otherwise
(2.35)

The primal optimization problem is to minimize the regression error both structurally

and empirically:

min
ω,b,ξ(∗)

Lp =
1

2
‖ω‖2 + C

n∑
i=1

(ξi + ξ∗i ) (2.36)

s.t.


θi − vTi ω − b 6 ε+ ξi, i = 1, . . . , n

−θi + vTi ω + b 6 ε+ ξ∗i , i = 1, . . . , n

ξi, ξ
∗
i > 0, i = 1, . . . , n

where ‖.‖ is the Frobunius norm; ξi and ξ∗i are slack variables to compensate for errors that

are larger than the ε-tolerance (like the ξ1 and ξ2 in Figure 2.3). C is a hyper-parameter

which allows to balance the model complexity and the empirical fitting errors.

The solution of (2.36) is to construct a Lagrange function from the objective function

and the constraints by introducing a dual set of variables. Therefore, we deduce the follow-

ing primal–dual objective function

Lpd =
1

2
‖ω‖2 + C

n∑
i=1

(ξi + ξ∗i ) +
n∑
i=1

αi(θi − vTi ω − b− ξi − ε)

+
n∑
i=1

α∗i (−θi + vTi ω + b− ξ∗i − ε)−
n∑
i=1

(ηiξi + η∗i ξ
∗
i )

(2.37)

where αi, α∗i , ηi and η∗i are Lagrange multipliers.

(2.37) is a convex quadratic optimization problem. Thus, there is a saddle point that

minimizes the optimization function with respect to the primal variables ω, b, ξ(∗) and max-

imizes over the dual variables α(∗) and η(∗) [50]. The optimal solution can be obtained

according to the Karush-Kuhn-Tucker (KKT) conditions [64]:
∂L
∂ω

= ω −
∑n

i=1(αi − α∗i )vi = 0

∂L
∂b

= −
∑n

i=1(αi − α∗i ) = 0

∂L

∂ξ
(∗)
i

= C − α(∗)
i − η

(∗)
i = 0, i = 1, . . . , n

(2.38)

According to (2.38), ω can be reformulated by means of the Lagrange multipliers. Sub-
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stituting (2.38) into (2.37), we have the dual optimization problem:

Ld = −1

2
(α−α∗)T (VVT + γI)(α−α∗)− ε1Tn×1(α+α∗) + θT (α−α∗) (2.39)

s. t. 0 6 αi, α
∗
i 6 C,

n∑
i=1

(αi − α∗i ) = 0.

whereα = [α1, α2, . . . , αn]T andα∗ = [α∗1, α
∗
2, . . . , α

∗
n]T ; 1n×1 is an all-one column vector

with n elements.

In (2.39), α and α∗ are the coefficient vectors maximizing the quadratic objective func-

tion, which can be calculated using any quadratic programming (QP) solvers. A small

identity term γI is added in the dual objective function in case of ill-conditional matrix of

VVT in (2.39) [65]. Then, the variables ω and b are calculated. Once the model is trained,

we can make prediction of DOAs with new inputs. The robustness of the model in the

supervised learning process depends on the database.

Nevertheless, the relationship between the variables to be estimated and the features

might be nonlinear. In the nonlinear context, we can use kernel functions to transform

the data samples into a higher dimensional space without explicit computation of mapping

[52, 54]. In this thesis, we mainly deal with linear models.

In the processing of SVR, the data samples are divided into 3 groups, as shown in Figure

2.3. The first group is within the hyperplane (the dashed lines in Figure 2.3). The second

and third group are on and outside the hyperplane, respectively. The data points in the first

group are also called as ’non-support vectors (nSVs)’, which occupy the largest part of the

data samples, and the corresponding Lagrange multipliers equal to 0. The samples outside

the hyperplane, or ’standard support vectors’, contribute to the residuals, and their Lagrange

multipliers are C. Only a small number of data samples are on the boundary, like the points

with dashed circles in Figure 2.3. These data samples are the ’support vectors (SVs)’, which

construct the framework of SVR. Thanks to the sparsity of the SVs, this method is of great

beneficial in modeling.

2.2.6 Summary

Table 2.2 summarizes the source localization methods in far-field in terms of resolution,

decorrelation ability, and method computation.
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Table 2.2 – Summary of source localization methods in far-field.
Main methods Resolution Coherent

signals

Computation

Conventional method beamforming... Rayleigh resolution Yes 1D search

Super resolution LP... <Rayleigh resolution Yes 1D search

High resolution
MUSIC

Asymptotic resolution No
EVD, 1D search

ESPRIT... EVD

Supervised learning SVR... Depend on the

database

Yes Training, testing

2.3 Near-field

We have seen that if the distance between the source and the observation array is larger

than 2D2/λ, the source is in far-field. If the distance is within rF = [0.62(D3/λ)1/2, 2D2/λ],

the source is considered as in near-field. The near-field in this thesis refers to the radiating

near-field in Figure 1.1. In this region, the wavefronts are spherical and two parameters are

necessary to localize the source: DOA and range.

2.3.1 Signal model

-N                                                                                                                              N                                                                                                                            

kth source

k


k
r

0                                                                                                                              

Figure 2.4 – Uniform linear array configuration in near-field source localization.

Consider K sources in near-field in incoherent scenarios and a ULA with M = 2N + 1
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elements, as shown in Figure 2.4. The sensors are indexed as −N, . . . , N . The distance

between two adjacent elements is d. Taking the 0th element of ULA as reference, the

received output of the ith sensor can be expressed as:

xi(t) =
K∑
k=1

sk(t)e
jφik + ni(t), t = 1, . . . , L (2.40)

where i ∈ [−N,N ], ni(t) is the AGWN at the ith sensor with zero mean and variance σ2,

sk(t) is the signal emitted from the kth source and received by the 0th sensor. φik is the

phase difference of signal sk(t) between sensor i and 0, which can be expressed as:

φik =
2π

λ
(
√
r2k + (id)2 − 2rkid sin(θk)− rk) (2.41)

with θk the DOA of the kth source and rk the range of the kth source with respect to the

reference point.

The phase shift φik in (2.41) is a nonlinear function of the source parameters rk and θk,

which can be approximated by the second-order Tayler expansion:

φik = (−2π
d sin(θk)

λ
)i+ (

πd2

λrk
cos2 θk)i

2 + o′ (2.42)

where o′ is the remainder of the Taylor series.

With the previous expressions, the output of sensors x(t) = [x−N(t), . . . , xN(t)]T can

be written in vector form as:

x(t) = As(t) + n(t) (2.43)

where s(t) = [s1(t), . . . , sK(t)]T is the received signal vector; n(t) = [n−N(t), . . . , nN(t)]T

is the noise vector; A is the mode matrix given by A = [a(r1, θ1), . . . , a(rK , θK)], with the

steering vector a(rk, θk):

a(rk, θk) =


ak,−N

...

ak,N



=


e
j(2π d

λ
sin θk)N+j(πd

2

λrk
cos2 θk)N

2

...

e
j(2π d

λ
sin θk)(−N)+j(πd

2

λrk
cos2 θk)N

2

 .
(2.44)
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The covariance matrix of the received signals is R = E[x(t)xH(t)] = ARsAH +σ2I. For

non-coherent sources, the EVD of R yields:

R = UsΣsUH
s + UnΣnUH

n (2.45)

where Σs contains theK largest eigenvalues of R, and Us contains the corresponding eigen-

vectors spanning the signal subspace of R; Σn contains the rest M −K eigenvalues, while

Un contains the corresponding eigenvectors spanning the noise subspace.

2.3.2 Maximum likelihood (ML)

Under the Gaussian hypothesis, the probability density function of the observation x(t)

can be formulated as [66]:

p(A, s(t), σ2) =
1

π det[σ2I]
exp [−‖x(t)− As(t)‖2/σ2] (2.46)

where det[.] denotes the determinant.

Since the observations are independent and identically distributed (i.i.d.) random vari-

ables, the likelihood function of the L snapshots is:

f(A, s(t), σ2) =
L∏
t=1

1

π det[σ2I]
exp [−‖x(t)− As(t)‖2/σ2]. (2.47)

The log likelihood function of (2.47) (ignoring constant terms) is:

g(A, s(t), σ2) = −LM log σ2 − 1

σ2

L∑
t=1

‖x(t)− As(t)‖2. (2.48)

The objective of ML is to maximize the likelihood function g with respect to all un-

knowns. Fixing A and s(t) and maximizing g with respect to σ2, we deduce:

σ̂2 =
1

LM

L∑
t=1

‖x(t)− As(t)‖2. (2.49)

Substituting (2.49) into (2.48), we get:

max
A,s(t)

−LM log(
1

LM

L∑
t=1

‖x(t)− As(t)‖2). (2.50)
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In fact, (2.50) is equivalent to the following minimization problem:

min
A,s(t)

L∑
t=1

‖x(t)− As(t)‖2 (2.51)

which is actually a classical least-squares problem.

To find the optimal solution, we fix A and minimize (2.51) with respect to s(t) and we

deduce:

ŝ(t) = (AHA)−1AHx(t). (2.52)

Substituting (2.52) into (2.51), we obtain the following minimization task:

min
A

L∑
t=1

‖x(t)− A(AHA)−1AHx(t)‖2. (2.53)

Considering the properties of Frobenius norm, we have a more suitable expression of

(2.53) as follows

max
A

tr(ΠAR) (2.54)

where ΠA = A(AHA)−1AH ; tr(.) is the trace operator.

Theoretically, the solution of ML belongs to a multidimensional nonlinear optimization

problem. The range and DOA of each source can be estimated with a searching procedure.

However, the matrix A = [a(r1, θ1), . . . , a(rK , θK)] is composed of 2K unknowns and rk ∈
rF , θk ∈ [−π/2, π/2], k = 1, . . . , K. The search with 2K dimensions is computational

demanding. However, ML can deal with coherent signals.

2.3.3 2D MUSIC

The extension of MUSIC in near-field is also based on the orthogonality property be-

tween the signal steering vector and the noise eigenvectors. Since the signal steering vector

is parameterized with two variables, range and DOA, the estimation of sources should be

conducted in two dimensions, which is called as 2D MUSIC [38]. The searching spectrum

of 2D MUSIC is defined as follows:

PMUSIC(θ, r) =
1

a(r, θ)HUnUH
n a(r, θ)

(2.55)

where θ ∈ [−π/2, π/2] and r ∈ rF .
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Figure 2.5 shows an example of near-field source by using 2D MUSIC. The two peaks

indicate their positions.

Figure 2.5 – An example of near-field source localization by using 2D MUSIC.

2.3.4 Symmetric method

The authors in [40] propose a symmetric-based method in near-field source localization

problems. The whole array is partitioned into two sub-arrays. Each sub-array contains O

elements, K < O < 2N + 1. Sub-array 1 consists of sensor −N to sensor −N + O − 1.

Sub-array 2 is made up of sensor N to sensor N − O + 1. Therefore, the received signal

vectors of sub-arrays 1 and 2 can be written as:

x1(t) = [x−N(t), . . . , x−N+O−1(t)]
T

= A1s(t) + n1(t)
(2.56)

x2(t) = [xN(t), . . . , xN−O+1(t)]
T

= A2s(t) + n2(t)
(2.57)

where n1 = [n−N(t), . . . , n−N+O−1(t)]
T , n2 = [nN(t), . . . , nN−O+1(t)]

T are the noise vec-

tors of sub-arrays 1 and 2, respectively; A1 and A2 are the corresponding steering matrices.

Let A1 = [a1(r1, θ1), . . . , a1(rK , θK)] and a1(rk, θk) = [ak,−N , . . . , ak,−N+O−1]
T . The

symmetric property gives:

A2 = [D(θ1)a1(r1, θ1), . . . ,D(θK)a1(rK , θK)] (2.58)

with D(θk) = diag[e−j(4π
d
λ
sin θk)N , . . . , e−j(4π

d
λ
sin θk)(N−O+1)].
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Similarly, there exists a K×K full-rank matrix G satisfying Us = AG. The partitioned

signal subspaces Us1 and Us2 can be expressed as:

Us1 = A1G (2.59)

and

Us2 = JA2G. (2.60)

Define F(θ) as follows:

F(θ) = JUs2 −ψ(θ)Us1 (2.61)

where ψ(θ) = diag[e−j(4π
d
λ
sin θ)N , . . . , e−j(4π

d
λ
sin θ)(N−O+1)].

Accordingly, the kth column of F(θ) will reach zero when θ = θk. Therefore, we can

find the DOAs by searching the following spectrum:

P (θ) =
1

det[F(θ)HF(θ)]
. (2.62)

The peaks of P (θ) represent the estimated angle θ̂k, k = 1, . . . , K.

The range of each source rk can be estimated by using MUSIC and the estimate θ̂k:

r̂k = arg max
r∈rF

1

aH(r, θ̂k)UnUH
n a(r, θ̂k)

, k = 1, . . . , K. (2.63)

For K sources, this method needs K + 1 1D search. Besides, the maximum number of

detectable sources is N [41].

2.3.5 Anti-diagonal method

The authors in [42] use the anti-diagonal elements of R for the estimation of DOAs

in near-field source localization. Without noise, the (i, j)th element of R, r(i, j), can be

expressed as:

r(i, j) = E[xi(t)x
∗
j(t)] = E[

K∑
k=1

sk(t)ai(rk, θk)×
K∑
k=1

s∗k(t)a
∗
j(rk, θk)]

=
K∑
k=1

δ2skai(rk, θk)a
∗
j(rk, θk)

(2.64)
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where ai(rk, θk) is the (i, j)th element of the mode matrix A; δ2sk is the power of the kth

source.

According to (2.64) and the symmetric property of the array configuration, the anti-

diagonal elements of R can be written as:

r(i, 2N + 2− i) =
K∑
k=1

δ2ske
−j(N+1−i)2wk , i = 1, . . . , 2N + 1 (2.65)

where wk = −2π d
λ

sin(θk).

Thus, we can form a (2N + 1)× 1 vector with all the anti-diagonal elements as follows:

y = [r(1, 2N + 1), . . . , r(2N + 1, 1)]T = [
K∑
k=1

δ2ske
−jN2wk , . . . ,

K∑
k=1

δ2ske
jN2wk ]T . (2.66)

Divide y into Q overlapping subsections. Each subsection contains O elements, where

O = M − Q + 1 = 2N + 2 − Q. Then, the data corresponding to the qth subsection

(q = 1, . . . , Q) can be formulated as:

yq = [y(q), . . . , y(q +O − 1)]T

= [
K∑
k=1

δ2ske
j(q−1−N)2wk , . . . ,

K∑
k=1

δ2ske
j(q+N−Q)2wk ]T

=


ej(−1−N)2w1 . . . ej(−1−N)2wK

...
...

...

ej(N−Q)2w1 . . . ej(N−Q)2wK



δ2s1e

jq2w1

...

δ2sKe
jq2wK


= [b(θ1), . . . ,b(θK)]pq
= B(θ)pq.

(2.67)

A new covariance matrix Ry is computed by combining the Q subsections:

Ry =
1

Q

Q∑
q=1

yqy
H
q

=
1

Q

Q∑
q=1

B(θ)pqp
H
q B(θ)H .

(2.68)
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The DOAs are estimated by searching the peaks of the following spectrum:

θ̂k = arg max
θ

1

bH(θ)UynUH
ynb(θ)

(2.69)

where Uyn is the noise subspace of Ry in (2.68).

The range estimation is the same as in (2.63). Since this method uses subsections, its

effective aperture is limited and it can localize N sources at most. To sum up, the anti-

diagonal method needs K + 1 1D search.

2.3.6 Focusing method

The focusing technique is widely applied in wide band array processing problems. In

[43], it is modified for near-field source localization with narrow band signals. In the focus-

ing method, the second term of the phase shift in (2.42) is approximately eliminated by the

focusing matrix, which allows to transform the near-field signal model into a far-field-like

one. The focusing matrix is obtained from a rough pre-estimation method, for example,

beamforming.

Two different cases are considered: the particular case (closely located sources), and

the general case (well-separated sources).

Particular case (closely located sources)

AssumeK sources are closely located. Let re and θe be the corresponding pre-estimates

of range and DOA. In this case, the second order in (2.42) can be expressed as follows:

(
πd2

λr1
cos2 θ1)i

2 ≈ (
πd2

λrk
cos2 θk)i

2, k = 2, . . . , K. (2.70)

We can build a diagonal focusing matrix C ∈ CM×M as follows:

C = diag[e−j(
πd2

λre
cos2 θe)(−N)2 , . . . , e−j(

πd2

λre
cos2 θe)(N)2 ]. (2.71)
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The covariance matrix R is therefore focused as:

R′ = CRCH

= C(ARsAH + σ2I)CH

= CARsAHCH + σ2I

= (CA)Rs(CA)H + σ2I.

(2.72)

Let CA = [Ca(r1, θ1), . . . ,Ca(rK , θK)]. The kth column of CA, noted (CA)k, is ex-

pressed as:

(CA)k = Ca(rk, θk)

=


e
j(2π d

λ
sin θk)N+j(πd

2

λrk
cos2 θk)N

2−j(πd
2

λre
cos2 θe)N2

...

e
j(2π d

λ
sin θk)(−N)+j(πd

2

λrk
cos2 θk)N

2−j(πd
2

λre
cos2 θe)N2



≈


ej(2π

d
λ
sin θk)N

...

ej(2π
d
λ
sin θk)(−N)

 .
(2.73)

Consequently, far-field source localization methods in Section 2.2 can be applied to

estimate DOA. The range estimation procedure in (2.63) can also be used here.

General case

In general case, the sources might be well separated, and (2.70) is not valid. Then,

we can divide the sources into different sub-areas and apply focusing technique to each

sub-area separately as in the particular case.

2.3.7 Summary

Table 2.3 shows a summary of source localization methods in near-field concerning the

decorrelation ability, method computation.
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Table 2.3 – Summary of source localization methods in near-field.
Method Coherent

signals

Computation Remark

Maximum likelihood Yes (2K)D search

2D MUSIC No EVD, 2D search

Symmetric method No EVD, K + 1 1D search M odd number, K ≤ N

Anti-diagonal method No EVD, K + 1 1D search M odd number, K ≤ N

Focusing Method No EVD, K 1D search, 2D search Pre-estimation

2.4 Conclusion

In this chapter, the signal models for far-field and near-field source localization are

presented along with several signal processing methods. The signal model for TDE is

presented as well. Furthermore, the training and learning process of SVR is introduced

in the estimation of DOA. However, most of the summarized signal processing methods

depend on the covariance matrix of received signals, which might have unstable results with

limited numbers of snapshots. Besides, the coherency between signals introduces additional

problems to EVD based methods, not only in far-field but also in near-field. In the following

chapters, new signal processing methods will be proposed to deal with coherent signals and

low number of snapshots.





3
Proposed DOA estimation method in
far-field

3.1 Introduction

In this chapter, we focus on the source localization problem in far-field, especially with

coherent signals and limited numbers of snapshots. DOA is an important parameter in iden-

tifying the sources in far-field [3, 15]. Subspace methods, like MUSIC, ESPRIT, achieve

asymptotically infinite resolution but they cannot be applied directly in coherent scenarios

[67]. Additional decorrelation techniques (e.g., SSP) are usually necessary. The family of

LP methods performs SSP implicitly and can deal with coherent signals [13, 27]. Besides,

they have higher resolution than the conventional Fourier-based approaches and don’t re-

quire EVD of the covariance matrix of observation. However, LP methods fail to work

when the number of snapshots is small [27, 68].

The principle of LP is to find the weight coefficients which minimize the prediction er-

ror. SVR is a good sparse machine learning method capable of dealing with small samples

[50]. In signal processing, SVR has been used to estimate the coefficients of several linear

models, such as AR and ARMA for frequency estimation and system identification prob-

lems [58, 65]. In theory, AR is closely related to FLP [21]. FBLP offers better performance

59
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than the one-directional prediction methods (FLP and BLP) [69]. Moreover, there is no

explicit work about SVR-based LP models with coherent signals. Therefore, we propose

to combine SVR with FBLP in DOA estimation of coherent incoming signals with a small

number of snapshots.

The signal model used in this chapter is the signal model presented in Section 2.2.1.

The derivations and associated notations of LP in Section 2.2.3 are also adopted.

3.2 Proposed method

As formulated in (2.10)-(2.13), the key issue in LP methods is the estimation of weight

vector ωFBLP . However, the classical least-squares solution imposes a constraint on the

number of snapshots: L ≥ P/[2(M − P )], with L the number of snapshots, M the number

of sensors, and P the order of the prediction filter. As a result, in scenarios where the

observation is insufficient (i.e., the number of snapshots is too small), LP methods might

be unstable (even unsuccessful). Therefore, we propose to use the principle of SVR to deal

with limited samples. In [55], the classical beamforming function is modified as a SVR

problem to control the sidelobe and to increase the robustness. The optimization problem

are rewritten in terms of real variables in order to apply SVR. Likewise, (2.11) can be

expressed in terms of real and imaginary parts as follows:

ỹ = Zω̃ (3.1)

where

ω̃T =
[
<(ωTFBLP ) =(ωTFBLP )

]
;

Z =

[
<(Z) −=(Z)

=(Z) <(Z)

]
;

ỹT =
[
<(yT ) =(yT )

]
.

The transformed vector ω̃ belongs to R2P×1, ỹ ∈ R2NT×1, and Z ∈ R2NT×2P , NT =

2(M − P )L.

It is worth noting that (3.1) can be viewed as a typical form of SVR in the real domain.

We can calculate ωFBLP according to the derivations in Section 2.2.5.

Unlike the training and testing process in Section 2.2.5, SVR is combined with the

FBLP method in this chapter.
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In the optimization problem, the empirical error is calculated according to the ε-intensive

loss function. The regularization term concerning ω̃ denotes the model complexity. There-

fore, the primal optimization problem is given by:

min
ω̃,ξ,ξ̃

Lp(ω̃, ξ, ξ̃) = min
ω̃,ξ,ξ̃

(
1

2
‖ω̃‖2 + C

2NT∑
i=1

(ξi + ξ̃i)) (3.2)

s.t.


ỹi − zTi ω̃ 6 ε+ ξi, i = 1, . . . , 2NT

−ỹi + zTi ω̃ 6 ε+ ξ̃i, i = 1, . . . , 2NT

ξi, ξ̃i > 0, i = 1, . . . , 2NT

where zi and ỹi are the ith column of Z
T

and ỹT , respectively; ξi and ξ̃i are the corre-

sponding slack variables to compensate to empirical errors; C is the balance between the

regularization and empirical error.

The method of Lagrange multipliers is applied to find the minima of (3.2). Therefore,

we deduce the following primal-dual objective function:

Lpd =
1

2
‖ω̃‖2 + C

2NT∑
i=1

(ξi + ξ̃i)−
2NT∑
i=1

(λiξi + λ̃iξ̃i)

+

2NT∑
i=1

αi(ỹi − zTi ω̃ − ε− ξi)

+

2NT∑
i=1

α̃i(−ỹi + zTi ω̃ − ε− ξ̃i)

(3.3)

where αi, α̃i, λi, and λ̃i are Lagrange multipliers.

The partial derivatives of Lpd with respect to the primal variables (ω̃, ξi, and ξ̃i) should

equal to zero at the saddle point:
∂Lpd
∂ω̃

= ω̃ −
∑2NT

i=1 (αi − α̃i)zi = 0

∂Lpd
∂ξi

= C − αi − λi = 0, i = 1, . . . , 2NT

∂Lpd
∂ξ̃i

= C − α̃i − λ̃i = 0, i = 1, . . . , 2NT

(3.4)

The weight vector ω̃ is reformulated by means of Lagrange multipliers: ω̃ =
∑2NT

i=1 (αi−
α̃i)zi.
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Substituting (3.4) into (3.3) yields the dual optimization problem:

Ld = max
α,α̃

[−1

2
(α− α̃)T (Z Z

T
+ γI)(α− α̃)− ε1T2NT×1(α+ α̃) + ỹT (α− α̃)] (3.5)

s.t. 0 6 αi, α̃i 6 C, i = 1, . . . , 2NT

where α = [α1, α2, . . . , α2NT ]T and α̃ = [α̃1, α̃2, . . . , α̃2NT ]T ; 12NT×1 is an all-one column

vector with 2NT elements.

The coefficients vectors α and α̃ in (3.5) can be calculated using QP solvers. The QP

techniques are computationally demanding. Nevertheless, the number of samples in the

considered situations being small, the increase of the computational burden is not signifi-

cant, which will be shown qualitatively in the simulation part.

Finally, the weight vector ω̃ is obtained. We can rewrite it back into the complex domain

as ω(i) = ω̃(i) + jω̃(i+ P ) for i = 1, . . . , P and then find the DOAs by searching the

peak positions of the PSD spectrum defined in (2.13).

3.3 Simulation

In this section, the performance of the proposed method is evaluated with five simula-

tions. We assume a ULA with 10 isotropic sensors (i.e., M = 10). The distance between

two adjacent sensors is half the wavelength of incoming signals, d = λ/2.

The research results in [27] show that the decorrelation ability of LP methods is at the

expense of the real effective array aperture. In order to maintain an effective array aperture,

we chose P = 9. Therefore, the number of snapshots L in the standard FBLP should be

greater than 5 in order to make the covariance matrix invertible.

The SVR parameters used in all the simulations are ε = 0.1, C = 0.1, and γ = 10−6, as

in [28]. In our extensive simulation experiences, C and γ are insensitive parameters while

ε should be small values. There may be other analytic parameter selection methods or other

pairs of parameter settings, but the proposed FBLP-SVR shows its robustness with these

parameters at different scenarios. The sensitivity analysis of parameter settings in FBLP-

SVR and the corresponding change in the performance are shown in Appendix B. Even if

FBLP-SVR in Appendix B is applied in TDE, its performance in the estimation of DOA

shows similar tendency.
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3.3.1 Performance with PSD

In the first simulation, we examine the PSD of the standard FBLP and the proposed

FBLP-SVR not only with two sources, but also with three sources, in coherent scenarios.

In the two-source case, the signals come from θ1 = 10◦, θ2 = 20◦. When there are three

sources, the signals come from θ1 = −20◦, θ2 = 0◦, θ3 = 8◦. The signal to noise ratio

(SNR) is fixed at 10 dB. In both cases, two different numbers of snapshots are considered:

L = 100 and L = 5. The spatial spectrum search is performed over [−90◦, 90◦] with step

size 0.01◦. The angles corresponding to the two highest peak positions in the spectrum

allow the estimation of the DOAs of incoming signals. Figures 3.1 and 3.2 show the PSD

of the methods with two and three coherent sources, respectively. The vertical dashed lines

indicate the true values of DOAs.

As shown in the two-source case in Figure 3.1, FBLP-SVR and FBLP perform better

with 100 snapshots than with 5 snapshots in terms of the positions of the peaks and stability

of curves across the spectrum. When there are 100 snapshots, these two methods are able to

detect the true DOAs. The PSD curves of FBLP and FBLP-SVR are similar to each other.

However, in the scenario where there are only five snapshots, the FBLP-SVR method can

accurately detect the signals while the standard FBLP fails. Similar results can be observed

in a three-source case in Figure 3.2. The curves of FBLP-SVR have no false peaks, even

when the number of snapshots is small.

3.3.2 Performance versus angle separation

In order to know the resolution performance of the proposed FBLP-SVR, we carry out

several statistical analyses with different angle separations of incoming signals. The results

of standard FBLP, FLP, SVR-based FLP method (FLP-SVR) are collected for comparison.

Two coherent signals are used in this simulation: one is fixed at direction θ1 = 0◦; the other

comes from θ2 = θ1 + ∆θ with the same power, ∆θ ∈ [1◦, 10◦]. SNR is set as 15 dB.

The probability of success estimation (PSE) is used to carry out the first statistical anal-

ysis, which is defined as the ratio between the number of successful estimations and the

total number of estimations. An estimation is considered as successful if the estimation of

all K sources satisfies |θ̂k − θk| ≤ ∆θ/2, k = 1, 2.

Four methods, FBLP-SVR, FLP-SVR, the standard FBLP and FLP, are tested with 5 and

100 snapshots over 500 independent trials. Figure 3.3 depicts the PSE of DOA estimation

versus angle separation for 5 and 100 snapshots. It is obvious that these methods can
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Figure 3.1 – PSD of FBLP-SVR and FBLP with 10 antennas and 2 coherent signals coming
from θ1 = 10◦, θ2 = 20◦. (a) Number of snapshots = 100; (b) Number of snapshots = 5.
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Figure 3.2 – PSD of FBLP-SVR and FBLP with 10 antennas and 3 coherent signals coming
from θ1 = −20◦, θ2 = 0◦, θ3 = 8◦. (a) Number of snapshots = 100; (b) Number of
snapshots = 5.
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Figure 3.3 – PSE of FBLP, FLP, FLP-SVR, and FBLP-SVR as a function of angle separa-
tion. (a) Number of snapshots = 100; (b) Number of snapshots = 5.
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not detect the signals with small angle separations. As the angle separation between two

signals increases, the PSE of these methods increases to 100%. The difference between

Figure 3.3–(a) and (b) shows that the performance with 5 snapshots is inferior to that with

100 snapshots. When there are 100 snapshots, the PSE of FBLP and FBLP-SVR is similar.

The same results can be found by using FLP and FLP-SVR. In comparison with FLP-

based methods, FBLP based methods reach 100% successful estimation rate at smaller

angle separation (∆θ = 4◦). When there are 5 snapshots, the PSE of standard LP methods

(FBLP, FLP) stays at a low rate at different angle separations. SVR improves the accuracy

of LP methods, specifically when the number of snapshots is low.

Besides, the root mean square error (RMSE) is also calculated to show the estimation

results. The definition of RMSE is given by [67]:

RMSE =

√√√√ 1

KJ

J∑
j=1

K∑
k=1

(θ̂kj − θk)2 (3.6)

where θ̂kj is the estimate of θk at the jth independent trial. J is the total number of trials.

Figure 3.4 depicts the RMSE of DOA estimation versus angle separation for the four

methods with both 5 and 100 snapshots. The Cramér-Rao Lower Bound (CRLB, refer to

[70], the formulations of CRLB can be found in Appendix A) is also added. The statis-

tic results in Figure 3.4 are consistent with the PSEs in Figure 3.3. When there are 100

snapshots, FBLP and FBLP-SVR work better than single direction FLP and FLP-SVR.

When there are 5 snapshots, SVR based LP methods have lower RMSEs than standard LP

methods. FBLP-SVR has the best accuracy and outperforms FBLP, FLP, and FLP-SVR.

3.3.3 Performance versus number of snapshots

In the third simulation, we test the performance of the proposed method as a function of

the number of snapshots. The simulation conditions are similar to the second simulation,

except that two coherent sources are from θ1 = 0◦ and θ2 = 6◦. The comparison is con-

ducted between the standard FBLP and the proposed FBLP-SVR. The number of snapshots

L varies from [5, 10, 15, 20, . . . , 50]. Figure 3.5 shows the RMSE of DOA estimation versus

the number of snapshots via 500 independent trials. The RMSE of FBLP-SVR and FBLP

decreases with the increase of the number of snapshots. When the number of snapshots is

low, the proposed FBLP-SVR gives much better estimation results than the standard FBLP.

As L gets larger, FBLP and FBLP-SVR achieve similar results.
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Figure 3.4 – RMSE of FBLP, FLP, FLP-SVR, and FBLP-SVR as a function of angle sepa-
ration. (a) Number of snapshots = 100; (b) Number of snapshots = 5.
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Figure 3.5 – RMSE of DOA estimation versus number of snapshots.

In order to get an idea about the computational burden, the execution time is evaluated

with L = 5 during 500 simulations. The average time for a single simulation using the

proposed FBLP-SVR is 0.2728 s, while the corresponding time for the standard FBLP is

0.2595 s with a computer equipped with a processor unit (CPU) of 2.7 GHz and 16 GB of

RAM. Therefore, the combination of SVR with FBLP can greatly improve the estimation

performance with only a small increment of operation time, especially when the number of

snapshots is limited.

3.3.4 Performance versus SNR

In the fourth simulation, we evaluate the performance of the proposed FBLP-SVR with

respect to SNR in coherent scenarios. Two signals come from θ1 = 0◦ and θ2 = 6◦,

respectively. Only 5 snapshots are used in this simulation. SNR varies from 0 dB to 30

dB. The RMSE is calculated with 500 independent trials for each SNR. The RMSE against

SNR with 5 snapshots is plotted in Figure 3.6. It is obvious that FBLP-SVR has a more

significant decrease of RMSE when SNR increases, compared with the standard FBLP.

Furthermore, FBLP-SVR is closer to the CRLB than FBLP.

3.3.5 Performance versus steering vector uncertainty

In this section, we analyze the influence of steering vector uncertainty on the perfor-

mance of the proposed FBLP-SVR method. The simulation settings are the same with Sec-



70 CHAPTER 3. PROPOSED DOA ESTIMATION METHOD IN FAR-FIELD

0 5 10 15 20 25 30
10

-2

10
-1

10
0

10
1

10
2

SNR(dB)

R
M

S
E

 (
d

e
g

re
e
)

 

 

FBLP

FBLP-SVR

CRLB

Figure 3.6 – RMSE of DOA estimation versus SNR via 5 snapshots.

tion 3.3.4 except SNR = 20 dB. The steering vector uncertainty is represented by â = a+∆

, where a is the steering vector of the incoming signal and ∆ is the steering vector uncer-

tainty characterized as an AGWN noise vector with zero mean and covariance matrix σ2
1I.

The performance of FBLP-SVR and FBLP versus−20log10(σ1) is shown in Figure 3.7 over

500 independent trials.
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Figure 3.7 – RMSE of FBLP-SVR and FBLP versus −20log10(σ1).

In Figure 3.7, the RMSE of FBLP-SVR decreases much faster than that of the standard

FBLP. Therefore, in this case, FBLP-SVR is more robust than the standard FBLP in terms

of the steering vector uncertainty.
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3.4 Conclusion

This chapter proposes the combination of the advantages of FBLP and SVR in the esti-

mation of DOAs of coherent incoming signals with limited snapshots. The proposed FBLP-

SVR allows to directly deal with coherent signals, and remains applicable with a limited

number of snapshots. The performance of the proposed method is validated with numerical

simulations in coherent scenarios, in terms of different angle separations, numbers of snap-

shots, SNRs, and different levels of steering vector uncertainty. Simulation results prove

the stability and robustness of FBLP-SVR with coherent signals and low numbers of snap-

shots, in comparison with FLP, FLP-SVR, and FBLP. In the next chapter, we will present

an extension of FBLP-SVR in TDE.





4
Proposed time-delay estimation method
using GPR

4.1 Introduction

GPR is a common tool for subsurface sensing in the field of civil engineering, defense,

agriculture and environment [7, 8, 9]. It allows nondestructive probing and therefore gains

much interest both in media parameters estimation and in buried targets localization [71, 72,

73]. In civil engineering, GPR is used to survey horizontally stratified media, for example,

roadways. The information of the vertical structure of the stratified media can be extracted

from radar profiles by means of echo detection and amplitude estimation. Echo detection

provides the time-delay associated with each interface, whereas amplitude estimation is

used to retrieve the wave speed within each layer.

In Chapter 3, LP methods have shown its high resolution and the ability to deal with

coherent signals in far-field source localization problems. In GPR applications, there are

researches making use of LP to detect buried objects [74, 75, 76, 77]. LP is used to predict

the next GPR signal from the previous observations. An object appears when the measured

signal is different from the prediction. Besides, there are GPR applications by using AR

model in the estimation of parameters of subsurface materials, for example, the estimation

73
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of time-delay [9] and soil permittivity [78]. Nevertheless, the performance of LP is limited

when the observation records are short [74].

Likewise, the sparse SVR can be applied with LP to deal with short observation records.

In the literature, SVR has been embeded with several linear signal processing algorithms,

for example, the AR-SVR [56, 57] and ARMA-SVR [58] for frequency estimation and

system identification applications. Nevertheless, FBLP performs better than the one-side

FLP and BLP. Moreover, FBLP-SVR provides satisfactory performance in the estimation

of DOA in Chapter 3. Therefore, we would like to analyze the performance of FBLP-SVR

in TDE. Contrary to Chapter 3, the complex variables here are directly formulated in the

complex domain with Wirtinger’s calculus [59, 79].

4.2 Signal Model

The TDE signal model presented in Section 2.2 is adopted here. In order to use LP

methods, the received GPR signals are whitened by the radar pulse. Therefore, (2.4) be-

comes:

rm =
gm
em

=
K∑
k=1

ske
−j2πfmτk +

nm
em

. (4.1)

With L independent snapshots, the data sample at frequency fm can be written as

rm = [rm(1), rm(2), . . . , rm(L)]T . (4.2)

4.3 Proposed method

Similarly, we can write the FBLP equation with the whitened GPR signals as follows:

rP rP−1 . . . r1
...

...
...

rM−1 rM−2 . . . rM−P

. . . . . . . . . . . . . .

r∗2 r∗3 . . . r∗P+1
...

...
...

r∗M−P+1 r∗M−P+2 . . . r∗M




ω1

...

ωP

 =



rP+1

...

rM

. .

r∗1
...

r∗M−P


. (4.3)

where P is the order of the prediction filter.
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Rewrite (4.3) in the same compact form as in (2.11):

ZωFBLP = y

where y ∈ CNT×1, Z ∈ CNT×P , and ωFBLP ∈ CP×1, NT = 2(M − P )L.

The weight vector ωFBLP can be calculated by SVR. In contrast to Chapter 3, the SVR

model in this chapter is formulated directly in the complex domain to deal with complex

data in a more natural way [28, 59]. The research in [59] deals with complex-valued non-

linear regression problems by exploiting Wirtinger’s calculus, which is very inspiring in

finding the solution of FBLP in this chapter.

The ε-intensive loss function is used here. Since the empirical errors are complex-

valued, the residuals in SVR should be minimized both in their real and imaginary parts.

Therefore, the primal optimization task can be expressed as [28, 59, 65]:

min
ωFBLP ,ξr,ξ̂r,ξi,ξ̂i

(
1

2
‖ωFBLP‖2 + C

NT∑
n=1

(ξrn + ξ̂rn + ξin + ξ̂in)) (4.4)

s. t.



<(yn − zHn ωFBLP ) 6 ε+ ξrn, n = 1, . . . , NT

<(−yn + zHn ωFBLP ) 6 ε+ ξ̂rn, n = 1, . . . , NT

=(yn − zHn ωFBLP ) 6 ε+ ξin, n = 1, . . . , NT

=(−yn + zHn ωFBLP ) 6 ε+ ξ̂in, n = 1, . . . , NT

ξrn, ξ̂
r
n, ξ

i
n, ξ̂

i
n > 0, n = 1, . . . , NT

where zn is the nth column of ZH and yn = y(n), n = 1, . . . , NT . ξrn and ξ̂rn stand for the

positive and negative errors in the real part of yn while ξin and ξ̂in are for the corresponding

imaginary part, respectively. The value C controls the trade-off between the structural and

empirical errors.

The method of Lagrangian multipliers is employed to find the solutions of (4.4) by

introducing a dual set variables. Therefore, we have the primal-dual objective function:
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Lpd(ωFBLP ) = 1
2
‖ωFBLP‖2 + C

NT∑
n=1

(ξrn + ξ̂rn + ξin + ξ̂in)

+

NT∑
n=1

an(<(yn − zHn ωFBLP )− ε− ξrn)

+

NT∑
n=1

ân(<(−yn + zHn ωFBLP )− ε− ξ̂rn)

+

NT∑
n=1

bn(=(yn − zHn ωFBLP )− ε− ξin)

+

NT∑
n=1

b̂n(=(−yn + zHn ωFBLP )− ε− ξ̂in)

−
NT∑
n=1

ηnξ
r
n −

NT∑
n=1

η̂nξ̂
r
n −

NT∑
n=1

λnξ
i
n −

NT∑
n=1

λ̂nξ̂
i
n

(4.5)

where an, ân, bn, b̂n, ηn, η̂n, λn, and λ̂n are Lagrangian multipliers.

(4.4) and (4.5) are real-valued functions defined on complex variables. In order to ap-

ply KKT theorem, Wirtinger’s calculus [79, 59] is carried out for the complex variable

ωFBLP . The theory of Wirtinger’s calculus and the derivation of Lpd with respect to ωFBLP
are presented in Appendix C. Besides, the gradients of real variables are computed in the

traditional way. Then, we deduce:

∂Lpd
∂ω∗

FBLP
= 1

2
ωFBLP − 1

2

∑NT
n=1((an − ân) + j(bn − b̂n))zn = 0

∂Lpd
∂ξrn

= C − an − ηn = 0, n = 1, . . . , NT

∂Lpd
∂ξ̂rn

= C − ân − η̂n = 0, n = 1, . . . , NT

∂Lpd
∂ξin

= C − bn − λn = 0, n = 1, . . . , NT

∂Lpd
∂ξ̂in

= C − b̂n − λ̂n = 0, n = 1, . . . , NT .

(4.6)

Substituting (4.6) into (4.5), we have the following maximization task:

max
a,â,b,b̂

− 1

2

[
a− â
b− b̂

]T [
<(ZZH)−=(ZZH)

=(ZZH) <(ZZH)

][
a− â
b− b̂

]
− ε1TNT×1(a+ â+ b+ b̂) + <(yT )(a− â) + =(yT )(b− b̂)

s. t. 0 6 an, α̂n, bn, b̂n 6 C, n = 1, . . . , NT

(4.7)
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where 1NT×1 is a all-one column vector with NT elements, a = [a1, . . . , aNT ]T , â =

[â1, . . . , âNT ]T , b = [b1, . . . , bNT ]T , and b̂ = [b̂1, . . . , b̂NT ]T .

The Lagrange coefficient vectors a, â, b, b̂ can be computed using QP solvers. Then,

the weight ωFBLP can be obtained according to (4.6), ωFBLP =
∑NT

n=1((an− ân) + j(bn−
b̂n))zn.

4.4 Simulation results

4.4.1 Simulation Settings

Three simulations are carried out to evaluate the performance of the proposed FBLP-

SVR method in TDE. The frequency range of the step frequency radar is [1.0, 4.0] GHz,

with M = 21 frequency samples. The underground structure is assumed to have three

layers, Layer 1, Layer 2, and Layer 3, as shown in Figure 4.1. The relative permittivities

and thicknesses of the layers are listed in Table 4.1. In the simulation, four echoes (S0, S1,

SM1, and S2) are considered. S0, S1, and S2 are the primary echoes, with the corresponding

time-delays [τ0, τ1, τ2] = [6.67, 6.95, 7.89] ns. SM1 is the multiple echo within the first

layer with time-delay τM1 = 7.24 ns. The time resolution is determined by B∆τ , where

B is the GPR frequency bandwidth and ∆τ the time shift between two echoes [9]. If the

product B∆τ is greater than 1, the echoes are distinguishable by the conventional FFT

based methods. In this simulation, the first three echoes (the first, second primary echo and

the multiple echo) are overlapped. The third primary echo is not overlapped with the others.

These four echoes are coherent. SNR is defined as the ratio between the power of the last

primary echo and the noise variance.

Table 4.1 – Values of relative permittivity and thickness in the horizontal stratified medium.

{εr0, εr1, εr2, εr3} {1, 3, 8, 9}

{H1, H2} mm {25, 50}

The work in [27] implies that the smaller the order of the prediction filter P is, the worse

the estimation performance of LP will be. Therefore, the order P in this section is set to

19. In this situation, there should be at least 5 snapshots when using the standard FBLP,

in order to keep the covariance matrix reversible. In contrast, SVR based method does not

require such constraint.
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Figure 4.1 – Stratified layers from a simulated setup. Hi and εri are the thickness and
relative permittivity of Layer i (i ∈ [0, 1, 2, 3]), respectively. Si and τi are the reflected echo
and time-delay for interface i, respectively. SM1 and τM1 are for the multiple echo within
the first layer.
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In all simulations, the SVR-related parameters are set as ε = 0, C = 1, and γ = 10−6.

The sensitivity analysis of SVR parameters in TDE is shown in Appendix B.

4.4.2 Performance with PSD

In the first simulation, the normalized PSD of the proposed FBLP-SVR is compared

with the standard FBLP and MUSIC. The four highest peak locations in the spectrum allow

estimating the four time-delays. The simulation is conducted with 5 and 100 snapshots to

show the influence of the number of snapshots on the estimation performance. SNR = 20

dB. The results are depicted in Figure 4.2. The vertical dashed lines are located at the true

values of time-delays.

In the scenario with 5 snapshots, the proposed FBLP-SVR can detect the three primary

echoes, but the amplitude of PSD of the multiple echo is very weak. The PSD of the

standard FBLP has false peaks and it can not correctly detect the multiple echo. When there

are 100 snapshots, FBLP and FBLP-SVR perform similarly. Both of them are capable of

detecting the three primary echoes and the multiple echo. The performance of FBLP and

FBLP-SVR is enhanced with more snapshots. Unfortunately, MUSIC fails to detect the

echoes not only with 5 snapshots but also with 100 snapshots, due to the fact that the

echoes are totally correlated.

In Figure 4.2, the multiple echo has little impact on the three primary echoes, even

when the first two primary echoes are overlapped with the multiple echo. Therefore, the

estimation of the multiple echo is excluded in the following.

4.4.3 Performance versus the number of snapshots

In the second simulation, we evaluate the accuracy of the proposed FBLP-SVR as a

function of the number of snapshots L, L ∈ [1,. . . ,50]. Since the standard FBLP requires

L > 5, its results are shown only from 5 snapshots. FLP-SVR is also considered in this

simulation to compare with FBLP-SVR. Other settings are the same as the first simulation.

For each number of snapshots, the methods are evaluated with 500 Monte Carlo trials.

The performance is assessed with the relative root mean square error (RRMSE), which is

defined as [72]

RRMSE =

√
1
J

∑J
j=1(ẑj − z)2

z
(4.8)
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Figure 4.2 – PSD of FBLP-SVR, FBLP, and MUSIC in the estimation of time-delays. (a)
Number of snapshots = 5; (b) Number of snapshots = 100.
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where ẑj denotes the estimated time-delay for the jth run; z is the true value of the time-

delay.

The RRMSEs of the three methods versus the number of snapshots are illustrated in

Figures 4.3-4.5. With the increasing of the number of snapshots, the RRMSEs of FBLP,

FBLP-SVR and FLP-SVR decrease. FBLP-SVR has lower RRMSEs than FLP-SVR at

different numbers of snapshots. When the number of snapshots is large (more than 15 in this

case), FBLP and FBLP-SVR achieve similar results. But when the number of snapshots is

limited, the proposed FBLP-SVR has the best accuracy and outperforms the one-directional

FLP-SVR and the traditional FBLP.

0 10 20 30 40 50
10

-3

10
-2

10
-1

10
0

10
1

Number of snapshots

R
R

M
S

E
(%

)

 

 

FBLP

FLP-SVR

FBLP-SVR

Figure 4.3 – RRMSEs of TDE versus number of snapshots, first primary echo.

The execution time, by a computer equipped with a processor unit (CPU) of 2.7 GHz

and 16 GB of RAM, is used to get a rough idea about the computational burden of the

proposed method. In the comparison, three methods (the traditional FBLP, FLP-SVR, and

FBLP-SVR) are evaluated with L = 5 during 500 Monte Carlo trials. The average exe-

cution time of one trial using the traditional FBLP, FLP-SVR, and FBLP-SVR are 0.0674

s, 0.0816 s, and 0.0899 s, respectively. In view of the average execution time, these three

methods are not time consuming. The combination of FBLP (or FLP) with SVR slightly in-

creases the computational complexity. However, the proposed FBLP-SVR greatly improves

the estimation performance.
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Figure 4.4 – RRMSEs of TDE versus number of snapshots, second primary echo.
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Figure 4.5 – RRMSEs of TDE versus number of snapshots, third primary echo.
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4.4.4 Performance versus SNR

In the third simulation, the methods are applied to GPR data with different SNRs rang-

ing from 0 dB to 30 dB. Only one snapshot is considered in this simulation. The standard

FBLP can not work with a single snapshot. Thus, it is not presented in the comparison.

The performance of FBLP-SVR and FLP-SVR is tested with a Monte Carlo process, which

consists of 500 independent runs of the methods. Figures 4.6-4.8 show the RRMSEs of the

three primary echoes using FBLP-SVR and FLP-SVR as a function of SNR. It can be seen

that the RRMSEs of the three primary echoes continuously decrease as SNR increases.

The estimation results of FBLP-SVR have lower RRMSEs than those of FLP-SVR. The

RRMSE of the methods depends on the echo amplitude, that is, the larger the echo ampli-

tude is, the smaller the RRMSE will be. The RRMSE difference between FBLP-SVR and

FLP-SVR is the smallest for the third primary echo (in Figures 4.5 and 4.8), which might

lie in the fact that the third echo is not overlapped with the other echoes.
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Figure 4.6 – RRMSEs of TDE versus SNR, first primary echo.

4.5 Experimental results

The proposed method is also tested with two experimental databases. The first experi-

ment is conducted with a model medium. The second one is conducted with a pavement.
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Figure 4.7 – RRMSEs of TDE versus SNR, second primary echo.
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Figure 4.8 – RRMSEs of TDE versus SNR, third primary echo.
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4.5.1 Laboratory experiment

In the first experiment, a polyvinyl chloride (PVC) slab is probed in laboratory by a

monostatic step frequency radar in far-field, as shown in Figure 4.9. The radar is composed

of a vector network analyzer (VNA) and an antenna which is the Transmitter (Tx) and

Receiver (Rx). The frequency bandwidth is f ∈ [1.6, 3] GHz, with M = 71 frequency

samples. The height of the antenna is 70 cm. The PVC slab has a thickness of 4 cm and

relative permittivity εr = 2.97 + 0.015j. In this case, the product B∆τ is about 0.64 and

the two backscattered echoes overlap with each other. The radar pulse is measured with a

metal plane [9]. The data are acquired with a single snapshot.

VNA Computer

PVC 

Metal Plane

H≈4cm

Tx/Rx

Figure 4.9 – Observation framework of GPR.

The measured GPR data are preprocessed with temporal filtering and data whitening,

like in [9, 72]. After preprocessing, the proposed FBLP-SVR and FBLP are applied to TDE.

The order of the prediction filter P is set to 70. Figure 4.10 illustrates the obtained results.

The backscattered echoes are overlapped and correlated with each other and there is only

one snapshot. The proposed FBLP-SVR can accurately detect the two echoes while FBLP

fails because of the limitation on the number of snapshots (L > P/[2(M −P )] = 35). The

relative error of FBLP-SVR in Figure 4.10–(c) is about 2.7%.



86 CHAPTER 4. PROPOSED TIME-DELAY ESTIMATION METHOD USING GPR

0 1 2 3 4 5 6 7 8 9 10
-1

-0.5

0

0.5

1

Propagation Time (ns)

N
o

rm
a
li

z
e
d

 A
m

p
li

tu
d

e
 (

d
B

)

 

 

Hilbert Transform

Raw data

First Echo

Second Echo

Transient signals

(a)

0 1 2 3 4 5 6 7 8 9 10
-1

-0.5

0

0.5

1

Propagation Time (ns)

N
o

rm
a
li

z
e
d

 A
m

p
li

tu
d

e
 (

d
B

)

 

 

Hilbert Transform

Filtered data

Second EchoFirst Echo

(b)

0 1 2 3 4 5 6 7 8 9 10
-40

-30

-20

-10

0

10

20

Propagation Time (ns)

P
S

D
 (

d
B

)

 

 

FBLP-SVR

FBLP

True Values

(c)

Figure 4.10 – Processing of GPR measurements. (a) Raw data. (b) Time-filtered data. (c)
PSD of FBLP-SVR and FBLP (B∆τ ≈ 0.64).
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4.5.2 Field experiment

An experiment is conducted to probe a pavement of IFSTTAR fatigue carousel [80].

The pavement consists of two layers of asphalt. The relative permittivities of the two layers

are very close. The thickness of the first layer is about 5 cm. The measurement is carried

out by a quasi-monostatic step frequency radar with closely located Tx and Rx antennas.

The distance between Tx and Rx antennas is constant during the B-scan. The B-scan is

composed of 21 traces (A-scans). During the measurement, the far-field condition is veri-

fied. Preprocessing techniques (filtering the air wave, data whitening) are performed before

applying the proposed algorithm [9, 72]. By the inverse Fourier transform, we have the

B-scan obtained from the experimental data without air wave with a large frequency band

(f ∈ [0.8, 10.8] GHz), as shown in Figure 4.11. There are two echoes and the time shift ∆τ

between them is about 1.07 ns.
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Figure 4.11 – Raw GPR data, B-scan with a large frequency band (f ∈ [0.8, 10.8] GHz).

Figure 4.12 shows the B-scan obtained by the proposed FBLP-SVR using only one

snapshot. The frequency band used in the estimation is f ∈ [3.77, 4.42] GHz with 27

frequency elements. Thus, the product B∆τ is about 0.7, which means that the two echoes

are overlapped. As expected, the two echoes are well resolved by FBLP-SVR over 21

A-scans. The prediction order P is set to 25. The standard FBLP can not work since

the limitation on the number of snapshots is L > 7 and there is only one snapshot in the

experiment. Figure 4.13 illustrates the results obtained by the proposed method and FBLP

at the 5th trace of the B-scan (5th A-scan of Figure 4.11). The proposed method is able
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to detect the two echoes, as shown in Figures 4.12 and 4.13. FBLP shows no peak at the

position of true values.

In addition, the time-delays between the two echoes for the 21 A-scans are calculated.

The mean and median of the estimated time shifts are 1.058 ns and 1.110 ns, respectively.

The estimated time-delays are close to the real values.
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Figure 4.12 – Estimations using FBLP-SVR, B-scan, f ∈ [3.77, 4.42] GHz.
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Figure 4.13 – PSD of FBLP and FBLP-SVR at the 5th A-scan.
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4.6 Conclusion

In this chapter, the proposed FBLP-SVR is extended to estimate the time-delays of the

backscattered echoes within stratified medium by using GPR. Wirtinger’s calculus is used

to directly deal with complex-valued signals. The performance of FBLP-SVR is validated

with numerical and experimental data, in coherent scenarios with both overlapping and

non-overlapping signals and limited snapshots. The proposed FBLP-SVR outperforms the

traditional FBLP and FLP-SVR methods, especially when the number of snapshots is low.

Furthermore, FBLP-SVR is applicable with only one snapshot.





5
Proposed source localization method in
near-field

5.1 Introduction

In Chapter 3, we propose a source localization method in far-field in coherent scenar-

ios. In far-field, the wavefronts of signals are planar and there is only one parameter (DOA)

in the estimation. However, when the sources are in near-field, the wavefronts of signals

become spherical and both the range and DOA are necessary in source localization. Sev-

eral methods have been proposed in near-field source localization, for example, 2D MU-

SIC, ML [38], the weighted linear prediction method [39], the symmetric method [40], the

anti-diagonal method [42], the focusing method [43], and the sub-array processing (SAP)

method [44, 45]. Most of the methods (except ML) require EVD, as summarized in Table

2.3. However, EVD-based methods can not work in coherent scenarios. Besides, the SSP

procedures in [13, 30] can not be directly applied to decorrelate signals, since the phase

shifts are nonlinear in near-field. The SAP technique can work with coherent signals. But

it requires a large number of sensors and a large angle separation between sources, which is

not efficient with closely located sources. The principle of ML doesn’t depend on signal or

noise subspaces and it can deal with coherent signals. However, it needs multidimensional
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searching, which is computational demanding.

In this chapter, we focus on the localization of two closely located sources in near-

field and in coherent scenarios. The focusing technique in [43] is able to transform the

near-field signal model into a far-field-like one. Then, we can apply SSP to decorrelate the

coherent signals. The DOA of each source can then be estimated by using far-filed source

localization methods. The range can be estimated by using ML with the estimated DOAs

and pre-estimate of ranges. In this case, the searching complexity of ML is greatly reduced.

5.2 Signal model

The near-field signal model used in this chapter is presented in Section 2.3. We assume

a ULA with M = 2N + 1 elements and K narrow band sources locating within rF =

[0.62(D3/λ)1/2, 2D2/λ], as shown in Figure 5.1. Contrary to Section 2.3, the sources are

considered as coherent in this chapter.

-N                                                                                                                              N                                                                                                                            

kth source

k


k
r

0                                                                                                                              

Figure 5.1 – Uniform linear array configuration in near-field source localization.

According to (2.43), the output of sensors in vector form can be formulated as

x(t) = As(t) + n(t) (5.1)

where s(t) = [s1(t), . . . , sK(t)]T is the signal vector; n(t) = [n−N(t), . . . , nN(t)]T is the

noise vector; A is the mode matrix given by A = [a(r1, θ1), . . . , a(rK , θK)], with steering
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vector a(rk, θk):

a(rk, θk) =


e
j(2π d

λ
sin θk)N+j(πd

2

λrk
cos2 θk)N

2

...

e
j(2π d

λ
sin θk)(−N)+j(πd

2

λrk
cos2 θk)N

2

 . (5.2)

The covariance matrix of the received signals is R = E[x(t)xH(t)] = ARsAH + σ2I.

5.3 Proposed method

The flowchart of the proposed method is shown in Figure 5.2. Before applying the

focusing technique, a pre-estimation of the parameters (DOA and range) is carried out by

using beamforming. Then, we form a focusing matrix to transform the near-field signal

model into a far-field-like one. After the focusing process, the DOAs can be estimated using

SSP and a subspace method (MUSIC or ESPRIT). Finally, the range can be estimated by

using ML and the previously estimated parameters.

Observations Beamforming
Pre-estimates
(DOA, range)

Focusing
Spatial 

smoothing
MUSIC DOA

Range
Maximum
likelihood

Figure 5.2 – Flowchart of the proposed method.

5.3.1 Pre-estimation: beamforming

The beamforming method is necessary to roughly estimate the positions of the sources

before the focusing technique. The positions of sources can be estimated by searching the

spectrum of the output power as follows:

P (r, θ) = a(r, θ)HRa(r, θ) (5.3)
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where r ∈ rF and θ ∈ [−π/2, π/2].

The resolution of the classical beamforming method is limited to the Rayleigh resolution

[15]. Thus, the closely located sources are mixed up in the power spectrum.

5.3.2 Focusing technique-particular case

We assume that the sources are closely located. Thus, there will be only one peak in

beamforming. Let re and θe be the corresponding estimates. The diagonal focusing matrix

C can be expressed as:

C = diag[e−j(
πd2

λre
cos2 θe)(−N)2 , . . . , e−j(

πd2

λre
cos2 θe)(N)2 ]. (5.4)

Then, we can build the focused covariance matrix R′ as follows:

R′ = CRCH

= (CA)Rs(CA)H + σ2I.
(5.5)

The matrix (CA) has the same structure as the mode matrix in far-field. Since the signals

are coherent and the focused signal model is linear, SSP techniques in Section 2.2.4 can be

used to decorrelate signals. Then, we can estimate the DOA by using subspace methods,

for example, MUSIC. Let θ̂k be the estimate of θk, k = 1, 2.

5.3.3 ML

As introduced in Section 2.3.2, the range and DOA of each source are estimated by ML

with the following expression:

max
A

tr(ΠAR) (5.6)

where ΠA = A(AHA)−1AH .

The matrix A = [a(r1, θ1), . . . , a(rK , θK)] is composed of 2K unknown variables and

rk ∈ rF , θk ∈ [−π/2, π/2], k = 1, . . . , K.

With the estimated DOA θ̂k and the pre-estimate of range re, the range of each source

can be estimated by using ML.
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5.4 Simulation

Consider a ULA with 11 isotropic sensors (i.e., N = 5). The distance between two

adjacent sensors is d = l/5λ to avoid phase ambiguity. The Fresnel region of this array is rF
= [1.75λ, 8λ]. Two coherent sources locate at (4.0λ, 0◦) and (3.8λ, 10◦), respectively.

5.4.1 DOA and range estimation

Beamforming method is firstly used to obtain the pre-estimates of DOA and range by

searching the peak of the PSD, as shown in Figure 5.3. 1000 snapshots are used and SNR

= 20 dB.

Figure 5.3 – Beamforming spectrum. Two sources locate at (4.0λ, 0◦) and (3.8λ, 10◦). The
number of snapshots = 1000. SNR = 20 dB.

Then, the focusing technique, SSP, and MUSIC are applied. We can estimate the DOA

and range of each source. Figure 5.4 shows the pseudo spectrum of MUSIC for the esti-

mation of DOA. We can see that the estimated DOAs are close to the true values. Figure

5.5 shows the result from ML in the estimation of range. Since there are two sources in the

simulation, the range estimation by using ML requires a 2D search. The maximum of the

2D spectrum indicates the estimates of range.

5.4.2 Performance versus SNR

The RMSE defined in (3.6) is used to analyze the behavior of the proposed method at

different values of SNRs. Furthermore, the CRLB for near-field source localization (see in

Appendix A) is added for comparison. The estimation results are collected over 200 Monte
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Figure 5.4 – Spectrum of DOA estimation by using focusing technique, SSP, and MUSIC.

Figure 5.5 – Spectrum of range estimation by using ML.
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Carlo trials. The number of snapshots is set to 1000. Figures 5.6 and 5.7 illustrate the

RMSE of the estimated DOA and range, respectively.

In Figures 5.6 and 5.7, the RMSE of both sources decreases as SNR increases, , not

only in the estimation of DOA but also in range.
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Figure 5.6 – Performance of the proposed method versus SNR, DOA estimation. Two
coherent sources locate at (4.0λ, 0◦) and (3.8λ, 10◦). The number of snapshots = 1000.
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Figure 5.7 – Performance of the proposed method versus SNR, range estimation. Two

coherent sources locate at (4.0λ, 0◦) and (3.8λ, 10◦). The number of snapshots = 1000.
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5.4.3 Performance versus number of snapshots

Then, the performance is evaluated with different numbers of snapshots. The number

of Monte Carlo process is also set as 200. SNR is fixed at 15 dB. Figures 5.8 and 5.9 show

the estimation results for DOA and range, respectively. When the number of snapshots

increases, the RMSE of the estimation of DOA and range decreases.
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Figure 5.8 – Performance of the proposed method versus number of snapshots, DOA esti-
mation. Two coherent sources locate at (4.0λ, 0◦) and (3.8λ, 15◦). SNR = 15 dB.
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Figure 5.9 – Performance of the proposed method versus number of snapshots, range esti-

mation. Two coherent sources locate at (4.0λ, 0◦) and (3.8λ, 15◦). SNR = 15 dB.
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5.5 Conclusion

In this chapter, a method is proposed to localize two closely located near-field sources

in coherent scenarios. The proposed method firstly makes use of the focusing technique to

transform the near-field signal model into a far-field-like one. Then, the SSP decorrelation

technique and MUSIC are applied in the estimation of DOA. The ranges are estimated

by using ML and the estimated DOAs. Simulation results show the performance of the

proposed method.





6
Conclusion and perspectives

6.1 Conclusion

Source localization (in far-field or near-field) and time-delay estimation (TDE) are of

great importance in practical engineering applications, for example, radar, communica-

tion, civil engineering. In this thesis, we focus on the development of new signal pro-

cessing methods in source localization (both far-field and near-field) and the estimation of

time-delay (civil engineering) in problematic scenarios (coherent signals, limited number

of snapshots) and with high resolution.

Chapter 2 firstly presents the signal models for far-field and near-field source localiza-

tion. Then, several signal processing methods are described in each field. In particular, the

signal model for TDE can be viewed as an extension of the signal model in far-field. There-

fore, source localization methods in far-field can be applied to TDE. The theory of SVR

is introduced to estimate DOAs in far-field, by using the traditional training and testing

process.

In Chapter 3, we propose to combine FBLP and SVR in the estimation of DOA in

far-field. SVR is a sparse machine learning method. It can work with a limited number of

samples. FBLP has high resolution and performs SSP implicitly. To combine both methods,

the complex variables in FBLP are converted into the corresponding real and imaginary

parts. The behavior of the proposed method is analyzed with respect to SNR, number of
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snapshots, and steering vector uncertainty. Numerical simulations show the robustness of

the proposed method with a limited number of snapshots and coherent signals.

Chapter 4 extends the proposed FBLP-SVR to estimate the time-delays of backscattered

echoes from a stratified medium by using GPR. Since the signal model of source localiza-

tion methods in far-field is close to that of TDE, the proposed FBLP-SVR works in TDE as

well. Contrary to Chapter 3, the complex variables in FBLP-SVR are formulated directly in

the complex domain with Wrintinger’s calculus. The performance of FBLP-SVR in TDE is

validated with numerical and experimental data, in coherent scenarios with both overlapped

and non-overlapped echoes, and a limited number of snapshots.

In Chapter 5, we propose a near-field source localization method in coherent scenarios.

The proposed method makes use of the focusing technique to transform the near-field signal

model into a far-field one. Then, SSP and subspace methods can be applied to estimate the

DOAs of coherent incoming signals. The range is estimated by ML with the estimated

DOAs. Simulations demonstrate the effectiveness of the proposed method.

6.2 Perspectives

In this thesis, we propose to combine the sparse machine learning method SVR with

existing signal processing methods in source localization and the estimation of time-delay.

But much work remains to be done.

The SVR adopted in this thesis can only deal with single-output cases. Therefore, an

extension of SVR in multi-output cases like in [81] would be interesting, especially in the

complex domain. Moreover, the multi-output SVR (M-SVR) can also be used in the train-

ing and testing of multiple parameters, for example, DOA and range in near-field source

localization, and time-delay, permittivity, thickness, roughness in GPR pavement measure-

ments.

Besides, SVR in this thesis is combined with LP methods. We also would like to com-

bine SVR with other linear signal processing methods in the future, for example, propagator

methods.

In source localization problems, we use the simplest observation framework ULA in

Chapters 3 and 5. However, other configurations, nested array [82], co-prime array [83],

multiple-input multiple-output (MIMO) radar, provide more benefits, for example, im-

proved resolution, higher degrees of freedom. Another future concern is the investigation

of these configurations in source localization and parameter estimation with SVR.
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Moreover, the proposed near-field source localization method in Chapter 5 works only

with two closely located sources in coherent scenarios. The estimation of DOA is based on

the focusing technique. More rigorous researches are required to deal with more than two

sources and with a lower computational complexity.

In addition, the effectiveness of the proposed methods in source localization (both far-

field and near-field) would be more convincing with some experimental data.





A
Cramér-Rao Lower Bound (CRLB)

In estimation theory, CRLB serves as a limit on the variance of an unbiased estimator

with which we can compare the performance of the proposed method [84]. The CRLB is

derived by the reciprocal of the Fisher information matrix, which contains all the infor-

mation about the unknown parameters. In source localization problems, the expression of

CRLB has been studied not only in far-field [85, 70] but also in near-field [39].

According to [70], the closed-form expression for CRLB in far-field is as follows:

CRLBf =
σ2

2L
{<((FHΠ⊥

A F)� (RsAHR−1ARs)
T )}−1 (A.1)

where � denotes the Hadamard-Schur product; A = [a(θ1), . . . , a(θK)] is the mode matrix

in far-field source localization and

Π⊥
A = I−ΠA;

ΠA = A(AHA)−1AH ;

F =
[
f(θ1) . . . f(θK)

]
;

f(θk) =
∂a(θk)

∂θ
, k = 1, . . . , K.

Similarly, the expression of CRLB for DOA and range in near-field is formulated as
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[39]:

CRLBn =
σ2

2L
{<((FHΠ⊥

A F)� (12×2 ⊗ (RsAHR−1ARs)
T ))}−1 (A.2)

where ⊗ denotes the Kronecker product; A = [a(r1, θ1), . . . , a(rK , θK)] is the mode matrix

in near-field source localization;

12×2 =

[
1 1

1 1

]
;

F =
[
fθ(r1, θ1) . . . fθ(rK , θK) fr(r1, θ1) . . . fr(rK , θK)

]
;

fθ(rk, θk) =
∂a(rk, θk)

∂θ
, k = 1, . . . , K;

fr(rk, θk) =
∂a(rk, θk)

∂r
, k = 1, . . . , K.



B
Parameter sensitivity analysis of
FBLP-SVR in TDE

In this appendix, we present a sensitivity analysis of FBLP-SVR. This analysis is carried

out for TDE, but similar results can be observed in the estimation of DOA in far-field.

In linear SVR models, three parameters should be analyzed, namely, the regularization

parameter C, the epsilon parameter ε and the parameter γ. In fact, there are several ways

to determine the SVR parameters, for example, the criterion of Cherkassky [86], cross val-

idation [87], particle swarm optimization [88], and gradient descent algorithm [89]. Most

of these criteria depend on the prior distribution of the data (a large dataset is required

[86, 87]) or an initial start [89]. However, the numbers of snapshots in our simulations are

too small to provide sufficient statistical information, L ∈ [1, 5, . . . ]. This group of param-

eters (ε = 0, C = 1 and γ = 10−6) has shown its robustness under different conditions in

TDE, which will be presented in the following simulations.

B.1 Performance versus C

Firstly, we test the performance of FBLP-SVR at different values of C. The simulation

setup is the same as Section 4.4.1. There are 3 layers in the stratified medium associated

with 3 primary echoes (the multiple echo is not estimated). Only 5 snapshots are used here.
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The range of C is set as [1, 5, 10, 50, 100]. ε = 0, γ = 10−6 and SNR = 15 dB. Figure B.1

shows the PSD of the proposed FBLP-SVR with different values of C.
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Figure B.1 – PSD of FBLP-SVR for different values of C. ε = 0, γ = 10−6, L = 5 and
SNR = 15 dB.

From Figure B.1, it is clear that all the values of C can successfully estimate the three

primary echoes.

B.2 Performance versus ε

Similarly, we test the performance of the proposed method with different values of ε.

The results are shown in Figure B.2.

In our experience, the value of ε should not be too big. When ε = 0.1, the third primary

echo is undetectable. But the other settings of ε can successfully detect the three peaks.

B.3 Performance versus γ

Parameter γ is also set at different values, as shown in Figure B.3.

We can see in Figure B.3 that the performance of the proposed method is similar at

different values of γ, even though the value of γ changes greatly (from 10−6 to 10−2). All

curves have peaks around the true values.
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Figure B.2 – PSD of FBLP-SVR for different values of ε. C = 0, γ = 10−6, L = 5 and
SNR = 15 dB.
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Figure B.3 – PSD of FBLP-SVR for different values of γ. ε = 0, C = 1, L = 5 and SNR =
15 dB.
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B.4 Performance versus number of snapshots

The group of parameters (ε = 0, C = 1 and γ = 10−6) is tested with 500 Monte Carlo

trials. Similarly, both L = 5 and L = 50 are considered. The means and standard deviations

of the three estimates (the three primary echoes) are calculated, which are shown in Table

B.1.

Table B.1 – Means and standard deviations of TDE with 5 and 50 snapshots. γ = 10−6,
ε = 0, C = 1 and SNR = 15 dB.

True Value
L = 5 L = 50

Mean Standard Deviation Mean Standard Deviation
τ1 (s) 6,667e-09 6,667e-09 1,290e-11 6,667e-09 1,064e-12
τ2 (s) 6,955e-09 6,956e-09 1,319e-11 6,956e-09 1,205e-12
τ3 (s) 7,898e-09 7,841e-09 1,859e-10 7,879e-09 1,182e-10

From Table B.1, we can see that the mean values are close to the true values; the standard

deviations are small; the results with L = 50 are more accurate than that with L = 5.

B.5 Performance versus SNR

The performance of FBLP-SVR is also assessed for different values of SNR. The medium

is the same as in Section 4.4.1. SVR parameters are fixed as γ = 10−6, ε = 0, C = 1 and

the number of snapshots L = 5. The means and standard deviations of the estimates of the

three primary echoes are shown in Figure B.4.

Figure B.4 shows that the mean values of the three estimates are closer to the true values

as SNR increases. The standard deviations of the three echoes decrease with the increase

of SNR. This group of parameters can work at different SNRs.

B.6 Performance versus thickness

Moreover, we would like to see the performance of the proposed FBLP-SVR for dif-

ferent thicknesses. In this section, one medium composed of two layers is considered, as

shown in Figure B.5. Layer 1 is a pavement, and Layer 2 is a semi-infinite pavement.

Two time-delays, i.e., τ0 and τ1, are considered. The frequency range of the step fre-

quency radar is [1.0 − 3.0] GHz. The relative permittivities of Layers 1 and 2 are 3 and
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Figure B.4 – Error bar of TDE using FBLP-SVR with 500 Monte Carlo trials and different
values of SNR. Data are expressed as mean ± standard deviation. γ = 10−6, ε = 0, C = 1
and L = 5.
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8, respectively. The thickness of Layer 1 is set at different values to have different B∆τ

(∆τ = τ1 − τ0).
The rate of failures is assessed with 500 Monte Carlo trials. A trial is considered as

successful only when the estimates of the two time-delays are within [τ0−∆τ/2, τ1+∆τ/2]

[90]. The same group of parameters (γ = 10−6, ε = 0, C = 1) is adopted here. L = 5 and

SNR = 15 dB.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

20

40

60

80

100

B∆τ

R
a

te
 o

f 
fa

il
u

re
s

 (
%

)

Figure B.6 – Rate of failures using FBLP-SVR with 500 Monte Carlo trials and different
thicknesses. γ = 10−6, ε = 0, C = 1, L = 5 and SNR = 15 dB.

Figure B.6 illustrates the rate of failures of FBLP-SVR for different thicknesses (B∆τ ).

As B∆τ gets larger, i.e., the thickness of Layer 1 gets larger, the rate of failures decreases.

The rate of failures reaches 0% when B∆τ = 0.4. The proposed FBLP-SVR and the

settings of SVR parameters can be used at different thicknesses.

To sum up, the value C controls the trade-off between the model error and the empirical

error. Parameter ε represents the size of the ε-intensive zone, which should not be too large,

as shown in Figure B.2. Parameter γ is a small coefficient of an additional regularization

term, which is insensitive in our testing. Secondly, the performance of the proposed FBLP-

SVR is also analyzed with the same parameter setting (γ = 10−6, ε = 0, C = 1) at different

numbers of snapshots, different SNRs, and different thicknesses. All the simulations prove

the robustness of the proposed FBLP-SVR with the same set of SVR parameters.



C
Wirtinger’s calculus and some
derivations
C.1 Wirtinger’s calculus

Let g(z) be a complex function defined on C, where z = x+ jy and j is the imaginary

unit. Assume that the partial derivatives of g(x, y), ∂g
∂x

and ∂g
∂y

, exist, then the Wirtinger’s

derivative of function g can be given by:

∂g

∂z
=

1

2
(
∂g

∂x
− j ∂g

∂y
). (C.1)

The conjugate Wirtinger’s derivative of g is given by:

∂g

∂z∗
=

1

2
(
∂g

∂x
+ j

∂g

∂y
). (C.2)

Wirtinger’s calculus can be used to derive gradients of real valued cost functions that

are defined in the complex domains [59, 79, 91]. For real-valued functions, the complex

gradient is defined as:

∇g =
∂g

∂z∗
. (C.3)
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C.2 Derivation of SVR in the complex domain
Since the optimization function of SVR in (4.5) is real-valued, its derivations on the

complex vector ωFBLP can follow the rules of Wirtinger’s calculus in (C.3). The partial

derivation of Lpd with respect to ωFBLP is deduced in details as follows. Assume ωFBLP =

ωr + jωi and the subscripts r and i denote for the real and imaginary parts, respectively.

∂

∂ω∗FBLP
‖ωFBLP‖2 =

∂

∂ω∗FBLP
(ωHFBLPωFBLP )

=
∂

∂ω∗FBLP
(ωTr ωr + ωTi ωi)

=
1

2
[
∂

∂ωr
(ωTr ωr + ωTi ωi) + j

∂

∂ωi
(ωTr ωr + ωTi ωi)]

=
1

2
(2ωr + j2ωi)

= ωFBLP .

(C.4)

∂

∂ω∗FBLP
<(zHn ωFBLP ) =

∂

∂ω∗FBLP
<((zrn − jzin)T (ωr + jωi))

=
∂

∂ω∗FBLP
((zrn)Tωr + (zin)Tωi)

=
1

2
[
∂

∂ωr
((zrn)Tωr + (zin)Tωi) + j

∂

∂ωi
((zrn)Tωr + (zin)Tωi)]

=
1

2
(zrn + jzin)

=
1

2
zn.

(C.5)

∂

∂ω∗FBLP
=(zHn ωFBLP ) =

∂

∂ω∗FBLP
=((zrn − jzin)T (ωr + jωi))

=
∂

∂ω∗FBLP
((zrn)Tωi − (zin)Tωr)

=
1

2
[
∂

∂ωr
((zrn)Tωi − (zin)Tωr) + j

∂

∂ωi
((zrn)Tωi − (zin)Tωr)]

=
1

2
(−zin + jzrn)

=
j

2
zn.

(C.6)
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Finally, we have:

∂Lpd
∂ω∗FBLP

=
1

2
ωFBLP −

1

2

NT∑
n=1

anzn +
1

2

NT∑
n=1

ânzn −
j

2

NT∑
n=1

bnzn +
j

2

NT∑
n=1

b̂nzn

=
1

2
ωFBLP −

1

2

NT∑
n=1

((an − ân) + j(bn − b̂n))zn

= 0.

(C.7)

The derivation result with respect to ωFBLP is summarized in (4.6).
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Titre :  Estimation des temps de retard et localisation de sources avec des systèmes Radar 

Mots clés :  Localisation de sources, estimation des temps de retard, sources cohérentes, radar, méthode de 
régression à base de vecteur support 

Résumé : La localisation de sources (en champ 
lointain ou en champ proche) et l'estimation des 
temps de retard ont de nombreuses applications 
pratiques. Pour localiser une  source en champ 
lointain à partir d'un réseau de capteur, seule la 
direction d'arrivée (DDA) de la source est nécessaire. 
Quand les sources se situent dans une situation de 
champ proche, le front d'onde du signal est sphérique 
et deux paramètres sont nécessaires pour localiser 
les sources : la direction d'arrivée et la distance entre 
la source et le réseau de capteurs. Dans cette thèse, 
on se focalise sur la localisation de sources (en 
champ lointain et en champ proche) ainsi sur 
l'estimation des temps de retard dans le contexte où 
les signaux sont cohérents, mélangés et avec un 
faible nombre de réalisation. 

Tout d'abord, nous proposons de combiner la théorie 
de la méthode SVR (Support vector regression qui 
est une méthode de régression à base 
d'apprentissage supervisée) avec la théorie de la 
prédiction linéaire avant-arrière.  La méthode 
proposée, appelée FBLP-SVR, est développée pour 
deux applications : la localisation de sources en 
champ lointain et l'estimation des temps de retard 
des échos radar en champ lointain. La méthode 
développée est évaluée par des simulations et des 
expérimentations. Nous proposons également une 
méthode de localisation de sources en champ 
proche dans le contexte où les signaux sont 
cohérents et mélangés. La méthode proposée est 
basée sur une technique de focalisation, de 
moyennage en sous-bande et  sur une méthode à 
sous-espaces pour l'estimation des DDAs. Ensuite, 
les distances entre les sources et le réseau de 
capteur sont estimées avec la méthode du maximum 
de vraisemblance. 

 

Title :  Time-delay estimation and source localization in radar systems 

Keywords :  Source localization, time-delay estimation, coherent sources, radar, support vector regression 

Abstract : Source localization (in far-field or in near-
field) and time-delay estimation have many practical 
applications. To locate a far-field source from a 
sensor array, only the direction of arrival (DOA) of the 
source is necessary. When the sources are in a near-
field situation, the wavefront of the signal is spherical 
and two parameters are needed to locate the sources: 
the direction of arrival and the distance between the 
source and the sensors. In this thesis, we focus on 
the localization of sources (both in far-field and near-
field) as well as the estimation of time-delay in the 
context where the signals are coherent, overlapped 
and with a small number of snapshots. 
 

First, we propose to combine the theory of the SVR 
method (support vector regression, which is a 
supervised learning-based regression method) with 
the theory of forward-backward linear prediction 
(FBLP). The proposed method, called FBLP-SVR, is 
developed for two applications: far-field source 
localization and time-delay estimation by using 
ground penetrating radar. The proposed method is 
evaluated by simulations and experiments. We also 
propose a near-field source localization method in 
the context where the signals are coherent and 
overlapped. The proposed method is based on a 
focusing technique, a spatial smoothing 
preprocessing, and a subspace method in the 
estimation of DOA. Then, the distances between the 
sources and sensors are estimated with the 
maximum likelihood method. 
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