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INTRODUCTION

Context study

Deciding is not an easy task: we are often facing problem situations where we are not sure
what to decide (it is the case particularly when several points of view can be taken to assess the
quality of the different alternatives). Decision analysis is concerned with the process of providing
decision support in such situations. We call such an activity “decision aiding”. Decision aiding is

(31

the result of an interaction between an “analyst” (or expert) and a “client” (or decision maker),
where the aim of the analyst is to guide the decision maker to find a solution to his problem
and to be convinced that this solution is a reasonable one. For that, the analyst and the decision
maker are committed in an interactive process, where the main objective is eventually to reach
a consensus upon the solution to a decision problem. Systems which aim to assist people in
decision making help the user to shape a problem situation, formulate a problem and possibly
try to establish a viable solution to it. Decision theory and Multiple Criteria Decision Analysis
(MCDA) have established the theoretical foundation upon which many decision support systems

have blossomed.

These approaches (and the formal tools coming along with them) have focused for a long time
on how a “solution” should be established. But it is clear that the process involves many other

aspects that are handled more or less formally by the analyst. For instance,

o the problem of accountability of decisions is almost as important as the decision itself. The
decision maker should then be convinced by a proper explanation that the proposed solution
is indeed the best (see [Bouyssou et al. 2000], [Belton and Stewart, 2002]).

o it should be possible, for the client, to refine, or even contradict, a given recommendation.
Indeed, the decision-support process is often constructive, in the sense that the client refines

its formulation of the problem when confronted to potential solutions.

Nowadays, decision-aiding situations are pervasive: they can occur in situations where the role

of the analyst is taken by a non-expert, even in some extreme cases by an automatic tool. Take
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the following examples:

¢ Ann is not an experienced analyst, but she has good knowledge of some decision-support
tools that she used herself quite often. She would like to help Bob to make a decision
regarding some public policy investment. In this situation, Ann may find useful to have
the support of a tool that would provide her with explicit explanations, justifications, and
possible replies that could occur in the course of an interaction with her “client”. Similarly,
such a system could be used for the non-expert analyst to practice and simulate some virtual

interactions with a client.

o Bob is purchasing items on the internet. He has to choose among a selection of 150 digital
cameras on a commercial website (too many to be examined exhaustively). Bob first pro-
vides some preferential information to the system. On the basis of the responses of Bob to
these questions, the recommender system selects a specific model. Bob, not fully satisfied or
convinced by the recommendation, would like to interact with the system, at least to gain a
better understanding of the reasons underlying this. Such needs has been identified by main-
stream recommender systems [[Chen and Pu, |2007]], but is only very simply addressed. For
instance, it is now possible to check why a given item has been recommended by Amazon,

and to contradict the relevance of a certain purchase act for forthcoming recommendations.

This means that several aspects usually delegated to the human analyst should (in these situa-
tions) ideally be handled by the decision-support system. The task is ambitious: in a “human-
to-human” interaction —even though the dialogue is possibly supported by standard protocols
(as in the case of constructing a value or an utility function or assessing importance parameters)
which fix some explicit formal rules on how such a process can be conducted— the dialogue is
handled through typical human interaction. A tool should be able to structure the dialogue on a
formal basis in order to be able to control and assess what the device concludes as far as the user
preference models are concerned and what type of recommendations (if any) is going to reach.
In short, we need on the one hand some formal theory about preferences (and this is basically
provided by decision analysis), on the other hand some formal language enabling to represent
the dialogue, to explain it, to communicate its results, to convince the user/decision maker that

what is happening is both theoretically sound and operationally reasonable.

Although there was until recently very little attention in the decision analysis literature to the
use of decision theories and decision aiding methodology when the interaction occurs between a
human (a user) and an automatic device (see [Klein,|1994]| for a noticeable exception), the recent
surge of automatic decision aiding tools on the Internet (recommender systems) have motivated
a great deal of research, studying for instance the impact on the efficiency of recommendations

when greater interaction with the user is allowed, or when explanations are provided [Pu and
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Chenl, 2007]]. Due to the context however, only very simple interactions and models of prefer-
ences are envisaged (a typical consumer is not prepared to enter in a long preference elicitation

process, or to discuss endlessly the benefits of a given options as opposed to another one).

Our perspective in this work is different, as it is not to fully automatize the process. Instead,
we rely on existing decision-aiding tools as developped in the MCDA community, and seek to
enhance them with additional features as discussed above. Under such a perspective we consider

that argumentation theory provides a useful framework within which develop such a dialogue.

A Motivating Example

Suppose that a person wishes to buy a watch. The problem is that once in the store, the person
is faced with a big choice of models with different colours, sizes, and prices. Impressed and
afraid of making mistakes in the choice, she decides to ask the seller for help. The seller tries to
understand what the customer wants and what are her preferences. After a brief discussion, he
notes that regarding the size, she prefers a small watch than a medium or a big one; she prefers
also the steel to the leather. As for the colour, she specifies that she likes the white more than the
red or the pink, and that the watch should be fashion than classical or sport. Finally, the model
should be the less expensive possible, but she would like to have a guarantee against breaking
along with the watch. From this information, four models were selected and their characteristics

are in the table below.

Size Material | Price | Colour | Style
small Steel 450 | Red Classical
big Leather | 300 | White | Fashion

medium | Steel 320 Pink Classical
small Leather | 390 | Pink Sport

QIO |

The following dialogue was recorded:

1. Expert: Given your informations, b is the best option.

2. Client: Why is that the case?

3. Expert: Because b is globally better than all other options.
4. Client: What does that mean?

5. Expert: Well... b is top on a majority of criteria considered: the price, the colour, and espe-
cially the style, it is so trendy!
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6. Client: But, why b is better than ¢ on the price?
7. Expert: Because c is 20 euros more expensive than b.

8. Client: I agree, but I see that the guarantee is very expensive especially for this watch. In

fact I’'m not sure to want the guarantee.
9. Expert: But c remains 5 euros more expensive than b.

10. Client: I see, but this difference is not significant. And also I changed my mind: I would
rather to have a classical model, I think it’s more convenient for a daily use.

11. Expert: OK. In this case I recommend c as the best option.

12. Client: ...

Let us briefly analyse this dialogue. In turn (1) the expert (here the seller) suggests to the client
that b would be the best option for her. The client challenges this proposition, in turn (2) and asks
for a justification, which is given by the expert in the turn (3). The justification is based on the
fact that the option is better than any other one. Not fully satisfied with this explanation, the client
asks the expert to be more explicit on the reasons motivating his choice. Thus, the expert, in turn
(5), explains that b is ranked first on the majority of criteria considered. But, in turn (6), The
client seeks clarifications on the fact that b is better than an other option on a specific criterion.
The expert explains that this is due to the fact that the price of ¢ is greater than the price of b. We
note, that this explanation is different from the one given at the turn 5. In fact, unlike the turn (4)
where the client wanted to know why b was declared as being the best choice, in Turn (6) he is
interested in comparing the model b to another model on a particular criterion. Thus, in turn (5),
the seller highlights more explicitly the set of positives points in favour of b regarding the set of
all options. In the second case, i.e. the turn (6), the expert gave more details on the comparison
between two specific models from a specific point of view. Confronted, now, to such explanation,
the client rejects it by indicating that the comparison is not appropriate because she doesn’t want
to include the guarantee in the price, actually. However, in turn (9), the expert maintains that
¢ cannot be better than b because its price is still expensive comparing to the price of b. The
client, in turn 10, indicates that the difference is not significant for her and at the same time, she
mentions that she changes her mind on her preferences on the style of the watch. This need to
refine or correct old information is very common in practice, because a decision maker never
fully aware of what he wants or what he prefers, at the beginning of the process. Finally, taking

into account the remarks of the client, the expert suggests that, now, c is the better choice.

This example dialogue illustrates how different types of explanations can be asked (and be pro-

vided), how the available information may change and be corrected (because the decision-maker
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really changes his mind, but also because the expert necessarily make some assumptions that
only hold by default, both aspects are involved in the exchange about the price of the watch).
This is especially true when the decision-maker is confronted to explicit justifications because it

helps him to identify relevant questions, and possible critics.

What this PhD is not about

There is a long tradition in Artificial Intelligence (Al), going back to the early work of Simon,
to challenge some assumptions of decision theory models, or to emphasize their limits in certain
circumstances. Stimulated by the objective to design agents capable of autonomous decision-
making abilities (think of a robot hiking on planet Mars), Al researchers pointed out the need to
deal with missing or incomplete information, to revise some objectives to adapt to the current
context, and so on. In particular, the knowledge representation trend of Al has greatly contributed
to challenge and question the rather crude “utility” models used in decision theory. Indeed, one
of the key distinctive ingredient of many Al-based approaches is to represent decision making in
terms of “cognitive attitudes" (as exemplified in the famous Belief-Desire-Intention paradigm)
[Dastani et al., 2005; |Doyle and Thomason, [1999]], instead of mere utilities (as already elicited
by the analyst). This change of perspective paved the way for more flexible decision-making
models: goals may change with circumstances, and understanding these underlying goals offers
the opportunity to propose alternative actions, for example. Under such a perspective, preferences
result from these underlying motivations. The approach is attracting because it offers a natural
and powerful way to express, to specify agents’ preferences, because it naturally cater for partial
specification of preferences, and because makes explicit many aspects that are usually somewhat
hidden in decision models. In the present work, we will not base our model on cognitive attitudes
and try to represent the underlying motivations of agents, but we rely on information that we

suppose provided by the decision maker.

A second very influential contribution of Al (related to the previous point) has been to develop
techniques to reason in the presence of conflicting (possibly heterogeneous) information. In par-
ticular, one trend of argumentation theory follows the seminal contribution of [Dung,|{1995]] and
studies exhaustively the theoretical properties of “abstract” argumentation systems. Different se-
mantics are proposed, which interpret differently what (sets of, in this case) arguments should be
considered acceptable, only based on their interaction. Although part of this trend is relevant to

our work, as we shall see in the rest of this document, it is by no means central.

Firstly, one important distinctive feature is that in the present work, we will not assume the
existence of a fixed knowledge base to construct arguments, which departs from the classical
Dungian framework (see also [[Gordon et al.l [2007]] for a similar remark). Indeed, as illustrated

on our example, we are often faced with decision situations where we are far from knowing with
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certainty all data and information necessary to make this decision. Thus, we build our conclusion
on the basis of available information at that moment and we reserve the right to change it at any
time. Thus, argumentation in our context will be viewed as a process to produce justifications of

the recommendations of a decision problem.

More fundamentally, this work should not be regarded as a theoretical contribution to
argumentation-based reasoning. In particular we shall not propose new methods, based on argu-
mentative notions, to aggregate the preferential information as provided by the decision-maker.
These methods, when simply understood as techniques to aggregate “pro” and “cons”, can be
expressed as multicriteria methods. The added-value of argumentation, as we shall see, clearly
lies in the use of possible complex chains of attacks, when some information can invalidate or
reinstantiate previous statements. However, due to their recent development, very few experi-
ments exist to validate these underlying principles with human decision-makers [Madakkatel ef
al.l, 2009]]. In the context of our study, and in the applications that we foresee, the objective is
clearly to build upon decision-support tools that clients understand well, find valuable, and would
be reluctant to drop for a completely new tool. This explains our choice to concentrate the use
of argumentation on the new features that we propose to integrate, leaving aside the aspects that

are already well captured by current tools.

This work has also a clear limitation regarding the decision-aiding perspective. According to
the formal model of a decision aiding process as described by [Tsoukias| 2007]], four outcomes
summarise the overall process: (i) situation (offering a representation of the problem situation),
(ii) formulation problem (the analyst may provide the decision maker with one or more problem
formulation(s)), (iii) evaluation stage (organise the available information in such a way that it
will be possible to obtain a formal answer to a problem statement), and (iv) recommendation
(translate the output into the decision maker’s language). It is clear that the four outcomes of
such process are equally important for decision aiding and that conducting such process is not a
linear process in which the four models are established one after the other. In this work however
we will not consider the whole process but will concentrate on the evaluation stage and the
recommendation that we can provide to the decision maker. For the sake of simplicity, we will
also assume that the two first stages (situation and formulation problem) are done by taking care

of the decision maker cognitive profile and of the different aspects of the decision problem.

What this PhD is about: main contributions

The kind of system that we foresee and sketch here would then allow: (i) to present a recom-
mendation that can be explicitly justified; (ii) to revise any piece of reasoning involved in this
process, and be informed of the consequences of such moves; and (iii) to stimulate the user

by representing naturally (sometimes visually) the exchanged arguments, possibly generating
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counter-arguments. These different aspects trigger different problems and involve different mod-
els and mechanisms. As a consequence, our contributions in this work are of different nature,
from the modeling exercise to the implementation of a prototype exhibiting the different features

discussed in this thesis. More specifically, the following points have been investigated:

A hierarchical structure of arguments. We propose a first approach allowing to specify in
argumentative terms the steps involved in an evaluation stage of a decision aiding process [Ouer-
dane et al.| [2008]]. To do that, we make use of the popular notion of argument schemes. Argument
schemes are forms of arguments that capture stereotypical patterns of humans reasoning, espe-
cially defeasible ones. Different approaches have investigated the use of argument schemes to
decision-making [[Ouerdane et al., 2007, 2009a]. They greatly extend our understanding of the
construction of argument schemes for action. Our claim in this work is that by presenting the
reasoning steps of an evaluation process under the form of an arguments schemes it makes justi-
fication possible and offers in turn the possibility to identify how these steps can be dialectically
defeated. Thus, we propose a hierarchical structure where we identify three levels of argument
schemes that are embedded. At the highest level the multi-criteria level, which is based on the

aggregation level, which is in turn based on the Unicriteria level.

Choosing an aggregation procedure. One of the problems encountered during an evaluation
process is the choice of the aggregation procedure for solving the decision problem. In fact,
a delicate step in decision aiding is to identify what kind of model or aggregation mechanism
is appropriate in the decision context considered. However, multi-criteria analysis provides a
variety of aggregation procedures and each one makes a number of assumptions regarding the
decision maker’s preferences, not always easy to identify. Thus, on what basis the system will
choose a procedure to provide recommendations? An idea is to advance methods that are simple
to understand for the user. When the user provides more preferential information (during the
interaction), the system should be able to adapt and jump to the new favoured method. To do
that, it will use a Concept Lattice in order to guide its choice. Such a lattice is constructed on
the basis of a set of properties, that we identified, allowing to distinguish each procedure from

another one.

Generating minimal explanations. At each step of the evaluation process, the decision maker
can ask for explanations to clarify the reasoning steps assumed by the system, as well as the
constructed recommendations and solutions. The idea is that the system generates automatically
explanations by instantiating argument schemes constructed in the hierarchy. Moreover, the sys-

tem will seek to provide the most “simple”, “natural”, explanation for a given recommendation.

More precisely, the system will provide the minimal evidence which allows to support a given
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conclusion. Thus, in this work we propose to examine different definitions of “minimality”, de-

pending on the language used to construct the explanation.

Handling revisions and updates. An important task for the system is to manage the various
changes and updates occurring during the dialogue. In fact, there are very different reasons to
revise in such a process: in some case the user may simply want to correct/refine one of its pre-
vious statement, introduce new information. In other cases it will contradict one of the system’s
assumption. To inform the user of the consequences of these changes, we propose to endow the
system of different tools, such as an acceptability function and a mechanism to construct an argu-
ments graph during the interaction [Ouerdane et al.l 2009b; Ouerdanel 2009]. The acceptability
function will provide a way for evaluating the exchanged arguments during the dialogue, and
therefore the decision for which such arguments were constructed. The graphical representation
of the arguments facilitates the understanding of their structure and helps to see “points of attack”

in criticizing an argument .

Managing the dialogue. Finally, our system should be able to structure the dialogue on a
formal basis in order to be able to control the interaction with the user. To account for that, we
propose to construct a dialogue game, that specifies the rules and conditions under which we can
have a coherent dialogue in a decision aiding context. More precisely the dialogue is based on
recent extensions that incorporate argument schemes within dialogues. [Reed and Walton, [2007]].

Such a dialogue will allow the system to manage and guide the interaction with the user.

Plan and overview of the thesis

The thesis is divided into two parts. The first part Literature review, containing Chapter [I} Chap-
ter 2] and Chapter[3] adresses on the one hand the different concepts and tools related to decision
aiding process and argumentation theory, and on the other hand different argumentation-based
decision making approches. The second part MCDA: a dialectical perspective, containing Chap-
ter [} Chapter [5|and Chapter|[6] is devoted to present our proposals within this thesis.

Chapter [T} Multi-criteria Decision Aiding (MCDA). The aim of this chapter is to give an
introduction to the Multicriteria Decision Aiding (MCDA) field by presenting some important
notions and definitions. The first part is dedicated to a model of the “decision aiding process”:
the interaction between a decision maker and an analyst where the aim of the analyst is to guide
the client to find a solution and to convince him that this solution is reasonable. The second
part deals with basic elements of MCDA, such as: actions, criteria and problem statements. We

devote the next one to present different concepts related to the representation and aggregation
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of decision maker’s preferences. Finally, in the last part we discuss some limits of the model of

decision aiding process.

Chapter 2} Argumentation Theory. The aim of this chapter is to give an overview of different
concepts and notions of an argumentation process. We introduce the general idea of non mono-
tonic reasoning and discuss the different steps of an argumentation process. Indeed, different
levels can be associated to such process: the logical level which provides the logical structure
of a single arguments; the dialectical level which address the notion of conflict between argu-
ments and the procedural level which introduce how we can use arguments within a dialogue.
Our purpose, through such levels, is to address the different concepts required to our work, such
as argument schemes and critical questions. The last part of this chapter introduces the represen-

tation and the visualization of arguments by graphs structure.

Chapter 3} Arguing for decision: a critical review . There has recently been many proposals
to adopt an argumentative approach to decision-making. As the underlying assumptions made
in these different approaches are not always clearly stated, we review these works, taking a
more classical decision theory perspective, more precisely a multi criteria perspective. It appears
that these approaches seem to have much to offer to decision models, because they allow a
great expressivity in the specification of agents’ preferences, because they naturally cater for
partial specification of preferences, and because they make explicit many aspects that are usually

somewhat hidden in decision models.

Chapter [} Different levels for different reasons. Our ambition in this chapter is to show
that it is possible and useful to introduce argumentation in a decision aiding process. In fact,
we propose to specify in argumentative terms the steps involved in a multi criteria evaluation
process. To do that, we make use of the popular notion of argument schemes. A hierarchical
structure of argument schemes allows to decompose the process into several distinct steps—and
for each of them the underlying premises are made explicit, which allows in turn to identify how

these steps can be dialectically defeated.

Chapter [5} Towards an argumentation-based decision aiding tool. The aim of this chap-
ter is to present a first dialectical system for designing the interaction between an analyst and a
decision maker during the evaluation process. Such a system is based on the popular model of
dialogue games, and more precisely it is based on recent extensions that incorporate argument
schemes within such models. It has the aim to automatically generate explanation for the recom-
mendation of a decision problem. Moreover, it includes methods and tools to calculate the status

of arguments, critical questions , acceptability functions, to establish how the revision procedure
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can be handled. Finally, to inform the user of the consequences of changes during the dialogue
(e.g. adding new information, challenging an assumption...) a discussion graph with tree like
structure is used. The graph allows to visualize and evaluate the exchanged argument during the

dialogue.

Chapter [6} ArgDEC: a prototype for an argumentation based decision aiding tool. The
aim of this chapter is to show how the different elements and concepts presented in this work,
can be used in a “real” application. To do that, we implemented a system realised under the
form of a simple GUI (Graphical User Interface) in Java. Such a system allows to simulate a
dialogue between an analyst (here played by the system) and a decision maker in a decision
aiding situation. In general, the system will allow to: structure the decision problem, calculate
the recommendation and to generate automatically the minimal explanation that allows to justify
it, select the proof standard on the basis of the rules and properties described in the previous
chapters; and finally to inform the user of changes during the interaction by both a textual and a

graphical representation.
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Multi-criteria Decision Aiding
(MCDA)

The aim of this chapter is to give an introduction to the Multicriteria De-
cision Aiding (MCDA) field by presenting some important notions and
definitions. The first part is dedicated to a model of the “decision aid-
ing process”: the interaction between a decision maker and an analyst
where the aim of the analyst is to guide the client to find a solution and
to convince him that this solution is reasonable. The second part deals
with basic elements of MCDA, such as: actions, criteria and problem
statements. We devo